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Foreword

I extend my warm welcome in inviting you all to the proceedings of the
International Conference on Evolutionary Computing and Mobile Sustainable
Networks [ICECMSN 2020] organized at Sir M. Visvesvaraya Institute of
Technology, on 20–21 February 2020.

The theme of the conference event is “Emerging advances in Sustainable Mobile
Networks and Computational Intelligence”, topics that are quickly gaining research
attention from both academia and industries due to the relevance of maintaining
sustainability and enhancing intelligence in smart mobile networks. The already
established track record of computational intelligence models and sustainable
mobile networks seems to be very functional and reliable, where it mandates the
need for further exploration in this research area. This makes the ICECMSN 2020
an excellent forum for exploring innovative research ideas in the smart and intel-
ligent networks domain.

Wewould like to extend our sincere gratitude toOrganizingChairDr.V.R.Manjunath,
Principal, SIR MVIT, Bangalore, India for his motivation and support to organize
the conference in a successful manner. We extend our hearty thanks to Keynote Speakers
Dr.ManuMalek, Editor in Chief, Elsevier CEE and Former Professor, Stevens Institute of
Technology, USA and Sri B. S. Bindumadhava Scientist G & Senior Director, Centre
for Development of Advanced Computing, Bengaluru, India for their valuable thoughts
and discussion.

The entire success of the ICECMSN 2020 conference event depends on the
research talents and efforts of the authors in the intelligent mobile networks and
computer science domains, who have contributed their submissions on almost all
the facets of the conference theme. An extensive appreciation is also deserved for
all the conference program and review committee members who have invested their
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valuable time and professional expertise in assessing research papers from multiple
domains by maintaining the quality standards for this conference. We extensively
thank Springer for their guidance before and after the conference event.

Conference Chair
Dr. Manjula Sanjay Koti

Professor and HOD
Department of MCA

SIR MVIT, Bangalore, India
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Preface

It is our pleasure to welcome you to the International Conference on Evolutionary
Computing and Mobile Sustainable Networks [ICECMSN 2020] in Bangalore,
India. The major goal of this conference is to bring together the academicians,
researchers and industrialists under a single roof to share and exchange their
research experience and results on various aspects of mobile sustainable networks
and computational intelligence research and discuss about the real-time challenges
and solutions adopted for it.

ICECMSN 2020 has received ample submissions of about 398 papers from both
academia and industrial tracks and based on the selection of conference review
committee and advisory committee members, a total of 90 papers appeared in the
conference proceedings of ICECMSN 2020. It is to be noted that, all the papers
regardless of their allotted tracks has extensively received at least 3 reviews from
the research experts.

We hope the readers will have a productive, satisfying and informative expe-
rience from the research works gathered from all over the world. Nevertheless, this
proceedings will provide a written record of a synergy of research works that exists
in communication networks communities and provides significant framework for a
new and futuristic research interactions. Moreover, this proceedings will pave way
for the applications of computational intelligence in Mobile Sustainable Networks
[MSN].

Bangalore, India Prof. Dr. V. Suma
Horten, Norway Dr. Noureddine Bouhmala
Ithaca, USA Dr. Haoxiang Wang
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Optimal Resource Sharing Amongst
Device-to-Device Communication Using
Particle Swarm Algorithm

H. M. Nethravathi and S. Akhila

Abstract Device-to-Device Communication (D2D) has been described as one of
the important innovations in the development of 5G networks. This form of D2D
networking has its own benefits of improved network capacity and reduced power
usage, making it as a primary candidate for the upcoming 5G cellular networks. In
this work, a single cell scenario with one base station andmultiple cell users andD2D
pairs are considered. As sharing causes performance degradation due to interference
between CUs (cellular users) and D2D pairs, a permutation optimization strategy
based on Particle swarm optimization (PSO) has been proposed to optimize resource
sharing between cellular users and D2D pairs. This technique is found to maximize
system performance through better resource sharing.

Keywords 5G · D2D · 3GPP · PSO

1 Introduction

Worldwide, the number of users and data traffic is increasing every day. It overloads
the base stations resulting in transmission delay, latency and low data speed. In
such a situation, device-to-device (D2D) connectivity is a promising candidate for
fifth-generation cellular communication. In D2D communication devices transmit or
receive data without assistance from the base station. This reduces the base station
overload thereby increasing the overall system throughput. Optimal allocation of
resources for D2D interaction has become a very important research field, with
researchers showing a great deal of interest in this area. Each user will be able to
operate as a conventional cellular user or a D2D user depending on their chosen
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strategy of need and mode. Based on their model, the resources will be allocated to
the associated user so as to optimize the device throughput.

D2D communication has been considered as a powerful technology to provide
improved quality of wireless services. Due to the limitations in various technologies,
such as power restrictions, highdelays due to network congestion and adoption of new
services, new techniques have been developed to replace the prevailing technology
i.e., Long Term Evolution (LTE), D2D. Such approaches tackle the limitations of
existing networks and meet the new needs of end-users and of the operators [1].

The advantages that these techniques would bring to an end-user would be energy
savings, efficiency gains or new nearby services that can save the connection to the
base station. It also provides benefits from the perspective of network operators, such
as increasing the coverage area, increasing spectrum utilization or being able to meet
the demand of a larger number of linked terminals in the future at the same time.
3GPP considers the use of Long Term Evolution (LTE-Direct) and IEEE 802.11
(Wi-Fi Direct) for D2D communications [2].

To achieve the expected benefits ofD2Dcommunications, the technical challenges
that may arise from the difficult conditions of transmission between mobile devices
needs to be addressed. In addition, D2D communications can be highly inefficient
under conditions of uncertainty and low quality of connections [3]. With the use
of link adaptation and Power Control techniques, this form of inefficiency can be
tackled.

Aranit et al. [4] provides a review on LTE to assess its capacity to support ITS
and vehicular applications. The analysis conducted qualitatively captures the main
features, strengths and weaknesses of the under-development standard guidelines
and solutions. In [5], the energy minimization problem for D2D communication
underlying a multi-cell system has been considered to maximize throughput.

Multiantennamethods [6, 7] have also been implemented into the underlyingD2D
communication to eliminate the interference between D2D and cellular users. D2D
communication as a cellular network underlay can share resources orthogonally or
non-orthogonally with cellular users. In the orthogonal case, D2D users are allocated
dedicated resources. Though simple to implement, they are unable to exploit the
full potential of D2D communication to increase spectral efficiency. This has been
addressed in nonorthogonal resource sharing methods. Feng et al. [8] address both
D2D and cellular users’ QoS specifications while optimizing the sum frequency.
D2D applications should share CU’s uplink resources since it is simple for the base
station (BS) to manage interference problems caused by underused uplink channels.

Liu et al. [9] investigated the power control for full-duplex D2D cellular network
communications. In this power control problem was formulated by maximizing
the achievable sum-rate of the full-duplex D2D connection while meeting the
cellular connection’s minimum rate required under the cellular users and D2D users’
maximum transmission power constraint.

Dynamic resource allocation is studied in [10,11, 12], where all subchannels can
be used by the D2D pairs. Nevertheless, the adjacent D2D pairs will inevitably suffer
extreme interference with each other.
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Social and physical attributes based content sharing approach with D2MD cluster
formation approach is described in [13] for 5G cellular networks, enabling traffic
offloading from base stations to direct transmitting devices and enhancing power.

Interference due to resource sharing reduces network performance. In [8], authors
have proposed interference management strategy by incorporating orthogonality
between cellular links and D2D links.

Distance constrained based outage probability calculation is performed in [14],
to justify the objective of utilizing all the possible resources in the cellular system.
Deng et al. [15] proposed social aware distributed resource algorithm, this algorithm
achieves convergence and stability without loss of fairness.

Khuntia et al. [16] proposed an optimal spectral allocation strategy to enhance
the throughput of D2D while maintaining QoS for CUs and performance of D2D is
analyzed using outage probability analysis [17].

The paper is organized in the following way. Section 2 is about the formulation
of the system. Section 3 describes the methodology. The results of the simulation
obtained in Sects. 4 and 5 ends with a conclusion.

2 Formulation of the System

Figure 1 shows a cellular system for sharing the uplink resources in a device to device
communication framework with N number of orthogonal users and a base station
(BS) [18].

The frequency band indexed by each user is expressed by i = 1, . . . , N .
hci represents the channel between the base station and cellular user i ,
hdi is the channel between D2D receiver and cellular user i ,
gci is the channel between BS and D2D transmitter for frequency band i .
gci symbolizes the channel betweenD2D transmitter and the receiver for frequency

band i .
Let xci and x

d
i be the transmitting signals for the cellular andD2Dusers respectively

for frequency band i .

Fig. 1 Cellular system in
D2D communication

Cellular 
user 1 

Cellular 
user 2 

Cellular 
user N

c
Nh 

D2D Rx D2D Tx

BS

2 
c h

d 
ig

1 
c h

c 
i g

2
dh

1
d hd

Nh



4 H. M. Nethravathi and S. Akhila

Equation (1) represents the signal received at the base station by the cellular user
i :

yci = hci x
c
i + gci x

d
i + nci (1)

where nci is the Gaussian noise with variance σ c
i by cellular user i.

And, Eq. (2) represents the signal reception for D2D user with frequency band i :

ydi = gdi x
d
i + hdi x

c
i + ndi (2)

where ndi is the additive zero-mean Gaussian noise with variance σ d
i by D2D user .

Suppose that the Gaussian codes are used by both D2D and cellular users, on each
frequency band i which transmits powers of

qi � E
∣
∣xdi

∣
∣
2

(3)

pi � E
∣
∣xci

∣
∣
2

(4)

The throughputs for cellular and D2D users are given by the Eqs. (5) and (6)
respectively [18].

Rc
i (pi , qi ) � log

[

1 +
∣
∣hci

∣
∣
2
pi

σ c
i + ∣

∣gci
∣
∣
2
qi

]

= log

(

1 + αi pi
1 + θi qi

)

(5)

Rd
i (pi , qi ) � log

[

1 +
∣
∣gdi

∣
∣
2
qi

σ d
i + ∣

∣hdi
∣
∣
2
pi

]

= log

(

1 + γi qi
1 + βi pi

)

(6)

where,αi � |hci |2
σ c
i
, βi � |hdi |2

σ d
i
, γi � |gdi |2

σ d
i

and θi � |gci |2
σ d
i

represents the normalized
channel gains.

The resource sharing between cellular and D2D users must be designed so that
the D2D can achieve maximum benefit by fulfilling the cellular user’s requirements.
This is accomplished through resource sharing between the D2D and cellular users.

Theoretically, this is achieved by maximizing the throughput of D2D link [18]
and is represented as:

Maximize
p, q

subjected to :

N∑

i=1
Rd
i (pi , qi )

Rc
i (pi , qi ) ≥ ρi , i = 1, . . . , N

0 ≤ pi ≤ Pi , 0 ≤ qi ≤ Qi , i = 1, . . . , N
N∑

i=1
qi ≤ Q

(7)
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where the QoS threshold is symbolized by ρi , Pi is the power budget of cellular
user i , Qi for frequency band, i is the D2D user’s power limit and the overall power
budget for D2D user is symbolized by Q.

It is a very challenging task to achieve optimal resource sharing. The problem in
(7) is a non-convex problem as both Rc

i (pi , qi ) and Rd
i (pi , qi ) are not jointly concave

in (pi , qi ). This work aims at providing an optimized solution for resource sharing
using the particle swarm optimization technique.

3 Methodology

The problem in Eq. (7) is feasible if and only ifωi � 2ρi −1 ≤ αi Pi f ori = 1, . . . , N
[19].

The realization of optimal resource sharing is accomplished by assuming ωi ≤
αi Pi , for i = 1, . . . , N .

Let (p∗, q∗) denote the optimal solution to (7).
Define Ai � ωiβiθi (αiγi + ωiβiθi ),Bi � (αi + ωiβi )(2ωiβiθi + αiγi ), Ci (λ) �

(αi + ωiβi )
(

αi + ωiβi − 1
λ
αiγi

)

and Di � min
{

Qi ,
1

ωi θi
(αi Pi − ωi )

}

for i =
1, . . . , N .

If
N∑

i=1
Di ≤ Q, then p∗

i = ωi
αi

(1 + θi Di ) and q∗
i = Di ;

N

If
∑

i=1

Di > Q, thenp∗
i = ωi

αi

(

1 + θi q
∗
i

)

q∗
i =

⎡

⎣

√

B2
i − 4AiCi (λ) − Bi

2Ai

⎤

⎦

Di

0

(8)

Where [D]Di
0 symbolizes the projection onto the interval [0, Di ], and λ > 0 is

selected such that
N∑

i=1
q∗
i = 0.

Substituting p∗
i into the frequency band i of D2D user denoted as Rd

i (pi , qi ) leads
to:

Rd
i (pi , qi ) = log

(

1 + αiγi qi
αi + ωiβi + ωiβiθi qi

)

(9)

Let h(qi ) � αiγi qi
(αi+ωiβi+ωiβi θi qi )

, we get:

h′′(qi ) = − 2αiγiωiβiθi (αi + ωiβi )

(αi + ωiβi + ωiβiθi qi )
3 ≤ 0 (10)

The above equation represents that h(qi ) is a concave function. Therefore, Eq. (7)
can be rewritten as:
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Maximize
q

subjected to

N∑

i=1
log

(

1 + αiγi qi
αi+ωiβi+ωiβi θi qi

)

0 ≤ qi ≤ Di , i = 1, . . . , N
N∑

i=1
qi ≤ Q

(11)

Since the objective in Eq. (11) is increasing for each qi , then the optimal solution
will be q∗

i = Di , and optimal solution to pi will be Rd
i (pi , qi ).

3.1 Particle Swarm Optimization (PSO)

Let f : Rn → R be the function that has to be minimized and S, the number
of particles that make up the swarm. Four vectors of dimension n are defined for
each particle as attributes: ki , vi , pbesti and gbesti . The position xi represents a
potential solution for the objective function, the velocity vi represents the direction
and intensity of the movement of the particle, pbesti represents the best position
found individually and gbesti the best position found by the particles in their vicinity
until the present moment [20].

In the PSOalgorithm the steps of the canonical version of PSOare described.After
the initialization of its attributes, each particle proceeds to traverse the search space
by updating its speed and position. This process occurs iteratively and culminates
after a predetermined number of iterations T has elapsed.

3.2 PSO Algorithm Applied for Optimal Parameter
Calculation in D2D Communication

Define parameters constants and variables
(

T, N , c1, c2, k0i , v
0
i

)

Output:pi , qiandRd
i according to Eq. (11)

for j = 1 to N do
pbest0i ← k0i
end for
for j = 1 to N do
Update gbest0i
end for
for j = 1 to T do
for i = 1 to N do
Update vti and kti
Evaluate fitness function and update pbest ti
end for
for i = 1 to N do
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Update gbest ti
end for
end for
return gbest ← mingbesti

{

f
(

gbestTi
)}

The updation of velocity and positions are represented by:

vt+1
i, j = vti, j + c1r

t
1i, j

[

pbest ti, j − kti, j
] + c2r

t
2i, j

[

gbest ti, j − kti, j
]

(12)

kt+1
i, j = kti, j + vt+1

i, j (13)

The position and frequency of the movements produced by each particle in the
search space, as shown in Eqs. (12) and (13), is determined by the influence of three
components. Thefirst is the impulse or impetus that represents the force that is exerted
on the particle to continue the direction it leads at the current time. The second is the
cognitive component that represents the force that arises from the attraction of the
particle by its pbest , and the third is the social component that represents the force
that arises from the attraction of the particle by the gbest of his neighbourhood [21].

4 Simulation Results

This section evaluates the performance of the proposed system under various
parameters. Tables 1 and 2 provides simulation parameters and PSO parameters.

Figure 2 shows the average throughput versus SNR plot of optimal resource
sharing with 8 cellular users in D2D communication. It can be observed that average
throughput increases as the number of D2D SNR increase proportionally.

Figure 3 shows the average throughput versus SNR plot of PSO based resource
sharing with 8 cellular users in D2D communication. It can be observed that average
throughput increases as the number of D2D SNR increase proportionally.

Table 1 Simulation
parameters

Parameter name Value

Base station 1

No. of the frequency band 8

No. of cellular user 8

No. of D2D transmitter and receiver 1

Number of distance 50:50:450

SNR range 2:2:16

Dcell 300

dD2DRX 300
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Table 2 PSO parameters Parameter name Value

Cognitive parameter 1.2

Social parameter 0.012

Swarm size 100

Inertial weight 0.0004

Number of iteration 500

Fig. 2 Avg throughput
versus SNR plot of optimal
resource sharing with 8
cellular users in D2D

Fig. 3 Avg throughput
versus SNR plot of PSO
based resource sharing with
8 cellular users in D2D
communication

Figure 4 shows the average throughput versus distance between D2D and BS plot
of optimal resource sharing with 8 cellular users. As the distance between D2D and
BS increases throughput decreases proportionally
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Fig. 4 Avg throughput
versus distance between
D2D and BS plot of optimal
resource sharing with 8
cellular user

From Fig. 5 it can be observed that average throughput is high as approximately 7
bits/s/Hz at 16 dBwhen PSO is applied. Similarly, the optimal strategy gives average
throughput is high as approximately 3bits/s/Hz at 16 dB. It can be observed that as
D2D SNR increases throughput increases and can be concluded that PSO provides
better performance than the optimal solution.

From Fig. 6 it can be observed that average throughput is high as 14 bits/s/Hz at
a minimum distance between the base station and D2D users when PSO is applied.
Further, the optimal strategy gives average throughput is high as 8 bits/s/Hz at
minimum distance 50 m. The observed gain in throughput is approximate 6 bit/s/Hz
at 50m. It is observed that as distance increases betweenBS andD2Duser throughput
decreases. It can be concluded that PSO enabled resource utilization performs better
than the optimal solution.

Fig. 5 Comparative result of
PSO optimized and optimal
strategy based average D2D
throughput vs D2D SNR
with 8 cellular users
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Fig. 6 Comparative results
of PSO optimized and
optimal strategy based
average D2D throughput
versus the distance between
the D2D link and BS

5 Conclusions

In this work, an optimized resource sharing algorithm for D2D communications
using PSO has been proposed. The resource sharing problem ismodelled by underlay
uplink resources of multiple cellular users. It is found that the number of frequency
band has been optimized. Results of the simulation show good performance of the
proposed algorithm with a 6 Bit/s/Hz gain achievement in throughput at a minimum
distance of D2D devices.
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A Systemic Method of Nesting Multiple
Classifiers Using Ensemble Techniques
for Telecom Churn Prediction

J. Beschi Raja, G. Mervin George, V. Roopa, and S. Sam Peter

Abstract In this contemporary world, almost every business and companies deploy
machine learning methods for taking exemplary decisions. Predictive Customer
analytics supports to accomplish of momentous insights from customer data. This
trend is more distinct in the telecommunication industry. The most challenging issue
for telecom service providers is the increased churn rate of customers. In Existing
works, combining various classification algorithms to design hybrid algorithms as
well as ensembles have reported best results compared to single classifiers. But,
selecting classifiers for creating an effective ensemble combination is challenging
and are still in investigation. This work presents a various type of ensembles such
as Bagging, Boosting, Stacking and Voting to combine with different Base clas-
sifiers in a systemic way. Experiments were conducted with benchmark Telecom
customer churn UCI dataset. It is inferred that; Ensemble learners outperform single
classifiers due to its strong classifying ability. The models designed were affirmed
using standard measures such as AUC, Recall, F-Score, TP-rate, Precision, FP-Rate
and Overall Accuracy. This way of combining multiple classifiers as an ensemble
achieves the highest accuracy of 97.2% from bagged and boosted-ANN.

Keywords Predictive analytics · Customer churn · Ensembles · Telecom ·
Classification
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1 Introduction

Prevention of churn is an important sphere of CRM in all kinds of industries. The
expeditious growth of data in digital systems corresponded to information technolo-
gies furnishes immense opportunities to form customer patterns [3]. Globally, the
Telecom industry has rapid growth among all businesses [1]. On the other hand,
they experience furious competition in fulfilling their customers’ expectations and
concentrates to retain their existing valuable customers [1, 2, 4]. The customers’
affinity to migrate to other feasible telecom providers varies for disparate reasons
[4]. Besides, churn reflects in the outcome of the mislay of economic loss and the
public image of companies. Predicting customer churn research has received apex
remarkable attention all times [2, 5]. The extensive amount and divergence nature
of telecom data sets are prominent impediments in acquiring the desired results for
churn prediction [4]. Telecom data analysis for churn avoidance has been an imper-
ative research domain due to its huge significance [9]. Abundant machine learning
techniques were employed in Customer analytics and designing churn prediction
models for precise results. The most prevailing algorithms are constructed using
DT, LR, SVM and ANN. Various machine learning methods involving individual
classifiers and along with the integration of multiple classifiers were applied [5–7,
10]. Churn researches exhibit that individual model-based classifiers are weak to
produce desired solutions and hence researchers move to hybrid techniques, which
is an integration of two or more classification algorithms [12]. The hybrid classi-
fiers lead to better solutions compared to single classifiers and are adaptable for
all environment [11]. Ensemble techniques are emerging vibrantly and got signifi-
cant attention in research for increasing the accuracy of classification. Despite these
evolutions, creating an effective ensemble combination of selecting algorithms is
challenging and are still in investigation. It is commonly believed that the perfor-
mance of ensemble techniques relay with base learners. This paper is systematized
as. Session 2 reveals the discussion of existing survey works with accuracy. Session
3 presents the description of the dataset and its pre-processing process. Session 4
describes the framework proposed for ensemble classifierswhile experimental results
for all evaluation measures are discussed in Session 4. Finally, Session 5 concludes
this article.

2 Related Works

Generally, classification methods are employed in Telecom churn prediction to
analyse the customer behaviour expressed in demographics, billing data and
call details for identifying customer characteristics. Initially, single classifiers are
employed to predict telecom churners. For example, Xia et al. used SVM to analyse
churn prediction on UCI dataset. Radial basis function reports the best result of 90%
of accuracy [13]. The further improvement was performed by Sharma et al., where
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Table 1 Description of dataset

Ref. no Classifiers Dataset Accuracy (%)

[5] ANN +ANN Teradata Duke (Public) 94.32

[28] Nave Bayesian Teradata Duke (Public) 68

[16] SVM with Gaussian Kernel Teradata Duke (Public) 87.15

[25] Decision Tree British Telecom (Private) 82

[26] Voted Perceptron + Logistic
Regression

Asian Telecom (Private) 76

the accuracy was improved to 92.5% using feed-forward NN on UCI dataset [14].
In another study, Wouter et al. achieved an accuracy of 83.8% on the pruned dataset
using various rule induction techniques [7]. Accuracy was increased by Brandusoiu
et al. [15] where comparison was made betweenMLP and RBF. They finally realized
the accuracy of 93.7% usingMLP for predicting the churners. Tsai et al. [5] proposed
two hybrid models with ANN (backpropagation) and SOM. The experiments reveal
that ANN+ANN provides good results compared to SOM+ANN. Another hybrid
model was made by Zhang et al. where KNN and Logistic Regression are combined
[16]. Khashei achieves higher accuracy compared to individual methods using NN
with linear regression [17]. Likewise, a work proposed by Ahmed [18] using firefly
concept for optimization and increasing the accuracy. Vafeiadis et al. [19] proposed a
hybrid classifier with bagging and boosting and realised a higher accuracy of 96.86%
with boosted SVM. Among other techniques, Verbeke et al. performed experiments
with eleven Telecom datasets. SMOTE is employed for oversampling. They realised
the accuracy of 91.8 by bagging and decision Tree [20]. Likewise, De Bock et al.
[10] introduced rotation ensemble techniques for churn prediction. The features were
selected and extracted. The feature selection methods such as PCA, SRP and ICA
are investigated for effective feature extraction. The proposed technique combines
rotation Forest with Adaboost (Rot boost) which was evaluated on Telecom dataset.
Stripling et al. [21] proposed a profit-driven model named as ProfLogit for churn
prediction. They experimented on nine different real-time and evaluated recall and
precision values (Table 1).

3 Dataset

The study has experimented with publicly available benchmark TelecomUCI dataset
for designing themodel and assessing the performance [22]. TheUCI dataset consists
of 20 features and 5000 instances. The information present is mostly connected to
Call Detail Records (CDR). Out of 5000 samples, 715 samples are churners which
shows the imbalance nature of the dataset.

The UCI churn data was treated for pre-processing by converting to numeric from
string attributes.We excluded the variables such as ‘state’ and ‘phone number’ during
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training for better accuracy. Our target is design generic model that is suitable to any
Telecom platform irrespective of their location and area.

4 Proposed Framework for Ensembles

The ensemble learners are composed of base andmeta classifiers. Meta learners refer
to the combination of variousmultiple classifiers. To design the ensemble framework,
this phase constructs a various model by integrating base and meta learners to form
multi-classifier models using boosting, stacking, bagging and voting. The dataset
is initially introduced with individual classifiers and then combined with various
ensemble methods such as voting, bagging, boosting and stacking. The sets formed
by multiple classifiers are produced with boosting, stacking, bagging and voting
and referred to as boosted sample instance, bagged sample instance, stacked sample
instance and voted sample instance respectively.

4.1 Boosting

Ada boost is a technique, engage a two-step process; it first employs subclass of train
data to generate set of frail rules by base classifiers and then develops an ensemble
model by the rules, in turn, boosting their efficiency and performance [23] (Fig. 1).

Fig. 1 Ada boost iteration
and training process
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Adaptive Boost algorithm employs with labelled train data G = {(p_i, q_i)┤},
where Pi denotes samples, i = 1…N and q_i is connected tag per every single
occurrence p_i. Proceeding each execution, K = 1…X, a weight is allotted to all
parts in train data. The frail classifier stayed to receive a frail hypothesis h_k (p_i)
= q_i. Learning error ∈_k stands for evaluating and regenerate the weights up to
the final looping is obtained. The combination of Ada boost technique with various
baseline classifierswere experimented. In ourwork,we examined five base classifiers
integrating with boosting on UCI churn Telecom dataset.

4.2 Bagging

Bagging is employed to enhance the efficiency of base classifiers. It is also called as
a bootstrap aggregation that helps for overfitting [24] (Fig. 2).

Bagging creates m number of samples of bootstrap Gj (j = 1…q) of train dataset Y
withM of sample Gj. The classification results are averaged and retrieved from each
bootstrap sample Gj using learning algorithm C finally. The probability of samples
was selected randomly for each time 1/M. If G as a set of bootstrap samples of size
n then denoted as follows

Fig. 2 Training process of
bootstrapped sets by bagging
process
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Fit G almost independent weak learners as w1(.),w2(.), . . . ,wB(.), and then
bundle them into average to get an ensemble model with a lower variance. In our
study, the investigationof various base classifierswith baggingonUCI churnTelecom
dataset was carried out.

4.3 Stacking

Stacking or stacked generalization is the integration of various heterogeneous and
diversity of classifier algorithms. The stacking has two levels in combining learners.
First, the base learners are placed at level-0 referred to as stacked learner. Next, meta-
learners are placed at level 1 referred to as meta-learner. Meta learners integrate the
outcomes of base stacked learners for increasing the complete efficiency of themodel.
For a sample of observations X = {

xi ∈ RM
}
and a set of Labels Y = {yi ∈ N } and a

Training Set D = {xi , yi } as an input, such that learn the modelM based onD, Input:
D = {(

xi, yi
)|xi ∈ X, yi ∈ Y

}
Output: E (Ensemble Classifier). Initially, first-level

classification methods are analysed and learned. Next, base methods are learned and
a new sample is created using the above process. Likewise, all next classifiers are
learned with newly created samples [29].

Stacking provides various heterogeneous models, integrating the diverse of base
classifiers at base learners while one meta-learners placed on level one layer. Gener-
ally, 60% of the dataset is employed for training at stack learners of level 0 and rest
is used evaluated with meta learners at level 1. Different classifiers with stacking for
instance stacked- DT, stacked-ANN, stacked-KNN, Stacked-LR, Stacked-NB were
tested (Fig. 3).

4.4 Voting

Voting Technique is mainly used for classification problems. In this method, the
initial step is to design multiple classification models using train data (Fig. 4).

Here, the class label is calculated using the formulae y =
mode{G1(F),G2(F) . . . .Gx (F)}. Consider that if three classifiers are used
for voting such as G1, G2 and G3. If G1 and G2 predicts class 0 and G3 predicts
Class 1, then, voting classification outcome will be class 0. The base model can
be designed using diverse splits of the same train data with same classifiers or
with different algorithms. The voting model creates a prediction for all instances
separately and derives the final outcome. If more than 50% of the votes is not given
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Fig. 3 Integration of base and meta learners by stacking process

Fig. 4 Prediction from base models by majority voting process

from any of the prediction, it may say that the designed ensemble technique unable
to make stable outcome [25]. The investigation on voting with five various base
classifiers such as ANN, DT, KNN, NB and LR is done.

5 Experimental Outcomes and Discussion

This session presents the investigational outcomes conducted to evaluate the frame-
work proposed. The dataset is randomly sampled 80% for the process of training and
the remaining 20% for the process of testing for all phase in our analysis. The eval-
uation measures such as recall, ROC, AUC, Precision, TP rate, FP rate and accuracy
are determined. Cross-Validation is applied for experimental analysis and testing the
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model. The final outcome is discussed and analysed with ensemble creation with
various base learners. The experimental investigation performed using Weka and
Rapidminer tool. First, experiments are carried out for base learners on UCI dataset
are shown in Table 3. The highest classification accuracy is given my ANN with
95.2%. Next, the base learner algorithms are integrated with ensemble techniques
such as Stacking, Boosting, Bagging and Voting to produce diverse combination.
Experiments with boosting discovered that Boosted-ANN provides the highest accu-
racy of 97.2% which outperforms other boosting combination with other ensembles.
The boosting techniques with base leaners experiments are depicted in Table 4. Anal-
ysis of bagging represents Bagged-ANN performs the best performance with 97.2.%
which is the same accuracy received from Boosted-ANN. The bagging techniques
with base leaners experiments are summarized in Table 5. In stacking, the highest
accuracy of 96.7% was given by the combination of ANN as meta learners and other
base learners are summarised in Table 7. In voting the highest accuracy was obtained
was 96.1% by combination of KNN, ANN, LR and DT. The experimental analysis of
voting with various combination of base learners is depicted in Table 6. It is observed
that Boosted-ANN and Bagged-ANN are the prominent contributions of proposed
work which outperforms all ensemble techniques used in work (Figs. 5, 6, 7, 8 and
9).

Table 3 Summary results of various base classifier for UCI dataset

Classifier TP Rate FP rate Precision Recall F-measure AUC Accuracy (%)

NB 0.876 0.470 0.866 0.876 0.870 0.839 87.64

LR 0.866 0.669 0.840 0.866 0.839 0.847 86.40

ANN 0.952 0.200 0.952 0.951 0.951 0.920 95.2

DT 0.950 0.247 0.947 0.950 0.47 0.783 95

KNN 0.882 0.416 0.876 0.882 0.879 0.733 88.2

Table 4 Summary of results of boosting with various base learners

Classifier TP Rate FP rate Precision Recall F-measure AUC Accuracy (%)

Boosting + NB 0.883 0.468 0.872 0.883 0.876 0.806 88.3

Boosting + LR 0.886 0.669 0.840 0.866 0.839 0.723 86.6

Boosting + ANN 0.972 0.133 0.972 0.972 0.971 0.949 97.2

Boosting + DT 0.956 0.205 0.955 0.956 0.954 0.918 95.6

Boosting + KNN 0.882 0.416 0.876 0.882 0.879 0.733 88.2
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Table 5 Summary of results of bagging with various base learners

Classifier TP rate FP rate Precision Recall F-measure AUC Accuracy (%)

Bagging + NB 0.950 0.545 0.913 0.950 0.931 0.870 87.9

Bagging + LR 0.865 0.663 0.838 0.865 0.840 0.847 86.5

Bagging + ANN 0.97 0.133 0.972 0.972 0.971 0.949 97.2

Bagging + DT 0.95 0.247 0.951 0.949 0.917 0.917 95.2

Bagging + KNN 0.877 0.469 0.867 0.877 0.871 0.841 87.7

Table 6 Experimented results of voting with various combination of base learners

Classifier TP
rate

FP rate Precision Recall F-measure AUC Accuracy
(%)

Voted
NB-KNN-ANN-DT

0.951 0.253 0.950 0.951 0.948 0.933 95.1

Voted
NB-KNN-ANN-LR

0.922 0.392 0.918 0.922 0.914 0.928 92.2

Voted
KNN-ANN-LR-DT

0.960 0.222 0.960 0.960 0.958 0.943 96.1

Voted
NB-ANN-DT-LR

0.95 0.271 0.90.50 0.950 0.947 0.940 95

Voted
NB-KNN-DT-LR

0.928 0.367 0.925 0.928 0.921 0.922 92.8

Table 7 Experimented results of stacking with various combination of base and meta learners

Classifier TP Rate FP rate Precision Recall F-Measure AUC Accuracy (%)

KNN, ANN, DT,
LR

NB 0.954 0.107 0.980 0.966 0.973 0.946

NB, KNN, DT,
LR

ANN 0.967 0.140 0.966 0.967 0.966 0.925

NB, ANN, DT,
LR

KNN 0.939 0.185 0.939 0.939 0.939 0.877

NB, ANN, KNN,
LR

DT 0.951 0.224 0.950 0.951 0.949 0.807

NB, ANN, KNN,
DT

LR 0.949 0.242 0.948 0.949 0.947 0.910

6 Proposed Framework for Ensembles

A study on creating ensembles with heterogeneous classifiers using Booting,
Bagging, Voting and Stacking with systematic experimental analysis to obtain pest
performance are presented. The experiment was performed with standard bench-
mark TelecomUCI dataset. It is noted that Bagging and Boosting shows good results
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Fig. 5 ROC of ANN base
learner (AUC = 0.920)

Fig. 6 ROC of boosted
ANN (AUC = 0.949)

Fig. 7 ROC of bagged ANN
(AUC = 0.949)
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Fig. 8 ROC of voting (AUC
= 0.943)

Fig. 9 ROC of stacking
(AUC = 0.946)

compared to other ensembleTechniques.Despite this, it is observed thatANNoutper-
forms other base classifiers in both ensemble model as well as in the base classifier
model. Bagged-ANN and Boosted-ANN achieves the higher accuracy of 97.2%. The
future work can be extended tomodify ANN for acquiring further better performance
and reducing time for model creation (Table 8).
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Table 8 Experimented
results of stacking with
various combination of base
and meta learners

Classifier TP Rate FP rate

[13] SVM + RBF Kernel 90.9 accuracy

[26] Neural network 92.35 accuracy

[15] Multi-layer perceptron 93.7 accuracy

[27] MCE + GMDH 86.9 AUC

[19] Boosted SVM 96.86 Accuracy

Proposed Bagged-ANN 97.2 Accuracy

Proposed Boosted-ANN 97.2 Accuracy

References

1. Idris A, Aksam I, Zia ur Rehman (2017) Intelligent churn prediction for telecom using GP-
AdaBoost learning and PSO undersampling. Cluster Comput 1–15

2. Wenjie B et al. (2016) A big data clustering algorithm for mitigating the risk of customer churn.
IEEE Trans Industr Informat 12.3: 1270–1281

3. Lu N et al (2014) A customer churn prediction model in telecom industry using boosting. IEEE
Trans Industr Informat 10.2: 1659–1665

4. Idris Adnan, Rizwan Muhammad, Khan Asifullah (2012) Churn prediction in telecom using
Random Forest and PSO based data balancing in combination with various feature selection
strategies. Comput Electr Eng 38(6):1808–1819

5. Tsai Chih-Fong, Yu-Hsin Lu (2009) Customer churn prediction by hybrid neural networks.
Expert Syst Appl 36(10):12547–12553

6. Vafeiadis T et al (2015) A comparison of machine learning techniques for customer churn
prediction. Simulation Modelling Practice and Theory 55:1–9

7. Verbeke W et al (2011) Building comprehensible customer churn prediction models with
advanced rule induction techniques. Expert Systems with Applications 38.3: 2354–2364

8. Ahmed M et al (2018) Exploring nested ensemble learners using overproduction and choose
approach for churn prediction in telecom industry. Neural Comput Appl 1–15

9. Amin A, Anwar S, Adnan A, Nawaz M, Alawfi K, Hussain A, Huang K (2017) Customer
churn prediction in the telecommunication sector using a rough set approach. Neurocomputing
237:242–254

10. De Bock KW, Van den Poel D (2011) An empirical evaluation of rotation-based ensemble
classifiers for customer churn prediction. Expert Syst Appl 38(10):12,293–12,301

11. Sivasankar E, Vijaya J Hybrid PPFCM-ANN model: an efficient system for customer churn
prediction through probabilistic possibilistic fuzzy clustering and artificial neural network.
Neural Comput Appl 1–20

12. Xia Ge, Jin Wd (2008) Model of customer churn prediction on support vector machine. Syst
Eng Theory Pract 28(1):71–77

13. Sharma A, Panigrahi D, Kumar P (2011) A neural network-based approach for predicting
customer churn in cellular network services. Int J Comput Appl 27(11):26–31

14. Pamina J et al (2019) An Effective Classifier for Predicting Churn in Telecommunication. J
Adv Res Dynam Control Syst 11 (2019)

15. Zhang Y et al (2007) A hybrid KNN-LR classifier and its application in customer churn
prediction. In IEEE International Conference on Systems, Man and Cybernetics-ISIC 2007.
IEEE (2007)

16. Khashei M, Hamadani AZ, Bijari M (2012) A novel hybrid classification model of artificial
neural networks and multiple linear regression models. J. Expert Syst. Appl. 39(3):2606–2620

17. Ahmed, Ammar AQ, and D. Maheswari. “Churn prediction on huge telecom data using hybrid
firefly based classification.” Egyptian Informatics Journal 18.3 (2017): 215–220



A Systemic Method of Nesting Multiple Classifiers … 25

18. Vafeiadis T, Diamantaras KI, Sarigiannidis G, Chatzisavvas KC (2015) A comparison of
machine learning techniques for customer churn prediction. Simul Model Pract Theory 55:1–9

19. Verbeke W, Dejaeger K, Martens D, Hur J, Baesens B (2012) New insights into churn predic-
tion in the telecommunication sector: a profit driven data mining approach. Eur J Oper Res
218(1):211–229

20. Stripling E, vanden Broucke S, Antonio K, Baesens B, Snoeck M, (2017) Profit maximizing
logistic model for customer churn prediction using genetic algorithms. Swarm Evolut Comput
40:116–130

21. Blake CL, Merz CJ (1998) UCI Repository of machine learning databases, Irvine, University
of California. http://www.ics.uci.edu/*mlearn/MLRepository.html

22. Freund Y, Schapire RE (1995) A desicion-theoretic generalization of on-line learning and an
application to boosting. In: Computational learning theory. Springer, pp 23–37

23. Breiman L (1996) Bagging predictors. Mach Learn 24(2):123–140
24. Cao J et al (2012) Voting based extreme learning machine. Informat Sci 185.1: 66–77
25. Xiao J, Xiao Y, Huang A, Liu D, Wang S (2015) Feature-selection-based dynamic transfer

ensemble model for customer churn prediction. Knowl Inf Syst 43(1):29–51
26. Nath SV, Behara RS (2003) Customer churn analysis in the wireless industry: a data mining

approach. In: Proceedings of the Annual meeting of the decision sciences institute, pp 505–510
27. Poornaselvan KJ, Gireesh Kumar T, Vinodh PV (2008) Agent based ground flight control using

type-2 fuzzy logic and hybrid ant colony optimization to a dynamic environment. 2008 First
International Conference on Emerging Trends in Engineering and Technology. IEEE

28. Vijayakumari V, Suriyanarayanan N (2012) Survey on the detection methods of blood vessel
in retinal images. Eur J Sci Res 68(1):83–92

29. Pamina J, Beschi Raja J, Sam Peter S, Soundarya S, Sathya Bama S, Sruthi MS (2020) Infer-
ring Machine Learning Based Parameter Estimation for Telecom Churn Prediction. In: Smys
S, Tavares J, Balas V, Iliyasu A (eds) Computational Vision and Bio-Inspired Computing.
ICCVBIC 2019. Advances in Intelligent Systems and Computing, vol 1108. Springer, Cham

http://www.ics.uci.edu/%2Amlearn/MLRepository.html


Hybrid Method in Identifying the Fraud
Detection in the Credit Card
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Abstract As the world is rapidly moving towards digitalization and money trans-
actions are becoming cashless, the utilization of credit cards has rapidly heightened.
The fraud activities associated with it have also been increasing which leads to a
huge loss to the financial institutions. Therefore, we need to analyze and detect the
fraudulent transaction and separate them from the non-fraudulent ones. The paper
proffers the frame work to detect credit card frauds. A combination of the three tech-
niques is used. These methodologies include Decision Trees, Neural Network and
K-Nearest Neighbor. For each new incoming transaction, the new label is assigned
by taking the majority of the labels from the output of these techniques. This model
is believed to work fairly good for all sizes and kinds of dataset as it combines the
advantages of the individual techniques. We conclude the paper with a comparison
of our model with the existing ones.
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1 Introduction

The utilization of the credit card has been as one of the most used financial products
as cashless transactions have come into play in the 21st century [1]. Credit cards are
mainly used for large transactions and hence the illegal activities relating to the cards
have increased several folds with an increase in its usage. Fraud associated with the
credit cards is when an illegal transaction takes places that is when unauthorized
personnel tries to access the card to make certain payments. There is a large number
of ways through which frauds relating to credit cards can be committed. A fraudster
can steal the card, your account number, PIN and one-time passwords to commit the
crime. Such frauds where the fraudster doesn’t have the card physically are called
as card-not-present frauds. These fraudulent transactions have incurred huge loss for
the economy and hence the citizens to bear.

Causing adverse effects on business and society [2], and accounting for about
billions of dollars of lost revenue each year, credit card frauds have become a major
issue worldwide. While some statistics show about $400 billion cost of a year, some
other figures showabout 1.6 billionpounds total yearly loss ofUK insurers due to such
fraudulent attempts. The observed patterns in behavior of the customers regarding
payments are related to the assumptions that customers use cards instead of cash
(Euromonitor International, 2006) [3]. Now the loss is actually affecting everyone
even if one hasn’t been defrauded, paying of credit and charge debts increases the
cost of goods and services. Hence the need of the hour is a fraud detection system that
can distinguish an incoming transaction request as a fraudulent or non-fraudulent.
and hence alarm the banks [4, 5]. Various machine learning techniques can be used
for prediction.

We have come across various fraud detection techniques that exist today but none
of themwas competent enough to detect the fraud at the time it actually took place.All
the techniques so far give accurate results only when performed on a particular
dataset and sometimes with some special features only. Techniques like SVMworks
better than Logistic Regression when there is a class imbalance and comparatively
Random Forest performs better among all three [6–8]. Bagging Ensemble Classifier
is suitable for highly imbalanced dataset [9, 10]. Some techniques likeDecision Tress
and SVM gives better results on raw unsampled data whereas techniques like ANN
andBayesian Belief Network have high accuracy and detection rate but are expensive
to train [11, 12]. Similarly, SVM and the KNN gives better results with small datasets
but are not preferable with large datasets [13]. We propose a technology that works
equally precisely and accurately under all circumstances andwith various datasets by
using a combination of existing techniques [14].

The rest of the paper is organized as:
Section 2 contains the previous study and related work in the field of credit card

fraud detection. Section 3 contains a discussion about the dataset. Following which
the Sects. 4 and 5 contains the actual description of model and the results obtained.
And Sect. 6 is the conclusion.
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2 Related Work

Fraudulent activities are the cause for huge business loss, which actuated researchers
to come up with a solution that would reduce the amount of frauds by detecting
and preventing them. Several methodologies that have been proposed for a fraud
detection system are reviewed briefly in the following section.

In paper [15] the logfistic regression, randomforest and the support vectormachine
was applied to the European dataset and it was found that the to hav a higher recall
and precision once the dataset is balanced . In paper [16] same data set was used and
the comparison was done using the models LR, DT and RF [17, 18].

According to [19] and [20], utilizes the KNN [21], and compares it with the other
conventional algorithms [10].

All the techniques which were tested gave an accuracy of 80% approx. After the
preprocessing of the data, algorithms showed comparatively high accuracy of over
90%. In paper [22], a neural network that included back propagation and optimized
withWhale Algorithmwas tested on the European dataset with test 500 samples [23,
24]. The algorithm achieved exceptional results giving 96.40% accuracy and 97.83%
recall.

The deepneural networks are predominant in identifying the transactions that are
fraud [25–30].

The studyofBayesianNetworkClassifier (HHEA)alongwith instance reweighing
and probability analysis on some threshold shows that the Fraud Bayesian Network
Classifier followed by probability threshold is more beneficial than Naïve Bayes
[31], Support Vector Machines [31], Tree Augmented Naïve Bayes [32], and Deci-
sion Trees on the PagSeguro dataset when precision [33, 12], recall and economic
efficiency are taken into account [34]. Bayesian Learningwhen takenwithDempster-
Shafer Theory resulted in 98%True Positives and less than 10%False Positives when
transaction history repository was implemented using the simulator [35, 36].

AlthoughANN detects frauds faster, Bayesian Belief is better as it is able to detect
8%more frauds as recorded on data provided by SergeWaterschoot at Europay Inter-
national when only True Positives and False Positiveswere taken under consideration
[11, 37, 38].

When dataset is highly imbalanced and independent of the rate of frauds Bagging
EnsembleClassifier is one of themost stable approaches and has a high fraud catching
rate. Thiswas an observationmade on the real-world credit card dataset obtained from
USCO-FICO competition [39, 40], where factors were the fraud Catching frequency,
no of false alarms raised, balanced classification cost and Matthews correlation
coefficient [9, 41, 42, 2, 43].

Thepaper shows that themachine learning canbe tested together on apreprocessed
dataset and their average accuracies can overall give better results overcoming the
limitations of each of the techniques (Table 1).



30 P. Tiwari et al.

Table 1 Some previous findings from other papers

Reference no. Technique
used

Dataset used Pre-processing Performance
metrics

Result

[11, 44] Bayesian
Belief, ANN

Provided by
Serge
Waterschoot
at Europay
International

TP, FP Bayesian
Belief,
better than
ANN. 8%
more frauds
detected.
But ANN
detects
faster

[45, 26, 27, 28, 29, 30] Deep
Networks by
training a
deep network

German
Credit Data

Accuracy,
Variance

High
Accuracy
handing data
granularity

[46, 33, 13] Decision
Trees, SVM

Nation
banks credit
card
warehouse

Accuracy Decision
tree
outperforms
SVM

[47] Cost-sensitive
decision tree

Banks credit
card data
warehouses

Saved Loss
Rate (SLR)

Saved much
more
financial
resources,
outperforms
traditional
classifier in
number of
frauds
detected

[48, 49] Fuzzy
clustering and
neural
networks

Developed
by Panigrahi
[35].

FP,
TP/Sensitivity,
TN/Specificity

Up to 93.9%
TP and less
than 6.10%
FP

[50, 10] K-Nearest
Neighbor

Real data
from private
bank

Recall,
F-measure,
Specificity,
Accuracy,
Precision

Performance
is
determined
on the
grounds of
metrices

3 Model-Proposed

Each of the techniques had their own demerits as observed in various papers, like
Neural networks have high accuracy and detection rate but are expensive to train and
work well on large data sets whereas KNN gives good results with small datasets
only. Therefore this paper specifies a model that works well under all circumstances
with all types of datasets. This model combines the techniques of ANN, KNN and
decision Trees and for each new incoming transaction the new label is assigned by
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Fig. 1 Proposed model

taking the majority of the labels from the output of these techniques and the accuracy
of the model is taken by taking the average of accuracies of each of the individual
techniques (Fig. 1).

4 Experimental Results

4.1 Experimental Setup

Dataset. The European card holder transactions were taken as dataset in September
2013, made using credit cards. It presents transactions over the span for couple of
days with average transsactions of 284,807.004 there were 492.01-fraud. 0.17201%
of total transactions were highly unbalanced fraud accounts.

Preprocessing. PCAhelps in acquiring principal component values, v1, v2,…v28
and contains only numerical values. The only features untouched i.e. is the time and
amount. the time shows the time between the two transactions and the amount is the
amount taken in each transaction and the Feature ‘Class’ that assigns the 1 for fraud
and 0 for otherwise.
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Fig. 2 Precision recall curve of the model

4.2 Result and Comparative Analysis

Figure 2 displays high precision and high recall curve which clearly shows accurate
results on classification and a hghest recall. High precision is the LFPR stating the
low false positive rates and High recall means LFNR stating the low false negative
rate.

Precision = Truepositve
(True positve + false positve)

Recall = Truepositve
(Truepositve + f alsenegative)

Table 2 shows the accuracies observed in various other research papers in the past
wherein these individual techniques have been applied to the same European dataset
for labelling transactions as fraudulent. The accuracy of our model combining these

Table 2 Comparison of
accuracies

Paper Ref. Technique Accuracy (%) Our model’s
accuracy (%)

[16] Decision trees 94.3 93.48

[21] KNN 95 96.96

[22] ANN 96.40 96.55
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techniques gives an accuracy of 95.66%, at the same time strengthening our model
by overlooking the drawbacks of these techniques individually.

5 Conclusion

In this contribution, we developed an average accuracy-basedmodel combining three
different techniques: K-nearest neighbor, neural networks and decision trees for
detecting credit card frauds. Our model is believed to works fairly good for all sizes
and kinds of the dataset. This fraud detection model has been shown to provide
substantial improvements in accuracy, thus overcoming the limitations of each of the
models individually and making its use significant.
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Real-Time Human Locator and Advance
Home Security Appliances

Anand Kesharwani, Animesh Nag, Abhishek Tiwari, Ishu Gupta,
Bharti Sharma, and Ashutosh Kumar Singh

Abstract In this modern era, human safety has become an important issue. In the
past years, crimes against girls and children have raised significantly. In this paper, a
novel prototype Human LocationMonitoring System is implemented using GPS and
GSM. Through this device, the victim child can send their location, and also parents
can check their children’s location. The model is not only restricted to humans but
also can be fitted in any vehicle or any device or thing which you want to keep
off-track. The results show that the proposed model is far better than the existing
solution which uses Bluetooth, RFID, and Wi-Fi technology. It is a desirable device
for people as it has a range of the whole world and is cost-efficient.

Keywords Safety system · IoT · Arduino Uno · GPS · GSM

1 Introduction

As per the data of Indian statistics, the number of crimes in India is increasing
tremendously. Figure 1 represents the number of crimes occurred in the country
during the past years from 1953 to 2013 [1, 2]. This tremendous increment is noticed
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Fig. 1 Number of crimes in
India from 1953 to 2013
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because there is no fear of being caught [3]. Therefore, the security of children has
become a major concern for their parents [4–10]. In this paper, a cost-effective and
reliable Human Locator Monitoring System (HLMS) is developed. The proposed
system is composed of GPS (Global Positioning System), GSM (Global System for
mobile), microcontroller and it can track the location of the victim with the help of
Google map application. The proposed model is a new innovative device which will
provide personnel security to its client.

Also, there are three additional components along with HLMS which makes it
a complete home security package. The component focuses to ease our work and
prevent us from robbery or short circuit that may happen in the house accidentally
anytime of which you may be completely unaware. The three components are

(1) Switching on or off lights of the home by mobile: Through this device, we can
switch the lights on or off of our homes from anywhere through our mobile.

(2) Intruder Detector System: This device sends amessage to the owner of the house
when an intruder enters your house.

(3) Fire Detector System: This is a device which prevents your house from burning
from the fire which may occur due to a short circuit or by a cylinder burst and
send a message and calls the owner as soon as fire burst out.

2 Related Work

There are several children tracking system which is based on Bluetooth, RFID,
Wireless LAN, and GPS. The system which is based on RFID is limited to a certain
radius like a shopping mall, school, or garden [3]. Mori et al. in his paper proposed
a child-tracking system which worked on Bluetooth technology and used android
terminals. The Bluetooth enabled communication among different android terminals
and configures a Bluetooth MANET. This system is good but if the child losses
the mobile or the mobile is snatched from him then there is a problem [11]. Al-
Suwaidi and Zemerly gave an idea on a mobile application which provides location
information to family members using GPS and client–server approach. It also alerts
the user if their friends are nearby [12]. Pham Hoang in his paper proposed a model
to track a vehicle using GPS and GSM. The model is very good, and we can track our
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vehicle any time using thismodel. The disadvantagewith their device is the size is not
small and can easily be identified [13]. Rashed in his paper proposed amodel that can
track and lock the speed of a vehicle when it passes a certain speed or location [14].
Nilesh Dhawale, Mahesh Garad, and Tushar Darwatkar proposed in their papers to
use a mobile phone instead of any other device. They used the GPS-enabled mobile
phone and capture the location using the GPS of the mobile phone. The advantage
of their proposed model is that no special device needs to be taken along with the
victim. The disadvantage of their model is if the kidnappers snatch their mobile as
usually the first thing the kidnappers do is to snatch all belonging of the victim. So
in this case, if the victim does not have the mobile phone then their proposed model
would not work [15].

3 Proposed Model

3.1 Components of the Model

This section provides a detailed description of the various hardware devices that are
incorporated into this device.

(a) Arduino Uno: The Arduino Uno is based on ATmega328 and is a microcon-
troller board. It has 20 different digital input and output pins out of which 6
are used as analog input pins and 6 are used as PWM output pin. It also has a
16-MHz resonator and an in-circuit system programming (ICSP) header. The
Arduino is fitted with a USB port, a power jack, and a reset button. It contains
all those components needed to support the microcontroller. We just need to
connect it with a USB cable and plug the other end of the USB cable to the
computer or we can also provide power to it with an AC to DC adapter or a 12-v
battery.
The Arduino Uno (see Fig. 2) is slightly better than the boards developed
earlier as it does not use FTDI USB to serial driver chip. It uses ATmega16U2
programmed as aUSB to serial converter. It has its ownUSB bootloader through
which advanced users can reprogram it. There is an enormous support commu-
nity and a large set of support libraries and hardware add ones, for instance, you
can easily make the Arduino Uno from wired to wireless. It makes the Arduino
a great platform for users to build embedded electronics.

(b) SIM900: The device is a very compact and reliable wireless module. The
SIM900A (see Fig. 3) is a dual-band GSM/GPRS solution which can be
embedded in applications where ever needed. It works on 1800 MHz and
provides voice modulation, SMS, data exchange, and fax service. It consumes
very low energy. It has a configuration of (24 * 24 * 3) mm. The small size
makes it fit in a very small space that is it can be fitted where the application
demands compact design.
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Fig. 2 Arduino Uno

Fig. 3 SIM900A

It has a dual-band of 900/1800MHz. It consumes very low power approximately
1.5 mA in sleep mode. It can operate in temperature ranging from -40 degrees to
+85 degrees. There is a status indicator D5which blinks continuously whenever
a call comes, otherwise it does not blink. There is another LED called D6
which if constant and not blinking, then it means network connection has been
established; otherwise, if it is blinking continuously, then it means it is trying
to connect to the network.

(c) NEO-6 M GPS: The NEO-6 M (see Fig. 4) is a GPS module which receives
GPS coordinates on activation. It has a built-in (25*25*4) mm ceramic antenna
through which searches for satellites. There are a built power and a signal
indicator through which you can check the status of your GPS module. It also
provides a data backup battery which saves the coordinates data when the main
power goes off accidentally.

It can be used in projects or applications for automatic returning or going to a
particular spot. It has four pins: (1) RX, (2) TX, (3) GND, (4) VCC. To connect it
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Fig. 4 NEO-6 M GPS

to Arduino, we need to connect the RX, TX, GND, VCC pins of GPS with the TX,
RX, GND, VCC pins of Arduino, respectively.

3.2 Block Diagram Operational Summary

The flowchart of the model is designed in Fig. 5 which describes briefly the step-by-
step procedure of the proposed model.

The device is simple and concise. The only thing needed is to wear this device
which will be fitted inside a wristwatch. If a person is kidnapped or is struck in a
flooded area, then he/she can just press a button on the wristwatch and then amessage
will be sent automatically to the family members and friends stating the situation
along with the real-time location where the person is presently stuck. If the location
is in motion then he/she can send a message again with the new location, which can
be viewed directly with Google map in one click.

By sending a simple message on the device id number, the present location of the
person in distress can be known that is the family member will just have to send a
message “Location” and within seconds the satellite location of the device with exact
coordinates, that is, latitude and longitude will be sent to the person who requested
for it. With Google maps, you can view the person’s location with the exact building
or place he/she is in. Here, the ID is a phone number which will be given on the
time of purchase of this device and hence will be known to the family members. It
can also be fitted in any vehicle, mobile device, or any equipment that we want to
track so this device has a universal application and hence a desirable device for most
people.

Along with this device, there are are additional components along with HLMS
which makes it a complete home security package. The three components are

(1) Switching on or off lights of home by mobile.
(2) Intruder Detector System
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Fig. 5 Flowchart of the
proposed model
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(3) Fire Detector System

The first component is that we can switch the lights on or off of our homes from
anywhere, for instance, if we forgot to switch the lights off of our home in the hustle
to go to office or any other place, then we can switch off your home’s light through a
simple message sent by our phone. Our mobile number will be registered first by the
device which can be done by connecting the device with a computer via a USB cable.



Real-Time Human Locator and Advance Home … 43

We can switch “on” the lights also. The message to be sent is simple, for example,
“light1 on” or “light2 on” or “all lights on” or “all lights off.” The IoT device is
attached with the main power cable and when it receives a particular message then it
switches the light ON/OFF according to the message. The power cable of each fan
or light is passed through a relay board which stops or lets the current flow.

The second component is the intruder detector system which sends a message to
the owner of the house (that is, on the registered mobile number) when an intruder
enters your house. For instance, if some thief enters your house while nobody is at
house, then a message will be delivered to your registered phone number. This works
on PIR sensors which if anybody comes across it will detect the movement and will
send a message along with a phone call to the owner of the house immediately.

The third component prevents your house from burning from fire. For instance, if
fire breaks out at your home then as soon as the device gets the sensitivity of heat,
then a message will be delivered to the registered mobile number of the owner. This
is a very helpful device as everything gets burnt when the building is on fire. This
device works on the phenomenon that when the temperature of a thermometer rises
and crosses a threshold value and then action takes place which is indicated by the
microprocessor device inside it and it sends a message and a phone call to the owner
of the house indicating that the house is in the fire.

3.3 System Design

The proposed system model is designed using the devices Arduino Uno, GPS, GSM
module, Male-to-Female Wires, and Button. These devices are connected through
various connections as shown in Fig. 6. The distinct connections that have been
performed among the devices are represented as follows:

(a) The connection between GPS and Arduino Uno

vcc(GPS) → vcc(Arduino)
gnd(GPS) → gnd(Arduino)
tx(GPS) → pin3(Arduino)
rx(GPS) → pin4(Arduino)

(b) Connection between SIM900 and Arduino Uno

vcc(SIM900) → vcc(Arduino)
gnd(SIM900) → gnd(Arduino)
tx(SIM900) → rx(Arduino)
rx(SIM900) → tx(Arduino)

(c) Connection between Button and Arduino uno

gnd(Button) → gnd(Arduino)
vcc(Button) → vcc(Arduino)
pin3(Button) → pin8(Arduino)
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Fig. 6 Interfacing Diagram between Arduino UNO, GPS Module, and SIM900A GSM Module

4 Performance Analysis

4.1 Experimental Result

(a) Message from the victim: Fig. 7 is themessagewhich is received by the receiver
(which can be parents or guardians). The message contains a Google map link
that is www.google.com/maps/place/29,947426,76,821129. By clicking on the
link, one can get the exact location of the victim. This message is like a normal
message and can be forwarded to anybody, for instance, to the police. This
message depicts how easily one can get and track the exact location that is
longitude and latitude of a particular area. These locations are provided by four
satellites and hence are exact. One can get this location when the victim (which
can be a child or a girl or anybody) presses the button on the IoT device. The
image shown here is our hostel that is the victim’s location or the building where
the victim is kept. The line below is the longitude and latitude of a point where
the victim is kept. The “NIT, Thanesar, Haryana 136119, India” represents the
address of the location with the building name, city name, state name, pin code
of that city, and country name. The difficulty arrives when the parents or police
arrive at the location and they cannot find the exact room number or the exact
floor number. The victim can be anywhere in the 10-meter radius. The building
also is the front entrance that is the victim might be in another block but the

http://www.google.com/maps/place/29%2c947426%2c76%2c821129
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Fig. 7 Message from victim

image will be shown of the main entrance. These are the few difficulties but
these are very minor shortcomings as it is very advantageous in finding the
victim in the whole city or country rather than in 10-meter circle or different
floors.

(b) Messages received by the receiver: Fig. 8 is the window which appears after
you click on the link. Thewindow shows the distance between your location and
the victim’s location. It also shows the shortest route which should be taken to
reach the victim’s location and the time to reach between the two destinations.
Distance, time, and route by car, bike, train, bus, and by walk are shown in the
picture above. It is very helpful as one can reach easily and without a hustle.
As the coordinates, both longitude and latitude, are exact (as they are received
from four satellites), onewill reach the exact building. The problem as discussed
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Fig. 8 On clicking the
message from the victim

earlier will come to find out which block in the building or which floor or in
which room the victim is exactly.

(c) Satellite mode of the message from victim: Fig. 9 is the picture which shows
the satellite image of the location of the victim. This image also shows that the
victim is in the first block and the topmost floor and in the corner most room on
the left side. This is the most appropriate description of the location. This type
of description is available only if the device is in direct contact of the satellite
without any medium in between that is the device is under open air. Also, there
can be a misplacement of the location which can be in the range of 10 meters
approximately.
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Fig. 9 On clicking satellite mode
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Fig. 10 The efficiency of the work

4.2 Discussion to Justify the Efficiency of the Work

The graph in Fig. 10 depicts the gigantic range (in meter) for the proposed device
as well as the compared devices. It is observed that the proposed solution works on
networks and hence is reachable all round the globe and is far better than previous
solutions like the devices which work on Bluetooth or Wi-Fi. Also, the device is
lightweight and uses very low power and hence is best suited for individuals who
are kidnapped or stuck in a flooded area or stuck beneath the earth at the time of
earthquake.

4.3 Applications

(1) Parents can track the location of their children, that is, if their children are
kidnapped, then parents easily get the location of their children.

(2) Anyone can send a message for help if they are kidnapped or are stuck in a
flooded area or struck beneath the earth when an earthquake strikes.

(3) It can be fitted in your vehicle or any device like laptop so that you can track
your devices any time.
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5 Conclusion

A prototype of HLMS is implemented that can monitor a human’s position and
give information to the parents and police using Google map application. The users
can check the location of their children from anywhere through an internet-enabled
smartphone. This type of devicewill certainly help in reducing crime against children
and girls and providesmeans to the parents tomonitor their child’s whereabouts. This
system can be made more efficient by making the size of the device small such that
it can be fitted inside identity cards, shoes, or watches.
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A Novel Implementation of Haptic
Robotic Arm

A. Kavitha, P. Sangeetha, Aijaz Ali Khan, and K. N. Chandana

Abstract Robotics is a study of machines that are used to do different jobs. Robots
are used to perform some work traditionally done by humans. Haptic technology
is a growing area that will be useful for all humans, where human interactions are
difficult and hazardous. The proposed system finds a range of applications in a
harmful environment which can be used for medical applications and other areas,
where it is difficult for humans. This method uses the technique of the master–slave
concept and it is demonstrated at different stages of the performance of the glove
with respect to the flex sensors.

Keywords Haptic robotic arm · Flex sensors ·Microcontroller · Robotics ·
Embedded systems

1 Introduction

Haptic technology works on the basis of touch and motion, which can be applied in
remote operations, computer simulations and it is also used to control anymechanical
structure [1–4]. Robotics is a science of controlling the artificial embodies by using
a processor or a controller. It is the study of robotic technology which helps mankind
for its assistance. Robotics is a study that deals with the design and construction
of robots to control the operation [5, 6]. The study is related to simulations of the
surface on which robot moves along with the feedback from objects; there is a lot of
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mathematical and experimental models that have been done previously to develop
a haptic robotic arm. This paper proposes an implementation of a haptic robotic
arm that is controlled by using flex sensors mounted on the hand glove. The flex
sensor captures the movement of the hand which is used to interact with the haptic
robotic arm. This proposed work has a vast application in various and hazardous
environments. This proposed arm can be used as a substitute for human hands and
it replicates the actions. The haptic arm is controlled by the hand glove movement,
whose data are collected from the flex sensors that are placed on the gloves.

2 Methodology

The flex sensors input that is mounted on the hand glove are read and, according to
the input received, the DC motors will be rotated accordingly to the program that is
run using the microcontroller (Figs. 1 and 2).

Fig. 1 Haptic robotic arm
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Fig. 2 Flowchart for
controlling of motors

3 Block Diagram

3.1 Flex Sensor

It is a sensor which is a variable resistor and its resistance increases as the sensor is
bend depending on the angle of deflection. The amount of bend varies the resistance
linearly as both are directly proportional to each other.
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FLEX 
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TILT 
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Fig. 3 Block diagram of transmitter section

3.2 Tilt Sensor

These are transducers which are used to produce horizontal and vertical inclinations
and are interfaced with microcontroller (Fig. 3).

3.3 Microcontroller

Here, 8051 microcontroller is used and it is an 8-bit microcontroller where it is
interfaced with encoder and decoder (Fig. 4).

Fig. 4 Block diagram of receiver section
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3.4 Power Supply

Apower supply of 230VACRMSvoltage is usedwhich is connected to a transformer
that steps down the AC voltage to the level of DC output.

3.5 RF Transmitter and Receiver

It is a wireless transceiver protocol which works with the device that supports UART.

3.6 DC Motor

It is a device that is operated to run the motor which is electrically controlled.

3.7 Gripper (Jaw)

The robotic hand is used to pick and place the object controlled by sensors. It mimics
the functions performed by the human hand for holding an object, tightening the
grip, etc (Fig. 5).

4 Transmitter Section

The transmitter section consists of the following components such as AT89s52
(Microcontroller), HT12E (Encoder), RF transmitter, and ADXL335 (accelerom-
eter). The port 0 of microcontroller from P0.0 to P0.3 is the address and data lines
AD0 to AD3 are connected to Y, X, Z (to measure the acceleration) and to the flex
sensor to record the angle of rotation on the hand glove. The port 1 from P1.4 to P1.7
is connected to the switches through diodes to control the robot. The port 2, P2.0, is
connected to the encoder (pin 13). The Port 3 from P3.5 to P3.7 is connected to the
encoder Pins 10, 11, 12 for data encoding. The encoded data are sent for transmission
through RF transmitter from pin 17 to data pin of RF transmitter. The inputs that are
parallel in nature are first converted to the serial output and it is transmitted through
RF transmitter (Tables 1 and 2).
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Fig. 5 Transmitter circuit diagram

Table 1 Flex Sensors
Readings at different angles

Resistance (k�) Voltage (V) Angle (°) Circuit output (V)

26.18 0.82 90 3.74

40.26 0.67 75 3.19

48.74 0.45 60 2.7

52.92 0.40 45 2.2

57.10 0.37 30 1.7

60.40 0.32 15 0.5

5 Receiver Section

RF receiver receives the signal sent from the transmitter section for processing. The
data are given to decoder for decoding through Pin 14 of HT12D. The data are sent
to microcontroller for processing and controlling the rotation of the motor based on
the data received from the flex sensor (Fig. 6).



A Novel Implementation of Haptic Robotic Arm 57

Table 2 Motor control through flex sensors

FLEX
SENSOR INPUTS

RESULT

A
F 1

A
F 2

A
F 3

A
F 4

A
F 5

0 0 0 0 1 BASE MOTOR CLOCKWISE ROTATION

0 0 0 1 0 BASE MOTOR ANTICLOCKWISE
ROTATION

0 0 1 0 0 RIGHT ROTATION

0 1 0 0 0 LEFT ROTATION

1 0 0 0 0 WRIST MOTOR CLOCKWISE
ROTATION

1 1 0 0 0 WRIST MOTOR ANTI CLOCKWISE
ROTATION

1 1 1 1 1 PICK OBJECT

Table 3 Flex sensor
positions

Flex sensors Fingers

AF1 Little

AF2 Ring

AF3 Middle

AF4 Index

AF5 Thumb

6 Results

Testing is done to check whether each component is working according to the design
or not. Then, when the execution finishes, an outcome is checked against the expected
result. The flex sensor used here gives a maximum of 75 kohms. As the flex sensor
is bent the carbon resistive mounted on it expands and the surface cracks add on to
the band and give more resistance. The following table shows the position of flex
sensors at different angles and the resistance record at these angles is listed below
(Table 1).

Table 2 shows that, if flex sensor is in the first condition, the base motor rotates
clocks wise; to rotate anti clockwise, AF4 is made high, when AF3 is high it rotates
in the right direction. When AF2 is high, it rotates in the left direction. When AF1 is
high, wrist rotates clockwise and anti-clockwise when AF1 and AF2 are high, and
when all are high it, picks the object (Figs. 7, 8 and Table 3).
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Fig. 6 Receiver circuit diagram

Fig. 7 Data glove with flex
sensors



A Novel Implementation of Haptic Robotic Arm 59

Fig. 8 Robotic arm and the model

7 Conclusion

The project model was designed keeping in mind that it should have a real-time
response as the flex sensors movements. The flex sensors sense the moves and collect
data from each finger, which vary with the rest depending on the amount of bend
on the flex sensors, these analog values are converted to digital and given to the
microcontroller for processing
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A Survey on Partially Occluded Faces

Shashank M. Athreya, S. P. Shreevari, B. S. Aradhya Siddesh,
Sandeep Kiran, and H. T. Chetana

Abstract Over the past decade, partially occluded face recognition has been an
urgent challenge to computer visionaries due to conditions, which appear uncon-
strained. The main aim of the facial recognition system is to attain the ability to
detect partially occluded regions of an individual’s face and authenticating/verifying
that face. There are existing neural networks that are proven to be perfect on analysing
the patterns for constrained looks but fail to perform in analysing partially occluded
faces that are common in the real world. The paper discusses the trainable Deep
Learning Neural Network (DLNN) for partially occluded faces by recognizing all
the possible faces in the image, either resting, posing or projecting faces andmatching
them across the trained datasets of DLNN and encoding the identified faces.

Keywords DL algorithm · DLNN pattern matching · Face detection · Facial
analysis · Partial occlusion

1 Introduction

The face is an essential human biometrics used in everyday human communication
and face detection is the process of identifying people in images or videos, which
is an essential part of many biometric, security and surveillance systems. Despite
the significant progress in face detection technology, it is incompatible when faced
with an uncontrolled environment of occlusions, drastic illumination changes, and
facial pose variations. Facial occlusion involves parts of the face hidden through
particular objects/entities like sunglasses, masks, hats or scarves. Facial occlusions
reduce or create inaccuracies to the performance of face detection systems. Therefore,
robustness to partial occlusions is thus crucial in nowadays.Thiswork aims topropose
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Fig. 1 Face occluded by a beard [3]

an effective detection system usingDeepLearningNeural Network (DLNN) to figure
outmonochromatic pixel patterns based on the directional flowof luminosity (Figs. 1,
2 and 3).

Fig. 2 Face occluded by glasses [2]

Fig. 3 Face occluded by a book [3]
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2 Literature Survey

Facebook has built an exceptional capacity to recognize Facebook friends fromuser’s
posts and photos. Previously, by clicking on faces and entering a friend’s username,
you could tag friends in pictures. But today, Facebook magically tags all your friends
in the picture for you automatically when you post a photo. Facebook algorithms can
identify the faces of your Facebook friends after just a few tags. It is an incredible
technology with 98% accuracy, just as good as humans are! [3] (Tables 1 and 2).

In the case of partial occlusion of the face, there are often no features identified in
current discriminative or generative approaches. We interpret the reason being short-
comings of indiscriminative and generative techniques of localized facial feature
detectors and appearance modelling. We propose to solve with a new method of
detection that hybridizes these two methods to result in better accuracy [2]. Recog-
nition of emotions based on facial expressions plays a vital role in various appli-
cations such as behavioural analysis, interactions between people and machines,
mental healthcare services, interpersonal relationships and social surveillance. Find-
ings from research on two public datasets showed that CENTRIST interpretation
obtained strong accuracy levels for occluded and un-occluded facial expressions
relative to other approaches [3].

Over the past few years, the identification of emotions based on facial expression
has been attracting growing attention from the research community. Many technolo-
gies may benefit from the recognition of facial expressions, such as prediction of
behaviour, personal relationships, communication between humans and computer’s
auto-recommenders. In this study, through the Weber Local Descriptor (WLD), we
evaluate a model for emotion detection based on robust facial expressions [4].

Table 1 Comparison of different classifiers and their accuracy [13]

Features Classifiers Light (%) Scarf (%) Glasses (%)

LBPu8,2 WkNN 81.4 39.4 39.4

LBPu8,2 CBR 96.2 83.6 50.2

LBPu8,2 SVM (poly) 78.1 36.9 26.1

LBPu8,2 LR 84.8 45.0 23.4

LBPu8,2 NB 82.5 43.7 20.1

Table 2 Comparison of
different methods and their
accuracy [14]

Author Year Methods Accuracy (%)

Seongwon 2019 Krolak 91.53

Viola 2019 REGT 92.38

Steve 2018 Geometric features 90.08

Kanade 2018 Mixture distance 89.8



64 S. M. Athreya et al.

3 Literature Survey Methods

There are multiple sources of work on methods to verify faces occluded partially by
different objects and facial features. Face recognition and verification have seen high
accuracy lately, but there is still a lot of scope for improvement with occluded faces.
A comparison of the different classifiers and their accuracy is key in designing a new
approach to solving the problem.

4 Applications in Partial Occlusion

Although facial recognition has historically been associated with surveillance and
security, there is nowa significant foray into other sectors, including retail, advertising
andmedicine. Shortly, the globalmarket for facial recognition technology is expected
to generate an estimated revenue of $9.6 billion with an annual compound growth
rate of 21.33% [5].

1. Fraud Detection
2. Shoplifting prevention
3. Facial recognition controversy
4. Account security
5. Medication adherence
6. Target marketing

These are a few of the main applications for facial recognition systems [6].

5 Challenges in Partial Occlusion

Face Recognition has progressed considerably and has proved to be essential in
many applications. Some instances are surveillance, image retrieval, access control
systems, authentication and verification of personal identity to name a few. There
still exist some shortcomings, which have influenced its quality of service.

Let us discuss some of the most impactful challenges to any facial recognition
system [7].

5.1 Illumination

Since most image processing is done in the illumination plane of the image, this is
a significant factor. For example, it has been known that a small shift in luminosity
circumstanceswill have a huge effect on its findings. If the lighting appears to change,
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even if the same subject is captured with the same sensor and facial expression and
posture are almost similar, the outcomes that arise may seem quite divergent [7].

5.2 Background

The subject’s positioning also acts as a contributing factor to the drawbacks. A facial
recognition method might not always produce the same results in outdoor conditions
as it produces inside since the factors influence as soon as the positions adjust,
impacting its performance variables such as personal gestures, age, etc., which make
a significant contribution to these variants [8].

5.3 Pose

Facial recognitionprocesses are extremely susceptible to changes in posture and incli-
nation of the face. Head movements or differentiated points of view will inevitably
induce facial expression differences and produce intra-class differences that make
automatic face recognition a tricky game [9].

5.4 Occlusion

Face occlusions such as scars, marks, beard and moustache, apparel (glasses, gloves,
mask and so on.) often interferewith a face recognition performance. The existence of
such elements makes the subject complex in nature and in a real-world environment,
it becomes challenging for the application to work [15].

5.5 Expressions

An important thing to consider is different expressions of the same person. Due to
differences in the subject’s mental state, macro- and micro-emotions find their place
on the face and amid such gestures, which are many; it becomes hard to recognize
them effectively.
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5.6 Complexity

Established state of the art facial recognition methods rely heavily on architecture of
the Convolution Neural Network (CNN) being too deep, which is very complicated
and inadequate for operation on embedded real-time applications. An optimal face
recognition system should be accommodating of lighting, gesture, posture and occlu-
sion deviations. It must be accessible for vast numbers of user groups who need to
capture limited images while at the same time removing complicated infrastructure
during registration [10].

6 Conclusion

From the survey, we conclude that the nature of occlusion of the face can be largely
varied. Hence, using a DLNN for facial verification is most promising amongst
existing approaches.
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Some Effective Techniques
for Recognizing a Person Across Aging

Mrudula Nimbarte, Madhuri Pal, Shrikant Sonekar, and Pranjali Ulhe

Abstract To identify a person across aging is a very challenging and interesting
task. It has gained a lot of attention from the researchers as it has a wide range of
real-life applications like finding missing children, renewal of passport, renewal of
a driving license, finding criminals, etc. Many researchers have also proposed their
own methodologies; still there is a gap to fill in. Hence, the authors have proposed
some techniques for the betterment of the system performance. The first one is with
GLBP as a novel feature, second with Convolutional Neural Network (CNN) and
the last one is a modification of the previous method with biased face patches as
inputs. CNN is found to be the perfect solution for face recognition problem over
aging as there is no need for any complicated preprocessing and feature extraction
steps. FGNET and MORPH II datasets are used for testing the performance of the
system. All these techniques outperform available state-of-the-art methods in the
Rank-1 recognition rate.

Keywords Artificial intelligence ·Machine learning · Deep learning · Image
processing · Aging model · AIFR
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1 Introduction

To recognize an identity of a person from available facial images over a time span
is a very challenging and. job. The process of aging drastically changes the facial
shape and texture of a face, causing degradation in the performance of the system [1].
Various parameters like head position, brightness, expression make it difficult. Also,
aging makes it even more difficult as it changes individually. It is mostly affected
by geographical location, personal hygiene, eating habits, cosmetics, physical and
mental health, etc., of a person [2]. By considering all these factors, to recognize a
person across aging is difficult.

But it has very interesting real-world applications like finding missing children,
renewal of passport, renewal of a driving license, finding criminals, etc. So, it needs a
robust system to recognize a person across aging [3]. Two popular datasets: FGNET
and MORPH are publically available for this purpose. The task becomes more diffi-
cult as there are less inter-class similarities and more intra-class variations. Hence,
it has attracted researchers to provide a more robust system as it is very interesting
and useful for society [4]. Many of them have proposed their own methodologies,
still it is unsolved. This broad area consists of two parallel tasks: face recognition
and face verification across aging. To recognize a face over aging is a multi-class
problem and face verification is a two-class problem.

Bouchaffra [2] proposed a framework to identify a face over aging using α-shape-
based topological features. To reduce dimensionalityKernelized radial basis function
(KRBF) and for classificationmixture, multinomial distributions are used. El Khiyari
and Wechsler [4] introduced a robust system to recognize a face across time period
with novel automatic feature extraction based on deep learning. They used a very
deepCNNarchitecture (VGG)with 16 layers. Sajid et al. [5] attempted a novelmodel
based on matching score space (MSS) to recognize face images separated by aging
and enhanced facial asymmetry. Gong et al. [6] demonstrated a novel maximum
entropy feature descriptor (MEFA) for recognizing age-variant facial images. A new
feature-matching framework is also presented as Identity Factor Analysis (IFA) to
improve recognition accuracy. Many studies are being presented for recognizing age
separated face images over a decade using different methods [7, 8], but less are
focused using CNN [9].

The aim of the paper is to focus on face recognition problem with some of the
proposed techniques to improve the performance of the system. For this purpose, we
have done three different experiments. The first one with novel feature descriptor
(GLBP) and second with CNN, still we tried for the betterment of the performance.
The last experiment involves the use of CNN with a change in traditional inputs.
Instead of using the complete face as input, we used two different face patches as
inputs.

The rest of the paper is organized as follows. Next, Sect. 2 provides proposed tech-
niques to recognize a person over aging. Then Sect. 3 presents experimental details
on FGNET andMORPH II standard datasets. Lastly, Sect. 4 includes conclusion and
future scope.
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2 Techniques for Recognizing a Person Across Aging

This section describes proposed techniques to recognize a person over aging using
different approaches. The task is to recognize a person fromavailable database images
having variations in aging. It includes some conventional steps as Preprocessing,
Extraction of Feature, and Image Classification. Image preprocessing helps to get
better results for the system. Feature extraction is required to extract the desired
feature descriptors. To recognize the identity of the person classification is required.
This task belongs to the multi-class classification problem. The overall process to
recognize a person across aging is shown in Fig. 1. In this paper, we have proposed
three different approaches to solve the problem. The first approach involves the use of
GLBP as a novel feature descriptor. The second one replaces the traditional method
by using CNN. Lastly, it proposes the concept of a biased face patching approach in
combination with CNN.

2.1 Using Novel Feature Descriptor

In this approach, as per the traditional methods, the input image is applied for prepro-
cessing. As standard aging datasets contain images of varying size and brightness, it
may create some problems while recognition. To bring a standard dataset in normal-
ized form, image preprocessing is used. It needs face detection and cropping from the
given input facial image. Popular Viola–Jones algorithm is generally used to detect
a face. To convert the RGB image to grayscale image is the next required step. Then
images are resized to 32 × 32. Histogram normalization and head pose correction
are complicated preprocessing steps which are not required in this work. Figure 2
illustrates the working of the proposed model as per the first approach with GLBP
feature descriptor.

The next step is to feature extraction from the normalized image. We used a
combination of Gabor wavelets and LBP features for this purpose and call them as
GLBP features. It gives advantages to both the features. This feature vector is then
applied to reduce dimensions using principal component analysis. Lastly, k-Nearest
Neighbor (k-NN) algorithm is used for classification.

Image Pre-
Processing

Feature 
Extraction

Image Pre-
Processing

Input Image Recognized 
Images 

Fig. 1 Overall process for proposed methodologies
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Fig. 2 Proposed model for approach 1 using GLBP features [3]

2.2 Using Convolutional Neural Network (CNN)

As our aim is to improve the performance of the system, we investigate newmethods
to look for better solutions. Recently, the concept of deep learning is getting more
popular as there is no need to apply for feature extraction and classification separately.
It provides both of them a single structure. So, we tried the next approach by using
convolutional neural network for solving the recognition problems over aging.

Again, we used some preprocessing steps like face detection, cropping, RGB to
gray conversion, and resizing. Then for extracting features, we used seven-layer CNN
architecture with three convolutional (C1, C3, C5), two sub-sampling (S2, S4), and
two fully connected layers (F6, F7). It is one of the simplest networks. For convolution
layer, a 5 × 5 filter is used, which is a linear operation that performs element-wise
multiplication and then addition. Then sub-sampling as summing is used with 2× 2
that results in the reduction of feature map by a factor of 2 in both dimensions. The
last layers are fully connected layers where each output is connected to all inputs. An
image of 32× 32 size is used as input to this CNN architecture. Finally, the support
vector machine (SVM) is used for classification as shown in Fig. 3.

2.3 Using CNN on Face Patches

Although the method proposed in the second approach is better than the first one, we
tried some refinements in this method. Instead of providing complete face as input,
now we provided two face patches as inputs. Periocular region (a patch with both
eyes and eyebrows) is found as the most stable region of the face over aging. So,
keeping this fact in mind, we have used the portion as the first patch. The second
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Fig. 3 Proposed model for approach 2 using CNN [7]

patch includes a nose with the mouth. In this approach, two methods are followed:
first with a combination of both feature vectors and second with a weighted average
of both of them. For computing a weighted average of both the feature vectors, we
have given higher weight to the periocular region as compared to the nose–mouth
region. Again, as per the second approach, SVM is used for classification, as it is
compatible with CNN. The detailed architecture is shown in Fig. 4. For this approach,
we keep the same CNN architecture as discussed in Sect. 2.2.

3 Experimental Details

3.1 Experimental Setup

We proposed three different techniques to recognize a person over aging. For all
these experimentations, a system with MATLAB 2015a (64 bit), 2.60-GHz Intel(R)
Core(TM), i-5 CPU with 8 GB of RAM is used. We also used MatConvNet open-
source library version 1.0 beta 20 for experimenting with CNN in MATLAB [10].

For all these experiments, FGNETandMORPH II popular aging datasets are used.
FGNET dataset contains 1002 images of 82 subjects [11] and MORPH II contains
more than 55,000 images of about 13,000 subjects [12]. For testing the performance
of the system Leave-One-Person-Out (LOPO) scheme is used and can evaluate the
rank recognition for performance evaluation.



74 M. Nimbarte et al.

Fig. 4 Proposed model for approach 3 using CNN on biased face patches [8]

3.2 Results and Discussion

In our experiments, from FGNET dataset, a total of 980 images from 82 subjects are
used. For training and testing, 852 and 128 images are used, respectively. Similarly,
from MORPH II dataset, in all 1005 images of 255 subjects are used. Among these,
750 images are utilized for training process and 255 images are utilized for testing
process.

Rank-1 recognition using the first approach on FGNET dataset is 76.5% and for
MORPH II is 90%. The proposed system analyzed the second approach as Rank-1
recognition is 86.6 % on FGNET and for MORPH II is 92.5%. Similarly, Rank-1
recognition using the last approach is 91.4% on FGNET and 98.4% on MORPH
II dataset as shown in Table 1. It is found that MORPH II dataset gives better
performance as compared to FGNET dataset as there are less intra-class variations.
Figure 5 shows a performance analysis of the comparison between the approaches
over FGNET and MORPH II datasets.

All these proposed methods outperform over available state-of-the-art methods.
The comparative analysis of proposed methods over available state-of-the-art
methods is given in Table 2.
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Table 1 Comparative rank-1 recognition of our experiments using both datasets

Proposed methods Rank-1 recognition (%)

FGNET MORPH II

Approach 1 (using GLBP features) 76.5 90

Approach 2 (using CNN) 86.6 92.5

Approach 3 (using CNN + Biased Face Patches) 91.4 98.4

Fig. 5 Recognition rank analysis

Finally, from all of the above-used approaches, experiments and results obtained
on both the datasets, the paper is summarized as,

1. The performance of the system is improved by performing preprocessing steps.
In our approach, complicated steps are not performed. It makes the program
simpler. Moreover, there is no degradation in performance.

2. Novel biased approach on both face patches works well in combination with
CNN and SVM to improve the system performance as rank-1 recognition.

3. Our CNN architecture contains only seven layers; it is smaller as compared to
architectures proposed in state-of-arts. Hence, it is simpler in nature and needs
less execution time.
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Table 2 Comparative analysis of proposed methods with state-of-the-arts on both datasets

Methods Rank-1 Recognition (%)

FGNET MORPH

Facial asymmetry [5] 69.5 69.4

NTCA [2] 48.9 83.8

MDL [1] 65.2 91.8

CNN [4] 80.6 92.2

MEFA [6] 76.2 93.8

LF-CNN [9] 88.1 97.5

Approach 1 (using GLBP features) [3] 76.5 90.0

Approach 2 (using CNN) [7] 86.6 92.5

Approach 3 (using CNN + Biased Face Patches)[8] 91.4 98.4

4. Overall, in all the experiments, MORPH II dataset gives a better performance
over FGNET dataset. As there are more age variations in the images of FGNET
dataset, FGNET contains more intra-class differences as compared to MORPH
dataset.

4 Conclusion and Future Scope

To recognize a person over a span of years is a very interesting and challenging task.
The authors have summarized some of the proposed methodologies for recognizing
a person over aging. All experimentations were performed on two standard datasets:
FGNET and MORPH II. The aim of this paper is to introduce the methods with
simpler techniques and less preprocessing steps. Traditional methods need prepro-
cessing, feature extraction, and classification separately. The use of CNN eliminates
complicated preprocessing step as head pose correction and separate feature extrac-
tion algorithms. The results of these methods demonstrate that CNNwith biased face
patches outperform other proposed methods on both datasets as a periocular region
is the most stable region. It also improves the results over available state-of-the-art
methods with the advantage of CNN. The work can be extended by a varying number
of layers of CNN to check the effect on the performance of the system.
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A Comprehensive Survey on Federated
Cloud Computing and its Future
Research Directions

S. R. Shishira and A. Kandasamy

Abstract The cloud computing paradigm is popular due to its pay-as-you-gomodel.
Due to its increasing demand for service, the user has a huge advantage in paying
for the service currently needed. In a federated cloud environment, there is one or
more number of cloud service providers who share their servers to service the user
request. It improves minimizing cost, utilization of services and improves perfor-
mance. Clients will get benefited as there is a Service Level Agreement between
both. In the present paper, survey is provided on the benefits of the federated envi-
ronment, its architecture, provision of resources and future research directions. Paper
also gives the comparative study on the above aspects.

Keywords Federated cloud · Optimization methods · Cloud architecture

1 Introduction

Cloud computing is becomingmore popular due to its pay per demand service.As lots
of consumers hosting their application on cloud in different platforms, cloud service
is in huge demand. Federated cloud refers to the greater number of service providers
that are geographically distributed, who share their servers to serve the client request.
Few cloud service providers are Amazon, Microsoft, Google, etc. Federated cloud
concept comes under Infrastructure as a Service model, where consumer requests
for the Infrastructure and it is served in the form of virtual machines [10]. These are
loaded in the form of different operating systems including their software.
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Cloud service providers have a huge number of resources for serving the client. In
a single deployment cloud, when there exists natural disaster or any network security
attacks, there is huge data loss for consumers [4]. Hence, multiple cloud deployment
overcomes this disadvantage by sharing the resources and serving the request.

The cloud service broker operates as an intermediate between the provider and a
consumer. The broker helps in sending the client request to the provider and getting
the best service provider to service the client request [13, 18]. A broker helps in
monitoring, managing, accessing the cloud service provider irrespective of the geo-
graphically situated servers. Once the broker chose the best cloud service provider
to serve a client request, the Service level agreement is signed between to access the
service [12]. Hence, in this type of environment quality of service is high comparing
to a single deployment cloud.

2 Entities

Following are the important entities involved in a Federated cloud environmentwhich
consists of

• Consumer: Cloud consumer is referred to as a user who requests a particular
service. Eg. Storage, network or infrastructure. Without having the knowledge of
the backend process, the user or the consumer submits the task by demanding the
service by paying for that particular service.

• Public Cloud: Resources available publicly for free or pay as per usage.
• PrivateCloud: Cloud is owned by a single entity and the resources are not available
for public. It is only for the private business.

• Hybrid Cloud: A consolidation of private and public cloud is termed as a hybrid
cloud. One or more corporate organizations are involved in this.

• CSP: Cloud service provider provides resources based on the request by the user.
For example, Amazon Ec2, Google and Microsoft Azure [9].

• Workloads: Cloud workloads are loads produced by a variety of applications and
services employed on cloud infrastructures. It is a combination of jobs and tasks
submitted by the user/consumer in the cloud.

• SLAs: Service Level Agreements are the agreed commitments between the con-
sumer and the provider for maintaining the quality of service.

3 Federated Cloud Environment

Federated cloud comprises many service providers which are bound by standard
SLAs. Each service provider serves the client based on the end resources.
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Multiple clouds are used to serve different applications [2]. When the private
resources are unable to service the request, these public clouds canhelp in overcoming
the issue. Service broker can allocate different resources fromgeographically situated
service providers to serve the consumer request.

3.1 Advantages

Over a single deploymentmodel, the federated environment has lots of benefitswhich
are as follows:

• Scalability: When the demand is high, cloud service provider share their resources
and provide services via service broker.

• Multi-cloud deployment: It helps in reducing the cost required to serve the client
request by aggregating the shared resources from different providers.

• Fault-tolerance: Therewill be data duplication, and hence no data loss exists during
the natural disaster or downtime of servers [6].

• Performance:Due to themulti-cloud deployment, the cost isminimized, a response
time of serving the request will be low, which indirectly increases the performance
measure.

3.2 Coupling Levels

Federated cloud consists of different levels of coupling including resource cooper-
ation, monitoring, remote controlling, etc. Vozmediano et al. [3] explained various
levels of coupling in a centre. As given in (Table1).Coupling levels are classified as
loosely coupled, partially coupled and tightly coupled federative cloud instances.

• Loosely coupling: In this type of coupling, very less of inter-operation is done.
Basic operations such as monitoring and controlling are done in this level.
Advanced operations like migration are not included.

Table 1 Comparison on the types of coupling level

Level Operations Security

Loose Basic functions on virtual
machines

Single cloud in the
organizations

Partial Controlling and maintaining
VMs

Agreements of framework

Tight Scheduling to a particular
resource, live migration

Consumer region sharing
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• Partially coupling: More than one number of cloud providers partner and share
their resources with respect to their terms and conditions.

• Tightly coupling: These types of coupling are done inter-organization with the
same architecture and OS type. Advanced features like remote monitoring, VM
migration is done here.

3.3 Architectures

We have classified Federated architecture into four types (Table 2).

• Cloud bursting architecture: When the consumer runs out of the resources in the
internal cloud, he can demand the service from the public cloud by paying for it
[1]. During this process, the consumer bursts his/her data to the public cloud. If
the internal cloud contains a cloud VM switch, then the public cloud can be used
as his own internal clouds without any network change (Fig. 1).

• Cloud broker architecture: Cloud broker is an intermediate between the provider
and the consumer. It is very difficult for the consumer to directly contact the
provider due to the terms and conditions. Hence there will be a broker who takes
the request from consumers and search for the best provider to service the request
by hiding the management difficulties (Fig. 2).

• Aggregated cloud architectures: Cloud is believed to be infinitely providing ser-
vices on-demand basis to their clients. But, due to circumstances if there is no
availability of hardware or specific resources, the cloud cannot serve the demands.
Hence, cloud providers aggregate their resources based on the framework and
agreements and individually serve the client request (Fig3). Service broker helps
in choosing the best provider for the specific client request.

Table 2 Comparison on the architecture of federated cloud

Architecture Levels Cloud Type Benefits

Bursting Loose Bursting of workloads
from private to public
cloud

Helpful during
resource exhaustion

Brokering Loose Chooses among the
best public service
provider

Optimization of cost,
execution time

Aggregation Partial Hybridization of
public and private
clouds

Resource sharing to
meet the user needs

Multi-tier Tight Large cloud data
centres combining
public, private with
several data centres

Scalability
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Fig. 1 Cloud bursting architecture

Fig. 2 Cloud broker architecture

• Multi-tier architecture: This type of architecture is a single cloud to consumers
which has their cloud data centres distributed geographically (Fig. 4). The infras-
tructure resources can be accessed from any data centres. As it contains multiple
resources distributed, the cost of the individual system is high compared to other
architectures.
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Fig. 3 Cloud aggregation
architecture

Fig. 4 Cloud multi-tier
architecture

4 Resource Management

Management resources refer to selection, monitor, increase or decrease of the
resources based on the demand. During off-peak hours, steady resource provisioning
has no demand. Hence, automatic scaling of resources helps in auto increasing or
decreasing the resources such as Infrastructure to the consumers.

4.1 Challenges in Federated Cloud

Aggregation of various cloud providers makes it a challenging task.

• Portability: It is very important to move the data safely on to different cloud data
centres. Whenever there is demand from the Client, it is very necessary to serve
that particular request without any delay. Also, it is important to combine two
or more private and public clouds to satisfy business needs. Manage cloud ser-
vices via Application Programming Interface without violating SLAs, Quality of
Service, Availability and performance. A cloud service broker has to serve the
request between the provider and a consumer but there are issues with interop-
erability. Aggregating cloud resources and satisfying the client’s needs are also
one of the major problems in federated cloud environment. Security is a major
concern when combining two different clouds.Multiple clouds have to share their
resourceswithout violating the SLAs and the audit process is differentwith respect
to cloud providers.
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• Deployment plan: Cloud providers offer a different set of resources based on user
demand. The service broker has to choose the best provider resources based on
the application requested to meet its needs. But when there is an uncertainty in
user requests, maintaining the resources in the cloud provider is a tedious task. It
should not go waste while in the off-peak demand.

• Quality of service: Quality of service plays a major role in serving the client’s
request. It is mainly based on the SLAs that are agreed between the provider and
consumer. Sometimes, if the resources are exhausted due to natural disasters, it is
important not to violate the SLA by compromising with the quality of service.

• Consumer specific coercion: User or a consumer can specify specific requirements
to deploy their model on to the public cloud. During the process, the user can
demand one more VMS which may violate the conditions of the resource present
in the data centres of one of the providers. Hence, it is the service broker’s job to
rule out this tedious uncertainty.

• Jurisdiction: service providers have to adhere to the jurisdiction wherein the data
centres placed are in specific regions. Thus, the client can deploy his/her model
complying with his/her own regional laws.

• Pricing:Different service providers have different sets of pricing labels that depend
on the type of services provided. Amazon EC2 generally has three types of pro-
cessing reserved, on-demand and spot type. Elastic hosts allow to customize the
cloud instances based on CPU, disk and memory size. Providers are charged based
on network bandwidth, storage and memory.

5 Optimized Management of Resources

In the cloud both the provider and consumer try to obtain an optimal solution for
resource provisioning. Provider tries to efficiently utilize the resources by not vio-
lating the QoS. While the consumer tries to minimize the service cost by deploying
the applications and also get the best service during the process. Table 3 shows the
existing frameworks proposed by the various authors.

• Cloud bursting architecture: Javadi et al. [19] proposed a resource provisioning
model for hybrid cloud during the failure. In this paper, the author has used bro-
kering method to make use of public resources while satisfying the users’ need
internally by using their private cloud. Bossche et al. [15] proposed a method to
optimize the resource provisioning by bursting the cloud from private to public
clouds.

• Cloud broker architecture: Chaisiri et al. [16] used stochastic programming for
cost optimization. cost using broking technique. Tordsson et al. [11] considered
two types of resource provisioning, the first one is to optimally place the VMS
and second is to monitor and control the resources across different providers.
Lucas-Simarro et al. [5] used binary integer programming to optimize the cost
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Table 3 Optimized scheduling of resources in federated cloud

Authors Framework Parameter Proposed model

Bossche et al. [15] Bursting Cost Binary integer

Javadi et al. [19] Bursting Cost Integer programming

Chaisiri et al. [16] Brokering Cost, response time Stochastic method

Tordsson et al. [11] Tight Cost, response time Binary integer

Lucas-Simarro et al. [5] Brokering Cost, execution time Binary integer

Breitgand et al. [7] Aggregation Energy consumption Greedy method

Vecchiola et al. [8] Aggregation Performance Integer programming
method

Wright et al. [14] Aggregation Cost, execution time Binary integer

Calheiros et al. [17] Aggregation Cost Deadline
management method

and performance. The authors used different scheduling strategies for automatic
scaling of resources during the peak time.

• Aggregated cloud architecture: Breitgand et al. [7] proposed amodel for providing
benefit for a cloud service provider by efficiently serving QoS for load balancing
integer programming model. Vecchiola et al. [8] designed a model for the pro-
visioning of resources from shared providers efficiently. Their proposed model
helped in improving the response time of request handling. Wright et al. [14]
proposed a method for efficiently searching the best infrastructure for the cloud
service providers to serve the client request. A heuristic approach is used for opti-
mizing the cost-based performance. Calheiros et al. [17] presented an architecture
from intercloud to discover the best providers for the client request.

6 Conclusion

Bursting of clouds mainly focussed on cost optimizations from the service provider
side, exhausting the internal cloud resources. Existing broker methods are not
application-oriented but maintain QoS. Resource scheduling helps the scheduling of
workloads to different resources chosen by the services broker. Hence service broker
plays an important role in choosing among the number of cloud service providers in
a federated environment. In this paper, a study on optimization in the management
of data in the federated cloud has been done. We have presented various federated
architectures and their limitations while servicing the client’s request.
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We have identified some of the future research directions.

• Consumer specific SLAs: A Cloud Service Provider provides SLAs depending on
their resources and benefit their performance by optimizing the resources. Based
on the specific applications, SLAs can be configured and benefitted as per the
customer requirements.

• Consumer desired locality brokering: Based on the locality and region which is
profitable to consumer, cloud broker can optimize to choose the resources from
specific providers.

• Resource scheduling in the federated environment: Workloads can be predicted
before going into the broker phase and the broker can choose the best CSP before
handling a specific user request. Hence he can optimize parameters such as delay,
response and execution time.
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Decoy Technique for Preserving
the Privacy in Fog Computing

K. P. Bindu Madavi and DR. P. Vijayakarthick

Abstract Fog computing is a process which computes and stores the data, which
facilities network services between computing information centers and end devices.
Fog computing is additionally fogging or edge computing. Fog computing focuses
on increasing the efficiency and to quicken the data computing to cloud for storage
and processing. This paper is mainly focus on securing personal information within
the cloud employing a fog computing facility and decoy techniques. In the proposed
system primary stage each licensed and unauthorized user can refer to the decoy
information in fog computing. Using user profiling technique, the authorized user
will be identified. If it’s an unauthorized user, they cannot access the original data.
If it is an authorized user, then it proceeds to the second stage by verifying the
challenges. The challenge can be secured with verification code or else it can be a
private question. Once authorized users clear the security challenge, they can access
the original data.

Keywords FOG computing · Decoy technology · Security · User behavior
profiling

1 Introduction

Cloud computing technology is a shared pool of resources; every organization is using
the cloud to secure its data.We can access data stored in the cloud from anywhere and
anytime. With new computing techniques and wide use of the intelligent device, new
security challenges are arising as the security of cloud computing services is crucial.
There are many kinds of possible threats, such as a Malware Injection, Wrapping,
Browser, and Flooding [1].
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The principle issue in cloud computing is to secure the user’s information in
such a way that specific verified users can access the data and nobody else can
access that information [2]. The cloud security issues are composed of a few classes
like information insurance, engineering, programming data protection, architecture,
software isolation, trust, identity management, and availability [3]. The number of
researches in distributed computing security has focusedon anticipating ill-conceived
and unauthorized access to information by creating encryptions and refined access
control. Anyway, these instruments have not had the option to counteract infor-
mation [2]. In the web, a username–password-based method is used but password-
based authentication is vulnerable to attackers. Existing data secure mechanisms like
encoding techniques are failing in protecting and preventing the information from
the aggressors.

The encryption mechanism is primarily centered around the key given by the
users at the time of getting to the information yet does not check the identity of the
interlopers. To decrease the harm done by the aggressors, we are utilizing the strategy
of decoy technology and user behavior profile.

This paper will utilize the decoy method to verify the information of the user
in the cloud. This method provides fake information to the attackers replacing the
original data. As soon as the attacker access the system, a fake file is presented in
place of the original file; the proposed method creates a decoy file. These files are
created from the beginning to guarantee enhanced security. Irrespective of any user,
the system keeps the original data hidden and projects the decoy file by default. The
original data are accessible to only verify users.

Structure of the paper: Sect. 2 and its sub-sections depict the foundation and
preliminaries of the proposed method. Section 3 proposed framework and technique
depicted, and Sect. 4 describes the conclusion.

2 Securing Clouds Using Fog

There are various ways to utilize cloud services to save data, reports, and media in
remote administrations that can be recovered at whatever point users associate with
the Internet. The issue of providing security to confidential data is a fundamental
security issue. There are numerous ways to secure remote data in the cloud using
standard access control and encryption methods [4].

Fog computing system is work against malicious users. A malicious user can
access the confidential data which are stored in the cloud. Malicious attackers can
easily obtain cryptographic keys and passwords to access the file. Providing security
of confidential data remains a noteworthy security issue [5].

Fog computing extends the cloud computing paradigm to the edge of the network
to deal with applications and services that do not match the paradigm of the cloud
because of technical and infrastructure limitation including:
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Fig. 1 Fog computing architecture

• Latency geographically circulated application
• Fast versatile applications
• Large-scale disseminated control frameworks (Fig. 1).

Creating decoy information and locating it beside the real information within the
cloud to cover the important information of the user is also known as fog computing
[6]. Fog Computing is a technique that helps in predicting and observance of the
behavior of the user and providing security to the user’s information.

Applications of fog computing:
Dependent on the data like traffic, driving conditions, atmosphere, and so on.
Smart grids, Smart Home, and smart cities: In smart utility services, fog

computing is used for improving energy generation, delivery, and billing.
Real-time analytics: Fog computing is employed for time period analytics which

transfers the data from manufacturing systems to financial institutions that use real-
time data.

Connected cars: Self-autonomous cars are now available in the market and they
produce a lot of information. The information should be dissected and handled
immediately.

Health Data Management: Fog computing may be helpful in healthcare, within
which real-time operation and event response area unit important.

3 Proposed Method

We propose a security model, a unique approach to preserve the private data in fog
computing by decoy technique. The proposedmethod is divided into twomain stages
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User/attacker

Fig. 2 Proposed system architecture

• At the first stage, both authorized and unauthorized users will refer decoy data or
information by default decoy data

• At the second stage, the legitimated user will access the original data stored in
the cloud bypassing all the security challenges (Fig. 2).

3.1 Methodology

There are three main modules

• User Behavior Profile
• Decoy technology
• File Generation

3.2 User Behavior Profile

The user behavior profile algorithm is used in order to detect abnormal access to
the data in the cloud. It is used to determine whether a user who is accessing the
data over the cloud is legitimated users or not by considering certain parameters like
search behavior, amount of the information access, amount of data downloaded, etc.
This method continuously monitored the behavior of the user to decide any strange
access to the user’s information in the cloud. This behavior-based strategy is utilized
to found out the unauthorized user.

The unauthorized user most of the time includes the following:

• Trial and Error key for accessing the account
• Multiple tries for login
• Number of times a document read/write
• Visited URLs and time spent on each website

3.3 Decoy Technology

We used a unique approach for protecting the information in the cloud by decoy
technique. Decoy data are honeypots and other bogus information which is used to
secure the original data from an unauthorized user who is trying to access the private
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data. If any abnormal access in the cloud is noticed, the decoy file is generated in the
cloud using the decoy technique which is sent to the unauthorized user in a manner
that looks like original data. Decoy file contains fake data or bogus amount data
which confusing the attackers. This decoy file is severed when the behavior of the
user is been detected as an illegal user [7]. The authorized user can easily identify
the vogues data instead of a legitimate file. If the user is a legitimated user, then they
will pass in security challenges.

Two security features are implanted to secure the user data from unauthorized
user

• Validation—checking whether or not the information access by the authorized or
unauthorized user once abnormal behavior is detected

• Providing a fake amount of the decoy information’s to confuse the attackers.

3.4 File Generation

When anonymous is identified using the user behavior profile algorithm rule, the
file ought to be generated automatically. The file which is generated contains bogus
information or fake data but it looks like the original file. The unauthorized user
believes that the file is the original file and accesses the data. It is difficult to identify
between original and decoy files. The original will be accessed by the only authorized
user.

4 Conclusion

With the increase in malicious attackers, the security of user private information is
turning into a significant issue. Forwhich, we present a secureway to dealwith secure
the individual information over the cloud. The primary spotlight on verifying user’s
information inside the cloud by utilizing fog computing. Using the user behavior
profile will determine the malicious user. In this approach, at the first stage, both
authorized and unauthorized users will access the decoy data by default. But the
authorized user knows the data which is accessed is not an original data. The autho-
rized user proceeds to the second stage with security challenges; if the user passes
all the security challenges, then the user can access the original data.
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Design of Book Recommendation System
Using Sentiment Analysis

Addanki Mounika and Dr. S. Saraswathi

Abstract In this paper, we propose four-level process to recommend the best book
to the users. The levels are named as grouping of similar sentences by the semantic
network, sentiment analysis (SA), clustering of reviewers and recommendation
system. In the first level, grouping of similar sentences by the semantic network is
done taking pre-processed data using parts of speech (POS) tagger from the datasets
of reviewers and books. In the second level, SA is done in two phases which are
training phase and testing phase by using deep learning methodology like convo-
lutional neural networks (CNN) with n-gram method. The outcome of this level is
given as input to the third level (clustering) which clusters the reviewers based on
their age, locality and gender using K-nearest neighbor (KNN) algorithm. In the last
level, a recommendation of books is done based on top-n interesting books using
collaborative filtering (CF) algorithm. The system of book recommendation is to be
done to get the best accuracy within less elapsing time.

Keywords Sentiment analysis · Document-level · Semantic network · CNN ·
N-gram · Doc2vec · Clustering · KNN · CF · Recommendation system

1 Introduction

Document-level sentiment analysis (SA) [1] of known lengthy texts is a difficult
job, which point to a lot of words and opinions. This analysis is mainly useful
for recommending books to the users. If the users get clear bifurcation about book
reviews, it will be easier for them to take the decision. The below-mentionedmethods
in each level are used to do document-level sentiment analysis.
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1.1 Semantic Network

A semantic network is a knowledge base that represents semantic or similar relations
between notions in data. This is generally used as a formof knowledge representation.
A semantic network is used as a tool to group similar sentences in this context.

1.2 Sentiment Analysis

Opinion aids a decision that is a personal factor of view of the reviewer. Every senti-
ment contains either positive, negative or neutral. Here the sentiment classification
is recognized as an application recently used in the online reputation controlling
systems.

SentimentAnalysis Levels. SA can be enforced on distinct levels, specifically:Word
level (WL) in SA is used to determine the polarity of a word, that is either a positive,
negative or neutral word. Sentence level (SL) in SA is used to determine the polarity
of a sentence and is generally used to determine the analysis of opinion of the user.
Particularly in social networks, SL is a series of words which addresses at deciding
an opinion on a subject. Document level (DL) in SA is used to determine the polarity
of a document and it is too difficult level to get the polarity compared to other levels,
because, if the number of words, sentences increases, lot of noisy data will occur. So
finding the polarity is a difficult task in this level.

Online book reviews are treated as one of the most fundamental sources of client
opinion. Such a review may assess the book on the basis of personal taste. So, from
the above-discussed levels, document level is the best level used to perform sentiment
analysis on book reviews compared to other levels from the survey.

1.3 Deep Learning

In general, users can make decisions about books using online review resources.
So, the grouping of similar sentences by the semantic network is done taking pre-
processed data using POS tagger from the datasets of reviewers and books. Those
are fed into the semantic network to form two categories of similar sentences with
manually selected data in the document reviews. From the semantic network, the
collectively identified words of each document with similar meaning are added to
the list for every iteration and finally, the appended list is producedwhichwill be used
in deep learning methodology which shows the performance of sentiment analysis
for classification of book reviews into positive, negative and neutral using CNNwith
n-gram method after feature extraction using word embedding to compare training
phase and testing phase to get the accuracy. A clustering algorithm KNN is used to
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group the users into clusters of user’s interest based on their age, locality and gender
and recommend specific books to the user using CF method.

2 Related Works

SA is a developing research subject matter using the machine and deep learning
methods. For deep learningmethods, this classification calls for an essential cleaning
and pre-processing step (consisting of tokenization, stop-word removal, punctuation,
Html tags elimination, stemming and lemmatization) since the quality of data has a
powerful impact on the overall performance of the deep learning method.

Bolanle et al. [2] worked on extracts feature and opinion pairs from reviews
determine polarity and strength of evolutions classifies reviews expressed at the
features of products as recommended or not recommended. In this paper, semantic
orientation is used to calculate similar features. Maryem et al. [3] worked on a
CNN-BiLSTM model. They proposed a solution for convolutional neural networks
(CNN) and bidirectional long short-term memory (BiLSTM) models, using docu-
ment to vector (Doc2vec) embedding that is appropriate for SA of lengthy texts. The
CNN-BiLSTMmodel is comparedwith the other individual and combinationmodels
such as LSTM, BiLSTM, CNN and CNN-LSTM models using word2vec/doc2vec
embedding. The CNN-BiLSTM model using doc2vec was performed on articles of
French newspapers and obtained 90.66% accuracy with the other models. Kim [4]
implemented a simple CNN with only one convolutional layer with an unsupervised
model, on the dissimilar database,which includesmovie reviews, subjectivity dataset,
STS, TREC query dataset and customer reviews. He used a small hyperparameter,
which produced extremely effective outcomes. He extensively utilized distinctive
filter sizes and examined several CNNmodels to take out significant data. Finally, he
concluded that CNN-static model gave the best overall performance outcomes. The
recommender algorithms is termed model-based and makes use of matrix factoriza-
tion techniques to guess on the values of latent factors, which loosely said can be an
idea underlying descriptors of the domain [5]. Gao et al. [6] projected a newmethod,
namely group-based ranking method which considers the user’s reputations based
on their grouping behaviors.

3 Outline of Proposed Work

In this proposal, the document-level reviews are grouped based on similar sentences
by the semantic network and is done taking pre-processed data using POS tagger
from the datasets of reviewers and books. From the semantic network, the collectively
identified words of each document with a similar meaning are added to the list for
every iteration and finally, the appended list is produced which will be used in deep
learning methodology. From deep learning, convolution neural networks are used
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to classify the sentiments. The reviews are split into 40% of training and 60% of
testing. At first, the reviews are trained using word embedding (doc2vec) which
converts the text documents into vector form and then encoded with padded code
sequence followed by multi-channeling for feature extraction, then max pooling is
used with dropout. The n-gram method is used along with CNN to identify the
negative sentences during the training phase. The k-dimension vector of softmax
is used to set the range from 1 to 0. Then the testing reviews are tested with the
training set to classify the reviews as positive, negative and neutral based on their
polarity. The reviewers are grouped based on the type of review they are given at first
and then reviewers are grouped based on their age, locality and gender depending
upon their polarity using K-nearest neighbor (KNN) clustering algorithm. Finally,
the recommendation system of a book selects and suggests the contents tomeet user’s
preference automatically using data of previous users stored in the database. A CF
algorithm is to be used to recommend books; it will effectively improve data scarcity
and real-time problems. Based on the similarity value we predict the user’s interest
and recommend the top-n books.

4 Methodology

The various modules in the proposed system are grouping of similar sentences by
semantic network, sentiment analysis, clustering of reviewers and recommendation
system, as shown in Fig. 1. First, the data are taken from datasets of reviewers and
books which are processed into grouping of similar sentences by semantic network
module. Secondly, SA is done by taking data from the previous module in which
pre-processing classification using CNNwith n-grams is done by taking training and
testing documents. After analysis, the data are moved to the next module, namely,
clustering in which reviewers are clustered based on their age, locality and gender
usingKNNclustering algorithm.Finally, clustereddata aremoved to the nextmodule,
that is recommendation system inwhich the top-n interested books are recommended
to the target user using CF algorithm.

4.1 Grouping of Similar Sentences by Semantic Network

In this module, few sentences which are manually identified as similar sentences
are collected as two different types from the datasets of reviewers and books and
these documents are passed to pre-processing and POS tagger. In pre-processing
first the reviews are pre-processed to avoid the tags, stop words and punctuation,
then stemming and lemmatization are done to identify the exact root meaning of
the word and in POS tagger where the verbs, adjectives and adverbs are collected
and stored in two different lists to run into the semantic network. The reviews are
passed into the semantic network using pre-processing and passed to the taggerwhere
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Fig. 1 Module diagram

only adverbs, adjectives and verbs are extracted, which are compared with the list
of already tagged words from the manual identification. The similarity is calculated
using wordnet and synset. The nearby meaning of words is also taken into account
to find similarity. For comparison, the mean of scores of two types is given, and the
highest score and comparatively lowest score make the document to be classified
into that respective type (either Type-1 or Type-2). These types (Type-1, Type-2) of
the document are passed as input to the next module.

4.2 Sentiment Analysis

In thismodule, the process is done in twophaseswhich are training and testing phases.
In the training phase, the word embedding is done which converts the text documents
into the vector form. In the word embedding, document to vector (dov2vec) model
is performed to convert the data from the previous module into the vector model
where similar types of words are represented by the same vector using tokenizer.
These vectors are converted into digits by encoding the words from document using
padded code sequence and then it is incorporated with multi-channeling using CNN
classifier combined with n-gram which divides the single-input channel output from
coded sequence into multiple channels, namely channel 1, channel 2 and so on up to
channel n, to increase the speed and reduce the time of the function. After that, the



100 A. Mounika and Dr. S. Saraswathi

formatted channels are merged or concatenated into a dense activation layer which
does max pooling. After max pooling, the k-dimension vector of softmax is used to
set the range from 1 to 0. The above same process is saved as a hierarchical model
which makes it easy to compare with other sets of data. All the above-mentioned
process comes under feature extraction which is also done in testing phase taking
pre-processed data from the test documents. After completion of both the phases,
they are compared to classify the data into positive, negative and neutral documents.
The final data is stored in the database in the update process. The comparison is
represented by calculating the accuracy and its performance versus with time.

4.3 Clustering of Reviewers

The input to this module is taken from the previous module in which clustering is
performed. It is used in unsupervised learning where similar instances are grouped,
based on their features or properties. In this module, the reviewers are grouped based
on the type of review they are given at first, and then based on the reviewers’ age,
gender and locality they are grouped using the MySql. The queries and the groups
may be of more than two groups. For clustering, the data which is going to be
processed will be fully in the.csv format so that clustering is going to take place with
various parameters like locality, gender, age, and most importantly based on the type
of review (positive, negative or neutral). Then this clustering is visualized in python
using the matplot library, and it is going to be executed by the K-nearest neighbor
algorithm (using Euclidean distance formula).

4.4 Recommendation System

The clustered data from the previous module are sent as input to this module named
personalized recommendation system (RS). In this system, recommendations are
made using collaborative filtering (CF), which suggests the books to people with
similar preferences like in the past. At the last, top-n interested books are recom-
mended to the end-user so that the dynamic reviews are also taken into the account
and the recommendation will be also dynamic according to the positive reviews of
the new customers too.

5 Dataset Description

The book details were collected from the Kaggle website; about nearly 50,000 books
were collected and stored in thedatabase.The reviewer detailswere collected from the
fake name generator, and repetition of the names is avoided. The reviews collected are
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on the document level. These reviews are collected from the Amazon website. There
are in total 10,000 documents of reviews collected. The reviews are pre-processed to
do stemming which find the root word. Those reviews are processed via POS tagger.

6 Conclusion

In this paper, we present the research work in the recommendation system using
SA, by taking clustered data of reviewers, which is used to recommend books to the
target user. The performance and accuracy are calculated to provide the best books
to the users. This proposed work can solve the limitation in the already existing
recommendation systems and provide improved accuracy. In our future work, a
hybrid approach would consist of both model-based and memory-based algorithms
in order to increase the performance of the system.A similar recommendation system
can be incorporated for book recommendation systems.

References

1. Pang B, Lee L (2008) Opinion mining and sentiment analysis. Foundat Trends Informat Ret
2(1–2):1–135

2. Bolanle A, Ojokoh O (2012) A feature–opinion extraction approach to opinion mining. J Web
Eng 11(1):051–063 © Rinton Press

3. Rhanoui Maryem, Mikram Mounia, Yousfi Siham, Barzali Soukaina (2019) A CNN-BiLSTM
Model for Document-Level Sentiment Analysis: Machine Learning and Knowledge Extraction
(MDPI) 1:832–847

4. Kim.Y:Convolutional Neural Networks for Sentence Classification: In Proceedings of the 2014
Conference on Empirical Methods in Natural Language Processing (EMNLP); Association for
Computational Linguistics: Doha, Qatar, pp. 1746–1751, (2014)

5. H. Koohi and K. Kiani: A new method to find neighbor users that improves the performance
of collaborative filtering: Expert Systems with Applications, vol. 83 (C), pp. 30–39, (2017)

6. J. Gao, Y.W. Dong, M. Shang, S.M. Cai and T. Zhou: Group-based ranking method for online
rating systems with spamming attacks, Europhysics Letters and Applications, vol. 110, no. 2,
pp. 28003 p1-p6, ©EPLA, (2015)

7. C. Balasubramanian, J. Raja Sekar and M. Shenbaga Devi: A Personalized User Recommen-
dation Based on Attributes Clustering and Score Matrix: International Journal of Pure and
Applied Mathematics (IJPAM), vol. 119, no.12, pp. 13751–13757, (2018)

8. C.X. Zhang, Z.K. Zhang, L. Yu, C. Liu, H. Liu and X.Y. Yan: Information filtering via collab-
orative user clustering modeling: Physica A: Statistical Mechanics and its Applications, vol.
396, pp. 195–203 © Elsevier, (2014)

9. https://archive.ics.uci.edu/ml/datasets/Amazon+book+reviews
10. Abdi A, Shamsuddin AM,Hasan S, Piran J (2019) Deep learning based sentiment classification

of evaluative text based onmulti feature fusion. Inf ProcessManage. Springer. 54(4):1245–1259
11. Chakravarthy A, Deshmukh S, Desai P, Gawande S, Saha I (2018) Hybrid architecture for

sentiment anlaysis using deep learning. Int J Adv Res Comput Sci 9:735–738
12. SantoshK,Varsha (2018) Survey on personalizedweb recommender system. J Inf Eng Electron

Bus (IJIEEB) 4:33–40

https://archive.ics.uci.edu/ml/datasets/Amazon%2bbook%2breviews


Review of Python for Solar Photovoltaic
Systems

R. Sivapriyan, D. Elangovan, and Kavyashri S. N. Lekhana

Abstract In recent years, the usage of solar energy as a source to produce power has
increased exponentially as it provides a clean and efficient alternative to depleting
non-renewable resources. The normal working period of a photovoltaic (PV) panel
is 20 years, but due to defects in manufacturing or atmospheric condition changes,
the efficiency and the lifespan of the panel decrease each year. The objective of this
review article is to present and analyze the different methods that can be used to
reduce the degradation rate of the PV cells in an economically viable way. Open-
source frameworks are important to make any solution affordable; hence we explore
the usage of python language in developments relating to improvement in the perfor-
mance of PV cells. Based on this review a practically employable solution to improve
working conditions for PV cells can be obtained.

Keywords Solar energy · PV panels · Python ·Modeling ·Monitoring ·
Analysis · Fault detection

1 Introduction

Developed in 1989 by Guido Von Rossum, the python language was originally
conceived as a project to provide emphasis on code readability and advanced devel-
oper productivity. It was released in 1991 as a general-purpose, object-oriented,
high-level language with an extensive number of standard libraries and modules.
Being a free and open-source language with a vast network of community develop-
ment and support, it quickly rose through the ranks to become one of the most widely
used programming languages. Python is praised for its ease of usage, learning, and
portability. It has a wide array of versatile applications involving web frameworks,
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GUI-based applications, prototyping, the ability to perform complex numeric and
scientific calculations, along with advanced data analysis and visualization. It is used
by many major tech conglomerates such as Firefox, YouTube, Dropbox, Microsoft,
and by social sharing platforms like Quora and Reddit. Python has been adapted
over the years to function beyond the scope of computer applications. An abun-
dance of easy-to-use libraries is being customized to support electrical applications
involving analysis of power systems [1], design of electronic circuits, and optimiza-
tion of electrical machines [2]. The tools in python provide good support to students
to obtain various power electronic waveforms of voltage and current without doing
complex calculations. It simplifies and solves the compound calculations in Gauss–
Siedel, Newton–Raphson, and other power analysis problems with minimal effort.
Researchers and engineers are often required to develop their own software design
to simulate electrical machines [3]; they are more inclined to use python for these
purposes due to its affordability, versatility, and ease of use. Python is an interpreted
language and hence allows for interactive testing of snippets of code, where the
commands are executed instantaneously. This assists experimentation as there is no
hassle of compilation delays [1]. Libraries such as Scipy, Numpy, and Pandas provide
analysis of large datasets with precise and concise reports for required parameters. A
real-time, quality 2D and 3D graphical representation of data can be obtained from
libraries such as Matplotlib and Plotly. With increasing concerns over the usage
of non-renewable resources, we have turned to solar energy to produce power, as
sunlight is an inexhaustible resource. We use solar PV cells that absorb sunlight,
using it as a source to produce direct current electricity. The demand for PV systems
has increased with more people shifting toward clean energy. But, the performance
of a PV module degrades with aging effect and atmospheric conditions [4]. As the
industry expands, more research is being done to improve the functioning of the
system, to achieve maximum productivity, and prolong its lifespan. Solar PV helps
to get water for the off-grid agriculture field [5]. Python plays an important role in
these developments as it is used in a large range of solar applications. It is chosen
to be a good software [6] used to make the systems more affordable while devel-
oping tools for accurate solar power forecasting, to simulate modeling, design fault
detection, and implement monitoring and analysis of PV parameters.

2 Python Libraries and Tools in the Solar PV System

Python has many libraries for solar PV analysis [7, 8], as shown in Fig. 1. Out of
many libraries PVLIB Python, Solpy, Pandapower, Pyleecan, Scipy, Numpy, and
Matplotlib are used by the researchers and teaching faculties for the analysis of solar
PV systems.
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Fig. 1 Python libraries

2.1 PVLIB Python

It is a freely available python package that has a group of classes and functions
to model the PV systems. Using the implementation of models relevant to solar
energy, PVLIB Python provides the algorithms to find the solar angle, clearness of
the irradiance, transposition of irradiance, power, and the conversion of DC to AC
voltage. The system fault detection can be obtained from measured and modeled
current using PVLIB Python package [9].

2.2 Solpy

Solpy is an open-source python library which is used for performance modeling of
solar power systems. Solpy will predict system performance by accessing the old
weather data. The GHI, DNI, DHI implementation models can be used to calculate
the irradiance and also the solar insolation. Different resource terms like ephemeris
of sun, irradiance components, direct normal beam, sky diff, PVmodule temperature,
historic weather data, and total irradiance and PV module model were described and
were given with formula for their calculation.
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2.3 Pandapower

It is an open-source python tool used to analyze the power system. This tool mainly
aims at the static analysis of balanced power systems. This tool permits the anal-
ysis of symmetrically operated transmission and sub-transmission systems and also
distributed systems [10]. As shown in Fig. 2, using Pandapower, complicated math-
ematical calculations like Gauss–Seidal and Newton–Raphson power flow can be
solved easily. Pandapower is very convenient to use and also it gives extension with
libraries. Pandapower is widely used for various grid studies and for educational
purposes.

2.4 Pyleecan

Pyleecan is one of the python libraries that is widely used for electrical engineering
computational study [3]. Pyleecan aims at providing a user-friendly and flexible
simulation structure for the upgradation of electrical drives and machines.

2.5 SciPy

It is a python-based free and open-source library, which is used in mathematical
calculations, technical and scientific computing [1]. It is capable of operating on an
array of NumPy libraries. SciPy includes modules for integration, image processing,
linear algebra, interpolation, FFT, and signal processing.
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2.6 NumPy

It is a python-based primary package for scientific computation. It is used as a
proficient multi-dimensional container of generic data [1]. It is used for computing
linear algebra, matrix computations, and numerical analysis.

2.7 MatplotlibNumPy

It is an open-source python library used for plotting the graphs and data visualization.
It can be used in web server applications, python scripts, and user graphical interface
toolkits. This library supports LATEX formatted texts and labels. It is most suitable
for generating figures, where the figure can be supervised programmatically.

3 Implementation of Python in Solar PV System

3.1 Modeling

The proper functioning of a solar PV cell depends on different variable factors, such
as temperature, irradiance, voltage, and current. To develop an ideal solar cell it is
important to understand how a change in each factor affects the functioning of the
system, as shown in Fig. 3. Modeling PV cells plays a vital role in designing and
optimizing the structure of PV cells [4–8]. It helps us understand the behavior and
characteristics of the cells under various conditions. Over the years different types
of methods (analytical, numerical, linearized, etc.) have been used for modeling PV
cells to obtain informative results [4]. Using of computational models is an accurate
and highly valuable method to test and evaluate the performance of PV cells [8]. The
data so collected in labs can be compared with actual results and used to develop new
designs that can function at higher efficiencywith fewer faults. Although several tools
exist for the sole purpose of modeling solar cells, they are not user-friendly or open-
source and are difficult to modify or reuse. Developing modeling platforms using
an open-source programming language such as python is seen to be beneficial, as it
allows collaboration and peer-reviewing which leads to the rapid development of the
software [8]. One of the most accessible libraries available for solar PV modeling at
present is PVLIB [9], originally developed inMATLAB. It was optimized to function
in python environment so that it could be used by more people. PVLIB python is
being used as a base to develop specialized platforms to deal with the mathematical
side of modeling PV cells.
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3.2 Analysis

The analysis of power system study is primarily to find the strength and the weak
instances of the solar photovoltaic system. For this, the analysis of the solar photo-
voltaic system is required to maintain and decrease the unfavorable points that
increase the dependability in the system [11]. Analysis of a system is a way of
reaching the source of a problem. The analysis identifies what the system should do.
Python in the analysis of the power system has many available open-source tools
[11]. For the analysis, modeling, and optimization of power systems, python-based
open-source tool called Pandapower is used. It gives optimal power flow, state esti-
mations, and short-circuit calculations. This tool also includes calculations of the
Newton–Raphson power flow.
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3.3 Monitoring of PV Systems

The monitoring of photovoltaic systems becomes a very important task for the reli-
able functioning of PV systems. This system makes certain that the PV arrays are
functioning correctly by tracing the output of the solar panel. A monitoring system
offers us information about energy production and consumption, any damage to the
solar system, optimization of energy use, and more. The parameters which require
monitoring areV dc, Idc, Iac,Pdc,Pac, irradiance, and ambient temperature. Tomonitor
these parameters collection of data is mandatory. The data can be collected from PV
inverter through RTU or MODBUS/TCP. Python language which is an open-source
programming language is used as a software programming language for this proposed
system and pyModbusTCP which is a python package can be used [12–15]. Pymod-
bustcp gives access to the Modbus TCP server through the Modbus client object
which is defined in the client module, as shown in Fig. 4.

The data then collected will be sent to a remote server or cloud-based moni-
toring system which can be made accessible to the user. Since most monitoring
systems are expensive, smart monitoring of PV systems can also be performed. With
a smart remote monitoring system, the monitoring, controlling, and maintenance of
solar plants can be done easily without any human interface. Monitoring tasks can be
performed by remote control and their communication between inverters can be done
with wireless communication through RS232 interface. Different ways of commu-
nication for remote monitoring are GSM, Ethernet, and the internet. This particular
smart monitoring system includes solar panels, IoT, Raspberry PI, different sensors,
Arduino, LDR, and relay. This proposed system is used for improving the perfor-
mance, efficiency, and also for real-time monitoring. Solar power generation can
be monitored using the IoT platform. It can be used for maintenance like photo-
voltaic array cleaning. Here Raspberry PI is used as a processor that enables us to
compute and browse from the internet. Raspberry PI microcontroller is also used in
a small-scale standalone PV system in real time and at a low cost.

pyModbusTCP

Server Constants Client Utils

Class
Modbus Server

All package
constants

Class
Modbus Client

Data mangling
functions

Fig. 4 Solar PV monitoring architecture
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This monitoring system is used to store, measure, and display PV parameters
like current, voltage, and temperature. The monitoring of outdoor PV systems is
possible for real-time performance analysis and for the detection of a fault. In situ
I–V measurements allow PV systems performance monitoring. Using this method
power loss on different loss mechanisms of the PVmodule can be calculated. Python
algorithms and programs are used for processing and data collection. Hence smart,
simple, and cost-efficient methods of monitoring can be adopted.

3.4 Fault Detection

Renewable energy resources play amajor role in energymanagement. The renewable
energy sector is growing rapidly day-by-day all over the world, as it provides clean
and adequate power. Even though the PV systems do not require a supervisory
mechanism, they still might have internal or external faults reducing the efficiency.
As the solar PV power adoption increases, it arises a demand for the availability
and reliability of the power generated from PV systems. Any failures and damages
that occur in PV systems may cause energy loss and unnecessary shutdown of the
systems. The normal working period of a photovoltaic array is 20 years, but due to
various factors like the changes in atmospheric conditions andmanufacturing defects,
dust, hotspots, crackers reduce the performance and efficiency of PV modules and
also the panel yield rate and the lifespan of the panel decrease. The damage to the
PV panels is caused by non-optimal cleaning which leads to improper maintenance.
There is a need to detect and prevent these faults. This calls for monitoring of the
panels continuously in order to decrease the rate of degradation. The model of fault
detection takes the power, temperature, and irradiance as input data and precisely
gives the fault type in the PV system as an output. It is very important to investigate
the reliability of the PV systems. If the system is more reliable, then the cost of the
photovoltaic systemwill be reduced and the service life of the PVmodules increases.
The parameters to be monitored are voltage, current, maximum power, efficiency,
temperature, irradiance, and also the parameters that cause the failure of panels like
dust, hotspot, cracks, and so on. The monitored parameters are uploaded to the cloud
using Raspberry [16]. When the monitored parameters exceed the prescribed limits,
an alert signal should be displayed on the webpage and also the alert message is
directly sent to the phone, so the panel is protected by taking the protecting actions.

The fault detection in the grid-connected PV plants can be done by using detection
algorithms. For simulating the PV systems, PVLib can be used. This package consists
of a class called PV system that has the function to find the variousmodel parameters.
In order to check the behavior of the particular PV system and then comparing
it with the original output, it uses the measured temperature, irradiance, current,
voltage, and power. The dissimilarity measure is obtained by using mathematical
models. Data preprocessing is used to get clean data by avoiding all the possible
noise signals before it is used in the algorithms. The data will be collected by using
sensors in the plant which measures the weather conditions, string level currents,
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performance level, gird power data, and so on. A SCADA system gathers all the
signals and it allows control of the subsystems of the plant remotely. The expected
and measured current are compared in order to detect the anomalous behavior of
the system, and also the faults are analyzed. Also, the defects within the solar panel
can be detected using thermal images. A framework is created for the detection of
the defects automatically using the thermal imaging in order to create a precise alert
system of risky conditions. The detected results give the alert signal, as in which part
the solar panel is not working under expected conditions. So, by detecting the faults
and taking the necessary actions, the average working period of the PV array can be
increased.

4 Conclusion

In this paper, the application of python in modeling, analysis, monitoring, and fault
detection of the photovoltaic system is discussed. Python language is used as a
platform for its versatility, low cost, and ease of use. Python and its libraries and
tools are accurate for modeling, analysis, monitoring, and fault detection of PV
systems. The use of PVLIB python is to develop specialized platforms to deal with
the mathematical side of modeling PV cells and also for simulating PV systems. A
python-based open-source tool, Pandapower is a tool aiming for the optimization
and analysis of solar PV systems. PYPSA is also a python power system analysis
toolbox. The collected data from inverter are passed onto the server or cloud through
pyMODBUS/TCP protocol. Python algorithm is used for processing these data. The
use of python is to assist in the monitoring of complex systems and also alert the
system operators when the behavior of the system is changed. The fault detection
is based on comparing the expected and measured values of parameters. So, by
continuous monitoring of system conditions and detecting the faults, stable output
power delivery of the solar panel is ensured in remote areas. Hence the best, smart,
and cost-efficient methodologies can be obtained through python.
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Data Exploratory Analysis
for Classification in Machine Learning
Algorithms

Jesintha Bala Chandrasekar, Shivakumar Murugesh,
and Vasudeva Rao Prasadula

Abstract Availability of big data transformed the way machine learning works
and the way data is used in machine learning. In real time the data gathered from
various sourcesmight be unstructured, incomplete, unrealistic and incorrect in nature.
Transforming the data with the above-mentioned qualities and making it ready for
analysis is a challenging task. As the quality of data have direct impact on the
efficiency of the trained model, data exploratory analysis (DEA) plays a major role
in understanding the data and forms the quality training dataset for the machine
learning algorithms. This paper emphasizes the importance of DEA in the selection
of the significant attributes and filling of missing values to form the quality training
dataset. The dataset considered for experimentation is a binary classification problem
“Survival prediction of Titanic Passengers”. Experimental results show that training
the model with the quality dataset has improved the accuracy as compared to the
case when the model was trained with a raw data.

Keywords Data exploratory analysis · Data visualization · Big data analytics ·
Logistic regression

1 Introduction

Machine learning revolutionized the way the data is used in making a decision and
thriving the technology toward automation. A computer software canwork according
to the way it was programmed or designed; that is, it will work with a fixed set of
rules and instructions. Machine learning differs from the ordinary computer soft-
ware by instilling the learning ability into the algorithm by training data, testing the
learning ability by test data and the effectiveness of learning is measured by the error
measurements. Extraction of knowledge or meaningful information from the big
data is an important aspect of data science [1]. Data available from a different source
in different formats at different times are gathered together to extract insights and
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knowledge. The availability of the data for learning and the ability of the machine
learning to learn automatically from the big data is the basic foundation of artificial
intelligence. However, preparing the data which is readily available for analysis or
learning is a tedious job as most of the real-time data is of unstructured, unclean, and
incomplete in nature [2]. As the effectiveness of learning is completely dependent
on the training data, the preparation of data (data pre-processing) is very important.

Making efficient and well-informed decisions by acquiring insights from the
massive amount of data is the primary aim of big data analytics. Data should be
proactively collected, instantly processed and constantlymonitored. Exploratory data
analytics is the first step in the big data analytics that helps to understand the data
patterns and the correlation, market trends and so on [3]. Data visualization—the
graphical representation of the data—helps the users to understand the nature of data
and its relationship irrespective of the data size. Traditional methods to visualize
the data are quite difficult because of the big data’s characteristics—volume, variety
and velocity. Breaking the big data into manageable and logical portion is the basics
for data visualization. It leads the preparation of data by discovering, structuring,
cleaning, enriching and validating data [4] so that it accelerates the analysis and
learning process. This can be done by selecting the significant attributes, eliminating
the unwanted observation, filling themissing data andmaintaining the balancewithin
the dataset.

2 Related Works

Dimensionality reduction is a method of reducing the number of features in a dataset
by using different methods. Generally, it is subdivided into two components: feature
selection and feature extraction. Feature selection is a dimension reduction technique
to select the subset of the relevant/significant features to create the model. As feature
selection doesn’t alter the original features, and it keeps the subset of the original
features, it results in maintaining the physical meaning of the original feature sets,
better model readability and interpretability. Owing to these advantages, it is used in
many real-world applications. Feature selection retrieves original features by removal
of redundant and insignificant features. As insignificant and redundant features are
removed from the dataset, it results in reduction of the computational, storage costs
without significant loss of actual information or negative degradation of the learning
performance. To summarize feature selection is a very important step in the data
pre-processing module to find the correlated features and delete the redundant or
uncorrelated features from the dataset. Noisy features often result in increasing the
complexity of the classifier without any contribution of effective information to the
classifier. Filter, wrapper and embedded approaches are the different types of feature
selection methods.

Filter method: It is generally used in the pre-processing step. Generally the subset
of features is selected based on the scores obtained in different statistical test for
their correlation with the output variable.
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Wrappermethod: Inwrappermethods, themodel is trained by selecting a subset of
feature. The new features will be added or deleted based on the inferences obtained
in the preceding module. Finally, the problem is shortened to a search problem.
Generally, wrapper methods are very expensive in computation.

Embeddedmethod: It merges the characteristics of the filter andwrappermethods.
Implementation of this method is in such a way that the algorithms have their own
intrinsic feature selection methods.

Importance of feature selection is summarized below:

• It supports faster learning in machine learning algorithm.
• It helps in reducing the complexity of the model
• It helps in improving the efficiency of the model if the right features are selected
• It reduces the over fitting.

Compared to the conventional data, some important points have to be considered
on extracting valuable information from the big data. Traditional feature selection
methods have challenges when big data characteristics are into consideration.

1. Generally, traditional methods require large amount of learning time; as a result,
processing speed finds hard in catching up with the transition in big data.

2. As real-time big data not only includes redundant features, it also includes wrong
information, missing values, outlier and so on, so selecting the features from the
data by following the conventional methods is not easy.

3. As the data are acquired from different sources in different means, always the
received data are not reliable. It might be altered/forged; as a result, it builds up
in the complexity of the feature selection.

3 Exploratory Data Analysis

An art of looking at the data to understand the same of its fullest potential is called
data exploratory analysis. Data exploratory analysis as the name indicates explores
the data to understand the way it is generated, how it is distributed, how it is related
with other attributes and how far it is useful [5]. Visualization and transformation are
the building blocks of exploratory data analysis. Understanding the data which is of
small sizewill not be tedious as the users cango through the datamanually or the tradi-
tional approach can help in plotting when the data is well structured and organized.
Incomplete and unorganized data and massive amount of data cannot be visualized
so easily as small datasets. That’s where data visualization comes into picture to
understand the huge datasets. Selecting an effective way of presenting the data for
understanding is very important as most of the data generated today are incomplete
and unstructured in nature. Visualizing the data of afore-mentioned characteristics
is possible only by transforming it. Visualization/graphical representation of data
starts with the formation of questions. Generating/forming of different set of ques-
tions will help in viewing the data, its distribution and relationship between various
parameters. Visualizing the data by generating questions is an iterative process by
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asking questions, finding out answers for that questions and again it continues with
new questions. The art of asking quality questions generates large quantity of ques-
tions and it aids in better understanding of the data [6].Creating different types of
plots based on different types of questions leads to another different set of questions,
different sets of graphs and finally helps in deep understanding of the data [7]. The
fundamental aims of data visualization are mentioned in the following:

• To understand the relationship between attributes with respect to the context (e.g.
number of hours of usage of mobile vs. battery life)

• To find out the data which are very far from the centre/median (outlier detection)
• To understand the underlying structure of the data (hidden pattern)
• To find the most important attribute (feature selection) [8].
• To understand the distribution of data, numeric summaries, aggregation
• To establish a model that explain the data using minimum attributes (dimension-

ality reduction) [9].

Some of the types of visualization are mentioned as follows:
Interactive visualization: Visualization tool should not be static. User interaction

of selecting, zooming and filtering is required for effective visualization. This is very
much required especially in the case of viewing spatial temporal data [5].

Streaming visualization: Visualizing the data which is generated in the real time.
It should have the capability of dynamic generation of data visualizations from the
streaming data [10].

4 Architecture

Considering the importance of data exploratory analysis in identifying the signifi-
cant attributes, the proposed method used exploratory analysis to select significant
attributes and filling of missing values. The flow of the work starting from data
collection till the building of the model is depicted in Fig. 1. The steps followed in
the process are as follows:

Step 1: Collection of data; data collection might be either online (real-time data
or offline data).
Step 2: Identification significant attributes through data exploratory analysis. It
also includes elimination of irrelevant variables.
Step 3: Once the significant attributes are identified, the next step is to fill the
missing values. Various methods are available to fill the missing values; identi-
fying the appropriate method to fill the missing value is done through exploratory
analysis.
Step 4: Once data pre-processing is done, the next step is to split the dataset into
training dataset (to train the model) and testing dataset (to evaluate the model).
Step 5: Training dataset will be given to themodel for learning and it is an iterative
process.



Data Exploratory Analysis for Classification … 117

Data Pre-processing

Training of 
Model

Data Collection
Identification of 

significant 
attributes

Filling of missing 
values

Training Dataset

Testing 
Dataset

Parameter 
Tuning

Model 
Evaluation

Iterative 

Fig. 1 DEA for ML architecture

Step 6: Tuning of parameter to optimize the model.
Step 7: Once the model is ready, then its performance is evaluated by using the
testing dataset.

Logistic regression classification algorithm [11] is used in the proposed method-
ology. Logistic regression is one of themachine learning classification algorithms that
is used to forecast the probability of a categorical-dependent parameter. In logistic
regression, the dependent parameter is a binary variable that contains data coded as
1 (True, Yes, etc.) or 0 (False, No, etc.). The basic equation of generalized linear
model is:

g(E(y)) = β0 + β1x1 + β2x2 (1)

Here, g() is the link function, E(y) is the expectation of target variable and β0 +
β1x1 + β2x2 is the linear predictor (β0, β1,β2 to be predicted). The objective of the
link function is to ‘link’ the expectation of y to linear predictor.

Prediction of the Survival of the Titanic Passengers is the problem statement
considered for this paper. Themodel has to predictwhether the passenger has survived
or not.

The general linear regression equation with the identified significant parame-
ters such as Gender, PClass, Age (dependent variables are identified using data
exploratory analysis, which ismentioned in the experimental results) from the dataset
is mentioned in the following:

g(E(y)) = β0 + β1(Gender) + β2(PClass) + β3(Age) (2)
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Gender, PClass, Age and IsAlone are the independent variables and survival (y)
is the dependent variable that depends on the independent variables.

In logistic regression, the probability of outcome dependent variable (success or
failure) is the fundamental thing. As mentioned above, g() is the link function. Link
function is based on two things: probability of success (p) and probability of failure
(1 − p).

Probability ‘p’ should satisfy the following conditions:

1. The value should always be positive (since p > = 0)
2. The value should be less than or equal to 1 (since p ≤ 1)

Probability ‘p’ has to satisfy the above-mentioned conditions which are the basis
of logistic regression. Since probability must always be positive, the linear equation
has to be represented in exponential form.

p = exp(β0 + β1(Gender) + β2(PClass) + β3(Age) (3)

Equation (3) can be rewritten as

p = e(β1 + β1(Gender) + β2(PClass) + β3(Age) (4)

In order to formulate the probability less than 1, divide p by a number larger than
p. This can be simply done by:

p = exp(β0 + β1(Gender) + β2(PClass) + β3(Age)

exp(β0 + β1(Gender) + β2(PClass) + β3(Age) + 1
(5)

p = exp(β0 + β1(Gender) + β2(PClass) + β3(Age)

exp(β0 + β1(Gender) + β2(PClass) + β3(Age) + 1
(6)

Using Eqs. (1), (4) and (6), the probability can be redefined as:

p = ey

ey + 1
(7)

where p is the probability of success. Equation (7) is the logit function.
If p is the probability of success, then 1 − p will be the probability of failure

which can be written as

q = 1 − p (8)

q = 1 − ey

ey + 1
(9)

where q is the probability of failure.
On dividing, Eq. (7)/Eq. (9), the resultant equation is
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p

1 − p
= ey (10)

After taking log on both sides,

log

(
p

1 − p

)
= y (11)

log(p/1− p) is the link function. Logarithmic transformation on the outcome variable
results in modeling a nonlinear association in a linear way.

The resultant equation after replacing the value of y is

log

(
p

1 − p

)
= β0 + β1(Gender) + β2(PClass) + β3(Age) (12)

This is the equation of linear regression.

5 Experimental Results

Data visualization as part of data exploratory analysis can be used to identify the rela-
tionship between variables (correlated features) and distribution of the variable.With
this property of visualization, it can be used in identifying the significant attributes
for the training dataset. Dataset which is used in this paper for analysis is Titanic
Dataset and the details are mentioned in Table 1. Imbalance factor (IF) in the dataset
is calculated by the formula mentioned in Eq. (13).

I F = 1 − n

Total Samples of all Class
∗ min j=1,2...n

(
L j

)
(13)

Table 1 Dataset details S. no. Parameter Details

1 Number of class 2

2 No. of parameters 12 + 1 (output class)

3 No. of records in training
dataset

891 (68.07%)

4 Imbalance factor in testing
dataset

23.23%

5 No. of records in testing
dataset

418 (31.93%)

6 Imbalance factor in testing
dataset

27.3%
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Table 2 Passengers age
representation

S. No. Age range Class Age type

1 0–12 Children C

2 13–30 Youth Y

3 30–50 Middle M

4 Above 50 Senior S

Table 3 Passenger traveled
alone or not

S. No. Attribute name Class IsAlone

1 Sibsp =0 Yes

2 Sibsp ! = 0 No

3 Parch =0 Yes

4 Parch ! = 0 No

where n is the number of class and Lj is the number of samples belonging to the jth
class.

Visualization techniques were used in identifying the relationship between the
features and the output class for the prediction of the Survival of the Titanic Passen-
gers. It is a structured dataset having 12 attributes (11 attributes+ 1 output class). The
attributes are Passenger ID, Passenger Class, Passenger Name, Gender, Age, Sibsp,
Parch, Ticket ID, Fare, Cabin, Embarked and Survived (Output Class). Attributes
such as Passenger Name, Passenger ID, Ticket ID, Fare and Embarked can be
eliminated as it will not have any effect on the output class.

Some of the original attributes such as Age, Sibsp and Parch are transformed
into another format for having a better understanding. Age values are transformed
(categorized) into four different classes as mentioned in Table 2.

Similarly, the Sibsp (sibling/spouse) and Parch (parents/children) parameters are
combined together and transformed into another variable called IsAlone (whether
the passenger is traveling alone or along with children/parents/spouse/siblings).
Transformed variable and its representation are mentioned in Table 3.

Relationship between the input features such as Gender, Passenger class type and
Age and the output class is visualized through the bar plots. The data plotted on the
plot clearly indicates how these features influence the output class (survival). From
Fig. 2, it is known that the percentage of survival rate is more for females (74.2%)
than compared to male passengers (18.9%).

Survival rate (SR) is calculated by the formula which is mentioned in the Eq. (14).

SR = Number of Passengers Survived

Number of Passengers Travelled
(14)

Similarly, the next attribute which impacts the output class is the class inwhich the
passengers traveled. Percentage of survival rate of the passengers who has traveled
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Fig. 2 Gender-wise survival

in the first class (62.9%) is more compared to passengers who have traveled in the
second (47.2%) and third class (24.23%). The plot is depicted in Fig. 3.

Another attribute which impacts the output class is the Age. As the age is a contin-
uous value, it is transformed into categorical variable for better analysis. Transformed
variable Age_Type was analyzed. It was found that the percentage of survival rate
of the children (57.9%) is more compared to other age groups (Middle—42.1%;
Senior—34.3%; Youth—33.8%) and the result is depicted in Fig. 4.

Another interesting attribute which is to be considered is IsAlone parameter. This
is a derived attribute based on the other two attributes Sibsp and Parch. Analysis
results of the same are plotted in Fig. 5. Survival rate of the passengers who traveled
along with their family (50.5%) is more than the passengers who has traveled alone
(30.3%).

Among the identified significant attributes, attributeAge hadmissing values. From
the analysis it was found that the Passenger Class and the Gender highly correlated
with the Passenger’s age. So the average age of passengerswas calculated passenger’s
class-wise and gender-wise. The missing values in the age column were filled with
the values mentioned in Table 4.

From the data exploratory analysis for the titanic dataset, the identified signifi-
cant parameters are Gender, Passenger class, Age and IsAlone. Thus, the significant
parameters and the filling of the missing values formed a quality training dataset.
Once the quality training dataset was formed, the identified significant parameters
were given as input to the logistic regression algorithm for training. Once the model
is trained using the training dataset, it was evaluated using the test dataset. From the
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Fig. 3 Class-wise survival

Fig. 4 Age-wise survival



Data Exploratory Analysis for Classification … 123

Fig. 5 Survival analysis w.r.t. IsAlone

Table 4 Filling of missing
values

S. No. Class Gender Age

1 First Female 35

2 First Male 42

3 Second Female 29

4 Second Male 31

5 Third Female 22

6 Third Male 27

results it was found that the algorithm which is trained with the significant parameter
(95.22%) exceeds (by 23.21%) the algorithmwhich is trained with all the parameters
(72.01%).

Further it was analyzed with the IsAlone parameter that though the survival rate
is higher for passengers who has traveled not alone than the passengers who has
traveled alone, the percentage value is around 50%. So, the algorithm was trained
again with the chosen parameters (Gender, PClass, Age) by eliminating IsAlone
parameter. The trained model was able to achieve the same efficiency (95.22%). The
efficiency of the model trained with all the parameters and the model trained with
chosen parameters is depicted in Fig. 6.
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Fig. 6 Efficiency of the two models

6 Conclusion

In this paperwe explored the importance of big data and the data exploratory analysis.
Data visualization part of exploratory analysis is very important in understanding the
big data, its deep structure and its distribution. Indeed, this is achieved by finding
out the relationship between variables in the data, outliers, hidden pattern and so on.
Mining valuable information from big data is indeed difficult and challenging. As
an important data pre-processing technique, feature selection can greatly improve
the efficiency of utilizing data. Data visualization technique to find out the relevant
attributes for the prediction of survival of the Titanic Passengers was discussed and
the results were plotted. Also, the logistic regression model was trained with the
quality training dataset and results were discussed and it was found that the model
which is trainedwith the significant parameters performs better than themodel which
is trained with all the parameters. For future review work, the challenges in the
visualization of higher dimensional dataset can be explored and also reducing the
processing time of the huge data and the possibilities of parallel visualization can be
explored.
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Keystroke Dynamics for User Verification

Ashwini Sridhar and H. R. Mamatha

Abstract With the evolution of internet, the dependency of humans on them has
increased. This has led to an increase in attacks, forgery, impersonation and so on,
which require that a user and his privacy be maintained. Thus the need to protect a
user has increased intensifying protection, authentication and verification methods
of a user. There are many methods of authenticating a user, which include traditional
methods of authentication such as passwords, personal identification numbers and
so on, However, these methods have their drawbacks and hence biometrics have
replaced these methods in some cases and in some cases biometrics has turned out
be an additional layer of security, therefore providing better security. In this paper we
propose one of the behavioral methods of biometric authentication called keystroke
dynamicswhich uses a user’s typing rhythm to verify a user. One of themost common
examples of this method is the verification of user using CAPTCHA, where the user
is asked to type the letters to be verified as a genuine user and thus the user’s typing
rhythm is captured based on which a match is generated and the user is verified.
This method is most commonly used in applications such as online banking, email
verifications and other such areas. This method acts as an additional layer of security
to an existing system and helps protect the sensitive information of the user.
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1 Introduction

For over many decades, the combination of username/password has been used for
protecting electronic information systems and services. Although there are variations
to this, like usage of email address or user ID instead of username, the fundamental
concept has remained the same.

The combination of username/password for securing information systems is
nearly 50years old. Thismethodwas at first developed in 1961 atMIT (Massachusetts
Institute of Technology) and has been in use thereon for securing most of the online
services that comprise email service, banking systems and so on. Figure 1 presents
a traditional authentication system.

However, due to availability of modern commodity hardware systems with better
processing and storage capacity, it is becoming easier for hackers to crack the pass-
word. Hence the research community in the security domain has been working on
novel type of authentication and authorization system for securing the systems.

Biometric authenticationhas replaced the traditional authenticationmethod.There
are two types of biometrics: physical and behavioral. This work focuses on a
behavioral-based biometric called keystroke dynamics. Keystroke dynamics is the
analysis of a user’s typing pattern based on which a user can be verified as genuine
or not. The basic features usually collected are keydown-keydown time, hold time
and keyup-keydown time. Figure 2 presents these features.

This work adopts the method of keystroke dynamics as a means to verify the
genuity of a user. This method thus provides better protection and an additional layer
of security when combined with the traditional methods. It is also proved to be a
strong method of authentication when used alone. The rest of the paper is divided as
follows: Related works are presented in Sects. 2; Sect. 3 outlines the methodology
and implementation used; the results and discussions are depicted in Sect. 4; Sect. 5
and Sect. 6 represents the conclusion and future work respectively.

Fig. 1 Traditional authentication system
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Fig. 2 Basic features of keystroke [6]

2 Related Works

Keystroke dynamics analysis has been done by different people in different ways,
and each of them have arrived at their own results. This section describes in brief
the work done by different people and the algorithms used to analyze the keystroke
patterns of a user.

According to the work done by Killourhy andMaxion, comparing anomaly detec-
tion algorithms [1] states the best performing algorithms based on the equal error
rate which was calculated on the dataset collected consisting of the user’s typing
patterns. The dataset comprised 51 users, which were then evaluated for a total of 14
different classifiers.

Keystroke dynamics has proved to be a wide field of research and a lot of studies
have been conducted recently. There are many parameters that are taken into consid-
eration while considering a user’s typing pattern. In [2] the author talks about such
parameters. This work also focuses on increasing the reliability of authentication of
a user and hence makes use of keystroke dynamics as a biometric method.

The work done in the field of keystroke dynamics consists of multiple features
and methods of evaluation. The work by Abdullah et al. [2] talks about an algorithm
called dynamic time warping (DTW) which makes use of waveforms in order to
arrive at a suitable estimation of performance.

The traditional methods of authentication make use of passwords, PINs and so
on as a method of authentication. However, with the evolution of technology, it was
observed that these methods of authentication alone do not provide enough security
for the user data. Hence to improve the security, keystroke dynamics is used as an
additional layer of security. The author in [3] includes keystroke dynamics as an
additional layer of authentication to the traditional password-based authentication.
The anomaly scores are calculated by using various distance-metric algorithms such
as Manhattan distance and Mahalanobis.

With the increase in risk to security everyone requires a safe, quick and trustable
source of communication. This requires protection of data by means of authentica-
tion. Thework done byMaheshwary et al. [4] describes themethod of safe, quick and
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trustable source of communication. The work makes use of keystroke dynamics as a
method of authentication, and this is done by using the nearest neighbor algorithm.

3 Methodology

In this work of verifying a user based on their keystroke dynamics, we have studied
the performance of different algorithms. The general methods followed are: data
loading, data selection, training, testing and calculation of equal error rate (EER).

In the data loading phase, the data are loaded from a text file into the system.
These data are then split into training and testing sets, where the first 15 vectors are
for training and the rest for testing. The data are then trained where the current user
and his data are taken as a genuine user data for training and the rest of the data are
treated as imposters.

For the test phase, user and imposter scores are calculated. If the score is high,
it is proved that the user is not genuine. EER is calculated as the total number of
incorrect predictions divided by the total number of values in the dataset. 0.0 and
1.0 are considered to be the worst and the best error rates, respectively. It can be
represented as follows:

EER = FP + FN

P + N

where FP: false positive, FN: false negative, P: positive, N: negative
Accuracy (ACC) can be calculated as the number of correct predictions to the

total number of values in the dataset. 0.0 and 1.0 are considered to be the worst and
the best accuracies, respectively. It is calculated as

ACC = 1 − EER

Therefore, it can be concluded that better the EER, better the accuracy.
We have used various classification systems in order to measure the performance

of the algorithms on the system and verify a user. The algorithms used areManhattan
scaled distance [1], nearest neighbor Mahalanobis [1], outlier count [1], K-nearest
neighbor (KNN) [5], recurrent neural network (RNN) [6], dynamic time warping
(DTW) [2], convolutional neural network (CNN) [6] and decision tree.

3.1 Implementation

The accuracy and effectiveness of the authentication system depend on the input
dataset used. The dataset should comprise large data in order to successfully verify
a user’s identity. For the current project we have collected a dataset from 78 users,
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Table 1 Data collected

Subject H.period DD.period.t UD.period.t H.t DD.t.i UD.t.i

Ashwini 0.078 0.531 0.453 0.078 0.281 0.203

Ashwini 0.063 0.391 0.328 0.078 0.266 0.188

Ashwini 0.079 0.547 0.468 0.078 0.188 0.11

Ashwini 0.062 0.546 0.484 0.079 0.282 0.203

Ashwini 0.063 0.5 0.437 0.094 0.157 0.063

Ashwini 0.078 0.437 0.359 0.094 0.125 0.031

each of them typing the password used in [1], “tie5roanl”, 30 times. Table 1 presents
the dataset collected, which represents the timing data of each key press. The basic
features include keyup-keydown time, which is the time between release of one
key and the press of next; keydown-keydown is the time between continuous key
presses; and the hold time which is the time between the press and release of each
key. These features are collected for each letter of the password. In order to increase
the efficiency of the algorithm, attributes like age, gender, trigram and bigram time
are also added.

This dataset is evaluated using different detection algorithms like KNN, RNN,
CNN, and the top performing algorithms used in [1] that are Mahalanobis and
Manhattan scaled.

In Table 1 the first column represents the subject, that is, the user; the second
column represents the hold period duration for the password typed by the user where
each row represents the password typed by the user once. The third column represents
the keydown-keydown period, and the fourth column represents the keyup-keydown
period. The rest of the columns represents the hold time (H time), keydown-keydown
time(DD time) and keyup-keydown time (UD) for each letter in the password typed
by the user.

The dataset was collected with the help of a console-based application that was
developed. Figure 3 presents this application. There were two options provided in
the application:

1. Login: In this option the user is asked to login with his username and password
which is used to authenticate the user.

2. Create profile: This option is used whenever a new user profile has to be created
in order to collect the features. Once this option is selected the user is asked to
type his username and the password which are stored in the text file.

This file is then used as the basis for authentication of a user.
In order to provide accurate results, it is important thatwe have the right functional,

data and system requirements. Since it is based on machine learning algorithms
used, it is important that we have enough data. Hence we collected a total of 2500
keystrokes. The general requirement includes a Windows or Linux OS with 4 or
8 GB RAM with suitable python environment and packages. We used Python 2.7
environment along with the scipy, numpy packages.
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Fig. 3 Dataset collection application

4 Results and Discussions

The data of approximately 80 users was collected. Figure 4 presents the authentica-
tion of a user.

The initial accuracy of the data seemed good. Table 2 presents the initial accuracy.
As the number of users increased for the data when tested, it seemed to decrease the
accuracy.

Hence the number of users was reduced with each turn and the accuracy was
tested. Table 3 presents the variance in the accuracy for the dataset as the users are
reduced.

In spite of reducing the users, it was seen that the maximum accuracy obtained
was 50% for 40 users. Hence there was a need to re-evaluate the same data with
additional features and algorithms to achieve better accuracy.

Fig. 4 Authentication of a user

Table 2 Initial accuracy

User Id No. of times password entered Correct Wrong Accuracy (%)

1 10 6 4 60

2 10 8 2 80

3 10 9 1 90

4 10 4 6 40
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Therefore we added attributes such as age, gender and trigram time. The
system performance was also measured with other algorithms, such as K-
nearest neighbor (KNN), recurrent neural network (RNN), convolutional neural
network (CNN), dynamic time warping (DTW) and decision tree classi-
fiers.

After the addition of new features, we re-evaluated the algorithms.
Table 4 presents the evaluation done based on the equal error rate
(EER).

The first column in Table 4 represents the top performing algorithms based
on the work done by Killourhy and Maxion [1]. The second column repre-
sents the EER results obtained in the benchmark dataset, that is, the evalua-
tion done in [1]. The last column represents the evaluation based on EER for
the dataset collected. Based on this EER, the top performing algorithms were
established.

Similarly, the other algorithms such as K-nearest neighbors (KNN), recurrent
neural networks (RNN), convolutional neural networks (CNN) and decision tree
were evaluated. Table 5 summarizes the algorithms used with their accuracy.

Table 3 Variance in the accuracy of data

Total number of users in
the dataset

No. of times password
typed by a single user

No. of correct predictions Accuracy

78 10 3 30

56 10 3 30

43 10 4 40

40 10 5 50

Table 4 Top performing algorithms based on EER

Algorithms EER of benchmark dataset EER of dataset collected

Manhattan scaled 0.17681169012847736,
0.10416561236462442

0.0674319757690701,
0.04717726419913844

Nearest neighbor
(Mahalanobis)

0.3063765640274061,
0.10974436873298003

0.10893319797198889,
0.18134704000510013

Outlier count 0.13730802044159202,
0.09555389158452095

0.06919125305634136,
0.06404148467115772

Table 5 Accuracy of
algorithms evaluated

S. No. Algorithm Accuracy (%)

1 KNN 90

2 RNN 85

3 CNN 2

4 Decision Tree 7
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Dynamic timewarping presents the comparison between twowaveforms of a user.
Figure 5 presents the peak comparison of a single user. From Fig. 5 it is observed
that the peaks of a single user vary each time the user inputs the password. This is
because of the key press and typing rhythm of the user which also varies with each
input. Figure 6 presents the peak comparison of different users. From Fig. 6 it can
be observed that peaks of each user vary due to the difference in the typing rhythm
as well as the key press durations.

In order to arrive at the best performing algorithm, it is important that the factors
like false positive and true positive be considered. This helps in determining the
accuracy of a system. Thus it leads to an appropriate conclusion. Table 6 presents
the false positive and true positive for all the algorithms used in the evaluation.

Fig. 5 Peak comparison of one user

Fig. 6 Waveform Comparison of different users

Table 6 False positive and
true positive for algorithms

Algorithm Number of
samples

False positive True positive

Manhattan
scaled

77 9 68

Nearest
neighbor
(Mahalanobis)

77 43 34

Outlier count
(Z-score)

77 8 69

CNN 474 463 11

RNN 15 5 10

Decision tree 712 473 39
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On the basis of our analysis, it was found that the best performing algorithm
based on the equal error rate (EER) from Table 4 when compared with the bench-
mark dataset is Manhattan scaled algorithm. However, the outlier count and nearest
neighbor (Mahalanobis) were found to be the second and third best when compared
to the benchmark dataset. This may be due to slight variations in the data collected.

Of the algorithms in Table 5, KNN was found to be the most accurate algorithm,
while RNN was slightly less accurate in comparison to KNN. The algorithms CNN
and decision tree were found to be the least accurate algorithms with accuracy of
below 10%.

Hence from Table 5 it can be concluded that CNN and decision tree algorithms
are not suitable for time series data because CNN requires a large amount of multi-
dimensional data collected over a long period of time for each individual in order
for it to be thoroughly trained and tested. The data we have collected here are not
enough. Therefore they do not produce accurate results and cannot be used.

It is therefore clear that the performance of the verification systems depends on
the data collected and the features used. The performance of the algorithm, as well
as the accuracy also, depends on the data and the features. Thus it can be concluded
that the dataset and the features play an important role.

The proposed method of user verification using keystroke dynamics when
compared to the existing techniques provide better security in terms of user privacy,
verification, imposter user and other such things. In the techniques that are usually
used, such as authentication through passwords, it becomes easy for an imposter to
impersonate the password and the user’s passwords and PINS can be hacked easily.

Keystroke dynamics acts as an additional layer of security protecting the user’s
privacy and user information as the typing and key press rhythm of each user is
different. The difference in the typing and key press of each user makes this method
better when compared to the traditional methods of security, and thus it is impossible
for an imposter to impersonate the user. Hence keystroke dynamics proves to be one
of the most preferred methods of user verification.

5 Conclusion

As witnessed in the design and implementation of verification of a user using
keystroke dynamics, it can be concluded that the experiment is successful in achieving
the targeted application feature.

The goal of authenticating a user based on the user’s keystroke dynamics by
building a security application has been successfully achieved. It was observed that
as the number of users increased, the accuracy decreased. Hence it was necessary that
different algorithms be applied and additional features be added in order to improve
the efficiency of the system.

Based on Sect. 4 from Tables 4 and 5, the best performing algorithms were found
to be Manhattan scaled and KNN with an accuracy of 88.3 and 90%, respectively,



136 A. Sridhar and H.R. Mamatha

while the least performing algorithms were found to be decision trees and CNNwith
an accuracy of 7 and 2%, respectively.

The user verification method proposed in this work can be used as an additional
layer of security for many applications, such as banking, various transactions and
other such areas, therefore improvinguser authenticity, genuity and thus help preserve
user security.

6 Future Work

This work is only limited to desktop applications and makes use of basic features,
such as keyup-keydown time, keydown-keydown time, hold time and trigram time. It
can be further extended to other computing devices such as smart phones and tablets
with the addition of features suh as right handed or left handed etc.
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Activity Prediction for Elderly Using
Radio-Frequency Identification Sensors

Prashant Giridhar Shambharkar, Sparsh Kansotia, Suraj Sharma,
and Mohammad Nazmud Doja

Abstract In hospitals and nursing homes, older people usually fall due to weakness
and disease. Standing or walking for a long time can be two of the many reasons for
falling. One of the better ways for fall prevention is to monitor patient movement.
A new kind of batteryless light sensors is providing us with new opportunities for
activity prediction, where the inconspicuous nature of such sensors makes them very
suitable for monitoring the elderly. In our study, we analyze such sensors known as
radio-frequency identification (RFID) tags to predict the movements. We try to study
a dataset obtained from 14 healthy old people between 66 and 86 years of age who
were asked to wear RFID sensors attached with accelerometers over their clothes
and were asked to perform a set of pre-specified activities. This study illustrates that
the RFID sensor platform can be successfully used in activity recognition of healthy
older people.

Keywords RFID sensors · Elderly · Activity · Healthcare · XGBoost · Random
forest · Classification · Fall detection

1 Introduction

The count of people above the age of 60 years is increasing rapidly. India is ranked
second in population and has almost 72.2 million people aged 60 and above. Falls are
common among these people and recurrent falls are a major cause of morbidity. In
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July 1999–April 2000, a survey was performed with 250 subjects from Chandigarh
and Haryana in India. Various socio-demographic characteristics as provided by the
study were recorded at baseline. A detailed and examined diagnosis was reported by
a physician based on observed medical concerns, organized inspection, and cross-
checking of subjects’ medical records and related medications [1–6]. According to
the survey, almost 103 people (that contributed to 51.5%) of the total population that
participated in the survey obtained with the help of demographic study had fallen.
There was a fracture reported in 21.3%, and other injuries occurred in 79.6% of
those who had fallen. Falls in hospitals are responsible for deaths, hip fractures,
and fractures to other parts as well. The psychological consequences of plummeting
include dismay, consternation, cynicism, the feeling of negativity, fear of toppling,
and decline in health. Without productive policies to counter these, the total count
of and loss from plummeting in hospitals will rise further. The current research and
development on fall prevention constructively introducing good measures which are
somewhat helping in bringing down the rates, but nevertheless, the results still are
unsatisfying. Other techniques such as installing cameras to monitor patients raise
privacy concerns.

The vision-based recognition techniques have disadvantages because insufficient
lighting, changing backgrounds, and the presence of multiple people in the room
under focus can pose difficulties for detection using the equipment.Wearable sensors
solve these problems where multiple subjects can be treated without interaction
with each other [1]. Sensors capture details from body movements of individuals
which are used in classifying activities of individuals as a task of classification
using machine learning. Mostly sensors were heavy and battery-operated and were
inconvenient to carry for patients [6]. Someother studies consisted ofmultiple sensors
clipped to distinct parts of the patient’s body to provide detailed data regarding
the motion of the person. For instance, kinematic sensor data is evaluated with the
help of Fourier transformations and wavelet decomposition methods as in [4] while
others use environmental variables and vital signs (heart rate, respiration rate) are
also used in addition to feature extracted motion data in [5]. Older people mostly
prefer light-weighted and small-sized wearables that are easy to maintain and carry.
These characteristics of sensors make people to really opt for such activity selection
using motion sensors otherwise people look for more convenient options. A new
generation of passive (batteryless) sensors which are sensor-enabled radio-frequency
identification (RFID) tags solved the problems of the battery-operated wearables. In
contrast to sensors that operate on batteries, passive sensors are light-weighted and
smaller. In addition, passive sensors do not ask for maintenance as they do not
make use of chemical energy stored in accumulators. Moreover, passive devices
can be easily carried by clipping them on the outfit and thereby preventing removal
of the monitoring device, especially by cognitively impaired patients. Therefore,
monitoring systems with passive sensors are more common nowadays. In this study,
data to be used were collected by making use of a single passive sensor-enabled
radio-frequency identification tag embedded with an accelerometer for capturing
the accelerations along different axes (henceforth sensor tag) for real-time activity
recognition (Fig. 1).
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Fig. 1 Working of RFID sensors. Source https://armourcard.com/what-is-rfid/

Apart from the acceleration signal, sensor-enabled RFID tags also provide
information related to signal strength, which provides contextual information [7].

Since passive sensors are batteryless, their signals capture a fair amount of noise
alongwith the transmitted data. The transmitted data streamshave low sampling rates.
Radio-frequency identification tags occupy a range of electromagnetic spectrum for
broadcasting of signals to its receptors, much like most of the wireless equipment
transmitter for communication. The frequencywith which to transmit can be selected
from thegiven rangeof frequencies from the spectrumdependingon the purpose. This
selection must be done such that it prevents the interference of the RFID signal with
the signals from other tags or devices operating in concerned range as the interference
of signals would lead tomixed signals which would distort the information from both
transmissions. To ensure that the information is transmitted properly and without any
distortion, RFID systemsmake use of a technique called time divisionmultiple access
(TDMA). As batteryless RFID tags do not utilize power from stored sources, they
obtain energy from the reader. The information from the tags can be obtained from up
to 20 feet of distance. Another highlight of the RFID tags is that they are produced
with minimal costs due to the technology they use and therefore can have many
applications in many fields. These tags can be disposed of when done with, due to
their nature and low cost. The three storage types that decide the production cost of
the tags are read-write, read-only, andWORM (write once, read many). With a read-
write tag, information can be either overwritten or can be added to the previously
contained data. Only the informationwritten in the read-only tags can be read from it.
Neither can the read-only tag be overwritten nor any data can be added to it. WORM
tags cannot be overwritten, though some extra information can be added to them for
one time [9] (Fig. 2).

Fig. 2 Architecture used

https://armourcard.com/what-is-rfid/
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Fig. 3 Random forest.
Source https://medium.com/
@williamkoehrsen/random-
forest-simple-explanation-
377895a60d2d

In the course of this study, we investigate whether motion data possible from inter-
polated acceleration signals from passive sensor-enabled RFID tags would provide
a good basis for real-time activity recognition using machine learning classification
technique called random forest. As a prerequisite, we have obtained two real-world
datasets accumulated for ambulatory monitoring of older patients in patients’ room
settings [7] (Fig. 3).

2 Related Works

Table 1 provides us with the details of previous works on fall prevention. The table
species the set of features and the techniques used in each of the research given in the
table along with the results achieved. The features are explained in the next section.

The study taken from [2] focused on recognizing the exits from bed and chair
as a part of a larger problem of preventing falls among the elderly. The concern
with this paper was that the precision recognizing exits was low as the number of
false exits was large. This was due to the combination of the ineffectiveness of
the classifier used and the inability of the applied sensors to observe the activities

Table 1 Study of features used by previous research papers and their results

https://medium.com/%40williamkoehrsen/random-forest-simple-explanation-377895a60d2d
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during transition. Non-overlapping windows method was used to reduce the false
exit count which worked to some extent but some delay was added in the alarming
systemwhich indicated an exit from the bed or chair. The study of [3] considered only
those features that were previously used by other activity recognition studies without
performing feature learning. Also this study does not take care of the situation when
the data stream obtained from the sensors is sparse. The next study from the same
researchers as [3] obtained low f-score due to inadequate features used. Furthermore,
the data used by this study was collected from young healthy adults and was not
similar to the target group of elderly people. In the study given in [4], the researchers
devised their own sequence classification algorithm that was supposed to be good
for sparse data streams from the sensors but in practice it did not give better results
than other studies. Further, it also incorporated some delay in its response for the
falls. The techniques used in the study given in [4] gave inferior performance as
compared to other studies. The study given in [5] used some extra parameters along
with sensor data for activity recognition. These parameters included environmental
attributes, location, and physiological signals which though helped in enhancing the
performance of the system but it increased the costs incurred and reduced the chances
of its practical application.

3 Proposed Work

3.1 Radio-Frequency Identification Sensor System

The data that is utilized in this study is captured by wireless sensors using a sensing
and identifying platform and these can be attached on the clothesworn by the subjects
during experimentation [7].

The sensor is a passive device and hence does not require batteries. In turn, the
sensor tag gathers energy from the electromagnetic field spread around itself. This
field is generated by the RFID reader antennas during the interrogation from the
RFID reader when information that is captured by the tag needs to be transmitted
for research. When enough energy is captured by the tag, the energy moves to the
integrated circuit of the tag that powers themicroprocessor which in turn backscatters
a signal back to thefield.Owing to a new signal, the nature of the electromagnetic field
is changed which is then noticed by the reader antenna. Then the antenna captures
the information transmitted through this signal [2]. Even though there are multiple
benefits like convenience, portability, affordability, and disposability in using the
wearable sensors for gathering the data, certain limitations arise in their use. First,
and most importantly, due to lack of a dedicated antenna the tags can transmit to a
minimal range of frequency. The tags that use low tomedium frequencymay transmit
to a maximum range of 2 ft and if a high frequency is used then up to 7 ft may
be achieved. These distances are still relatively minimal. This leads to incomplete
and non-uniform information to which certain noise is added due to the nature of
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environment and this data is transmitted to the sensing platform for the analysis
as stated in [8]. The other limitations include limited memory capacity of the tags,
requirement of high-powered reader, and lack of constant powered source which is
needed by most sensing application. The movements being considered for activity
recognition here are typical movements for the older people that would greatly help
in identifying activities.

The set of movements considered consists of only those that greatly influence the
predicted results and no extra data is involved. The motion data is gathered by RFID
sensing platform. Presence of some extra clothing over the sensors does not affect
the sensing operation but any solid object may cause hindrance.

3.2 Data Collection

Experimental data were obtained from the UCI repository and was captured by
University of Adelaide, Australia for activity recognition in aged people separately
in two rooms and datasets were prepared accordingly taking essential parameters
of the observations into account [7]. The activities included in the two datasets
consisted of 1: sit on bed, 2: sit on chair, 3: lying, 4: ambulating. The datasets as
stated earlier were captured in two well-prepared room configurations (Room1 and
Room2). Room1 and Room2 were set up with four and three RFID reader antennas,
respectively. While in the Room1, one of the antennas was attached to the ceiling
right above the bed, there were two antennas in the same position in Room2. The
remaining antennas in Room1 were positioned on the walls of the room in such a
manner that they could very well capture disturbances in the area along the chair and
the bed in the room. Similarly, one antenna in Room2 was positioned such that its
focus is on the chair.

The wearable sensor tags from the sensing system were attached to a group of
people aged between 66 and 86 years for this study. The tag is to be placed in the
center position of the chest on top of the clothes that the subject is wearing. The
position of placement of the tag is important as the best indication of movement
of the torso or the core of the body is given in this manner. All the subjects of the
research were asked to perform their routines normally while taking care that data
is being captured and sensor is working correctly. The activities mostly consisted of
those mentioned earlier and were performed in a sequential manner such that there
are no half actions which would somehow distort collected data and cause difficulties
in analysis afterwards. The activities that are taken into consideration cover most of
the routine of hospitalized aged people, such as having food while sitting strolling
inside a cabin [7].

Attributes used by previous researchers are:

αF “Frontal acceleration”
β “Angle on transverse plane”
RSSI “Received signal power from the sensor”
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σy “Standard deviation for acceleration signals”
αL “Lateral acceleration”
ax “Anteroposterior acceleration (using θ, aF, and aV)”
dv “Vertical displacement”
σ2
y “Variance for acceleration signals”

αV “Vertical acceleration”
ay “Mediolateral acceleration (using α, aL, and aV)”
vv “Change in vertical velocity”
G “Gender of the subject”
θ “Angle on sagittal plane”
aZ “Dorsoventral acceleration (using θ, α, aF, aL, and aV)”
ý “Mean value of acceleration signals”
αID “RFID antenna receiving current tag reading”
α “Angle on coronal plane”
a “Magnitude of acceleration vector”
RMS(y) “Root mean square for acceleration signals”

Attributes used by this paper are:

Attribute 1 “Time of activity (Seconds)”
Attribute 2 “Frontal acceleration”
Attribute 3 “Vertical acceleration”
Attribute 4 “Lateral acceleration”
Attribute 5 “Identification number of antenna sensor”
Attribute 6 “Received signal strength indicator (RSSI)”
Attribute 7 “Signal’s phase”
Attribute 8 “Signal’s frequency”
Attribute 9 “Labels of activities, 1: sitting on the bed, 2: sitting on the chair, 3: lying

in the bed, 4: ambulating” [7]

3.3 Data Preprocessing

The complete data consist of data from the two clinical room setups (Room1 and
Room2) which must be appended to one dataset and checked for null values for
activity recognition using machine learning classification tasks. Then the values in
the dataset are normalized or converted to a relatively similar scale without losing any
pattern information and introducing any noise in the values. This is due to the better
performance of machine learning models when features are normally distributed,
that is all values are scaled between specified ranges.

To normalize an independent variable or feature means to scale all the values
belonging to that feature for different instances to a common range of values without
compromising the differences among values which contribute toward efficient
analysis.
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Normalization or feature scaling becomes extremely important when the data to
be modeled in skewed, that is, there is a huge difference in the number of instances
of each class that is to be considered a label. Both text classification and clustering
require normalization as a common practice in their operations.

3.4 Random Forest Classifier

What is a Decision Tree?

Decision trees are machine learning classification and regression algorithm that can
be utilized to identify the pattern present in the data being studied even if it is
complicated to do so. The aim of making it a tree is that each node is divided into
two or more branches based on a splitting criterion that selects on which attribute
values the splitting is to be done and this would classify new instances in the best
way. The tree starts with a root which grows into more nodes through the branches
of nodes and leads to what we call leaf nodes that are present in the last level of
a complete tree. This procedure of tree growing is done in accordance with one of
the many splitting criteria defined. The chosen one is called optimal splitting criteria
for the given problem and it depends on the nature of the data. Every node poses a
condition for the unclassified instance which branches to the child node based on
what value this instance has for the feature depicted by the node. The prediction
process proceeds in such a manner that every new instance begins at the root node
and progresses to children nodes through branching until it reaches to the nodes at
the last level called leaves where there is no further branching possible.

3.5 What Is an Ensemble Method?

Ensemble learning methods aim to get better results by aggregating multiple results
of a common problem from many predictors. Otherwise stating, it obtains a “strong
learner” by utilizing the predictions of many “weak learners” which could be any
machine learning classification or regression algorithm. Reduction in invariance and
hence decrease in overfitting is achieved using ensemble methods.

This is because multiple predictors are taken that are either similar or can be
distinct and the average of their predictions is considered in the final results. Hence
greater error of one predictor is dealt with by other better predictors.

In this study we use an ensemble of decision trees which is commonly known as
random forest in machine learning terminology.
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3.6 How Are Random Forests Trained?

Two main types of ensemble techniques are boosting and bagging. Both these
methods sample subsets of data from original dataset and train machine learning
models on the subsets. These trained models are called weak learners. The results
of these predictors obtained for a new instance to be predicted are aggregated to
form the prediction of the strong learner. Random forest classifier makes use of the
bagging ensemble method. Subsets for training are sampled with replacement which
means that instances from the original dataset can be repeated in many subsets. The
training of individual decision trees and eventually combining their results is called
“tree bagging”. More randomness is achieved in decision trees when features for
nodes of tree are selected in the bagging method. It means that instead of looking for
the best features to form nodes in a decision tree, we randomly select features in all
of the trees which diversify the algorithm by reducing variance and increasing bias.
This deals with the assumed loss in efficiency due to absence of stronger features
in higher nodes of the trees. This process leads to a stronger model and is called
“feature bagging”. Each new instance travels through the tree, starting from the root
node choosing its path at each node based on the value it possesses for the specified
attribute on that node until it ends at one of the leaf nodes. On the other hand, each
new instance is processed by every decision tree in the ensemble or the random forest
which was obtained by training on the sampled data from the original dataset. The
classification output label obtained from the strong learner which can be termed as
aggregation varies according to the classification problem. For classification this is
done by taking the most frequent result called mode from all of the weak learners
while the average of prediction results is taken in case of regression task [11–15].

3.7 Algorithm

1. “k” number of features are chosen in a randommanner from a total of m features
of the dataset such that k � m.

2. A node “d” is selected by examining the optimal split point from the pool of “k”
previously selected features.

3. The node is then split into children nodes according to the optimal split criterion.
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4. The steps 1 to 3 are repeated until single node has been reached.
5. “n” number of trees are to be built to obtain a forest. This is done by repeating

steps 1 to 4.

3.8 Construction of the Classification Tree

The two main components are the measure of class inaccuracy and the split patterns
of members of variables of class. Tree formation aims to get the nodes whose entities
form a single class eventually. Such a node is called pure node. We start with the
function of class relative frequencies of impure nodes [12].

η(t) = φ
(
v1, v2, . . . . . . v j

)
(1)

where vj denotes the relative frequencies of j different classes at the considered node.
φ is symmetric function of (v1, v2, …vj).

Different inaccuracy measures are followed by different tree implementations.
The focus is on reduction of inaccuracy that the node split attains.

Split performance s at node d is calculated as

�η(s, t) = η(t) − κ(l)η(l) − κ(r) (2)

where κ(l) and κ(r) are left side and right side proportion of the cases by the split.

The Gini Index

Gini index is an important technique for inaccuracy measurement. It can be obtained
as follows for the case of two classes:

η(t) = v(0|t)v(1|t) = v(0|t)(1 − v(0|t)) = v(1|t)(1 − v(1|t)) (3)

where the class label frequencies are denoted by v(0|t) and v(1|t), respectively.
Gini index can be generalized for more than two classes as follows:

η(t) = Σv( j |t)(1 − v( j |t)) (4)

where the relative frequency of class j at node t is represented as v(j| t).

3.9 XGBoost Classifier

XGBoost is a systematic and expandable application of the gradient boostingmachine
(GBM). It has multiple features such as high prediction accuracy and easy paral-
lelism. The execution speed and model performance are the main reasons for using
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XGBoost. This algorithm implements gradient boosting decision tree algorithm. The
ensemble techniques in which new models are used to correct the errors and defi-
ciencies of the currently used models is known as boosting. New models are added
until no improvement in optimization parameters is noticed. An example of boosting
algorithm is AdaBoost [12].

Alsooneofmost important thing is the samecode runs on everyother environment,
be it Hadoop or any other environment and it can solve problems using very large
number of examples [14].

We are also very positive that XGBoost can very easily be implemented to make
use of graphical processing units to speed up the computation which is going to be
very important while developing a working prototype for the activity prediction [13].

Assuming the dataset to be D = {(xi, yi):i = 1…n, xi ε Rm, yi ε R}, it consists of
n samples with m features. Let yi denotes the value predicted by the model:

yi =
k∑

k=1

fk(xi ), fkεF (5)

where f k denotes an individual regression tree and f k(xi) gives the prediction evalu-
ation given to the ith sample by the kth tree. Decreasing the objective function lets
us learn the set of functions f k:

Obj =
n∑

i=1

l(yi , yi ) +
K∑

k=1

Ω( fk) (6)

The training loss function is represented by l, and it measures the difference
between values predicted by the model y and the actual value y. The term 	 applies
a penalty to minimize overfitting:

Ω( fk) = γ T + 1/2
(
λ||w||2) (7)

where the regularization degrees are represented by λ and γ. w and T are the scores
on each leaf and the numbers of leaves, respectively. We can train the ensemble
model with trees in an additive manner. Let the prediction of the ith instance at tth
iteration be represented by y(t−1)

i , and f t needs to be added to minimize the following
objective:

Obj (t) =
n∑

i=1

l
(
yi , y

(t−1)
i | + ft (xi )

)
+ Ω( ft ) (8)

We simplify Eq. (8) by making use of the second-order Taylor expansion and by
removing the constant term we obtain Eq. (9):
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Obj (t) =
n∑

i=1

[
gi ft (xi ) + 1

2
hi ft (xi )

2

]
+ Ω( ft ) (9)

where the first-order gradient is gi and the second-order gradient is hi. We again write
the objective as:

Obj (t) =
n∑

i=1

[
gi ft (xi ) + 1

2
hi ft (xi )

2

]
+ γ T + 1

2
λ

t∑

j=1

w2
j

T∑

j=1

⎡

⎣

⎛

⎝
∑

i∈I j
gi

⎞

⎠w j + 1

2

⎛

⎝
∑

i∈I j
hi + λ

⎞

⎠w2
j

⎤

⎦ + γ T (10)

where the instance set of leaf j is denoted by I j = {i| q(xi)= j}. The optimal weight of
leaf j denoted by w*j and the corresponding optimal value, for a fixed tree structure
q, is calculated as:

w j = −G j

Hj + λ
, Obj = −1

2

T∑

j=1

G2
j

Hj + λ
+ λT (11)

G j =
∑

i∈I j
gi , Hj =

∑

i∈I j
hi (12)

By obtaining the maximum gain partition and the minimum target function, gain
formula is obtained as:

G = 1

2

[ (∑
i∈IL gi

)2
∑

i∈IL hi + λ
+

(∑
i∈IR gi

)2
∑

i∈IR hi + λ
−

(∑
i∈I gi

)2
∑

i∈I hi + λ

]

− γ (13)

The split candidates are recognized using this formula.
Many simple trees are generated by XGBoost model, and it then uses them to

score a particular leaf node for performing the splitting.
The left, right, and original leaf are represented by the first, second, and third term

of the equation, respectively.
The regularization on the additional leaf is represented by γ, and to be used during

the training.

4 Result Analysis

We have used random forest classifier and XGBoost classifier to perform the
classification of activities on our dataset.



Activity Prediction for Elderly Using Radio Frequency … 149

Table 2 Results obtained

Technique
used

Results

Dataset1 Dataset2

Precision Recall F1Score Accuracy Precision Recall F1Score Accuracy

Random
forest

0.99 0.97 0.98 99.36 0.93 0.9 0.91 99.02

XGBoost 0.97 0.9 0.92 98.23 0.91 0.88 0.89 98.81

We evaluate the behavior of activity recognition model in this study based on the
performance measure called F1-score which is calculated as F1-score = 2*P*R/(P
+ R) where the well-defined metrics of machine learning, namely precision (P) and
recall (R) are used. As it can be observed, the harmonic mean of precision and recall
is called the F1-score. In contrast to accuracy, F1-score provides a better view of the
classifier performance, especially for datasets with imbalanced class distributions,
because F-score is not biased toward the majority class [2].

Wewill present our final results using accuracy, precision, recall for completeness
(Table 2).

We achieved an F1-score of 0.98 using random forest classifier and 0.92 using
XGB classifier for Dataset1 from Room1. Similarly, the scores of 0.91 using RFC
and 0.89 using XGB classifier were achieved for Dataset2 from Room2, which are
clear upgrades from previous researches.

5 Conclusion

In our study, we used the dataset obtained from RFID sensors to try and predict the
activities of the elderly. We found out that it is possible to develop a robust system
to do the activity prediction. And if that is achieved, then we can go on developing
smart mobile applications to take it to another level and find a solution for the fall
problems of the elderly.

If this idea is to be extended, then alongwith activity prediction, a lot of other things
like stress level, different hormone level and so on can be monitored and analyzed
to help the elderly. There can be many future improvements to this study. First,
we have only taken into consideration the motion-related parameters as previously
provided datawithout incorporating other informative features. This can be improved
by thinking of other details of the subject’s movements that can further enhance
the purpose of activity recognition. Secondly, the activities related to ambulatory
monitoring are limited in number in the context ofmonitoring older people in hospital
and nursing homes. Therefore, further work using sparse data streams when such
datasets become available will be needed in future to further generalize the current
results.
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In addition to the above-stated improvements, other options can be experi-
menting by positioning the sensors on distinct parts on the body of the subject and
improvements to the deployment of the antenna of RFID reader.
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The Role of Predictive Data Analytics
in Retailing

Mohammed Juned Shaikh Shabbir and C. M. Mankar

Abstract Large information analytics is a new practice in business analytics today.
However, later modern overviews locate that huge information investigation may
neglect to meet business wants as a result of the absence of business context and
cluster arranged framework. In this paper, we present an objective situated large
information investigation system for better business choices, which comprises a theo-
retical model which associates a business side and a major information side, setting
data around the information; a case-based assessment technique which empowers to
center the best arrangements; a procedure on the best way to utilize the proposed
structure; and an associated device which is a constant enormous information exami-
nation stage. In this structure, issues against business objectives of the present proce-
dure and answers for the future procedure are expressly estimated in the reasonable
model and approved on genuine large information utilizing huge inquiries or enor-
mous information examination. As an exact examination, a shipment choice process
is utilized to indicate how the system can bolster better business choices as far as
extensive understanding both on business and information investigation, high need
and quick choices.

Keywords Big data analytics · Novel approach · Business process · Big data ·
Conceptual model

1 Introduction

Huge information investigation is an innovation which helps transform concealed
bits of knowledge in large information into business esteem by utilizing progressed
examination strategies so as to help better business choices, as the most blazing new
practice in business analytics today. As indicated by certain studies, about 80% of
CEOs or official groups see that enormous information investigation activities can
possibly drive business worth, for example, making new income streams, improving

M. J. S. Shabbir (B) · C. M. Mankar
Department of Computer Science and Engineering, S.S.G.M.C.E, Shegaon, Maharashtra, India
e-mail: juned44@gmail.com

© Springer Nature Singapore Pte Ltd. 2021
V. Suma et al. (eds.), Evolutionary Computing and Mobile Sustainable Networks,
Lecture Notes on Data Engineering and Communications Technologies 53,
https://doi.org/10.1007/978-981-15-5258-8_16

153

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5258-8_16&domain=pdf
mailto:juned44@gmail.com
https://doi.org/10.1007/978-981-15-5258-8_16


154 M. J. S. Shabbir and C. M. Mankar

operational effectiveness, or cutting expense, and over 80% of the member asso-
ciations do continuous ventures. Be that as it may, as indicated by another study,
55% of enormous information ventures don’t get finished, and others miss the mark
concerning their business goals.

Furthermore, the nature of large information examinationmust be as acceptable, or
as awful, as the nature of the huge information it employs. The quality characteristics
of enormous information, together with connections between information, ought to
subsequently be characterized in a major information model. With a decent quality
large information model, huge information examination can precisely distinguish
significant business concerns, pattern openings, and valuable business experiences,
which, thus, can prompt great business choices. However, no rules are accessible for
how to build up a top-notch huge information model in a deliberate and objective
manner.

At last, with the advances in information technology (IT), utilization of program-
ming frameworks progressively has gotten predominant and basic more productively
and successfully in completing the different undertakings and exercises in the quickly
changing business space. In any case, adjusting a product framework well within its
expected business process has been trying, because of the trouble in right off-the-bat
understanding and exactly displaying a business procedure and also concocting a
prerequisite detail of a framework for supporting the business procedure. Utilization
of understood documentation helps business process model and notation (BPMN)
for exact displaying of a business procedure, and UML use case for demonstrating
programming prerequisites, yet the subsequent trouble still remains. There are a few
issues: (1) since formal meanings of the models do not exist, various elucidations are
conceivable which can prompt changes that go amiss from the first importance; (2) a
business movement can be performed either by individuals or framework usefulness;
(3) the granularity of use case is not really equivalent to that of a business action
or undertaking; and (4) neither BPMN nor UML use cases consider non-functional
requirements (NFRs).

2 Related Works

The examination [1] gives bits of knowledge into how standard large information
investigative ability and insignificant ownership of huge information are bound to
make conditions for business disappointment. The examination expands the current
floods of research by revealing insight into choices and procedures in encour-
aging or hampering firms’ capacity to saddle huge information to alleviate the
reason for business disappointments. The examination prompted the categorization
of various productive roads to look into information-drivenways to dealwith business
disappointment.

In this paper [2], the authors investigate how information and examination have
been utilized so far in the advanced education part for upgraded learning or to help
choices, and what openings and difficulties encompass BDA in this segment.
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The problem [3] frames approach catches issues as observed by designers,
however not by partners. This paper shows a system that expands the issue graph
of the problem frames way to deal with in speaking to partner issues utilizing “del-
icate issue”, a thought alluding to an unwanted circumstance that contrarily influ-
ences partner objectives and may have less obvious goals criteria. A delicate issue
might be refined to increasingly explicit sub-issues and underlying drivers, which
are then followed to relating arrangements in an outline called problem interdepen-
dency graph. The structure has been applied to the 1992 London emergency vehicle
contextual analysis, which shows that the system serves to all the more exactly speak
to the partner issues endured by the current framework (“as-seems to be”) as one
with the answers for being given by the new framework (“to-be”) to such issues.
The examination additionally shows that the system decides if the issues have been
adequately tended to and, if not, why [4] business process model and notation.

Spark [5] has been set up as an alluring stage for large information investiga-
tion since it figures out how to conceal the vast majority of the complexities iden-
tified with parallelism, adaptation to non-critical failure, and bunch-setting from
designers. Nonetheless, this comes to the detriment of having more than 150 config-
urable parameters, the effect of which cannot be comprehensively inspected because
of the exponential measure of their mixes. The default esteems enable engineers to
rapidly send their applications, yet leave the inquiry regarding whether execution
can be improved open. In this work, we explore the effect of the most significant
tunable Spark parameters with respect to rearranging, pressure, and serialization
on the application execution through broad experimentation utilizing the Spark-
empowered Marenostrum III (MN3) processing foundation of the Barcelona Super-
computing Center. The all-encompassing point is to manage designers on the most
proficient method to continue to changes to the default esteems. We expand upon
our past work, where we mapped our experience to an experimentation iterative
improvement philosophy for tuning parameters in subjective applications depen-
dent on proof from few test runs. The primary commitment of this work is that we
propose an optional efficient system for parameter tuning, which can be effectively
applied onto any processing framework and it appeared to yield tantamount if worse
outcomes than the underlying one when applied to MN3; watched speedups in our
approving experiment contemplates start from 20%. Furthermore, the new system
can depend on runs utilizing tests rather than runs on the total datasets, which render
it altogether progressively down to earth.

Business knowledge (BI) [6] offers colossal potential for business associations to
pick up experiences into their everyday tasks, just as long-term openings and dangers.
In any case, a large portion of the present BI instruments depends on models that
are an excessive amount of information arranged from the perspective of business
leaders. We propose a venture demonstrating the way to deal with connecting the
business-level comprehension of the undertaking with its portrayals in databases
and information distribution centers. The business insight model (BIM) offers ideas
natural to business basic leadership—for example, objectives, procedures, forms,
circumstances, impacts, and markers. Not at all like numerous endeavor models
which are intended to be utilized to infer, oversee, or line up with IT framework
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usage, BIM means to help business clients compose and understand the tremen-
dous measures of information about the venture and its outer condition. In this
paper, we present center BIM ideas, concentrating particularly on thinking about
circumstances, impacts, and markers. Such thinking supports the key investigation
of business destinations considering current endeavor information, enabling inves-
tigators to investigate situations and discover elective methodologies. We depict
how objective thinking systems from calculated displaying and necessities building
have been applied to BIM. Strategies are likewise furnished to help to prevail upon
pointers connected to business measurements, including situations where determina-
tions ofmarkers are fragmented. Assessment of the proposed displaying and thinking
structure remembers a forgoing model execution, just as contextual investigations.

The genuine worth [7] of big data lies in its shrouded bits of knowledge, yet
the present focal point of the big data people group is on the advances for mining
experiences from monstrous information, as opposed to the information itself. The
greatest test confronting ventures isn’t the way to distinguish the correct information;
however, rather, it is the way to utilize bits of knowledge acquired from big data to
improve the business. To address this test, we propose GOMA, an objective arranged
demonstrating way to deal with big data examination. Controlled by big data bits of
knowledge, GOMA utilizes an objective arranged way to deal with catch business
objectives, reason about business circumstances, and guide basic leadership forms.
GOMA gives an efficient way to deal with coordinating two sorts.

Increasingly more data [8] about business forms are recorded by data frameworks
as supposed “occasion logs”. In spite of the ubiquity of such information, most asso-
ciations analyze issues dependent on fiction instead of certainties. Procedure mining
is a rising order dependent on process model-driven methodologies and information
mining. It does not just enable associations to completely profit by the data put away
in their frameworks, however, it can likewise be utilized to check the conformance of
procedures, distinguish bottlenecks, and foresee execution issues. Will van der Aalst
conveys the primary book on processmining. It plans to act naturally containedwhile
covering the whole procedure mining range from process disclosure to operational
help. In Part I, the writer gives the nuts and bolts of business process displaying and
information mining important to comprehend the rest of the book. Part II centers
on process revelation as the most significant procedure mining task. Part III moves
past finding the control stream of procedures and features conformance checking,
and authoritative and time points of view. Part IV manages the peruser in effectively
applying procedure mining by including a prologue to the broadly utilized open-
source instrument ProM. At long last, Part V makes a stride back, thinking about
the material exhibited and the key open difficulties. In general, this book gives a
far-reaching review of the cutting edge in process mining. It is expected for business
process investigators, business specialists, process chiefs, graduate understudies, and
BPM scientists.

Retailers frequently [9] concentrate on improving customer loyalty through
customer-orientated sales strategies, and research by and large reflects that customer
satisfaction is the precursor to customer loyalty. The profitability is enhanced due to
increased loyalty, which in turn is impacted by increased satisfaction.
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Analysis of consumer’s [10] purchase pattern from each and every transaction
in a retail store is used for developing a strategy for placement and promotion of
products to improve customer satisfaction and sales revenue for the retailers.

The short-term [11] goals in the big data analytics market should aim at building
technology foundation and developing a customer base for sustainable revenue gener-
ation. The medium-term goals should aim at supporting delivery schedules and
strengthening customer bond with high-quality output.

Retailers have to [12] identify the moments when the customer is most receptive
to their influence; it could be his home or when he is commuting for work or on the
way to a mall or browsing through window displays at a store. Companies have to
focus on relating to their customers in situations where their communication can be
most relevant [13].

3 Proposed Work

To address the problems, a novel big data analytics framework using Spark as
a novel approach for better business decisions is proposed, that is, supporting a
comprehensive understanding of business and data, high priority, and fastness. This
framework provides an applied model for enormous information investigation which
comes to an obvious conclusion regarding significant ideas of the business side, for
example, business objectives, issues, arrangements, business forms, and those of a
major information side, for example, huge examination and huge questions to cross
over any barrier between the two. It helps not just in far-reaching understandings
of present and future business, yet additionally interchanges between partners by
helping analyzers unequivocally model the ideas. Additionally, in the soul of objec-
tive direction, options in issues with the as-is business procedure and answers for the
to-be business procedure can be estimated in the calculated model and approved by
dissecting large information, and huge ones are chosen after exchange of examina-
tion through our proof-based assessment strategy. This procedure assists analyzers
with concentrating on the best arrangements inside the given time and spending plan.
To help our ideas, we executed novel approach which coordinates eclipse modeling
framework (EMF) for the reasonable model and Apache Spark for a major informa-
tion examination which empowers continuous preparing in a circulated and grouped
registering stage, prompting quick business choices.

System Diagram (Fig. 1):

4 Result Analysis

A. Comparison Graph (Fig. 2):

B. Comparison Table (Table 1):
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Fig. 1 System architecture

Fig. 2 Graph
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Table 1 Comparative result S. no. Without spark framework
(%)

With spark framework (%)

1 65 87

5 Conclusion

Wehave proposed an objective situated huge information examination system.All the
more explicitly, the proposed system incorporates theoretical model which interfaces
business and large information, a proof-based assessment strategy for choosing the
best arrangements, a procedure for discovering business issues and arrangements—
right off-the-bat by conjecturing them, and furthermore by approving them utilizing
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huge inquiries or huge investigation—and a supporting instrument which is actual-
ized over Spark, constant huge information examination structure. Despite the fact
that there are a few constraints, in any event through an exact investigation, the
proposed system can help with huge information business examination in a worth
included way, that is, exhaustive comprehension on business and investigation, high
need, and quick choices.
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High-Performance Digital Logic Circuit
Realization Using Differential Cascode
Voltage Switch Logic (DCVSL)

S. S. Kavitha and Narasimha Kaulgud

Abstract Most of dual-rail CMOS circuits are loosely based around differential
cascade voltage logic switch.DCVSLprovides dual-rail logic gates that have latching
characteristics built into circuits itself. In CVSL logic output results are held until
inputs induce a change, so that there is no loss of data, thereby saving energy and
power. In today’s digital application low power has become a key factor in high-speed
computations. The proposed work gives an insight into the working of CVSL and the
proposedmethod, showing a reduced number of gates, and thereby reducing area and
power constraints. In this paper, exclusive detailed use of pass gate logic structure
to put back the nMOS logic structure in conventional DCVSL circuit along with the
implementation of adders are provided. The proposed circuit designs and results are
compared and implemented using a cadence software tool and for quantum circuits
QCAD tools are used. The study shows the optimization in case of power, area and
speed achieved in comparison with conventional circuits.

1 Introduction

In terms of logic flexibility, power dissipation, circuit delay and layout area, the
conventional CVSL is said to have more benefits over the existing static CMOS
NAND/NORdesign. For the dynamic implementation,DCVS shows superior perfor-
mance over standard domino logic circuits. Floating node problem is the major issue
in DCVS circuits. This process creates additional delay and current spikes similar to
ratioed logic circuits, which results in false logic evaluation, and this makes dynamic
circuits unreliable [1]. NMOS pass-gate network is used to eliminate this problem.
Advantages of CVSL are:
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1. Low-load capacitance on inputs.
2. No static power consumption.
3. Automatic complementary functions.
4. A circuit is self-latching.

Disadvantages are they require complementary inputs and more transistors for a
single function.However, they aremuchneeded in somecircuit blockswhere comple-
mentary signals are generally needed, mostly in implementation of adders. Logic
devises grip that is capable of handling complex Boolean logic expression within
a circuit delay is accomplished in CVSL by cascading differential pairs of MOS
devices into powerful combinational logic tree networks [2]. 2N-1 input variables
are processed with N high-logic trees consisting of differential pairs of cascading
NMOS logic devices. CVSL is more advantageous and provides the performance
of up to four times compared to CMOS or NMOS primitive NAND or NOR logic
families, without losing the expected low-power characteristics observed in CMOS
circuitry. Theoretically and practically, CVSL is double denser similar to traditional
NAND or NOR logic and is more flexible with available designs in Cadence tools.
With cascaded improved performance NMOS devices with the absence of stacked
PMOS devices, which are used separately as pull up devices in load and buffer
circuits, these combinational NMOS logic structures can be built. The criticality of
PMOS to the NMOS spacing and to optimize the PMOS devices is, therefore, be
reduced, suppressing the device or process complexity load on CVSL designs.

Quantum circuit is a model of quantum computation. This is built by an intercon-
necting sequence of quantumgates. These circuits are acyclic and cannot copy qubits.
A logic which erases a bit of information is known as irreversible logic. For erasing
each bit the energy dissipation will be more. Gates like AND, OR, XOR and so on
used in digital design are irreversible. Energy loss should be considered an important
parameter in the design of digital circuits. The alternate method of reducing power
dissipation is reversible logic. Reversible gates, like TOF-FOLI, FEYNMAN and so
on, have an equal number of input logics and output logics. Themost commonly used
gates in reversible circuits are CCNOT, CNOT and NOT gates. Quantum computer
normally differs from a classical computer. The computation in quantum technology
uses quantum bits (qubits) which satisfy superposition, entanglement and tunneling
process to perform reversible logic. In this paper, QCAD tool is used to realize such
quantum gates, and half adder is designed based on it [2].

2 Cascode Voltage Switch Logic

The Cascode voltage logic swing uses two cross-connected branches where true
network f and its complementary network fbar are present in the cross-connected
output nodes. In order to construct a complementary network, all series connections in
f are changed to parallel connection and all parallel connections to series connection
and thus complementing all input signals. Therefore both true and complementary
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Fig. 1 CVSL logic

inputs are required in CVSL type of logic to obtain true and complementary outputs
[3]. The NMOS network comprising two complementary NMOS switch networks is
switched to a pair of cross-connected PMOS transistors. The block diagram of the
basic Cascode voltage swing is as shown in Fig. 1.

Figure 1 consists of PMOS pull-up switches which are cross-connected to form
the latching characteristics. The duality structure of each other is formed in the N
pull-down tree structure. In this PMOS network “f” provides the logic same as in
static CMOS logic gate whereas “fbar” makes use of inverted inputs, thus resulting in
complementary output. The right side of the N pull-down network is provided with
true input, while complimentary input is provided to left side of the N pull-down
network. The basic working procedure is explained as follows:

1. One branch of the NMOS networks will be switched ON and the other branch
will be switched OFF, for any given input pattern.

2. The output is pulled low by pull-down NMOS network that is ON. Opposite
PMOS transistor will be turned high by this low output resulting in opposite high
output.

3. This makes the opposite output to rise and the other pMOS transistor turns OFF,
so there is no static power dissipation observed.

3 Existing Work

Conventional CMOS logic consists of N number of switches to realize the logic [4].
Defined conventional half-adder design is as shown in Fig. 2.

DCVS has lesser number of transistor counts compared to NAND/NOR imple-
mentations. DCVS provides better performance of about 4× as estimated to the
CMOS or NMOS, NAND or NOR circuits and thus sustaining the less power dissi-
pation circuitry [3]. The existing schematic diagram of the half-adder is as shown in
Fig. 3.

The logic functions are evaluated by using NMOS logic tree. Signals indicate
with “-” are complementary signals. Compared to conventional CMOS circuitry,
these DCVS logic has less number of transistor counts and hence results in high-
speed operation and low-input capacitance. The main advantage of these circuits is
they consume less power due to less supply voltage level. This circuit implementation
shows the separate circuitry for logic evaluation of adder sum and carry.
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Fig. 2 Conventional CMOS logic

Fig. 3 Existing CVSL logic tree

4 Proposed CVSL/DCVS Design

Logic functions required for the computation of sum and carry of half-adder are
evaluated just by using four NMOS transistors. Thereby one can justify that the gate
count required to realize adder has been reduced and therefore increasing circuit
performances [5]. Compared to conventional and DCVS circuitry, these new design
provides less power dissipation and high speed of operation. The only difference
observed from DCVS circuit is that in the logic variable connection. The next
exquisite characteristic is that, without any inverter logic, DCVS circuits can produce
complementary outputs. This makes the NAND and AND.
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To be the same circuit but with the output, nodes are interchanged. Hence
the DCVS structure is said to be the best-suited design for standard cell library
development.

Along with CMOS implementation, QCA implementation is also proposed to
crosscheck the performance evaluation with two technologies. Circuit implemented
for adder circuit in QCA has different dimensions parameters as compared to VLSI
tools. However, it is known that quantum circuits dissipate less energy and provide
faster computation. Based on these circuit parameters results are evaluated and
summarized below. Detail explanation on the working principle and results obtained
are described below in subsections.

4.1 Circuit Working Principle

The leftmost part of NMOS logic evaluates the carry of half-adder whereas the right-
most part is used to evaluate the sum of half-adder. Function variables are provided
to the source and gate terminals and logic are obtained similar to pass transistor
working principle. Because of single tree structure evaluation, the problem relating
to the floating node and charge leakage and charge sharing is completely eliminated.
During both the inputs are “0” the rightmost NMOS M1 and M3 are ON, M2 and
M4 are OFF and thus provides the output sum and carry as 0. Similarly, during A= 0
and B= 1, M1 andM3 are ON, and the switches being the source logic move toward
the drain and thus resulting in sum = 1 and carry = 0. When A = 1 and B = 0, M2
and M3 are ON, producing sum= 1 and carry= 0. Finally, when both the inputs are
“1”, M2 and M4 are ON, producing the output as sum= 0, carry= 1. Therefore, all
the logic states presented works similar to half-adder working principle 4 (Fig. 4).

4.2 Result and Analysis

According to a particular sequence, to compare the performance and power dissipa-
tion with the competing techniques such as CMOS [6], CVSL [7] and DCVS [8], the
SUM circuits are built as the bench test. For differential cascade voltage swing logic
circuit, the XOR circuit is used as SUMcircuit and carry is AND circuit implemented
using minimum NMOS logic switches.

The below result shows the working of adder circuit using the CVSL logic. The
small glitches that were observed show the behavior of NMOS switch. Since NMOS
is used as a pass transistor in evaluating logic, as it is known that NMOS suffers to
pass complete logic 1, small switching characteristics are disturbed. From the result
shown below, it is clear that the operation of the adder circuit happens to be at most
evaluating all the logic levels, as shown in Fig. 5.

It is straightforward that DCVS has a lesser count of transistors and the full logic
swing CMOS signals. For the low capacitive load which is less than 0.3 pF, DCVS
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Fig. 4 Proposed CVSL logic

Fig. 5 CVSL results

has the best performance. The only serious fault star is that DCVS alone is di cult
to carry complicated logic circuits because of the weak pull-up transistors [5]. This
will deprave the superiority of DCVS quality at high capacitive loads. However, the
control variable or functional variable can be used as input signals to pass gate. By
this long chain of logic circuits can be terminated at the gate level, if a proper control
variable is chosen.
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4.3 Quantum Circuit and Results

Quantum computing is a vast area of research relating to nano-technological
devices. Beyond VLSI, one can think of next generation as quantum’s era. Quantum
computing mainly focuses on reversible computing where there is one-to-one
correspondence between the input variable and the output variable. Four quantum
dots.

In a QCA cells are arranged in the form of a square pattern comprising electrons
sites that can occupy adjacent places by tunneling through them (Fig. 6).

Polarization P= –1 represents logic “0” and P=+1 represents logic “1”. Placing
quantum dots in series to the sides of each other forms the wire. The interconnect
wire consisting of quantum dot cells is formed to transmit polarization state.Majority
gate and NOT gate are considered as the two most fundamental building blocks of
QCA [9]. Majority of gate consists of three inputs and one output. It is a five-cell
structure. Among three inputs, two inputs are based on logic and one input is a fixed
polarization which detects the type of gate. If the fixed polarization is “–1” it works
as AND gate and if it is “+1” it works as OR gate. Figure 7 shows the representation
of AND and OR gates.

There are four stages of clocks for state transition. The first stage boosts the
tunneling barriers to rise. In the second stage, the tunneling barriers are large enough
to avoid electrons from tunneling. In the third stage, the high barriers start to lower.
And in the last stage, the tunneling barriers permit the electrons to freely pass through
them again. In short, it means that electrons will flow freely when the clock signal
goes high and when the clock signal logic goes low, the cell is said to be latched.

Due to some of the limitations such as increasing switching speed and decreasing
power consumption and increasing complexity observed in CMOS technology, QCA
has become an alternative solution to all such limitations in the years to come [10].

Fig. 6 QCA cell

Fig. 7 QCA AND and OR
gate
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This paper presents the half-adder designusingQCADtool. The comparative analysis
is made with DCVS CAD and DCVS QCAD tool simulation results (Fig. 8).

The results shown below give the clear picture of working of half-adder circuit as
evaluated for SUM and CARRY. SUM is the evaluation of XOR gate and CARRY is
the evaluation of AND gate. Output results are obtained after 0.25 delay in a clock
cycle since the difference between each clock in QCA is 0.25 (Fig. 9).

Fig. 8 Quantum half-adder
logic

Fig. 9 Quantum half-adder results
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4.4 Results and Comparison

The results obtained from CAD tool and QCAD tool are summarized below:

Parameters V (V) I (mA) Power Area Delay (ns) Transistor/cell count

Conventional
CMOS

5.255 4.599 24.16 mW 32 µm 110 16 transistors

Existing DCVS
design

5.224 3.225 17.84 mW 24 µm 67.22 12 transistors

Proposed DCVS
design

5.000 3.168 16.80 mW 20 µm 55.34 10 transistors

Quantum half adder
design

– – 12.11 meV 0.03 µm2 0.5 27 cells

From the above tabulation, it is clear that the proposed DCVS design has better
performance than the conventional one. Summary of power, delay and area are
reported. On glancing with power report the proposed design has 33.33% improve-
ment over conventional CMOS, but a very small difference with the existing method.
Similarly, area and delay have drastic changes in comparison. Due to the decrease in
delay, the circuits are said to achieve high computation speed. However, there exists
a trade between the circuit parameters. Lastly, the transistor count can be compared
with the existing and proposed design.

5 Conclusion

In this paper, a new circuit design technique for the adder circuit is discussed. Due to
the absence of NMOS logic tree floating node problem is eliminated, thus providing
better performance. Proposed DCVS is actually the best of all at the light capacitive
load range as compared to that of the existing design. For the more vigorous design,
however, one can choose DCVS as the best design choice. A CAD tool simulation
shows the feasibility of using DCVS to attain a superior performance design. DCVS
also exhibits the best power-delay product, with addition to the dynamic circuit
design. QCAD shows the minimum power utilization and less delay and area, hence
used to build any logic circuits in the near future.
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Analysis and Classification of Ripped
Tobacco Leaves Using Machine Learning
Techniques

M. T. Thirthe Gowda and J. Chandrika

Abstract Tobacco crop is one of the major crops in the world and plays a vital
role in the international market. After cultivation of tobacco plants, classification
of ripped tobacco leaves is one of the challenging tasks. Generally in India, the
classification of ripped leaves is done by a manual process only. Machine learning-
based classification model is introduced to nullify the human intervention in the
classification of tobacco ripped leaves. The proposed model is designed according
to classification of three important features like color, texture, and shape. For the
experimental purpose the images of the leaves are captured using mobile sensor and
the dataset was created. The dataset consists of 2040 tobacco leaf images; from the
image dataset 1378 images are used for training and 622 images are used for testing.
The proposed model is validated by many machine learning algorithms, where the
classification model achieved an efficiency of 94.2% on validation accuracy and
86% in testing accuracy. The proposed model has significant high performance on
the classification of ripped tobacco leaves.

Keywords Classification · Features · Tobacco leaf · Grading · FCV

1 Introduction

Tobacco crop is one of the commercial crops in India and it plays a significant role
in the Indian economy and employment. Throughout the world, countries such as
China, Brazil, USA, and India are the major producers of tobacco [1]. India is the
third highest contributory in tobacco production. Around 0.47 million hectares of
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land over 15 states in India grow tobacco, and 800 million kg of tobacco is produced
every year and around 75,000 farmers are cultivating this crop. Many varieties of
tobacco leaves, like flue-cured Virginia (FCV), beedi, burley, hookah, chewing and
so on, are grown in India, but some of the varieties are exported and most of them
are used for local consumption. The FCV and burley tobacco are major exportable
tobacco types [1], where FCV-type crop is cultivated in southern states of India,
that is, in Karnataka and Andhra Pradesh regions, out of which 60% of the tobacco
crop is produced from Mysuru and Hassan district of Karnataka. In general, 100%
of FCV tobacco crop products is purchased by well-known multinational cigarette
manufacturing companies.

At the time of harvesting, it is difficult for labors to separate tobacco leaves for
curing process and it ismore time-consuming, thus requiringmore numbers of labors.
Manual classification is a very tedious job and accuracy of the manual classification
is very less; it also affects the quality in tobacco leaf grading. To overcome the
problem, an automated classification system for uncured tobacco leaves is proposed.
The proposed system helps in improving classification accuracy, increases speed,
and helps to get a good quality of tobacco leaves. Many more models have been
proposed for harvesting and leaf classification.

2 Related Works

In recent years, tobacco leaf classification is emerging as themost significant concept
from the computer vision paradigm [1], and a survey on various image-based clas-
sification techniques is proposed for grading various flue-affected tobacco leaves.
Hence, this makes the research work in [1] to be more closely related to the proposed
model.

In [2], Zhang et al. (1997) have proposed a novel method to classify the grade of
the tobacco leaves on the basis of the features like their color, texture, and shape.
With the help of various feature extraction mechanisms initiated by chroma and hue
with standard deviation and mean values, the authors have extracted varied color
feature for tobacco leaves and in (2011) also they proposed fuzzy comprehensive
method for evaluation [3]. Yawootti et al. [4] have proposed a new approach for
classification of Thai flue-cured tobacco leaves using color histogram technique and
achieved 91% of accuracy on color features. Liqun Han [5] proposed a method by
recognize a part of the growth of flue-cured tobacco leaves for classification using
support vector machine. Image processing and fuzzy statistics have been used in the
proposed method for classification.

To analyze the various colors of tobacco leaves [6], a transformation technique
is proposed that transfers traditional RGB to the Munsell system. Furthermore, the
standard deviation and the average value of hue obtained from FCV leaves cluster
are used to obtain the extended color features to grade the tobacco leaves in a better
way.
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Followed by that, Guru et al. have proposed a new representation called min–
max representation to filter the cured tobacco leaves. This newly proposed data
representation [7] has been applied on the selected 887 images from where they are
categorized into 12 different categories with an accuracy of 91%.

In [8], the proposed technique has achieved an accuracy of 86.9% with a novel
machine vision-based tobacco leaves classification which helps mainly in the auto-
mated harvesting process. Here, a CIELAB model is preferred for analyzing the
color, leaf texture, and their segmentation to unprecedently increase the classification
accuracy.

Consequently, Guru et al. have proposed a classification for differentiating the
flue-cure tobacco leaves by using the deep CNN model. CNN is used to train only
three image classeswhich contain a total of 120 sampleswith a classification accuracy
of about 85.1%.

Simonyan et al. proposed very deep CNN for large-scale image recognition. In
this work, ConvNet model is developed to overcome the findings of ImageNet. It has
16–19 layers; localization and classification can be achieved; and reduction of top 1
error rate to 28.1% and top 5 error rate to 9.4% [9].

A generalized classification method using deep CNN has been proposed by
Zhipeng et al. to classify the flue-cured tobacco leaves.

The CNN is used with 120 image samples for training only for three classes, and
it achieved 85.10% of validation accuracy [10].

Victor et al. (2012 and 2018) proposed ImageNet classification with deep convo-
lutional neural networks. In this method, around 1.2 million of static images are used
for training; 150,000 images are used for testing, 50,000 images are used for valida-
tion with 1000 different classes; and 37.5% top 1 error rate and 17% top 5 error rate
were achieved [11].

Szegedy et al. proposed going deeper with convolutions. In the proposed method
the utilization of computational resource inside the network improved [12].

3 Proposed Method

The main objective of the proposed system is to develop a model for automatic
tobacco leaf classification, and its generic architecture is shown in Fig. 1.

The proposed architecture has two modules, like image collection unit and the
processing unit, where image collection unit has many modules to get ripped images
of tobacco leaves, like datasets, preprocessing, segmentation, and feature extraction.

3.1 Acquire Sample Leaves

A total of 2040 FCVgreen (uncured) tobacco leaveswere photographed usingmobile
camerawith 4160× 3120-pixel resolution and saved as JPEGfile format. The snap of
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Fig. 1 Generic architecture of the proposed model

Fig. 2 Tobacco leaves samples, where sample No. 1 and 3 are ripe 1 leaves, No. 2 is ripe 2 leaf,
No. 4 and 5 are overripe leaves, No. 6 and 7 are unripe leaves

these leaves was taken at the place of harvesting station, very close to barren, where
we restore the tobacco leaves situated at Ramanathapura village, Hassan district,
Karnataka state, India. Here we classify the uncured tobacco leaf images into four
categories, like ripe 1, ripe 2, unripe, and overripe. Figure 2 shows a sample of tobacco
leaf images belonging to four grades, where the grading of each leaf is defined by
the grading expert.

3.2 Image Acquisition

The dataset consists of RGB images of size 4160× 3120 pixels with high resolution,
while grading it leads to an unexpected result. So in this regard, we apply a unified
approach before attempting to detect leaves images.Hencewe scaled down all images
into 300 × 452 dimension, where the ratio of new image to the old image was first
calculated before performing the actual resizing, so the aspect ratio of the original
image will not be altered.
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3.3 Image Segmentation

Image segmentation is the process of separating the object from the rest of the image
[12]. In this section all images of tobacco leaves are detected, where the bounding
box enclosing the ROI of first extracted or cropped leaf image.

3.4 Classification

In this study, TensorFlow was used to build a CNN-based tobacco leaves classi-
fier. TensorFlow is an open-source deep learning framework developed by Google,
allowing a user to quickly and efficiently implement various algorithms fundamental
to neural networks. Given the wide range of functions already made available, as
well as the community support, TensorFlow was chosen over other well-known
frameworks at this time.

3.5 Performance Evaluation

The correct classification and misclassification in tobacco leaf detection and grading
were summarized in a confusion matrix. The confusion matrix is an n × n matrix in
which each column represents the number of instances in an actual class and each
row represents the instances in a predicted class.

Accuracy is an evaluation metric, and it is derived from the confusion matrix and
the accuracy rate is computed by Eq. (1). It contains various parameters like true
positives (TP), true negatives (TN), false positives (FP), and false negatives (FN).
Finally, accuracy can be defined as:

Accuracy = TP+ TN

TP+ TN+ FP+ FN
(1)

3.6 Texture Feature

Texture feature is an important feature, and it plays a vital role in tobacco leaf
classification. It contains various models like GLCM, LBP, LBPV, GLTP, and so on.
In the proposed system, GLCM model is used to extract the texture feature in leaf.
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Fig. 3 Image 1 is the
original image and Image 2
is the resultant image after
segmentation [13]

4 Experimental Results

The implementation of the proposed model is performed for analysis, and the clas-
sification of tobacco leaf is performed using Windows 10, 64-bit operating system,
2.80 GHz Intel(R) Core(TM) i7, CPU, 16 GB RAM.

4.1 Segmentation

Segmentation of images was done to uniformly produce leaf images facing upward
since the proposed algorithm can be able to detect multiple leaves under different
angles. The results of the processing steps of image segmentation are displayed in
Fig. 3.

4.2 Classification

Experiments on classification were done using three datasets, namely segmented
(1020) images, non-segmented (1020) images, and the combination of segmented
and non-segmented (2040) images. They were trained separately to determine which
dataset can generate the highest classification rate in grading tobacco leaves. The
performance of the classifier was obtained after 500 iterations.

4.3 Dataset

Dataset for the network is an image dataset. Image datasets are green uncured
tobacco leaves, and these are acquired in agricultural tobacco processing area near
Ramanathapura tobacco board, located in Hassan, Karnataka, India. All images are
captured using a mobile camera of 14 MP and images are featured by three channels
(red, green, and blue channel).

Images are acquired with different illumination. The original size of the acquired
images is 4080× 3680 pixels and 2040 images are collected,where all image samples
belong to four categories such as

• overripe
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• ripe 1
• ripe 2
• unripe.

The datasets are divided into training dataset of 1378 image samples, a dataset
of 622 images as testing samples, and remaining 40 images are used for prediction.
The training dataset consists of four categories.

• 268 images belong to category 1 (unripe)
• 255 images belong to category 2 (overripe)
• 398 images belong to category 3 (ripe 1)
• 457 images belong to category 4 (ripe 2).

Before learning of these images preprocessing methods are used. Testing dataset
consists of four categories.

• 130 images belong to category 1 (unripe)
• 117 images belong to category 2 (overripe)
• 182 images belong to category 3 (ripe 1)
• 193 images belong to category 4 (ripe 2).

The testing dataset is used to evaluate the performance of the model. Before
applying it to the model, preprocessing technique is used. We conducted the exper-
iments using deep neural networks on green uncured tobacco leaves. Three groups
of tobacco leaves image samples have been used in our experiments.

The first group of images belonging to four categories has been trained by neural
networks. As per the results given by the model evaluation, the classification valida-
tion accuracy result is 94.2%. The second group of image samples is testing samples,
and these samples are not trained by the neural networks. The testing accuracy result
is 86%. The confusion matrix obtained on the results is given in Table 1.

The above confusion matrix dataset may have 398 samples of ripe 1 class, 18
samples are incorrectly classified, that is, 12 samples are misclassified as ripe 2 and
6 samples are misclassified as unripe. Among 457 samples of ripe 2 class, 36 samples
are incorrectly classified, that is, 12 samples are misclassified as ripe 1, 17 samples
are misclassified as overripe, 7 samples are misclassified as unripe.

In the third category overripe class, out of 255 samples 17 samples are misclassi-
fied as ripe 2 class. The fourth category is unripe class: 18 samples are misclassified

Table 1 Confusion matrix of ripped and un-ripped of tobacco leaves

Status Ripe 1 Ripe 2 Over_Ripe Un_Ripe

Ripe 1 380 12 0 6

Ripe 2 12 428 17 2

Over_Ripe 0 17 238 0

Un_Ripe 18 7 0 243

Accuracy (%) 94.20
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Fig. 4 Input file [7]

Fig. 5 Convolution output

Fig. 6 Maximum pooling file

Fig. 7 Training and validation accuracy

as ripe 1 and 7 samples are classified as ripe 2 class. Figures 4, 5, 6, and 7 show the
output of different convolution layer of this model.

Figures 4, 5, 6, and 7 show the output of different layers in a CNN model along
with the training accuracy and validation. For preprocessing in theCNNmodel 256×
256 size images were fed, where Fig. 4 is the input layer to the CNN model and the
outcome of all testing samples with different layers are specified in Figs. 5, 6, and 7
(Fig. 8).

Figures 9 and 10 illustrate the training and testing accuracy based on ROC.
Figure 11 illustrates the training and testing loss using ROC.
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Fig. 8 Accuracy in different machine learning algorithms
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Fig. 9 ROC of accuracy
validation
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Fig. 10 Loss of different machine learning algorithms

Fig. 11 ROC of loss of
CNN
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5 Conclusion

There aremanymethodswhich have been implemented for tobacco leaf classification
using machine vision. But still, there is no automated system for separating the green
uncured tobacco leaves. The main objective of the proposed model is to classify the
green uncured tobacco leaves for the curing process. This helps the farmer to apply
adequate temperature and load the tobacco sticks to the barren to get better quality
of tobacco. The proposed model has a better performance and achieved 94.2% of
classification and 86% of testing accuracy. A convolution neural network is used to
classify the tobacco leaf. Around 2000 samples were used and the network is trained
with 1378 samples and achieved 94.2% classification accuracy. Three features are
used to classify the leaf. The color feature is the best feature to achieve the best
accuracy compared to texture and shape feature. In future, we will enhance the
proposed work to detect analysis of the diseases in a leaf as well as in the plant.
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Next-Generation WSN
for Environmental Monitoring
Employing Big Data Analytics, Machine
Learning and Artificial Intelligence

Rumana Abdul Jalil Shaikh, Harikumar Naidu, and Piyush A. Kokate

Abstract A worldwide network of wireless sensors is used to monitor dynamic
environmental changes with respect to time. Therefore, the data provided by these
sensor networks are crucial for collecting specific information; hence data analytics
is essential in such networks. For effective utilization of gathered data, big data
analytics can be one of the prominent solutions since the data plays an important
part in machine learning allowing the WSN to adapt the dynamic changes in envi-
ronment to save cost and efforts of redesigning the present WSN. In this paper we
present the advances of WSN to further develop the next-generation wireless sensor
network by employing software-defined network (SDN), big data analytics, machine
learning and artificial intelligence tool alongwith its benefits and challenges.We also
discuss the software-defined wireless sensor network (SDWSN) and the possibility
of application of artificial intelligence in it to meet the challenges of SDWSN and
its advantages. And finally, we have discussed different problems associated with
WSN network specifically for environmental monitoring and their respective solu-
tions using different machine learning paradigms and how efficiently the adoption
of big data analytics in ML and AI plays an important role to serve the improved
performance requirements.

Keywords Wireless sensor network (WSN) · Software-defined WSN ·
Environmental monitoring · Big data analytics ·Machine learning (ML) · Artificial
intelligence (AI)
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1 Introduction

In wireless sensor network, several independent, small, inexpensive and energy-
saving sensor nodes are manipulated, which collect the data and send it to the
controller used in the system. The controller then transmits the data via the wireless
nodes used in the system to the base station or sink also known as end device [1].
These wireless nodes can be two or more, depending on the system requirement
to form the wireless network. Wireless sensor networks (WSNs) have the potential
to create powerful applications each with its own features and requirements [1–9].
Therefore, wireless sensor network is widely used in a variety of applications, such
as defense, medical, environmental, agricultural and industrial. The primary goal of
WSN is to wirelessly transmit or share data to achieve this. The available standards
are ZigBee, WiFi, Bluetooth, Z-Wave, and so on. For industrial application wireless
HART and ISA100 standards are popularly used. One of the different strengths of
WSN are the sensor nodes in the network, which can be designed with different
sensors such as air quality or weather, optical, thermal, pressure and acoustic sensors
depending on the target environment [1]. To design the WSN for specific applica-
tion, the wireless sensor network is divided into event-driven WSN, periodic- or
time-driven WSN and demand-driven WSN, and each has its own corresponding
communication mode.

I. Event-driven WSN: In event-driven mode, the sensors report acquisition data
to the end device as soon as a specific event (e.g. fire, flood, radioactivity, and
gas leakage, etc.) has been detected.

II. Time-driven WSN: In the period-driven mode (or time-controlled mode),
the sensor nodes record information from the environment at predetermined
samples of time and periodically send the data to the end device. For example,
in the WSN for air quality monitoring the user defines the particular period of
time to obtain the data, such as early hours in the morning and late hours at
night. In such type of system the sensor will gather the data for predefined time
span and transmit it to the receiver.

III. Demand-driven WSN: In the demand-driven wireless sensor network, the
sensor senses the data only when the user commands it to transmit it to the
receiver end and hence also known as query-driven mode.

Designingmethodical structures that areworthy of number of application schemes
is difficult to achieve, particularly for environmental monitoring (in agriculture, for
air quality and critical areas where human accessibility is difficult to achieve, etc.)
keeping account of various issues related toWSN, such as data reliability, node clus-
tering, localization, energy-aware routing, fault detection, security, event scheduling
and data aggregation [1, 2, 10–16]. Energy consumption is one of the key issues
present in WSN and it is mainly due to the radio communication due to which wire-
less transmission and reception take place [2]. Routing is one of the major issues
associated with the WSN. The three vital driving forces in order to achieve effi-
cient routing techniques are quality of service (QoS), deregulated telecommunication
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industries and tremendous growth in network size and its respective usage [2, 15].
Another issue with WSN is its security. As far as the security of WSN is concerned,
the attacks can be classified as goal-oriented. This type of attack can be active or
passive, and the second type of attack is performance-oriented. It can be outside and
inside attack. In the third type of attack which is layer-oriented, the physical layer of
the network stack has been targeted [17].

Along with the challenges mentioned above and the increasing need of WSN-
based applications, these challenges need to be resolved in the cost-effective way.
There have been many researches listed and the software-defined wireless sensor
network (SDWSN) is one of the prominent solutions [2, 18, 19].

SDN allows network administers to control andmanipulate devices in the network
[2]. In the network implementation SDN allows the separation of physical layer of
forwarding plane from the control plane [2, 20]. SDN serves automation, virtual-
ization through which localization of network resource is possible and provides the
platform to manipulate number of devices in the network with a single command.
Deployment of SDN in WSN allows the network to change its behavior accordingly
at any instant of time. SDN also serves dynamic scaling which allows the network to
change its size and quantity. It also improves performance by optimizing devices in
the network by improving its load capacity and bandwidth management, along with
service integration [2].

As theWSN deals with the dynamic environmental variation with respect to time,
therefore sensor nodes must be able to adapt to the environmental changes and also
must operate adequately. At the critical areas which are unpredictable and where
human accessibility is difficult to achieve (volcano eruption, air quality monitoring
at certain height, weather monitoring at glaciers, waste water monitoring etc.), to
gather information in such location the sensor network must be designed with the
ability of self-calibration, thus machine learning is the most popular solution to save
the cost and efforts of redesigning the system network as it allows the system to
calibrate and update with the variable environment requirement [1, 2].

Primarily, machine learning (ML) was introduced in the late 1950s as a tool for
artificial intelligence (AI) [1, 21] and originated from early studies in cybernetics and
robotics.With the passing time, the evolution ofmachine learning has beenwitnessed
and its approach has been tilled more toward the algorithm which is computational
paradigm. Owing to its robust nature, the ML is extensively used in a variety of
applications such as genomics, voice recognition, spam detection, fraud detection
(imposter recognition) and in advertisement network. The paradigm applied in ML
comes from number of diverse fields which cover mathematics, computer science,
statistics and neuroscience [1].

In the field of information and communication technology, huge amount of data
is popularly termed as big data. TheWSN consists of a large number of sensor nodes
distributed in wide area even though the data sensed and transmitted by the single
sensor node seems to be small but the data altogether obtained by the sensor network
are huge [22]. As the time goes by, the data gathered by these WSNs experience an
exponential growth. Therefore wireless sensor networks (WSNs) are among many
possible large data sources, as it generates a large amount of data by various sensor
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nodes in networks. In large-scale WSN to process data, big data analytics is one of
the effective solutions.

To make AI a reality, big data analytics plays an important role. To learn and
calibrate itself, the system needs previously-driven data and this need of data from
where system can process, learn, calibrate and on the basis of which system makes
decision accordingly is provided by big data analytics.

The rest of the paper is organized in the following fashion. Sect. 2 describes
the software-defined WSN and how SDWSN overcomes the basic issues associated
with WSN. In Sect. 3 we discuss the utilization of machine learning as AI tool to
target the major issues of large-scale wireless sensor network (LS-WSN). In Sect. 4
we elaborate further role of big data analytics in WSN. And finally, in Sect. 5 we
conclude the article by explaining the advance technologies mentioned above and
how they improve the performance in the WSN.

2 Software-Defined WSN

The fusion of software-defined network (SDN)with standardwireless sensor network
(WSN) results in new paradigm known as software-defined wireless sensor network
(SDWSN). Incorporation of SDN in WSN brings simplicity in network handling
process, its management and configuration. It also provides flexibility to bring into
effect instant changes (Fig. 1).

The SDNmade implementation ofAI inWSNan easy task, throughwhich various
challenges associated withWSN can be resolved efficiently. The application of SDN
in large-scaleWSNnot only provided solution to various issues associatedwithWSN
but also can be used for better management of WSN [23].

Many researches have been performed to develop a flexible platform for utilization
of AI in large-scale WSN to improve its performance by targeting issues, including
routing, traffic management security and energy-efficient monitoring. SDN alone
targets the common issues (architecture, network topology and security, energy
saving along with load balancing, data transmission and routing, node scheduling
as well) associated with WSN to achieve effective deployment and improve perfor-
mance as SDN uses algorithm which separates forwarding phase from control which
enables to simplify management and configure the network extension. The SDN also
contributes in resolving data transmission-related problems in the network [24].

2.1 Architecture

SDN brings flexibility in the network by managing the nodes in the network effi-
ciently. Incorporation of SDN made illumination of old nodes and inclusion of new
nodes in the network an easy task [25, 26].
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Fig. 1 Architecture of SDN in WSN (Source https://doi.org/10.1109/access.2019.2890854)

2.2 Network Topology

In the standard WSN network topology is dynamic (not fixed), due to demise of
old nodes and addition of new nodes and results in variation in network topology.
Incorporation of SDN in WSN makes sure the normal operation of the network
communication regardless of change in the network topology [25–27].

2.3 Routing Protocol

Routing protocol ensures the faithful transmission of data packets among the nodes
in the network by selecting and controlling the most preferable data path from source
to destination nodes through various hops. In the SDWSN, the SDN obtained the
data flow based on the suitable route selection [28–32].

https://doi.org/10.1109/access.2019.2890854
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2.4 Energy Consumption and Scheduling

In the WSN the energy consumption to achieve faithful communication between
source and destination other than monitoring the network is an important aspect to
take in consideration while designing the network. In the SDWSN as the shortest
suitable route is provided by the SDN efficiently, it reduces the energy consumption.
An optimized scheduling is important as it increases the life time of the nodes, which
eventually contributes to prolong the network lifecycle and minimizes the network
operating cost [33–40].

2.5 Transmission and Network Load

In the network the rate of node communication decreases with increase in network
load which directly affects the processing time of packets. The SDWSN uses the
centralized load balancing and proper nodes scheduling pattern which reduces the
use of these nodes and the overall network communication [41–44].

2.6 Network Security

The standard WSN is vulnerable when it comes to security, as SDWSN utilizes
centralized control and coupled network authentication along with encryption which
effectively improves the network security [45–47].

3 Utilization of Machine Learning in WSN

In WSN, the machine learning is considered as a tool that generates algorithms and
patterns which are utilized to provide prediction models [1]. In particular, for envi-
ronmental monitoring applications these predictive models can be proved essential
as it can provide notifications of future occurring events by processing previously
available data. In WSN machine learning and AI can perform inevitable type of
tasks such as decision making and control, data storage and compression, detection
of repeated patterns sequence which help in finding new hidden patterns in complex
data, and suggest optimized ways of sensor deployment in the network to achieve
maximum data coverage. Among the many benefits of ML in WSN, one of them
is ML techniques that perform analysis to find correlation between the nodes in the
network, thus providing practical approaches to extract targeted information effec-
tively [48]. On the basis of intended framework the machine learning algorithms
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Fig. 2 Machine learning algorithms in WSN

(approaches) are categorized as supervised, semi-supervised, unsupervised, rein-
forcement learning (RL) and computational intelligence (CI) approaches [1, 48, 49].
These algorithms generate cost-effective approach compared to numerical models
[48]. Figure 2 presents the family of machine learning paradigms.

In machine learning the techniques and algorithms can also be segregated on the
basis of similarities in terms of operation [50].

3.1 Supervised Learning Method

As the name indicates in supervised learning method the system model is designed
with predefined input and output and termed as labeled set. This model describes the
learned relationship between system parameters along with its input and output [1].

Figure 3 presents various supervised machine learning techniques along with its
characteristics, such as Bayesian learning with key features of posteriori distribution
calculation, Gaussians mixture (GM) model, expectation maximization (EM) and
hidden Markov models (HMMs). Supervised ML algorithm is further classified as
regression models (with key features of estimating the variables relationship, linear
and logistics regression), K-nearest neighbor (KNN) and support vector machines
(SVM) [50].

3.1.1 Bayesian Learning

In networks the probability of posterior distribution of targeted variables along with
its status on input signals and all of the training instances is optimized by using
Bayesian learning algorithm [50]. One of the many advantages of Bayesian learning
algorithm is it requires less number of training samples [51]. The Gaussians mixture
(GM) model, expectation maximization (EM) and hidden Markov models (HMMs)
are general examples of generative models using Bayesian learning algorithm [52,
p. 445]. InGaussianmixturemodel the data points fromdifferent clusters are grouped
and Gaussian distributed, whereas in EM model the two steps of operation are
followed, where E step represents the function of lower bound likelihood and in M
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step the selected function is being maximized [50]. Another type of popular model in
Bayesian learning is HMMwhich is used to design the probability distribution of the
observed sequences, where the unknown variables through which specific mixture of
the components is being controlled in every observation and related through Markov
process [50]. InWSNBayesian inference can be applied in order to assess consistency
of event by utilizing incomplete datasets.

3.1.2 K-Nearest Neighbor (K-NN)

K-NN algorithm falls under the supervised machine learning techniques as data
sampled is classified on the basis of output values, that is, labels of the nearest samples
of data; for example, if sensor node misses readings, then that can be predicted
by taking into account average measurements of adjacent sensors within defined
boundaries. Especially in query-driven WSN, K-NN algorithm is extensively used
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as it does not require high computational power as computed function is relative to
local points [1], where K represents small positive integer value [53, 54].

3.1.3 Regression Model

Regression model is used to estimate the relationships among the variables in the
system. The benefit of regression analysis is the predicting capability through which
the value of continuous valued targets can be efficiently known by defining input
variables D-dimensional signal vector “x”. These estimated targets are the function
of self-dependent variables. In supervised machine learning the regression models
can be generated linearly and logistically. In linear regression the function is linear
while the function in logistic regression is logistic considering similar sigmoid curve
[50].

3.1.4 Supportive Vector Machines (SVMs)

The SVM performs classification of data points along with the objects utilizing the
labeled training samples [55]. In contrast with the KNN the SVM model depends
on nonlinear process of mapping which includes conversion of original training data
to the higher dimension where it can be easily identified due to the separation. By
utilization of these models in the network the radio parameters can be identified
related to specific users [50] (Fig. 4).

Supervised learning method is the most preferable machine learning algorithm
as it targets several WSN operation-related issues, such as localization and targeting
objects [56–58], event identification and query processing [53, 54, 59, 60], media
access management [61–63], security and invasion detection [64–67] and QoS along
with information integrity and accountability [68–70].

Fig. 4 Application of
supervised machine learning
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3.2 Semi-Supervised Machine Learning Method

The semi-supervised machine learning method is a technical combination of super-
vised and unsupervised learning comparatively with higher performance in which
large amount of unlabeled data are combined with labeled data to generate the
algorithm (Fig. 5).

3.3 Unsupervised Machine Learning Method

On the contrary to supervised learning method, in unsupervised learning the input
and output are not predefined, and thus termed as unlabeled set. The aim of an
unsupervised learningmethod is to categorize the set of samples into different groups
by identifying similarities among them [50].

Figure 6 presents various unsupervised machine learning techniques along with
their characteristics. Mainly these algorithms are K-means clustering, principal
component analysis (PCA) and independent component analysis (ICA) through
which hidden independent factors can be efficiently unveiled.

3.3.1 K-Means Clustering

The goal of K-means clustering is to group the observations (n) into clusters
(k), in the manner where these observations belong to the nearest cluster in the
network [50]. K-means clustering targets the sensor node clustering problems in the
network [1].
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3.3.2 Principal Component Analysis

PCA involves the conversion of potentially correlated variables to uncorrelated vari-
ables in the ratio where number of principle components should not exceed the
number of original variables [50].

3.3.3 Independent Component Analysis

On the contrary, ICP involves statistics-based analysis technique which is used to
unveil hidden factors that contain group of random variables in the network [50]
(Fig. 7).

Unsupervised machine learning techniques target different WSN security-related
issues by identifying rarity, liability and invasion in the network. It also resolved
traffic problems in the network by providing better clustering techniques [50].

4 Big Data Analytics in WSN

LS-WSN generates large amount of data, particularly in environmental monitoring
application as data is being fetched continuously sometimes to predict future events
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with time. The amount of data increases further for the next-generation wire-
less sensor network and this data is essential in order to train and calibrate itself
accordingly without human interference.

5 Conclusion

Design and implementation ofwireless sensor network specifically for environmental
monitoring at critical areas where interference and accessibility of human beings are
difficult to achieve. Hence the need of self-calibration in WSN as per the change in
environment is essential.

In this paper we discussed utilization of software-defined network, artificial intel-
ligence and machine learning techniques to enable the WSN to calibrate itself
according to the variation in the environment. In large-scale WSN the deployment
of sensors to collect and monitor different aspects in environment and gathering data
efficiently is one of the vital concerns to be taken into account while designing
the network along with the inherent issues of localization and targeted objects.
Event identification and query processing, media access management, security, inva-
sion detection and QoS with integrity of information and its accountability can be
improved and resolved by various AI techniques and machine learning algorithm.

SDWSN and AI together build a platform to improve performance of LS-WSN
by improving reliability and security in networks and also improve response time to
detect and solve occurring issues by analyzing, processing and updating the network
as per the requirements.

Machine learning in LS-WSN performs certain types of tasks such as decision
making and control, data storage and compression, identification of repeated patterns
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and analysis of pseudo-patterns sequence which help in finding new hidden patterns
in complex data.

Big data analytics is one of the prominent solutions in LS-WSN to solve the
processing and storage issues. As in WSN continuous data is received and this data
is essential to predict the future events and get alarming notification for disaster.
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Generating Automobile Images
Dynamically from Text Description

N. Sindhu and H. R. Mamatha

Abstract Synthesis of a realistic image frommatching visual descriptions provided
in the textual format is a challenge that has attracted attention in the recent research
community in the field of artificial intelligence. Generation of the image from given
text input is a problem, where given a text input, an image which matches text
description must be generated. However, a relatively new class of convolutional
neural networks referred to as generative adversarial networks (GANs) has provided
compelling results in understanding textual features and generating high-resolution
images. In this work, the main aim is to generate an automobile image from the
given text input using generative adversarial networks and manipulate automobile
colour using text-adaptive discriminator. This work involves creating a detailed text
description of each image of a car to train the GAN model to produce images.

Keywords Generative adversarial networks · Generator · Discriminator · GANS ·
Text to image synthesis

1 Introduction

Generation of images from matching visual descriptions provided in the textual
format is a challenge that has attracted attention in the recent research community
in the field of artificial intelligence. Powerful and generic neural network archi-
tectures have been developed to learn discriminative text feature representations.
However, relatively a new class of convolutional neural networks referred to as gener-
ative adversarial networks (GANs) has provided compelling results in understanding
textual features and generating high-resolution images. This new methodology can
find its application inmultimedia software for the synthesis of a wide range of images

N. Sindhu (B) · H. R. Mamatha
PES University, Bengaluru, India
e-mail: sindhunarasimha07@gmail.com

H. R. Mamatha
e-mail: mamathahr@pes.edu

© Springer Nature Singapore Pte Ltd. 2021
V. Suma et al. (eds.), Evolutionary Computing and Mobile Sustainable Networks,
Lecture Notes on Data Engineering and Communications Technologies 53,
https://doi.org/10.1007/978-981-15-5258-8_21

197

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5258-8_21&domain=pdf
mailto:sindhunarasimha07@gmail.com
mailto:mamathahr@pes.edu
https://doi.org/10.1007/978-981-15-5258-8_21


198 N. Sindhu and H. R. Mamatha

like room interiors, faces. The architecture of such a neural network comprises two
networks generator and discriminator. A generator produces an image from the input
noise vector and discriminator detects the fake image generated by the generator.
The discriminator is capable of classifying the image generated as real or fake.
Given the features of data, discriminator tries to classify the input data by predicting
the category or label to which data belongs. Discriminator maps feature to labels
and generator does the opposite, given certain data features instead of predicting a
label generator attempts to predict features given labels. The solution to text to image
synthesis involves two stages. In the first stage, the generator neural network must
learn the visual features described in the textual feature. In the second stage, the
features are used to generate the image. Effective generative adversarial networks
model and training methods can be used to generate an image from the given text
input. One of the major applications of generative adversarial networks is the manip-
ulation of images which is a challenge faced in the area of artificial intelligence.
Text-adaptive generative adversarial networks (TAGANs) are used to semantically
modify the visual attribute and generate the image according to the given text input.
The scope of this work involves generating automobile images and manipulating the
colour and not on improving the quality of images.

1.1 Organization of Paper

The background needed to understand the problem is included in the introduction
section. A few examples of previous works on text to image synthesis and attributes
description are included in the related work section. The methods section describes
the modules used in this work to generate images from a given text description.
Implementation section describes the details of the dataset, GAN model to generate
the image and manipulate the colour of the image. The results achieved are discussed
in the results and discussion section.

2 Related Works

Realistic image synthesis from text is useful and interesting, but artificial intelligence
systems are far from this objective. Effective neural network architectures have been
developed in recent years to learn text representations. Novel deep architecture and
generative adversarial networks are used in translating visual attributes from text,
that is, characters to pixels generating realistic images from the given text input as
described by Reed [1]. This work demonstrates the capability of generative adver-
sarial networks to generate images from text input. The datasets used in this approach
are CUB-birds dataset and the Oxford-102 flowers dataset with five text descriptions
of visual attributes per image.
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The approach presented by Farhadi et al. [2] is to change the objective of image
recognition from labelling to a detailed visual description. The method of providing
a detailed visual description of the objects aids the users to describe the obvious
features along with other unusual features so that the model can learn how new
objects can be recognized with few visual examples.

Generation of images from text is a new interesting happening in the domain of
computer vision as we can design applications that can enable computers to under-
stand images from textual description. GAN-INT-CLS as described by Huang et al.
[3] attempts to generate images from given text input describing the visual attributes.
This approach is similar to CGAN that uses a condition vector and a noise vector but
embeds textual descriptions in place of class labels or attributes.

The multimodal recurrent neural network for generating text descriptions for
an image is described by Mao et al. [4]. According to the probability distribution,
the caption to images is generated. This proposed model consists of RNN for text
description and CNN for images. These two models interact with each other to form
a multimodal recurrent neural network. The model proposed in this work addresses
the challenge of generating text description for images and retrieval of images and
sentences.

Reed et al. [5] propose to overcome the limitations of visual attributes which
describe the visual features. In this approach, the natural language model is trained
from scratch using words without pre-training. Deep structured joint embedding
approach is proposed to embed images and text descriptions describing visual
attributes.

The experiments were conducted on CUB and Oxford-102 datasets. The method
suggested here is to describe the visual attributes by avoiding the background of an
image, species name and to avoid figures of speech.

The translation of the text to image using GAN as proposed by Viswanathan
et al. [6] is used to generate flower images. The dataset used is Oxford-102 flower
dataset with captions per each image. For text encoding, RNN-CNN is used. The
experimental results show that accurate images were generated according to given
text input.

To solve the problem of manipulation of images according to the given text input,
Seonghyeon et al. [7] propose amethod to use natural language tomanipulate images.
To describe the new visual attributes of an image, the approach here is to semantically
change or modify the visual attributes of an object. Text-adaptive generative adver-
sarial networks are used to semantically modify the visual attributes. The experiment
was conducted using CUB dataset and Oxford-102 dataset with birds and flower
images, respectively. The results from this experiment show that accurate images
were generated as per the given text input.
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2.1 Motivation

One of the major problems in the field of artificial intelligence is the synthesis and
manipulation of an image from the given text input. In this current work, the aim is
to generate car images and manipulate the colour of car images. Generative adver-
sarial networks are implemented to generate the images from the given text input.
For training the model, images and the corresponding text descriptions are used.
To manipulate the colour of car images text-adaptive discriminator is implemented
which semantically modifies the attributes to generate the images according to given
text input.

3 Methods

In this work of translating text to image, the GAN model is trained with car images.
It mainly consists of modules such as generator, discriminator and encoder for text
encoding.

3.1 GAN

Goodfellow et al. [8] proposed a novel idea of GAN—generative adversarial
network—which comprises two neural networks: generator and discriminator. The
generator is a neural networkwhich generates an image based on a given text descrip-
tion. Discriminator classifies the generated image as real image or fake image. The
generator creates new images and passes it to discriminator as illustrated in Fig. 1.

Steps involved in GAN:

• The generator takes a random number as input and generates an image.
• The generated image is fed to the discriminator which will be trained with real

images and text description.
• Both real and fake images are the inputs to discriminator which predicts the image

produced by the generator as real or fake.
• The discriminator is trained with real images, hence can provide continuous

feedback on the ground truth of images.
• The generator is in a feedback loop with discriminator.
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Fig. 1 GAN architecture

3.2 Encoding

RNN encoding is used to encode the captions of each image in a manner that can be
understood by the model. For encoding the captions of each image in Char-CNN-
RNN, RNN is a neural network in which the current step takes the output of the
previous step as input. This type of neural network is helpful in certain scenarios
where the previous step should be remembered. For example, to predict the next
word in a sentence, the previous words are required. This problem is solved with
the help of a hidden layer in RNN. The hidden state is an important feature of RNN
which remembers the information.

3.3 Text-Adaptive Generator Adversarial Network

Text-adaptive generative adversarial network is used to generate the images that are
semantically modified while the irrelevant text content will be preserved. Generator
encodes the input image and generates a semantically modified image according to
the given text input. To preserve the text irrelevant content reconstruction loss is
used.

To classify the attributes independently, a word-level local discriminator is created
by text-adaptive discriminator as described in [6]. With the help of this text-adaptive
discriminator, only the region of the image will be modified according to the given
text input. Each sentence-level discriminator is split into word-level discriminator,
and with the help of this feedback is given to generator by discriminator to generate
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Fig. 2 Generated three-line text description

or modify image based on given text input. The text-adaptive discriminator is trained
to identify attributes individually rather than sentence level. The image is classified
as real or fake based on word-level matching.

4 Implementation

The accuracy and effectiveness of CNN-based image processing system depend on
the input dataset used for training and validation of the system. The dataset should
comprise a wide range of different images in order to represent the different classes.
For this current work, we have chosen Kaggle Carvana dataset. This dataset contains
a large number of car images (as .jpg files). Each car has exactly 16 images, each one
taken at different angles. Each car has a unique id and images are named according
to id_01.jpg, id_02.jpg … id_16.jpg. In addition to the images, some basic metadata
about the car makemodel, year and trim are also provided. The next step is to provide
a fine-grained description of visual attributes in text format for each of the image.
The idea is to describe salient visual aspects manually in common language which
provides a flexible and compact way of encoding features.

4.1 Dataset 1

In the first attempt, 6,573 car images are used for training testing. The captions
are generated for each image. Most parts of the caption are generic with unique
keyword per image like the cost of the car, model of car and so on. The generated
text description file sample is illustrated in Fig. 2.

4.2 Dataset 2

Out of 16 images from each model, images with side and front view where the
features of the car are clearly visible such as full car body, logo, headlight and tyre
are selected. Two brands of car, GMC and Honda are chosen from Carvana dataset
which consists of 1,952 images. The images are cropped to remove the background
and these images along with the text descriptions are used to train both generator and
discriminator. For the implementation of GAN to generate car images the model is
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trained with GMC car images and Honda Accord car image as illustrated in Figs. 3
and 4.

The captions for these images are generated using a python script but the colour of
each car ismanually included. This is different from the previous approachwhere one
of the visual features, that is, the colour of the car is included. The text description
contains only the visual attributes. According to the paper [4] figures of speech,
naming the species and description of background should be avoided. The five-line
text description generated is illustrated in Fig. 5.

Fig. 3 Car sample of GMC [4]

Fig. 4 Car sample of Honda [5]

Fig. 5 Detailed five lines of text descriptions
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4.3 Dataset 3

For the interpolation of the colour of car images, the model is trained with 5,802
imageswith corresponding text descriptions. The dataset contains images of different
brands of the car such as Acura, Audi, Buick, Chevrolet, Chrysler, Ford, GMC,
Dodge, Hyundai, Jeep, Lexus, Honda, Mini, Toyota, Mitsubishi and Nissan. For
training the text-adaptive generative adversarial network each image is described in
ten lines. In this approach, a detailed text description is given, which includes more
visual attributes such as the colour of the car, type of car, logo, grille type, rim, spokes
and mirror colour. The sample of the Audi image and text description for an Audi
car is illustrated in Figs. 6 and 7 (Table 1).

Fig. 6 Car dataset sample of Audi [1]

Fig. 7 Text description of Audi car
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Table 1 Dataset summary Dataset Number of images Number of lines in the text
description

Dataset 1 6,573 3 lines

Dataset 2 1,952 5 lines

Dataset 3 5,802 10 lines

5 Results and Discussion

In this experiment, the GAN model is able to generate the images according to the
given text descriptions successfully. The model has been trained with car images
using Carvana dataset and corresponding text description for each image. The major
work in this experiment was to create a text description for each image. The images
and metadata text files are processed to prepare the data for training generative
adversarial network. The pre-processing steps are as follows:

1. The images are loaded and resized to 64 × 64 format.
2. All the text files are loaded, processed and vocabulary file is created.
3. The images and captions are divided into training and testing datasets and are

saved in pickle format.

The conditional generative adversarial network can be trained to process text and
images together and the discriminator is trained to classify pairs as fake or real. The
discriminator observes real images with matching text and synthetic images with
arbitrary text inputs. The model is trained for 600 epochs with a batch size of 115
for each epoch.

In the first attempt, themodel was trainedwithDataset 1 (data collection Sect. 4.1)
where three lines of caption per image are given. The generated output image is shown
in Fig. 8. The image generated is of low resolution as the visual attributes are not
included in the text description of the image. For testing, one-line text input is given
to generate the image.

Fig. 8 Sample image
generated [1]
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Fig. 9 Text description

Fig. 10 Epoch 0

Input—This is the first-tilt-view of brand 0cdf5b5d0ce1 car.
In the second attempt as described by Reed et al. [8], the number of captions was

increased and modified to include a rich visual description of the image in Dataset
2 (data collection Sect. 4.2). During training, the following input was provided for
sample sentences that are used for the generation of images at the end of every epoch.
The sample sentence list takes eight input sentences as illustrated in Fig. 9. For each
of the input sentence, the top eight probable images are extracted from the model.
Hence an 8 × 8 image matrix is saved after each epoch. The figure illustrated in 10
is of 0th epoch which is the first set of images created by a generator using initial
random noise with five lines of caption per image during training.

The output of final epoch as per the given eight lines input is illustrated in Fig. 11.
The following results show the various test run by providing one-line text input

to generate the images.

Input—This red colour Honda Accord sedan has a medium-size body that can
accommodate four people.

The generated output image is illustrated in Fig. 12.

Input—This blue sedan has a triangle-shaped backlight.
The generated output image is illustrated in Fig. 13.

Input—This red SUV is a GMC and has a triangle-shaped backlight.
The generated output image is illustrated in Fig. 14.
The above image generated is not matching the given text input, that is, the inter-

polation of the colour of car images failed. To interpolate the colours, TAGAN is
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Fig. 11 Epoch 600

Fig. 12 Red colour Honda
Accord [1]

Fig. 13 Blue colour Honda
Accord [2]
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Fig. 14 Sample Honda
Accord [3]

implemented and the results are shown in the below section. In the third attempt, the
Dataset 3 (data collection Sect. 4.3) is used for training and testing the text-adaptive
discriminator model to interpolate the colour of car images.

The selected image as shown in Fig. 15 is intended to be edited.
The generated images for the given original image and text are shown below:

Input—car with a white body.
The generated output image is illustrated in Fig. 16.

Input—car with a blue body.

Fig.15 Original image [1]

Fig. 16 White colour car [2]
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Fig. 17 Blue colour car [3].

The generated output image is illustrated in Fig. 17.
The results generated by using 5000 car images of different brands for training

the TAGAN model are illustrated in Fig. 18. These results are generated after 100
epochs.

Fig. 18 Manipulated images
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6 Conclusion

As witnessed in the design and implementation of two approaches for text-directed
generation/editing of the images, it can be concluded that the experiment is successful
in achieving the targeted application feature.

In the beginning, different approaches for achieving the required results were
evaluated, and the generative adversarial network is selected due to its self-validation
of the functionality via discriminator.

TheGANmodel is able to generate images based on the given description success-
fully. The verification of generated images could be done by looking at the progress
of images generated through the successive epochs. The interpolation of the colour
of car images is also achieved using text-adaptive generative adversarial network
which is able to generate the car images of the given colour.

7 Future Work

The images generated from our GAN-CLS experiment are of low resolution. The
advanced alternative approaches for improving the quality of the images have been
analysed. An advanced approach called Stack GAN which has two phases of GAN
to improve the resolution of images and make the images realistic could be used.
The current work can be extended to implement this approach to improve the quality
of images generated by GAN-CLS. In the current TAGAN approach the basic inter-
polation of colours is achieved, and this could be extended to improve fine-grained
interpolation of colours and other visual features. The limitation of this system is
that it accepts the input only in the form of text descriptions; this can be extended in
future to build the system that would accept the input from the user in the form of
speech, that is, the user can give input by speaking to the system.

Compliance with Ethical Standards.
All author states that there is no conflict of interest.
Humans/animals are not involved in this work.
We used our own data.
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Body Mass Index Implications Using
Data Analysis in the Soccer Sports

Akash Dasmondal and P. K. Nizar Banu

Abstract Soccer is considered among the most popular sports in the world among
the last few years. At the same time, it has become a prime target in developing
countries like India and other Asian countries. As science and technology grow,
we can see that sports also grow with science, and hence technology being used to
determine the results sometime or sometimes it is used to grow the overall effect.
This paper presents the attributes and the qualities which are necessary to develop
in a player in order to play for the big-time leagues called Premier League, La Liga,
Serie A, German Leagues and so on. Simple correlation and dependence techniques
have been used in this paper in order to get proper relationship among the attributes.
This paper also examines how the bodymass index plays an effect on the presentation
of soccer players with respect to their speed, increasing speed, work rate, aptitude
moves and stamina. The point is likewise to discover the connection of the above
credits concerning body mass index. As in universal exchange, football clubs can
profit more in the event that they have practical experience in what they have or can
make a similar bit of room to maneuver. In a universe of rare assets, clubs need to
recognize what makes them effective and contribute in like manner.

Keywords Data analysis · Soccer · BMI · Co-relation · Soccer · Sports

1 Introduction

The affection for the professional game across the world is profoundly established
inside the psyches of the individuals of India. With Manchester United, Chelsea
F.C., Arsenal F.C., and Liverpool F.C. as the main establishments in the rundown
of most popular football crews in India, British impact is still in place [1]. With
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the coming of advancement and globalization in the new monetary approach of
2015, the administration of India has concocted various plans to improve each part
of the economy including sports. As, on one hand, India was called a monetary
superpower and quickest developing economy post advancement in 1991; then again,
it confronted extreme Criticism for its disintegrating sports execution until ongoing
Commonwealth Games and Olympics in 2016. For example, India positioned fourth
in the 1956 Olympics in Football and 165th in 2012 [2].

Somewhat, proficient football has turnedout to be simply another part of the corpo-
rate world, and, thus, it has lost a lot of its neighborhood appeal and a considerable
lot of its inalienably geological qualities. In any case, the area still appears to have
a significant influence in present-day football. Undoubtedly, the geographic premise
of this game is generally obvious at an assortment of geographic scales: worldwide,
national and neighborhood, as it is exhibited by the global challenge among nations,
the vocational examples of expert football crews, and fans’ connection to groups in
explicit areas, and so on [3].

Club achievement in games is a relative term. While a few groups are continually
attempting to win the English Premier League, Bundesliga, La Liga and others are
content with simply remaining in the challenge. Before each season begins, sports
specialists investigate potential overachievers and underachievers, considering cash
spent, squad experience, and other quantitative and subjective recognitions. As in
worldwide exchange, football clubs can profit more on the off chance that they work
in what they have or can make a similar bit of leeway. In a universe of rare assets,
clubs need to distinguish what makes them effective and contribute appropriately; in
playing better protectively or potentially upsettingly, in choosing players cautiously,
in utilizing keen administration draws near, and so on.

We should remember that having a similar preferred position does not prompt
achievement, notwithstanding a bounty of assets; additionally, not every person needs
to have some expertise oneway, similarly as rich nations don’t represent considerable
authority in a couple of items. Be that as it may, amateur clubs, as amateur nations,
need to utilize the assets they have [4]. Sports are no more for spoilsports and Indian
guardians are supporting their kids’ yearnings to seek after football as a vocationmore
than ever. Things and market powers around the game are changing and there is a ton
of positive buzz in India around soccer. The Indian football story has recently started
with the cooperation of industry, the appearance of worldwide accepted procedures
andprofessionalization of game.There are detours; however, there is a bound together
assurance to beat these difficulties. This publication titled Indian Football Scenario
displays an outline of market powers and open opinions around the football in the
nationwith devoted sections to activities by national and global pinnacle bodies, other
than vital speculations by corporate from India and abroad, including driving head
alliance clubs [2]. This production is a guide for speculators and global specialists to
turn into the partners in developing Indian football division and exploit in this long
haul improvement process as there are a large number of chances for specialists,
instructive gatherings and enterprises to have a significant and enduring effect on the
eventual fate of Indian football [2].
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Currently, the ascending of overweight and weight is a noteworthy issue of
general wellbeingwhich brings about various sicknesses andwellbeing aggravations.
Different examiners have affirmed that around 6% of the absolute general wellbeing
across worldwide is identified with physical dormancy, overweight and corpulence.
Presently we can see it is becoming a major issue to understand sportsmen’s
life which effects themselves and others in sports by reducing their performace
causing their auxiliary way of life leading to unproductive performance [11]. They
are particularly going into the computerized world as opposed to the ground. So, it
is a typical issue with the present understudy’s life. Anthropometry is a technique
for the appraisal of their physical make-up, for example, body mass index, player
attributes such as speed, sprint, and stamina and ball control. As per the dictionary,
it is the estimation of the size and extents of the human body. Body mass index is
generally the most utilized strategy to check the dietary status in grown-ups. It is
characterized as an individual’s load in kilograms isolated by the square of the indi-
vidual’s stature in meters (kg/m2). As indicated by the World Health Organization
for 20 years of age, grown-ups typical body mass index is 18.5–26, underneath them,
are underweight and over them are overweight and hefty. The body fat.% expansion
is in direct connection to body mass index esteems, particularly among youngsters
and teenagers; in any case, there are sure examinations that have discovered a few
deviations in body piece esteems in that regard [5].

In order to justify the above, things like body mass index analysis and correlation
techniques and the developments of the sports culture in developing countries like
India and other countries at grassroots levels develop into a better level in sports [12].

2 Background

Achievement in football relies upon many interrelated angles—funds, ability choice,
the executives draws near, preparing, and so forth, and keeping in mind that assets
are restricted, groups need to settle on ideal choices about how to allow their assets
to expand their odds of progress: Should they practice and increase a similar bit of
leeway through their cautious or hostile style [4].

Additionally, the examination demonstrates that money-related assets impact the
likelihoodof achievement for “good” clubs,while they are absolutely inconsequential
for base positioning clubs [4]. Thinking about the discoveries of the present exam-
ination, it was inferred that the predominance of overweight in futsal players ought
to be a significant worry for professionals working in this group activity. Moreover,
it was seen that expanded body mass index was identified with diminished scores in
key game-related physical wellness parameters, for example, dashing, bouncing, and
anaerobic power, particularly in youthful futsal players. In thismanner, enhancing the
body mass index ought to be considered as a preparation and sustenance objective so
as to improve sports execution [6]. The speculations that remote elements have made
in Indian football so far are empowering and genuinely necessary. Putting resources
into the eventual fate of the game in India with a reasonable vision and a guide is
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the thing that will drive Indian football forward, ideally helping the nation satisfy
its colossal football potential [8]. From structure quality youth advancement foun-
dations, preparing offices, and arenas, to cooperating with Indian football alliances
and individual I-League clubs for specialized and promoting coordinated efforts,
there are various manners by which expert clubs and other remote elements can help
become the delightful game on the planet’s second-most crowded nation [7].

The Indian Super League was established in 2013 out of a push to make football
a top game in India and to build the degree of Indian football around the world. The
alliance at present highlights eight groups from around India, with four of the main
five urban communities by the populace, spoken to in the class [7]. Not at all like
other football associations from around the globe, the Indian Super League is the
one of only a handful couple of classes to not utilize the advancement and transfer
framework; however, rather it is an establishment framework along the lines of the
Twenty20 cricket alliance, the Indian Premier League, Major League Soccer of the
United States and Canada, and the A-group Australia. Since the debut season, two
groups have been delegated to the bosses of the Indian Super League.

Similarly, as nations can have certain favorable circumstances in global exchange,
football clubs can accomplish a near preferred position including certain parts of
the game, for example, subtleties of guarded and hostile play, and components, for
example, ownership, set-piece scoring, and counter-assault play [9]. Sportswriters
discuss accomplishing upper hand in games; some take a gander at various parts of
the game as a model for making near as opposed to an upper hand. Implicit learning
is a method for making an upper hand in the National Basketball Association. They
found that there is a positive connection between shared group involvement and group
execution, showing that playing together for a while can make a preferred position
for clubs. One of the primary investigations around there was that those nations
may represent considerable authority in games the way they have some expertise
in worldwide exchange, by making a near bit of leeway in a particular game. Also,
these creators utilized the idea of an uncovered similar bit of latitude to look at the
Olympic Games, examining both specializations in games and the idea and found
that high-pay nations practice less [4].

Football is a major business; we just need to take a gander at the wages of the
top players to see the sum of cash in the game. Football is likewise a fascinating
point for financial specialists since it excites feelings and interests that regularly
don’t fit into perfect monetary models. Football is one of the most mainstream sports
with an extraordinary onlooker base all through the world [10]. In the United States,
be that as it may, in spite of the expanding prevalence of football as a game to
play among youth, the observer base is still a long way behind that of different
games, for example, American football, and baseball. Subsequently, Major League
Soccer (MLS) is yet considered as a second-level game alliance. In any case, MLS
has been attempting to extend its observer base through different promoting means,
for example, supporting numerous grassroots competitions across the country to
spike enthusiasm for the group among football members. In any case, a financial
condition that the USA is confronting may bewilder proficient football participation.
The development in the prevalence of English football has been founded on the
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capacity of the Premier League, and the Clubs need to understand the estimation
of the football rivalry. Every one of the primary income streams, counting ticket
deals, stock, sponsorship, promoting and extra employments of the arena, just as the
clearance of communicating rights, gain from a solid group rivalry that arrives at a
wide crowd [3].

3 Dataset Description

The purpose of this paper is to make use of player qualities and player movement.
Considering the contrasting destinations of every one of these two views such as
BMI and the other attributes necessary for the players to perform at the best level,
there is a necessity for two, as portrayed underneath.

1. A CSV record involves player properties, which incorporates player stature and
weight. Going ahead, the report will allude to this document as Player Attribute
Dataset. This dataset is constrained to one year of player information and will
help make a model perform a prescient arrangement.

• This dataset contains various features (characteristics) and 18,147 records
(players).

• This dataset is sourced from Kaggle Repository and also with respect to the
Franchise EA Sports Game called FIFA.

4 Methodology

4.1 Data Preprocessing

It is a significant advance in the informationmining process. The expression “trash in,
trash out” is especially pertinent to information mining and AI ventures. Information
gathering techniques are frequently inexactly controlled, coming about in out-of-
run esteems; unimaginable information mixes missing qualities, and so on. Breaking
down information that has not been painstakingly screened for such issues can deliver
misdirecting results. In this manner, the portrayal and nature of information are most
important before running an examination. Frequently, information preprocessing is
the most significant period of an AI venture, particularly in computational science.

Information arrangement and separating steps can take a lot of preparation time.
Information preprocessing incorporates cleaning, instance choice, standardization,
change, include extraction, and choice, and so forth. The result of information prepro-
cessing is the last preparing set. Information pre-preparing may influence how the
results of the last information handling can be translated. This perspective ought to
be deliberately viewed as when the translation of the outcomes is a key point, such as
in the multivariate handling of precious information. In the dataset, we have heights
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Table 1 Classification of
BMI

BMI Classifications

<18.5 Underweight

18.5–25 Normal

25–30 Overweight

>30 Obese

Table 2 BMI distribution of 18,147 players

BMI 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 34

No. of
players

2 7 67 304 1324 2789 5021 4942 2505 908 212 47 12 5 1 1

and weight in inches and feet and weights in kg so to convert it into cm and kg to
find the BMI.

5 Results and Discussion

5.1 BMI Classifications

See Table 1.
Table 2 also tells how many players have been distributed in the respective BMI

from the lowest to the highest value.
Table 1 classifies the BMI distribution according to world standard which is an

important attribute for our discussion.

5.2 BMI and Player Positions of 18,147 Players

Table 3 shows the position distribution in each position of football players. It shows
the lowest BMI in each position and also the highest BMI. The mean values show
that all the players are normal and fit.

6 Bar Chart of BMI

Fig. 1 shows the overall BMI distribution of the 18,000 players. It is also showing
that how the BMI is distributed among the players and that majority of the players
are fit and the most common BMI is 22 and 23, which shows that they are normal.
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Table 3 BMI distribution according to the position

Position Playing sub position No. of counts Mean of BMI Min Max

Goalkeeper Goalkeeper (GK) 2025 22.63 16.00 29.00

Defense position Wing-backs (LB, RB, LWB,
RWB)

2778 22.35 17.00 28.00

Central defenders (CB, RCB,
LCB)

3088 22.48 16.00 29.00

Midfield Defensive midfielder (CDM,
RDM, LDM)

1439 22.40 18.00 27.00

Midfielder (CM, RCM, LCM,
RAM, LAM, CAM)

3180 22.19 18.00 28.00

Forward Forward (ST, CF, RF, LF, LS,
RS)

2667 22.56 17.00 34.00

Fig. 1 Distribution of BMI
using bar chart

There are other players also which are having BMI other than the mentioned one;
they are also overweight as well as obese and underweight also.

Goalkeeper: Fig. 2 shows that majority of the BMI is normal, and none of the
players are obese; only handful of players are underweight and overweight.

Center Back: Fig. 3 shows that almost all the players are fit and normal with
their BMI and the fact is only little number of players are having the BMI in the
overweight category.

Wing-Backs: In Fig. 4 we can see that majority of players have BMI as 22–23 but
few numbers can be seen that with more than that also though they are wingbacks,
they are fit as players.

DefensiveMidfield: From the Fig. 5we can see that in defensivemidfieldwe often
see that in this we can see that BMI is divided in all the category of classification.
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Fig. 2 Goalkeeper

Fig. 3 Center back

Fig. 4 Wing-back

Fig. 5 Defensive midfield
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The highest BMI is 23 and also the lowest being observed is 18 and 27 with least
count.

CentralMidfield: From Fig. 6 in the case of central midfield it has been observed
that the BMI is distributed in every aspect of classification and also the fact that none
of the players are obese and the highest count with the BMI in midfield is 22 and
lowest is 28.

Attacking Midfield: Fig. 7 shows the BMI distribution of attacking midfielder.
We can see that there is a neck-to-neck competition in the BMI number (22–23) and
most of the players have BMI in this category and few are in the underweight and
overweight category.

Fig. 6 Central midfield

Fig. 7 Attacking midfield
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Fig. 8 Winger

Fig. 9 Strikers

Wingers: From Fig. 8 we can conclude that in football wingers are known as
game changers and it has been seen that 22 is the highest BMI in the distribution,
but many of the players are having BMI with overweight as per the classification.

Strikers: From the Fig. 9 we can see that the strikers are classified into the lowest
to the highest BMI of 17–34 but the majority are in 23 or 22 and others were below
than that, which shows there are few strikers who are obese but they proved to be
good strikers.

7 Inferences of the Above Graphs

From the above graphs, we can observe how the distribution of the BMI is shown
position-wise in a football, and maximum and minimum count of the BMI is also
given over there. This shows that how BMI is the crucial factor in this kind analysis
and the most common BMI is 22–23 but there are players who have more BMI as
compared to these two.
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These results can be used by the academies or the grassroots-level schools where
these sports are considered as the development of sports and are targeted as the
important aspect which will lead to developing players with respect to BMI and
other qualities which are necessary for the development of the sports and also to the
future of sports.

8 Attributes Necessary for a Player to Play in a Particular
Position

Forward Position: From Table 4 the forward position is the top attribute which is
required by a striker to play at best level. This positioning is the most important for
them and finishing.

Table 4 Forward position S. No. Player attributes Correlation values

1 Positioning 0.909207

2 Finishing 0.902016

3 Ball control 0.901148

4 Shot power 0.874362

5 Reactions 0.869161

6 Composures 0.831669

7 Volleys 0.830210

8 Short passing 0.820211

9 Dribbling 0.804175

10 Long shots 0.794537

Table 5 Attacking wingers S. No. Player attributes Correlation values

1 Ball control 0.917393

2 Dribbling 0.901025

3 Short passing 0.876960

4 Reactions 0.867029

5 Positioning 0.847970

6 Composure 0.826851

7 Vision 0.821689

8 Long shots 0.777837

9 Crossing 0.772218

10 Curve 0.726345
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Table 6 Attacking midfielder S. No. Player attributes Correlation values

1 Ball control 0.920842

2 Dribbling 0.872275

3 Vision 0.865493

4 Positioning 0.860432

5 Short passing 0.854687

6 Reactions 0.853099

7 Long shots 0.815866

8 Finishing 0.804176

9 Composure 0.792721

10 Crossing 0.791225

Attacking Wingers: Table 5 says that the wingers who are termed as magician
need these attributes to develop themselves. In order to become a good player to play
at wing position ball control and dribbling should be at the top level and rest depends
on the top attributes.

Attacking Midfielder: Table 6demonstrates that the players who want to play at
the attacking midfielder just behind the striker need to develop these attributes which
are important for them in order to develop themselves, like ball control vision and
positioning which are very much important in this position.

Central Midfielder: In Table 7 the attributes of central midfielder are presented.
The most important attribute is ball control. If the player has that then other attributes
can be developed easily with that. Long passing and short passing are the essential
ones in this position.

Defensive Midfielder: Table 8 shows that the defensive midfield is an important
position and the key attribute is short pass because they have to play with defense

Table 7 Central midfielder S. No. Player attributes Correlation values

1 Ball control 0.919851

2 Short passing 0.900168

3 Long passing 0.873657

4 Reaction 0.870867

5 Vision 0.868832

6 Dribbling 0.839227

7 Composure 0.823537

8 Long shots 0.779927

9 Crossing 0.745074

10 Positioning 0.743965
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Table 8 Defensive
midfielder

S. No. Player attributes Correlation values

1 Short passing 0.854465

2 Reactions 0.852749

3 Long passing 0.834873

4 Ball control 0.833840

5 Composure 0.810332

6 Interceptions 0.805374

7 Standing tackle 0.769761

8 Vision 0.712175

9 Marking 0.693849

10 Dribbling 0.663375

as well as center midfield and wingers. One has to master the short pass attribute in
order to develop the others.

Wing-Backs: Table 9 proves that in wing-backs short passing crossing is neces-
sary because they play on either side of flanks of the pitch, so they support thewingers
and also the defense. Tackling is also important as they are defenders.

Center Backs: FromTable 10we can say that central back are the heart of defense
line, so in order to protect that line they need to be good in judging the game and
also tackling is mandatory for them; marking and all other attributes are add-on for
them.

Goal Keeper: Table 11 is about playing in goal keeper position. It requires that
only a few attributes are important for being a keeper; in that reflexes are important as
they have to dive as required and also reaction is important, but all these are important
ones to pursue the role of being a keeper.

Table 9 Wing-back S. No. Player attributes Correlation values

1 Short passing 0.885130

2 Crossing 0.878275

3 Reactions 0.876291

4 Ball control 0.876159

5 Marking 0.839429

6 Composure 0.814242

7 Standing tackle 0.808585

8 Sliding tackle 0.800808

9 Interceptions 0.797898

10 Dribbling 0.788264
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Table 10 Center back S. No. Player attributes Correlation values

1 Standing tackle 0.909005

2 Interceptions 0.901862

3 Marking 0.872058

4 Sliding tackle 0.871751

5 Reactions 0.861155

6 Heading accuracy 0.832236

7 Composure 0.799573

8 Aggression 0.729125

9 Short passing 0.724332

10 Ball control 0.703714

Table 11 Goalkeeper S. No. Player attributes Correlation values

1 GK reflexes 0.941000

2 GK diving 0.937871

3 GK positioning 0.935355

4 GK handling 0.918714

5 Reactions 0.857489

6 GK kicking 0.774512

7 Composure 0.547686

9 Inference of the Above Tables

The above table shows that the attributes which are the topmost and high priority
which a player has to focus in order to develop themselves into a better player in-
game and these attributes are defined with respect to BMI which has been discussed
earlier; and also the attributes play a necessary role and development becomes more
effective if they focus on these attributes. The developmentwill be at the optimumand
effective level if many aspects can be improved, such as performance opportunities
quality and at last achievements.

10 Conclusions

The purpose of this analysis is how the body mass index is distributed among world-
class players and how the attributes are important in specifying the roles of a player
who played the position. The body mass index distribution is classified position-
wise to show which BMI is most suitable to a player in the world of football. It
is also observed that some players also have BMI which is overweight as well as
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underweight, but they are fit as players, but majority of the professional players are
fit and have normal BMI.

The graphical patterns of the BMI show a lot of information that is required.
It portrays the importance of the BMI value and additional attributes are found to
develop along with BMI to saturate the effectiveness of BMI. Then we have the
dependence value as correlation values which can be used in order to see which
attributes are necessary for a player to master the position. Not all attributes are
important, but few are the most important attributes, but if these few of them are
developed then rest can be developed using these attributes.

Even though these attributes can be deployed at the grassroots level of football, in
order to develop the players from the root level so that in future they become the good
players and technically strong players, the proper nurture of the players at the early
age will be an additional asset to the future players, which will be more advanced and
opportunistic These results can be used in areas or nations where the sports is under
development or in good future-like countries such as India where these approaches
can be taken in the form of trial and error method to test in order to get better results
of these sports. Thus, data analysis can be used in sports in order to find the hidden
areas, and also these areas can be explored using analysis techniques to get proper
detailed results to the development of the sports to contribute to the future of Indian
sports.
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Biogeography-Based Optimization
Technique for Optimal Design of IIR
Low-Pass Filter and Its FPGA
Implementation

K. Susmitha, V. Karthik, S. K. Saha, and R. Kar

Abstract A bio-inspired meta-heuristic biogeography-based optimization (BBO)
algorithm, which imitates the migration and mutation processes of different species
according to the habitat features, is used in this paper in order to get the optimal
coefficients of an infinite impulse response (IIR) low-passfilter (LPF) of order 8.BBO
mainly depends on the immigration rate (IR) and emigration rate (ER), throughwhich
the searching efficiency is enhanced. The simulation results have shown a better
performance in terms of stopband attenuation, transition width, passband ripples
(PBR), and stopband ripples (SBR). The optimized coefficients are utilized for the
implementation of the IIR filter in the Verilog hardware description language (HDL)
with the field-programmable gate array (FPGA).

Keywords BBO · Frequency response · Convergence · LPF · Magnitude
response · Error fitness function · IIR filter · FPGA · Verilog HDL

1 Introduction

As the advancements are occurring in science and technology, the demand for signal
processing is increasing enormously, which leads to the huge requirement of the
filters. Signal processing involves in the assaying of the signals along with the reduc-
tion of noise in the raw signals. Generally, the principle of filtering is to exempt the
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unnecessary components of the signal and allowing the desired part of the signal to
pass. Depending on the physical structure and components used, filters are sorted as
analog filters and digital filters. The electrical components like capacitor, inductor,
and op-amp are utilized in the construction of the analog filters. The main draw-
back of the utilization of these components is they tend to high tolerance sensitivity,
less accurate, liable to thermal drift, and large physical size. Obversely, digital filter
accomplishes computational operations on a sampled, discrete-time signal to attain
the desired features by utilizing the specifically designed digital signal processor
(DSP) [1].

Digital filters are categorized into two types, namely: finite impulse response
(FIR) and infinite impulse response (IIR) filters. FIR filter is non-recursive in nature
due to the output is determined only from the present and past input values; on the
other hand, IIR filter is recursive in nature as its output not only is determined from
the former inputs but also from the former outputs; because of this, a huge memory
is required in comparison with FIR filter [2]. As the size of memory is small in the
FIR filter, its realization is simpler compared to the IIR filter. Obversely, IIR filter
meets the certain specified features such as sharp transition width, high stopband
attenuation, small PBR, and SBR. These specifications are ensured to be met for
the IIR filter with the least order of the filter compared with FIR filter; as a result
of this, appropriately designed IIR filter gives the frequency response (FR) near to
the ideal value. Digital filters are utilized in various biomedical applications, namely
in the medical equipment such as electrocardiogram by using differentiator-based
preprocessor [3].

In order to attain the desired characteristics from the filter, optimization tech-
niques are employed. Optimized design of the filters has better performances and are
accepted in most of the fields of science and technology. For designing the digital
filters, several constraints are to be followed to satisfy the desired design criteria:

• Filter order has to be minimum for the prescribed application;
• Enhancement in the computational speed of the filter;
• Stable filter.

There are several optimization techniques present in order to optimize the given
problem; the heuristic search techniques are reported in the literature: Artificial
bee colony algorithm [4], seeker optimization algorithm [5], genetic algorithm [6],
harmony search [7], particle swarm optimization [8], gravitational search algorithm
[9], and differential evolution [10]. In this paper, the filter coefficients are optimized
by the BBO [11–14] which has a faster convergence to the optimal solution.

FPGA implementation of IIR filter is done by using the Verilog description, ISE
design suite 14.6 is the platform utilized for this [15]. The optimized and truncated
coefficients are given to the filter and the input of the filter is taken as a unit impulse
signal.

This paper consists of five sections: Sect. 2 presents the problem definition of the
LPF, Sect. 3 describes the optimization technique employed, Sect. 4 is of two parts;
the first part deals with the optimizing the coefficients of IIR LPF and the second part
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deals with the FPGA implementation of the IIR LPF. Finally, Sect. 5 is the conclusion
of the proposed work.

2 LPF Problem Definition

In this paper, an IIR LPF is designed with BBO technique. The difference equation
IIR filter [2] is presented in (1):

y(k) +
m∑

i=1

ai y(k − i) =
n∑

i=0

bi x(k − i) (1)

where x(k) and y(k) are the input and output, respectively; n(≤m) is the order of the
filter; ai is the denominator coefficient; and bi is the numerator coefficient.

Transfer function (TF) of the IIR filter is stated by the following equation:

H(z) =
∑n

i=0 bi z
−i

1 + ∑m
i=1 ai z

−i
(2)

The FR of the IIR filter is given (2) assuming z = e jω:

H(e jω) =
∑n

i=0 bie
−i jω

1 + ∑m
i=1 aie

−i jω
(3)

where ω ∈ (0, π) in radians.
In this optimization problem, the objective function, J(ω) is defined in (4). The

error fitness value of each search agent is calculated on the basis of magnitude
response deviation from its practical response which includes the PBR (δp), SBR
(δs), and transition width of the designed filter, |Hd(ω)|.

J (ω) =
∑

ω

abs
[
abs(|Hd(ω)| − 1) − δp

] +
∑

ω

abs[(|Hd(ω)|) − δs] (4)

The first part and second part of (4), gives the error contribution in J (ω) for pass
band and stopband regions, respectively.

3 Biogeography-Based Optimization Algorithm

BBO technique which mimics the distribution of species in nature is utilized in
this paper to solve the optimization problem. The candidate solution (CS) which
is an integral part of BBO has to be improvised with the EFF. The combination
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of the current population and newly obtained CS gives the optimal solution to a
problem. Each habitat has a particular Habitat Suitability Index (HSI) on which the
performance of a CS is dependent on high HSI refers to the better solution. The set
of decision variables for an objective function is referred to here as suitability index
variables (SIVs). SIVs are randomly initialized by using migration and mutations
of the same SIVs. μ gives the apportioned probability of a solution features with
remaining solutions and λ gives the acceptance probability of a solution from other
solutions, are calculated by the following equations.

p(∞) = μ j∑np
i=1 μi

; p(∞)is the emigration probability; (5)

immigration probability λ j = 1− μ j. (6)

where i gives the array and j denotes the element in the ith array. Mutation (M) is
a probabilistic operator that randomly modifies habitat SIVs based on the habitats
probability of existence is initialized in the range of [0, 1].

The flow chart of the BBO algorithm for getting the optimal set of coefficients is
presented in Fig. 1.

4 Simulation Results and Analysis

4.1 Optimization of IIR LPF Coefficients

In this paper, the IIR filter of order 8 is optimally designed by using BBO in the
MATLAB platform. BBO algorithm is run in MATLAB 2017a version, 2.30 GHz
on Intel CORE i3 processor with 8-GB RAM.

Here, the study of IIR LPF of order 8 with an equal number of feedback coef-
ficients and feedforward coefficients is simulated. These coefficients are optimized
by using the BBO technique. The FR of the LPF is plotted by taking those optimal
set of coefficients. The design parameters of the LPF are shown in Table 1. For
the calculation of the fitness value of any candidate solution, 512 sample points are
considered.

The optimal set of coefficients obtained by the BBO technique is tabulated in
Table 2 and these coefficients are utilized for the implementation of the digital IIR
LPF.

With the help of optimized coefficients, magnitude response plot in dB and
normalized magnitude response plot are shown in Figs. 2 and 3, respectively.

From these plots, different qualitative parameters are calculated and presented in
Table 3.

Figure 4 represents the convergence plot, i.e., error fitness value versus iteration
cycles plot of the IIR LPF of order 8.
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Initialize BBO parameters and random set of habitats.

Calculate HSI (fitness) for each habitat by (4)

Select habitat depending on µ and λ and mutate the SIVs

Replace worst habitat (low µ and high λ) with better
habitat (high µ and low λ)

Is termination criteria reached? 

Update µ, λ of each habitat by equations (5), (6), respectively and 
M randomly.

Yes

Stop

No

Sort and display best habitat.

Start

Fig. 1 Flow chart representing the BBO

Table 1 Design parameters Design parameters Values

Number of habitats 25

Maximum iteration cycle 500

M 0.1

σ 0.1

δs 0.001

δp 0.01

ωp 0.35

ωs 0.45

4.2 FPGA Implementation of IIR LPF

The IIR filter is realized by the Verilog coding and FPGA implementation is done.
The hardware components used for the FPGA implementation of the IIR filter of
order 8 are tabulated below in Table 4.
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Table 2 Optimally obtained
coefficients by BBO

Feedforward coefficients (bk) Feedback coefficients (ak)

b0 = 0.0391 b1 =
0.1254
b2 = 0.2673 b3 =
0.3799
b4 = 0.4195 b5 =
0.3494
b6 = 0.2190 b7 =
0.0931
b8 = 0.0212

a0 = 1.1190 a1 =
–1.0223
a2 = 2 a3 =
–1.2563
a4 = 1.8066 a5 =
–1.3935
a6 = 0.8584 a7 =
–0.1911
a8 = –0.0269

Fig. 2 Magnitude response (dB) plot of IIR LPF of order 8 designed by BBO algorithm

The optimal coefficients obtained are converted into the binary form. Figure 5
represents the simulation response of the Verilog HDL obtained by the coefficients
through the optimization technique, this response is the general digital response of the
filter considered. The response obtained is mathematically equated to the difference
equation of the IIR filter. This simulation is done in the Verilog description and
implemented in Spartan 3E FPGA. The ASIC implementation of the digital IIR filter
can be done through the Verilog HDL realization.
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Fig. 3 Normalized magnitude response plot of IIR LPF of order 8 designed by BBO

Table 3 Analyzed data of
designed IIR LPF of order 8
by BBO

Parameters of the filter obtained Obtained values

Maximum stopband attenuation(dB) −40.94

Maximum passband ripple 0.058

Maximum stopband ripple 0.008972

Average of stopband ripples 0.004703

Transition width 0.111

Fig. 4 Converging profile of IIR LPF of order 8 for BBO technique
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Table 4 Number of
Hardware components
utilized for IIR filter of order
8

Components utilized Count

Number of slice flip flops 505

Number of input–output blocks 578

Number of global clocks 1

Fig. 5 Simulation response of the optimized coefficients for LPF IIR

5 Conclusion

In this paper, IIR LPF is designed by using the BBO technique which follows the
mutation and migration processes of different species depending on HSI. BBO uses
the random search method to find an optimal solution and improvises the CS after
each iteration and converges to an optimal solution. The coefficients obtained by the
BBO algorithm are used to design the IIR LPF. This algorithm attains the optimal
solution in a reasonable number of iterations. FPGA implementation of the IIR LPF
is realized in the Verilog HDL and the optimal coefficients are utilized for the filter
design as well as for reporting the binary response.
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Invasive Weed Optimization-Based
Optimally Designed High-Pass IIR Filter
and Its FPGA Implementation

V. Karthik, K. Susmitha, S. K. Saha, and R. Kar

Abstract Ameta-heuristic algorithm named as InvasiveWeed Optimization (IWO)
approach is considered in this paper for the design of infinite impulse response
(IIR) high-pass filter (HPF) of order 8. This particular optimization technique is
inspired by nature and it mainly depends on the colonizing characteristic feature of
weeds. Unlike other optimization techniques, IWO converges fastly to the optimal
solution and results in accurate solution parameters such as stopband attenuation,
transition width, passband ripples (PBR), and stopband ripples (SBR). The optimally
obtained coefficients are employed in the design of IIR HPF of order 8 which is
realized in the Verilog hardware description language (HDL) and thus dumped on
the field-programmable gate array (FPGA).

Keywords IWO · IIR filter · HPF · FPGA · Convergence · Magnitude response ·
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1 Introduction

Nowadays in thefields of science and engineering, there is a requirement for signals to
be analyzed, synthesized, encoded, decoded, enhanced, and transported. The branch
of science that takes care of these is termed as signal processing. Due to the advance-
ment in the field of circuit integration technology and rapid increment in the compu-
tational power of systems, signal processing applications are enhanced and employed
in many areas of science and technology [1]. The filtering process involves in the
manipulation by changing, reorganizing, or converting the spectrum of the signal.
The basic principle involved in the filter is it operates on the frequency domain
termination and passage of frequencies, i.e., it allows to pass the specific band of
frequency and blocks the others. This particular frequency at which the blocking of
the frequencies occurs is termed as the cutoff frequency. This process of discrimi-
nating the frequencies has the prime importance because there may occur the mixing
of unwanted signals, usually noise with the information-carrying signal. Noise either
may be naturally created or by human beings, in terms of frequency characteristics,
signals are mainly affected by thermal noise, flicker noise, avalanche noise, etc.

Filters canbedesignedby the signalwhich is continuous in timegiven as inputwith
the analog components such as resistor, inductor, capacitor, operational amplifiers;
these types are termed as analog filters. Whereas digital filters are employed to
perform computational operations on a discrete-time signal to acquire the aimed
characteristics. Analog filters have been replaced by digital filters due to extended
applications and enhanced efficiency. While compared with the analog filters, the
physical size of digital filters is minimized, highly accurate, reliable, and exempt to
changes occur in environment.

Infinite impulse response (IIR) and finite impulse response (FIR) are the two types
of filters. In terms of design particulars such as cutoff frequencies, stopband attenua-
tion, PBR, SBR, and filter order, IIR filter is more reliable compared to FIR filter. As
the order of the filter design decreases considerably in IIR filters, delay elements and
multipliers required will be very less and also the computational time required will
be less during hardware implementation and software realization, respectively. IIR
filter is recursive in nature, its yield relies on the past input and output. But FIR filter
yield relies explicitly on the past input values; hence, it is non-recursive in nature
[2]. Filters are the main components in various biomedical applications such as in
electrocardiogram (ECG) [3].

Gradient-based (GB) iterative search algorithms are usually employed in mini-
mizing the error between the desired response of the filter to the predicted response
of the filter. But the GB iterative search algorithms cannot outperform convergence
to the global minimumwhen the error is multimodel. Hence, evolutionary algorithms
are utilized for optimizing problems. Various heuristic search techniques are reported
in the literature, particle swarm optimization [4–7], genetic algorithm [8], gravita-
tional search algorithm [9, 10], seeker optimization algorithm [11], and BAT algo-
rithm [12], etc. In this paper, an optimizing algorithm named IWO which is inspired
from the growth of the weeds in nature was developed by Mehrabian et al. [13],
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various researches are undergone in this particular optimization technique [14–16],
is employed in order to optimize the filter coefficients.

FPGA implementation of the filter is done by realizing the IIR filter in the Verilog
HDL [17]. The coefficients obtained from the optimization technique are considered
and the unit impulse signal is considered as input. The simulated output response
of the filter in binary form is reported. ISE Design Suite 14.6 is utilized for the
implementation and Vertex 5 is the FPGA used.

This paper consists of five sections, Sect. 2 briefly illustrates the problem defi-
nition for the HPF design. Section 3 discusses the IWO algorithm for optimizing
the filter coefficients. Section 4 presents the results and simulation part in which the
first part consists of optimizing the filter coefficients and the second part is FPGA
implementation of the designed IIR HPF. Finally, Sect. 5 concludes the proposed
work.

2 HPF Design Problem Definition

In this paper, IIR HPF is designed by utilizing IWO. The input–output dependency
of the IIR filter [2] can be given in (1):

y(p) +
n∑

k=1

ak y(p − k) =
m∑

k=0

bkx(p − k) (1)

where x(p) is the filter input; y(p) is the filter output; n(≥m) represents the order of
filter; ak is the denominator coefficient, and bk is the numerator coefficient.

H(z) =
∑m

k=0 bkz
−k

1 + ∑n
k=1 akz

−k
(2)

H(z) is the transfer function (TF) of the IIR filter. The frequency response of the
IIR filter with the assumption z = ej� is given in (3):

H(e j�) =
∑m

k=0 bke
− jk�

1 + ∑n
k=1 ake

− jk�
(3)

where � ∈ (0, π ) in radians.
In this paper, the objective function, J(ω) is defined in (4) is employed. The EF

value of each search agent is calculated on the basis of magnitude response deviation
from its practical response which includes the PBR (δp), SBR (δs), and transition
width of the designed filter, |Hd(ω)|.

J (ω) =
∑

ω

abs[abs(|Hd(ω)|) − δs] +
∑

ω

abs
[
abs(|Hd(ω)| − 1) − δp

]
(4)



242 V. Karthik et al.

The EF function which is mentioned in (4) is the generalized EF function that is
to be optimized by IWO algorithm. The first part and the second part of (4) give the
error contribution in J (ω) for stopband and passband regions, respectively.

3 IWO Algorithm

In this paper, IWO technique, an efficient numerical stochastic optimization algo-
rithm inspired by the colonizing characteristic feature ofweeds [14–16], is employed.
Generally, weeds are plants whose growth leads to a serious threat to the desirable
plants. The main inspiring features for utilizing the IWO as the optimizing problem
are fast growth, fast reproduction, and distribution, robustness, and adaption to the
change in the environment. Initialization—random generation of the population,
reproduction—based on fitness values of the plants they are allowed to reproduce
seeds, spatial distribution—generated seeds are distributed over search space, with
zero mean and the standard deviation (σ ) decreases linearly from initial SD (σ initial)
to final SD (σ final) such that the seeds are abode to the parent plant, SD of iterations
are calculated by the equation given in (5).

σiteration = (iterationmax − iteration)n

(iterationmax)
n ∗ (σinitial − σfinal) + σfinal (5)

where σ iteration is the SD at the present step; n is non-linear modulation index and
finally, exclusion of the seeds—based on fitness values the plants are terminated [14].
The flow chart of IWO to get the optimal set of coefficients is presented in Fig. 1.

4 Simulation Results and Analysis

4.1 Optimization of IIR HPF Coefficients

The IWO-based optimally designed filter coefficients are obtained after 500 itera-
tions with the sampling rate of 512. This algorithm is executed on MATLAB 2017a
version platform on Intel CORE i3 processor, 2.30GHzwith 8-GBRAM. The design
parameters are given in Table 1.

In Table 2, optimized coefficients approximated to 5 decimal points of IIR filter of
order 8 are presented, by taking these optimal coefficients the FR of HPF are plotted.

With these optimized coefficients, magnitude response plot in dB and normalized
magnitude response plot are shown in Figs. 2, 3, respectively.

Through these plots, different qualitative parameters are calculated and presented
in Table 3.
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Stop

Yes

Start

Weed = colony

Randomly generate initial population

Calculate fitness values by (4), based on fitness values
the plants are allowed to reproduce seeds

Generated seeds are distributed over solution space, by (5), such that the 
seeds move towards the parent plant.

Include all the 
seeds in colony

Eliminate weeds 
with low fitness

YesNo

Is total number of iterations = Maximum iterations?No

Total plant count > maxi-
mum number of plants?

Yes

Fig. 1 IWO flow chart

Table 1 Design parameters Design parameters Values

Population size 25

Maximum iteration cycle 500

σ initial 0.5

σ final 0.001

n(exponent) 2

δs 0.001

δp 0.01

ωp 0.35

ωs 0.45

Table 2 Optimally obtained
coefficients by IWO

Numerator coefficients (bk) Denominator coefficients (ak)

b0 = 0.19633 b1 = 0.08928
b2 = –0.82695 b3 = 0.17072
b4 = 1.74854 b5 = –2
b6 = 0.25928 b7 = 0.73328
b8 = –0.33229

a0 = 0.37694 a1 = 0.60153
a2 = 0.91623 a3 = 1.87253
a4 = 1.51975 a5 = –1.45639
a6 = 1.70410 a7 = 0.17844
a8 = –1.25148
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Fig. 2 Magnitude response
(dB) plot of IIR HPF of
order 8 designed by IWO
algorithm

Fig. 3 Normalized
magnitude response plot of
IIR HPF of order 8 designed
by IWO

Table 3 Analyzed data of
IIR HPF of order 8

Parameters of the filter obtained Obtained values

Maximum stopband attenuation(dB) −34.27

Maximum passband ripple 0.057

Maximum stopband ripple 0.01938

Average of stopband ripples 0.011384

Transition width 0.0975
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Fig. 4 Converging profile of IIR HPF of order 8 for IWO technique

Figure 4 represents the convergence curve of order 8 of IIR HPF plotted between
the EF versus iteration cycles.

4.2 FPGA Implementation of IIR Filter

The hardware components utilized for the design of order 8 IIR filter when
implemented in Vertex 5 FPGA are presented in Table 4.

The optimal set of coefficients of Table 2 is truncated and the binary response is
plotted in Fig. 5 for the unit impulse input signal. The binary response of the IIR HPF
is equaled to the general HPF output calculated mathematically. Hence, digital filter
is realized in the Verilog HDL and FPGA through this ASIC design of the digital
filter can be implemented.

Table 4 Hardware utilization
of IIR filter of order 8

Components utilized Count

Number of slice flip flops 505

Number of input output blocks 578

Number of global clocks 1
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Fig. 5 Binary form representation of the output obtained of IIR HPF through IWO

5 Conclusion

In this paper, IIR HPF is designed using a weed colonization-based meta-heuristic
algorithm known as IWO. The robustness and randomness properties of weed colo-
nization are used for better exploration and exploitation to find a better solution in
the given search space. The obtained result is effective in terms of various desired
parameters namely, stopband attenuation, PBR, SBR, and better control over transi-
tion width. IWO converges to the better optimal solution in the acceptable execution
time and attains the least values of EF function with a reasonable number of iter-
ations. The output response IIR HPF which is realized in the Verilog HDL, the
optimal coefficients are utilized for the IIR HPF design, and also the binary response
is reported.
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Identification of Online Auction Bidding
Robots Using Machine Learning

Pooja Maan and R. Eswari

Abstract The aim of this project is to identify the bidding robots using machine
learning, which bids in an online auction. Bidding robot is basically an application
which helps to place a bid or click automatically on a website. So, this project will
help the site owners to prevent unfair auction by easily flag the robots and remove
them from their sites. The major steps are feature extraction, feature selection, model
implementation, and classification. Feature engineering is done which includes fea-
ture extraction, dropping unnecessary features, and selecting necessary features. Var-
ious machine learning classification models are applied with new features to classify
human and robot online auction bids and the best performance achieved is ROC score
0.954 using Random Forest.

Keywords Bids · Robots ·Machine learning · Classification · Feature engineering

1 Introduction

Online auctions are the auctions which held on the Internet. The Internet has pushed
the scope and range of these auctions to a point beyond what the original suppliers
had expected. This is mainly due to the breakdown and removal of the physical
limitations of traditional auctions such as geographical location, appearance, time,
and a specific target audience. The largest online auction site is eBay, the first to
facilitate transactions between individuals.WebStore, OnlineAuction, andOverstock
are other common examples of online auction sites.

But these online auctions and bidding sites are becoming increasingly populated
by auction snipers or online bots which are controlled by software. Auction bot [1]
manipulation prevents actual human bidders from winning auctions and also enables
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sellers to use bots to bid the item to hike prices, making it almost impossible for real
users to buy listed items at a reasonable price. This leads to unsatisfied bidders. For
good customer base and better customer experience, classification is required in real
time to eliminate the false bidders.

1.1 Problem Statement

The goal of this project is to classify whether the bidding done in an online auction
is through a human or robot. This problem is a previous Kaggle competition [2]. In
this competition bidding and bidder dataset is already given. For evaluation of the
result Receiver Operating Characteristic curve (ROC-AUC) [3, 4] is used as this was
the required metric in the competition.

Data exploration is required in this to get better insight how the robot’s behavior
is different from the human while bidding in an auction and also to gain the domain
knowledge. Later, as per the requirement, various new features are formed on the
basis of given features to train the model effectively and get better results. Feature
selection techniques like confusion matrix and Random Forest “feature importance”
are used. Finally, various machine learning classification algorithms are applied for
comparison of results and get the best model.

2 Related Work

The previous work done used the same dataset and models for training and testing, in
order to find the online bidding auctions robots whichmake it unfair to win an auction
for a human. The only thing varies in previous papers is the feature engineering in
order to improve the accuracy, the better the accuracy better will be the trainedmodel.

In [5], as feature extraction 27 dense features with dimension varying from 1 to
6 and 3 sparse features with dimension 432,198, and 10 are formed. They trained
the model with all predefined features and also with selected features to get the
best performance. The best performance of this paper is 0.94 AUC CV score using
Random Forest. With selected features and hypertuning of parameters AUC testing
score is 0.92. Tree-based model worked very well in this case. They have not given
importance to the time when bidding was done, as time-series features will help to
track the time steps of a user. For each model, feature selection is done separately to
reduce the dimensions but that is time consuming and not affecting the final result
much.

In [6], as per feature engineering some new features were made. And they reduced
the data points (row) before model training. It also used AUC ROC score as an
evaluation metrics. Exploratory analysis is done to find out how robots are different
from humans during an auction. Four models are used for training, which includes
Logistic Regression, AdaBoost, SVM, and Random Forest. From which AdaBoost
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gave the best result with AUC score 0.874. Tenfold cross-validation (K = 4) is used
in which nine are used for training and one for testing. But the reduction of data
points leads to wrong classification during testing because there will be less data to
train a model and for better results training data must be big in machine learning.
Some computations constraints are also present due to which other classifiers are not
implemented, which can work well on this type of data.

3 Proposed Work

In the proposed work, feature engineering is done which is a key part of this project,
feature engineering includes feature extraction, dropping of unnecessary features,
and features selection. Six different machine learning classification algorithms are
applied.

3.1 Feature Engineering

Feature engineering is divided into three parts. By data exploration (dataset expla-
nation is in Sect. 4.1), came to the conclusion that humans and robots behavior is
different while bidding in an auction, e.g., robots will bid faster and more number of
times as compared to genuine bidder and also a human cannot use a large number of
URL, IP, country, and devices at the same time. So, the goal is to come up with best
features by features extraction and feature selection techniques.

3.1.1 Feature Extraction

In feature extraction, for each bidder id new features are made. Some of the fea-
tures are dense which includes number of auction, country, URL, IP, device, auction
played, won, etc. While some are sparse features like merchandise and time series.
Merchandise is a feature with ten categories in which auction occurs, e.g., jewelry,
computers, etc. In time-series features, bin is created for estimation of time steps and
14 features are made which includes six Fast Fourier Transform, six Wavelet RMS,
median, and max feature.

Table1 contains all the new features formed on the basis of given features along
with reasoning.

3.1.2 Drop Features

Two features are dropped, which are “Payment Account” and “Address”. The rea-
son behind this is that these are given in alphanumeric format (db9b78e9629861ac
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Table 1 New features extracted

Feature Reasoning

nbActions (1) Number of auction participated by a user
(counts in the bids dataframes)

Time response (3) Timing between the last bid and the action of
the user on an auction (mean, min, and max
time response)

Bid value (3) Number of bids before the action of the user on
an auction (mean, min, and max bid value)

Auction played and won (2) Estimation of the winner by the last action and
finding the number of auction played by users

Nb of IP address, country, URL(1) Count of triple

Merchandise (10) One hot encoding of ten categories

nbCountry (1) Number of countries used by user

nbIp (1) Number of IP used by user

URL features (2) Number of URL used by user and ratio of
actions from the main URL
“vasstdc27m7nks3”

nbDevice (1) Number of devices used by user

Time series (14) Creating bin for estimation of time step, the
creation of a time series by users (Fast Fourier
Transform, Wavelet RMS, Median, Max)

699f105), i.e., cannot be considered as numeric label or categorical label to give in
a machine learning model. As machines can only understand numbers, we can give
numerical features to the machine learning model and convert categorical to numer-
ical but converting alphanumeric in numeric or categorical form is not feasible and
will not affect the training of model in a better way.

Total number of features finally formed after extraction and dropping are 39.

3.1.3 Feature Selection

Feature selection is a technique in which we select only the feature with more impor-
tance and discard the least one. The requirement of feature selection is more when
we have lots of features and model taking lots of time in training or when the least
important features are affecting the performance of more important features. Tech-
niques used for feature selection are confusion matrix and Random Forest feature
importance model.

Figure1 is a plot of confusion matrix among all the features. Here, the scale
is between 0 and 1, where 1 represents highly correlated (dark color) and 0 (light
color) represents no correlation between two features. When two features are highly
correlated then we can discard one to reduce the biasing in model and to reduce the



Identification of Online Auction Bidding Robots Using Machine Learning 253

Fig. 1 Confusion matrix between all the features extracted

number of features. Discarding one in two correlated features will help in improving
the accuracy. From Fig. 1, all the time series features are correlated and nbAction is
correlated with most of the features.

Figure2 represents the importance of each feature with respect to target variable
using Random Forest Classifier. Tree-based classifiers have inbuilt class “feature
importances” which takes all the features, train the model, and then give importance
of each feature against the target variable.

Using Figs. 1 and 2, feature selection is done and dropped few features to reduce
the total number of features and improve the AUC score. Dropped features in feature
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Fig. 2 Feature importance using Random Forest Classifier

selection are “furniture”, “office equipment”, “books and music”, “clothing”, and
“auto parts”.

3.2 Models Used

In this paper, six different types of machine learning classifiers [7–9] are used to
compare the performance with each other and also for comparison with [5].

Baseline classifier used is as follows:

• LogisticRegression (LR) [10]: It is naturally binary classification algorithm, can be
used for regression, where we take an assumption that data is linearly separable.
In this, we try to find the best plane, such that, it classifies most of the points
correctly.
Logistic regression equation is given in Eqs. (1) and (2).
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ln

(
P

(1− P)

)
= β0 + β1 · x (1)

P = expβ0 +β1 · x
1+ expβ0+β1·x (2)

• Support Vector Machine (SVM) [11]: It is one of the most popular classification
algorithms and also it can be used for regression. The key idea is that we need to
find the plane that separates one class from another class as widely as possible.
In other words, we try to find a hyperplane that maximizes the margin. Margin is
distance between positive hyperplane and negative hyperplane.
Support vector machine equation is represented in Eqs. (3) and (4).

h(xi ) = sign

⎛
⎝ s∑

j=1

α j y j K (x j , xi ) + b

⎞
⎠ (3)

K (v, v‘) = exp

( ||v − v‘||2
2y2

)
(4)

• Decision Tree (DT) [12]: Decision tree is a set of excess parallel hyperplanes that
divide thewhole reason into hyperplane cube or cuboid.Decision tree is a nonlinear
classifier like neural networks. It is generally used for nonlinearly separable data,
even in regression decision tree is nonlinear. Unlike linear regression, there is no
equation to express the relationship between independent and dependent variable.

Also used classifiers which are extension of decision tree as follows:

• RandomForest (RF) [13]: It is themost popular bootstrapped aggregation intuition
ensemble model (bagging model) where we do bootstrap sampling. In this, we
randomly take “n” number of points from data points from dataset and built a
model for each base learner. The core idea of Random Forest is instead of doing
only row sampling (bagging) we do row sampling as well as column (feature)
sampling. After training each model, majority vote is done in classification for
aggregation.
RF = DT (Base learner) + Bagging + Column Sampling

• AdaBoost (Ada) [14]: It is a boosting ensemble model where we try to reduce the
bias by keeping variance low. It is one of the most popular algorithms for face
recognition. Here, the key idea is using the error from previous model and passing
that error to the next model to predict how much error each data point would have
in previous stage.

• Gradient Boosting (GB) [15]: Gradient Boosting algorithm is same as AdaBoost,
the only difference is that its base learner is gradient boost decision tree.

Decision tree-based models are also used above in feature selection for finding the
important features.



256 P. Maan and R. Eswari

Table 2 Runtime environment in Google Colab

Environment RAM (GB) Disk space (GB)

None 25 48

GPU 25 358

TPU 35 48

4 Experimental Setup

4.1 Platform

For execution of the models, Google Colab[?] is used. Google Colab is a free cloud-
based service. It provides us with an environment to run code of python(.py) or ipynb
notebook cells. One can access this from any system at any time.

Table2 shows the types of runtime environment given in Google Colab.
For this project, GPU is used and it gave good computation to run the program in

less time.

4.2 Dataset

Dataset is taken from Kaggle [2], it is given as a part of competition. The given
dataset is in two parts.

5 Results and Analysis

All the above classifying algorithms are applied to all the features extracted from the
given data, i.e., 39 and also applied Random Forest on the selected features which
are selected in feature selection Sect. 3.1 above.

As evaluation metric ROC curve is used, ROC stands for Receiver Operating
Characteristic [3, 4]. It is a curve in which True Positive Rate (TPR) is plotted
against False Positive Rate (FPR) and the score or area lies between 0 and 1. Figure3
represents how a curve is plotted between true positive rate and false positive rate.
The area under the curve, also called AUC, is what we will try to find in this paper.

In Fig. 4, TPR and FPR are given with confusion matrix. TPR is also known as
sensitivity and FPR is (1-specificity).
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Fig. 3 Receiver Operating Characteristic curve

Fig. 4 TPR (sensitivity) and FPR (1-specificity)
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Table 3 ROC score using the proposed features on different Models

Model applied Training score Cross-validation score
(K = 4)

SVM 1.0 0.9488

Logistic regression 0.9468 0.9468

Decision tree 1.0 0.9384

Random forest 0.992 0.9543

Adaboost 1.0 0.944

Gradient boosting 1.0 0.942

Random forest (feature
selection)

0.98609 0.95379

5.1 Evaluation Score

In this paper, only training and cross-validation score are present where number of
folds is four (K = 4). All the models are trained on all features extracted, i.e., 39
and also on selected features to get these scores. Table3 shows the training score and
cross-validation score (K = 4) of each model.

From Table3, we can observe that Random Forest gave the best result out of all
with AUC score 0.9543. Same like [5], here also tree-based model worked well. Last
row of Table3 contains the training and cross-validation score of Random Forest
with only selected features as the Random Forest gave the best result on all extracted
features (39), so only Random Forest is applied on selected features. Here, the model
which worked best on all the features is Random Forest, so applied that model on
selected features and it gave score 0.9537which is less than the score with all features
extracted.

5.2 Result Comparison

Out of all the features extracted, 19 features are same as base paper [5] and rest
20 features are different from them. Also, the features selected are different in both
cases to reduce the number of less important features.

In [5], same models are applied and the same evaluation metric is used. Feature
extraction and selection is different in both the cases. Table4 shows the comparison
of cross-validation score with [5].

FromTable4,we can compare that taking different features improved the accuracy
pretty much. The main difference in features is because of the time-series features
which created bin for estimation of time step, then created time series by users. Fast
Fourier Transform and Wavelet RMS are used. For each machine learning classifier
accuracy is increased, especially in decision tree, it is increased by 0.28%.
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Table 4 Comparison of previous work and proposed work

Model applied Previous work result (CV
score)

Proposed work result (CV
score)

SVM 0.8874 0.9488

Logistic regression 0.8082 0.9468

Decision tree 0.6711 0.9384

Random forest 0.9404 0.9543

Adaboost 0.9373 0.944

Gradient boosting 0.9180 0.942

Random forest (feature
selection)

0.928 0.95379

Fig. 5 ROC curve of final
result using Random Forest

5.3 Final Result

Random Forest gave the best score out of all models with all the features. For this
result, total 39 features are used and these parameters are used (n-estimators=600,
max-depth=15, min-samples-leaf=2).

After dropping five features in feature selection, accuracy did not increase much.
Even with all features got better results.

Figure5 shows the ROC curve of Random Forest for each of the fourfold from
which the final result came.
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6 Conclusion and Future Scope

Different machine learning models give different results in real-time problem, but
one can get better results by doing feature engineering effectively. We have seen that
by feature extraction and feature selection, tree-based models give better accuracy.
Time-series features helped to improve the accuracy of each model which was not
done in [5].

In future, parameters hypertuning of models can be done to improve the results
more and deep learning can be applied to check if that can improve the accuracy of
this type of dataset.
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Machine Learning-Based Green and
Energy Efficient Traffic Grooming
Architecture for Next Generation
Cellular Networks
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Abstract In the year 2015, the United Nation has adopted 17 Sustainable Devel-
opment Goals (SDG) to ending poverty, saving the planet and bringing prosperity
for all by the year 2030. Universal broadband connectivity is considered as one
significant contributing factor to achieving these goals. There is a close correlation
between the national Gross Domestic Product (GDP) and broadband availability.
Broadband access has great potential in opening up work opportunities and boosting
income for poverty-stricken people in the remote and underdeveloped countries. It
is estimated that there are still about 1.2 billion people who are still not connected
to the Internet. Broadband requirements from this segment along with rising broad-
band demand from urban consumerism have put pressure on the available frequency
spectrum. The optical fiber communication has an abundance bandwidth. The Inter-
net Service Provider (ISP) cannot provide the optical network in remote areas, due
to cost constraints, climate, weather, and high investment costs. Hence its wireless
counterpart WiMAX has short set up time and low deployment cost. Hence universal
broadband connectivity can be achieved by Hybrid Optical WiMAX networks. Fur-
ther, the abovementioned remote areas suffer from low infrastructure and unreliable
power supply. In this paper, we have used alternative sources of energy to mitigate
the problem of unreliable electricity supply, particularly in the areas. The proposed
machine learning-based renewable energy prediction depends on the geographical
location of the network node. The predicted renewable energy can be used as a source
for serving traffic demands. The traffic aggregation methods were used to minimize
network resource consumption. The unpredictability in harnessing renewable energy
is mitigated by using backup nonrenewable energy. The simulation results show that
the proposed algorithm reduces nonrenewable energy consumption.
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Keywords Base Station (BS) · OLT (Optical Line Terminal) · ONU (Optical
Network Unit) ·WiMAX (World Interoperability for Microwave Access
Network) ·WDM (Wavelength Division Multiplexing) · PON (Passive Optical
Network) · Traffic grooming

1 Introduction

Passive Optical Network (PON) offers large bandwidth, long-distance reach, lower
power consumption, and it is very reliable. At the same time, it has high deploy-
ment cost [1]. The Wireless Mesh Network (WMN) is flexible, less costly but offers
low bandwidth capacity [2, 3]. The hybrid network combines reliable high capac-
ity advantage of PON with flexible ubiquitous nature of WiMAX. The high energy
consumption is one of the major issues in hybrid networks. The study related to
optical and wireless network is implemented in an isolated way. This motivated us
to work in this area. The question of energy generation from renewable sources is
currently considered as one of the important topics that are growing rapidly as a
result of its many advantages. Renewable energy has started to compete with nonre-
newable energy sources for many reasons [4]. Renewable energy generation capacity
is significantly affected by fluctuations in the atmosphere. Solar energy can be gen-
erated in the morning hours in the presence of sunlight during day time and the
energy generated from the wind depends on the wind speed and geographic location.
These fluctuations also depend on the seasons. The fluctuation of renewable energy
resources may affect the power grid generation units. Therefore, to overcome this
issue, the energy produced by natural resources should be utilized properly to limit
the nonrenewable energy usage. The proposed traffic grooming algorithms will help
to minimize energy consumption. The nonrenewable energy has been provided in
each network node due to handling the fluctuation in the renewable energy resources
in the network. To deal with the best sources of renewable energy depending on
the geographical location machine learning algorithms can provide accurate results.
Machine learning algorithms can be learned from previous data and help find a pre-
diction of current and future data [5, 6]. Various machine learning approaches are
used to design and implement different phases of renewable energy systems based
on the specifications of the issue and their characteristics [7]. Developing the optimal
position for renewable power plants play a significant role in reducing nonrenewable
energy resources.

The main sources of power consumption are the network devices (routers and
base stations). The link category absorbs 80% of total electricity used in wired net-
works [8]. Energy-efficient network and network components save electricity and
have lower operational and maintenance costs [9]. Different methodologies have
been proposed for reducing the power consumption. Many of them are based on
Sleep and Active modes of optical network units to save energy.

To minimize brown energy consumption renewable energy sources are used.
Water, wind, sunlight, tides, and geothermal heat are sources of renewable energy.
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These are available naturally, continuously, and in plenty. They do not cause any
pollution, hence are called green energy sources. For reliable, low cost, environment-
friendly operations renewable energy is to be harvested in a decentralized way [10].
The author in [11] presents options, technologies, to deploy renewable energy in a
decentralized manner. Wind and solar energies are unreliable because of the unpre-
dictable weather. Similar approaches to harvest the energy are found in [12]. The
hybrid system can handle the unpredictable nature of traditional conventional energy
resources. However, the hybrid system increases complexity associated with the sys-
tem hence optimization techniques are required. The further hybrid system requires
a huge amount of power to operate.

The ONUs in PONs and Base Station in wireless networks consume maxi-
mum energy. As such in a hybrid network, ONU integrated with BS will consume
more power. The traffic grooming approach used in [13] optical network to reduce
nonrenewable energy. In traffic grooming, the low traffic demands of individual
users are aggregated into high-speed light path to maximize the usage of network
resources [14]. The traffic grooming ensures efficient usage of channel capacity
offered by PON. Further, it also lowers equipment costs. Existing energy-efficient
algorithms deal with optical andWiMAX networks separately. Such energy-efficient
techniques are very rarely proposed for hybrid networks. This motivated us to apply
the nonrenewable energy minimization technique for hybrid networks.

In this article the problem is defined in Sect. 2. Algorithm for energy available
routes is described in Sect. 3. Analysis of result is done in Sect. 4 and conclusions in
Sect. 5.

2 Problem Definition

In a hybrid network, the hybrid requests are bidirectional. The source and destination
nodesmaybe optical orwireless, i.e., traffic requestsmayoriginate in optical/wireless
node and their destination may be optical/wireless. The constraints referred to are
stated by the authors in [15].

The hybrid network denoted by a bidirectional graph G(V, E), where V is the
set of nodes and E is the set of links. V may be optical or wireless nodes. E is the
set of optical or wireless links. The optical nodes are connected by optical links and
the Optical Line Terminal (OLT) is connected to the Optical Network Unit (ONU)
by an optical cable. The ONU is integrated with WiMAX base station to provide
a wireless connection to the relay station. The relay nodes are used to enhance the
network coverage area.

– Given: A traffic matrix between node pairs (s, d), the availability of renewable
energy per node (which is predicted from machine learning method for solar or
wind energy).
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– TheOLT uses theWDM-PON to assignwavelengths to eachONUs in the network.
The dedicated channels are used between OLT and ONU to serve the wavelengths
depending on the loads in the ONU.

– The objective is to reduce the total nonrenewable energy consumption of hybrid
network on that day.

3 Proposed Model

In this section, we have presented a machine learning-based renewable energy pre-
diction technique for identifying the sources of renewable energy. Thewind and solar
energy depend on the climate as well as on the geographical location of the site. In
our work, the network nodes have the provision for both solar panels as well as wind
turbines. Depending on the time, the machine learning algorithms will predict which
one can be used as a source of energy during the day. The output from the predicted
source of energy will be used as the source to route the traffic. We have observed
that if both are used as the source of energy huge energy is going as drained if it
is not utilized within the two days. The architecture for wind and solar energy is
depicted in Fig. 1. We have used the decentralized techniques for renewable energy
generation due to challenging issues related to centralized energy generation [10].
The steps involved in Algorithm.

3.1 The steps involved in Algorithm discussed in Section 3.1

– Step 1:We apply themachine learning tool to identify the nodeswhich are powered
by renewable energy.Thenonrenewable energy also provided in eachnetworknode
as backup energy.

– Step 2: We divide the traffic matrix into two matrices. The first matrix contains
the number of requests which consume the full capacity of the wavelength chan-
nel. These traffic demands cannot be groomed with others. These need an entire
wavelength channel and transponders at source and destination nodes.

– The secondmatrix consists of the traffic requests that consume the traffic the partial
capacity of the wavelength channels. These requests can be groomed with other
requests to maximize the network usage and minimize energy consumption. The
traffic requests are groomed over the existing active transponders.

– Step 3: Select the traffic demands from the first matrix and find the renewable
energy available routes between the s-d pairs. If the nodes are not powered by
renewable energy then use the nonrenewable energy to serve the traffic demands.

– If the traffic demands are between the optical nodes, i.e., source and destination
nodes are optically connected, the wavelength continuity constraints and transpon-
ders’ availability is checked to establish the connection requests.
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Fig. 1 Eight-node hybrid network with renewable energy

– If the source and destination nodes are wireless relay nodes, then the relay nodes
should be in the communication range of the base station.Here sufficient frequency
slots should be available to serve the demands.

– If the requests are hybrid, i.e., source and destination nodes are optical or wireless,
both the optical and wireless constraints should be satisfied to serve the requests.

– After serving the first matrix, sort the contents of the second matrix depending on
the traffic demands. Then select the top requests from the list. Find the renewable
energy route to serve the requests. If there exist similar common requests, groom
them with existing requests without violating the channel capacities.

– The requests which are unable to serve are served by nonrenewable energy. We
have limited the number of transponders and wavelength channels available in the
network to meet the operational and capital expenditure in a limit.

– Finally total energy consumption for servicing traffic is calculated for the given
network.
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3.2 Harvesting Renewable Energy from Sun and Wind for
Hybrid Network

Renewable energy production depends on sky cover [16] (i.e., cloud cover) and wind
speed [17]. Each node in the network is capable of producing enough renewable
sources of energy either from wind or from the sun. As such each node is equipped
with solar panels and wind turbines. We assume that the area of silicon solar panels
and windward configured at each node is 100m2. The weather reports for the average
sky cover and the average wind speed are available at the (www.worldweatheronline.
com) for each network node.

4 Result Analysis

The proposed algorithm is implemented using C++ coding. Machine learning algo-
rithms are implemented using Python2. To evaluate the performance of proposed
algorithm we have used the hybrid network with one OLT and two ONU’s integrated
with WiMAX base station (as depicted in Fig. 1) Traffic demand between s-d pair
follows uniform distribution with random variable over a given range of OC-[1–48].
The energy consumption of the transponders for wireless and optical networks are
explained in [18]. With the help of machine learning algorithms, complex relation-
ships or patterns are evolved from empirical data and accurate decisions are taken
[19]. For studying future characteristics of a system Support VectorMachines (SVM)
andArtificialNeuralNetworks (ANN) are found to be effective [20]. As suchwe have
used ANN and SVM algorithms for accurately predicting weather forecast reports.
Here the Multi-Layer Perceptron model is trained with the following parameters
(hidden layers = 4, the number of hidden neurons = 4). This produced an accuracy
of 0.93% whereas SVM produced 0.86 accuracy in training data.

Figure2 depicts the renewable energy available per node in the network. The
month of May is the highest source of solar energy. The machine learning algorithm
predicts the source’s energy available depending on the geographical location of the
network node.

The relation between the traffic demanded versus traffic served in the network
nodes are shown in Fig. 3. The shortest path traverse the shortest route to serve the
requests. The normalized approach uses the energy aware route considering the hop
count and the energy available along the path. This algorithm performs better in
serving the traffic demands. The network resources get exhausted in the shortest
route algorithm as the traffic demands increases.

www.worldweatheronline.com
www.worldweatheronline.com
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Fig. 2 The nodes powered by renewable energy in the month of May 1–May 5, 2018

Fig. 3 Traffic demanded versus traffic serve in eight-node hybrid network

Figure4 depicts the renewable energy resource used to serve the traffic demands
in the network versus the traffic demands. The normalized energy aware route per-
formed better in heavy load scenario. This will utilize the entire network resource to
serve the traffic demands.
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Fig. 4 Renewable energy used to serve the requests versus traffic demands

5 Conclusion

In this work, for hybrid networks renewable energy is predicted using machine learn-
ing techniques. A predictionmodel can predict the best source of renewable energy at
a particular geographical location. Results show that the predicted model minimizes
the nonrenewable energy used for serving the traffic. In the future, this work will be
extended to predict network failure detection in the hybrid network.
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Abstract The increase of cyberattacks in the field of information security leads to
high attention in the digitalized environment. There is a demand for well-organised
methods to transmit data securely over the Internet. In the proposed algorithm, a
greyscale image is secured by an encryption technique by two stages, i.e. confusion
and diffusion. Digital images can be expressed in terms of numeric values called
pixels. The images are converted by the integer wavelet transform-domain tech-
nique, where the images are separated by approximation and detailed sub-bands.
The proposed encryption algorithm is implemented for the approximated sub-bands
which contain significant information of the digital image. 1D logistic and 2D tent
maps generate chaotic random keys. By various statistical and differential analyses,
the robustness of the proposed algorithm is examined by achieving a maximum
entropy of 7.997, near-zero correlation and larger keyspace of 1080. With the results,
it has confirmed that the enhanced chaos-based Integer Wavelet Transform (IWT)
encryption has succeeded to resist any cyberattacks.

Keywords Image encryption · Chaotic map · IWT · Confusion · Diffusion

1 Introduction

In the past few years, the world has hugely transformed towards digitalisation. A
tremendous number of data like text documents,multimedia are broadcasted in digital
patterns over a public network. While the technologies enhanced, cyber crimes have
also been raised due to its valuable data. So there must be an extreme assurance to
guard the digital information from hackers. It is an efficient method to transmit the
digital images securely and privacy is encryption technique so that merely authorised
members can access it.
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In the literature, two standard techniques are adopted, i.e. the spatialdomain and
transform-domain methods. The encryption in the spatial domain has the numerical
properties of the image even later confusion. The hackers may utilise this charac-
teristic to retrieve the original digital image. Encryption in the transform-domain
method produces enhanced security and recovery the low-level components of the
transferred image also when noise or any attacks affect.

There are various transform methods accessible, i.e. Discrete Cosine Transform,
Integer Wavelet transforms (IWT) [1], Discrete Wavelet Transform [2] and Fourier
transform [3]. As digital images data are huge, the traditional algorithm is not suitable
for encryption.To secure the digital images fromcyberattacks several algorithmshave
been projected based on chaos theory, optical transform andDNA coding techniques.
To improve encryption algorithms, many researchers have been urged to execute
a combination of chaos and cryptography techniques. The chaotic map has unique
qualities like periodicity, high sensitivity to initial states, ergodicity and randomness.

For a secured communication [4] proposed a reciprocal time-domain disruption
in DWT with synthesis image generated by 14-bit LFSR and diffusion with Lorenz
attractor and achieved an entropy of 7.9965.Analyses like chosen plain text key sensi-
tivity are performed and claimed as a robust algorithm. A hyper-chaos key is used
for image encryption by combining the spatial and transform domain for more secu-
rity [5, 6]. Performing encryption in the spatial domain is not secure which is easily
attractable and in a transform domain, it is robust, in [7] DNA-based image encryp-
tion was performed in the frequency domain with hyper-chaos key and achieved
entropy of 7.9923.

By the advantages of chaos and the transformdomain, a unique encryptionmethod
has been proposed by using a chaotic logistic map and tent map. The plain image
is transformed into the IWT domain in which the blocks are split into Low-Low,
Low-High, High-Low and High-High sub-bands. The low-frequency sub-bands are
divided into 16 blocks separately and confusion and diffusion are performed by
logistic and tent map, consequently for L-H and H-L sub-bands. The HH band is less
sensitive so it is not carried out in this algorithm [18].

The manuscript is designed as follows: the basics of the IWT domain and chaotic
maps in Sect. 2. The proposed method in Sect. 3. Further Sect. 4 results and analyses
with the conclusion of this paper in Sect. 5.

2 Preliminaries

2.1 Integer Wavelet Transform

The fundamental level wavelet transform is the Haar wavelet to get the frequency
domain of the image. By the lifting scheme, IWT is accomplished which provides
integer coefficients. Low-Low, Low-High, High-Low and High-High are the four
components decomposed from this domain. In the High–High band, it is of less
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sensitive components where the encryption technique is not carried out. For the L-L,
L-H, H-L sub-bands the encryption algorithm is implemented.

2.2 Chaotic Maps

In the proposed algorithm duo chaotic maps are implemented, i.e. logistic map and
tent map which is one-dimensional chaotic maps. The mathematical representation
of the logistic map is given in Eq. 1 with the control parameter p ∈ (3.56, 4] and x
(1) ∈ (0, 1).

xn = pxn(1 − xn) (1)

The chaotic tentmapmathematical representation is given in Eq. 2with the control
parameter (1, 2]

xn(i + 1) = βxn f or xn > 1/2 (2)

yn(i + 1) = β(1 − x(i)) f or 1/2 < xn (3)

3 Proposed Methodology

Transmission of data must be protected from hackers, which becomes a significant
factor. To protect information, encryption technology must be adopted. In this paper,
an encryption technique is performed in the transform domain with duo chaotic map
for permutation and substitution. The low frequencies components are split into 16
sub-blocks in which even and odd are performed with chaotic maps to achieve the
final encryption image Steps (1–8) are as follows and overall architecture is shown
in Fig. 1.

Step 1: By IWT, convert the image I1 from the spatial domain to the transformdomain
to obtain four frequency bands as Low-Low (LL), Low-High (LH), High-Low (HL)
and High-High (HH).

Step 2: A 128 grey level LL image of size (128 × 128) is taken and decomposed
into 16 number of blocks with block size (32 × 32).

img_blocks1 = (LL, size(LL, 1)/4 × ones(1, 4), size(LL, 2)/4 × ones(1, 4)

Step 3: Pixel permutation is applied to each block based on odd and even block
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Fig. 1 The architecture of the proposed process

Step 4: For an odd block, pixel permutation is performed by the chaotic logistic map
and then substitution is implemented with the initial valuesXn= (0, 1) for generating
pseudo-random sequences. The sequences are sorted in ascending order

[I1, J1] = sort (S1)

It is the indexing task I1 is a new index after sorting data S1 and sorted sequence
after S1 is J1. And diffusion is implemented by XOR ing with a logistic map.

F(i, j) = floor
[
mod

(
x(k) × 1017, block_size

)]

Diff(i, j) = C1(i, j)XORF(i, j)

Step 5: For an even block, pixel permutation is performed by chaotic tent map which
is sorted in ascending order, finally confused image Con1 is achieved. And diffusion
is implemented by XOR ing with tent map.

Step 6: By combining all the blocks on the subsection will result in the confused-
diffused image (D1).

Step7:Repeat the sameSteps (2–7) forLHandHLsub-band.Therefore the confused-
diffused images D2 and D3 is achieved

Step 8: By Inverse Integer Wavelet Transform (IIWT) of images D1, D2, D3 and the
frequency band HH, respectively, the ultimate encrypted image E is obtained.
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4 Results and Discussion

Experimental analysis is carried on several greyscale images of size 256× 256which
are executed using the personal computer of Windows 7 operating systems, 3 GHz
CPU, 4 GB and Mat Lab 2014b is practiced as compiling software. Figure 2a–h
shows the original image and its corresponding encrypted images

4.1 Statistical Analysis

4.1.1 Entropy

To prove the encryption technique the main analysis is entropy, which is used to
calculate the random value transpired in the image. The entropy should produce

Fig. 2 a, c, e, g Original image and its corresponding encryption image (b, d, f, h)

Table 1 Images entropy Entropy Original Encrypted

Pepper 7.6013 7.9968

Lena 7.4818 7.9965

Cameraman 7.1238 7.9964

Baboon 7.2340 7.9969
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Fig. 3 a–c Original image baboon correlation analyses d–f encrypted correlation analyses

close to 8 for a more reliable technique [8–10]. From Table 1 the proposed method
has attained the utmost entropy of 7.9968.

En = −
N1∑

i = 1

P(x j ) log2 P
(
x j

)
(4)

where the entropy is En, the greyscale level of N1 image is xj and P is the probability
of each greyscale level.

4.1.2 Correlation Analysis

Themain parameter of cryptanalysis is a correlation coefficient of the adjacent pixels.
For the encrypted image, the correlation coefficient should be near to zero for hori-
zontal, vertical and diagonal [11]. By Fig. 3 and Table 2 the correlation coefficient
analysis has insisted that the algorithm can oppose the statistical attacks.

4.1.3 Histogram

A desirable encryption technique must have a uniform histogram for the encrypted
image from the illustration and Fig. 4 confirms that it provides uniform patterns.
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Table 2 Correlation coefficient analyses of different images

Correlation analyses Original Encrypted

Images H V D H V D

Pepper 0.9460 0.9538 0.9141 0.0539 0.0134 0.0047

Lena 0.9106 0.9507 0.8849 0.0209 0.0156 0.0986

Cameraman 0.9303 0.9590 0.9048 0.0496 0.0741 0.0859

Baboon 0.8319 0.9483 0.7880 −0.0059 0.1690 0.0069

Fig. 4 a Histogram of original image. b Histogram of an encrypted image

4.2 Differential Analyses

The differential attack is to determine the relationship within the original and
encrypted images [13, 14]. To determine the differential attacks number of pixel
change rate NPCR and UACI must be intended by using the Eqs. (5) and (6). C1 and
C2 are a different encrypted image. The cipher image of the original image is C1
and the cipher image of one-pixel change in the original image is C2. Table 3 shows
the values of NPCR and UACI.

NPCR =
∑

i, j D(i, j)

R×C × 100% (5)

Table 3 NPCR and UACI
value

Images NPCR UACI

Cameraman 99.622 33.41

Lena 99.594 33.37

Pepper 99.606 33.41

Baboon 99.633 33.45
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Table 4 MSE and
PSNR-encrypted image

Encrypted images MSE PSNR

Lena 7505.3 9.6891

Barbara 8357.2 8.8942

Pepper 8245.1 8.9734

Cameraman 9439.2 8.3563

UACI = 1

R × C

⎡

⎣
∑

i, j

|C1(i, j) − C2(i, j)|
255

⎤

⎦ × 100% (6)

4.3 Error Metric Analysis

To find the difference between the original and encrypted image the Peak Signal to
Noise Ratio (PSNR) must be below 10 dB. Table 4 shows the PSNR andMSE results
of the images and has obtained adequate value.

4.4 Key Strength Testing

The keyspace needs to be higher than in 2128 to oppose the brute force attack [15,
16]. The suggested technique utilised duo chaotic maps, each having initial values
and a control parameter. The keyspace of this method is 1080 which is sufficient
to oppose any attack that provides a high-security level. An encryption algorithm
must be sensitive to the unknown key. If a slight change occurs in secret key then it
resultant produces a different encrypted image.

4.5 Chosen Plain Text Attack Analysis

Any techniques which are performing an XOR for diffusion method should examine
the chosen plain text analysis to verify its potential of the proposed method [17]. It
is estimated for two of the original plain images by XOR ing it and corresponding
encryption images to confirm the chosen plain text analysis as shown in Fig. 5. By
the outcomes of the images which prove that it can withstand such attack and the
Eq. (7) is as follows.

XOR(Plain_1,Plain_2) �= XOR(Cipher_1,Cipher_2) (7)
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Fig. 5 a Original Peppers
and Lena with XOR
operation, b encrypted
Peppers and Lena with XOR
operation

Table 5 Performance comparison

Metrics Keyspace Horizontal
correlation

Vertical
correlation

Diagonal
correlation

Entropy

Aashiq et al. [4] 2354 0.0313 0.0733 0.0846 7.996

Guan et al. [7] 1058 0.001158 0.000198 −0.000226 7.992

Dagadu et al. [11] 2128 0.0003 0.0009 −0.0001 7.999

Ramasamy et al.
[12]

2256 −0.0237 −0.0178 −0.0284 7.995

Yavuz [14] 2572 0.001987 0.004498 −0.008735 7.999

Proposed 1080 0.0313 0.0733 0.0846 7.997

4.6 Performance Comparison

The performance of the proposed algorithm is correlated with the state-of-the-art
methods with regard to entropy, correlation analysis and the keyspace which are
exhibited in Table 5.

5 Conclusion

A new method is executed on the integer wavelet transform domain by duo chaotic
maps for digital image encryption. The confusion and diffusion are performed in the
low-low, low-high, high-low frequencies sub-bands by splitting them into 16 blocks.
Even and odd columns are permuted and substituted by duo chaotic maps and final
encryption is achieved. Through the experimental analyses, it is determined that it can
resist brute force attacks. Further, it is examined by several statistical and differential
attacks. The outcomes of the proposed method are secure in performances when
compared with an existing encryption scheme. Forthcoming work will be executed
on digital medical image encryption on the transform domain.
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Analysis of Attention Deficit
Hyperactivity Disorder Using Various
Classifiers

Hensy K. George and P. K. Nizar Banu

Abstract Attention Deficit Hyperactivity Disorder (ADHD) is a neurobehavioral
childhood impairment that wipes away the beauty of the individual from a very
young age. Data mining classification techniques which are becoming a very impor-
tant field in every sector play a vital role in the analysis and identification of these
disorders. The objective of this paper is to analyze and evaluate ADHD by applying
different classifiers like Naïve Bayes, Bayes Net, Sequential Minimal Optimization,
J48 decision tree, Random Forest, and Logistic Model Tree. The dataset employed
in this paper is the first publicly obtainable dataset ADHD-200 and the instances of
the dataset are classified into low, moderate, and high ADHD. The analysis of the
performance metrics and therefore the results show that the Random Forest classifier
offers the highest accuracy on ADHD dataset compared to alternative classifiers.
With the current need to provide proper evaluation and management of this hyper-
active disorder, this research would create awareness about the influence of ADHD
and can help ensure the proper and timely treatment of the affected ones.

Keywords ADHD · Bayes net · Classification · Data mining · J48 decision tree ·
Logistic model tree · Naïve bayes · Random forest · Sequential minimal
optimization

1 Introduction

ADHD is predominantly a neurodevelopmental disorder of childhood with symp-
toms like hyperactivity, lack of attention or concentration, and an inclination toward
impulsive behaviors [1]. It makes a person to be restless and constantly active, unable
to manage their impulses. They may also have problems like sleep and anxiety issues
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typically noticeable before the age of six. It is not simply a childhood disorder but
can continue through adolescence and childhood.

The main cause of ADHD is due to the low transmission of neurotransmitters,
dopamine, and noradrenaline [2], within the brain regions—prefrontal cortical area
and basal ganglia. Dopamine is responsible for the reward centers of the brain and
it regulates mood. And so, the individual drive to seek out for the rewarding feeling,
when the dopamine level goes down. Dysfunction of the prefrontal cortex region
ends up in a shortened attention span, lack of alertness, and decreased efficiency
of working, unable to begin and continue activities, and to differentiate and avoid
unnecessary or disrupting events. Due to all these ADHD-affected individuals have
diminished focus on everything. ADHD can also be due to the premature birth of the
baby or due to the genes inherited from their parents or due to any brain damage [2].

ADHD can be categorized as those predominantly hyperactive, highly inat-
tentive or sometimes hyperactive, and inattentive type [3]. ADHD predominantly
hyperactive-impulsive kind show both impulsive and hyperactive behavior; however,
they will not show enough symptoms of inattention to be added into the combined
type. Those predominantly inattentive types have inattention but not hyperactive or
impulsive behavior. This categorywas earlier referred to asAttentionDeficitDisorder
(ADD). Among the three categories, ADHD combined type is themost common type
of disorder with signs like inattention, hyperactivity, and impulsivity. Children with
inattentiveness get easily distracted, often forgetful, switching from one activity to
another. They get easily bored and cannot focus even on one task properly. Hyper-
active and impulsiveness shows perverse physical movement, cannot sit still or wait
their turn. They interrupt conversations and have little or no sense of fear. They get
into inappropriate situations, impatience, lack of emotional restraint and act without
regard to consequences, and speak out of turn [3].

Anxiety disorder leads to a kind of uneasy behavior most of the time. It may
increase heart beat, sweating, and dizziness. Oppositional deficit disorder may show
undesirable and troublesome behavior especially toward people at an authoritative
level. Conduct behavior results in harmful behavior like robbery, aggressiveness,
causing damage, hurting people, or animals. Depression symptoms show sleep disor-
ders; difficult to get sleep at night. Epilepsy affects the brain causing repeated fits or
seizures. Dyslexia leads to learning difficulties.

Although there is no cure for ADHD, early diagnosis of the same can help the
individual to effectively manage this disorder. The affected individuals can easily
recover through psychotherapy, counseling, behavioral training, and medications.
The timely and correct treatments, healthy food, enough sleep and exercise, and
above all supportive parents who know how to respond to ADHD can make the
individual focus, work, and learn, reducing their hyperactive and impulsive nature
[4].

Many diagnoses and evaluations were done in the previous years among different
age groups to find the existence of ADHD in children and adults. Primary school
children of age 6–11 from four different schools in Coimbatore district was tested
for ADHD and was found that ADHD is present more in male than in females and is
highest among the age group 9–10 [5]. The children age 5–12 years old was tested
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and found that the prevalence of ADHD is 1.3% with a male and female ratio of
1.6:1 which constitutes a major health problem [6]. ADHD may affect a good part
of a child’s life. It affects not only the child but all the members of his/her family
as well. The adverse effects of ADHD change with different aspects of the disorder
being more common at different stages from kindergarten years to primary school
and adolescence [7]. A large population-based sample of middle-aged adults was
investigated for ADHD symptoms and was found that there is a compelling need
for a better understanding of advanced development of age-appropriate approaches,
to the diagnosis of ADHD in mid to late adults [8]. The negative effect of ADHD
symptoms on the daily life of adults, few methods, and medications as the first-line
treatment for adult ADHD is also suggested [9]. The aim of the work in this paper
is to identify the presence and influence of ADHD using classifiers such as Naïve
Bayes, Bayes Net, Sequential Minimal Optimization, Random Forest, J48 decision
tree, and Logistic Model Tree.

2 Literature Review

Most of the individuals especially children show some kind of abnormality in their
behaviors from time to time. Often it is difficult to differentiate their behaviors that
express learning disabilities, from normal behavior. To prove the strong evidence of
ADHD, a number of studies using various techniques and algorithms were carried
on a different dataset based on age, risk factors, and other components related to
ADHD.

Data mining techniques were applied to find the learning disabilities of school-
going children. Signs and symptoms identified from the real dataset were used for
the general assessment of learning disabilities [10]. Artificial intelligence techniques
like Support Vector machine Neural networks and decision trees were implemented
to find out the learning disabilities in school-going children. An ADHD dataset of
children of age 5–6 age was classified into ADHD types using Naïve Bayes and J48
classifiers. The main intention was to make alertness regarding the effect of ADHD
among the school-going children of age 5–6 years. The evaluation of the data using
confusion matrix, ROC curve, and various accuracy measures showed J48 classi-
fiers with 100% accuracy on ADHD than Naïve Bayes [11]. The analysis of ADHD
was carried on using MLP and SVM classifiers among the children of 5–9 years of
age. The result was evaluated with kappa statistics, mean absolute error, and ROC
area and found that MLP is comparatively good for ADHD data classification than
SVM [12]. Naïve Bayes and Decision tree classifiers were used to classify children
and adolescence as ADHD and Non-ADHD through the supermarket game. Using
only two classes these algorithms achieve a satisfactory accuracy with sensitivity
and specificity of around 0.7 [13]. Diagnosis of ADHD dataset of 105 samples in the
age group of 6–9 and gender was classified using statistical measures like mean and
standard deviation. Two parameters, namely, age and gender were taken to check
its significance on ADHD. The dependence of these variables was carried out using
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the Chi-square test. Analysis proved that gender is one of the important aspects
[14] for the cause of ADHD. Understanding the risk factors that influence ADHD
proves that, there is strong evidence of an inherited contribution to ADHD, although
non inherited factors like environmental risks and change events are also important
[15]. Association Rule Mining technique was used to explore the comorbidity of
ADHD for Korean insurance data (NHID) [16]. It was found that the most prevalent
comorbid psychiatric disorder of ADHD youths was mood/affective disorders and
the highest association was found between disorders of scholastic skills and ADHD.
Tic disorder which is the sudden, rapid, and non-rhythmic movement of the indi-
vidual was an important role in the association between ADHD and other comorbid
diseases [16]. The influence of ADHD in children age 2–15 was checked. The data
samples were classified using the C5.0 algorithm and the result was analyzed using
a confusion matrix. It was proved that any child can be influenced by ADHD due
to brain abnormalities and birth risk factors [17]. Research on ADHD due to brain
damage was done with 105 samples and found that a child will unquestionably have
ADHD indications if it has brain damage or anomaly [18]. Imaging genetics is the
advanced test of ADHD that links the genetic background of ADHD and the brain
structure of the individual. It primarily recognizes genes that cause the brain dispari-
ties, provides a more clear understanding of how the genes outline the brain variation
[19, 20].

This paper focuses on the analysis of ADHD disorder applying various classifiers
like Naïve Bayes, Bayes Net, Sequential Minimal Optimization, Random Forest,
J48 decision tree, and Logistic Model Tree classifiers on ADHD200 dataset. The
results are analyzed and discussed based on different performance metrics and error
measures like accuracy, time, kappa statistics,mean absolute error, rootmean squared
error, relative absolute error, and root relative squared error.

3 Experimental Analysis

3.1 Dataset

Data collection plays a vital role in every field. The dataset used here is taken from
the ADHD-200 dataset. The ADHD-200 Global Competition made an attempt to
assign ADHD-affected individuals into different categories. Teams were organized
to provide the best method for diagnosing individuals with ADHD from their resting-
state fMRI scans. As a result, a large dataset ADHD-200, with data from partici-
pants scanned at eight different sites was made available by ADHD-200 Consor-
tium. It is the first publicly available dataset. The Peking University (PekingU),
Kennedy Kriegar Institute (KKI), Bradley Hospital/Brown University (BrownU),
NeuroIMAGE Sample (NeuroIMAGE), Oregon Health and Science University
(OHSU), University of Pittsburg (UPitt), New York University Child Study Centre
(NYU), andWashington University in St. Louis (WashU) are the different sites [21].
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Table 1 ADHD dataset attributes

S. No Attributes Description

1 Age Age of the patient

2 Gender Male/female (1/0)

3 Handedness Left/right/ambidextrous (0/1/2)

4 ADHD index ADHD symptom rating of the patient (numeric)

5 Inattentiveness Patients score of inattentiveness (numeric)

6 Hyper/Impulsiveness Patients score of hyper/impulsiveness (numeric)

7 VerbalIQ The score derived from selected subtests from the Wechsler
Intelligence Scales (numeric)

8 PerformanceIQ The score derived from selected subtests from the Wechsler
Intelligence Scales (numeric)

9 ADHD noADHD/ADHDmod/ADHDhigh (ADHD
measure≤30/ADHD>30/ADHD>50)

3.2 Data Preparation and Attribute Selection

When the data collected is of good quality the decisions made will be proper and
accurate. But if the data contains missing values, impossible data combination, out
of range values it can produce misleading results leading to a huge problem.

As discussed in [21], the ADHD-200 dataset has 24 attributes and 973 records.
While experimenting we found few attributes like quality control and intelligent
quotient have partiallymissing and null values and it does not participate in providing
good classification accuracy. So, these attributes were ignored and the ADHD
dataset is reduced to Gender, Age, Handedness (left, right, Ambidextrous), ADHD-
Index, Inattentiveness,Hyper/Impulsiveness,Verbal IQ, Performance IQ, andADHD
(Output classes-no ADHD, ADHD mod, ADHD High) attributes.

The dataset with its attributes and classification is listed in Table 1. ADHD dataset
with 406 records was given as input for data preprocessing. During the data cleaning
and preprocessing stage, duplicate records, missing data, impure data, and unpre-
dictable data are removed. The quality of the data can be measured in terms of
accuracy, completeness, consistency, timeliness, believability, and interpretability.
Figure 1 shows the output of preprocessed data.

3.3 Classification Methods

When the data is ready, the next step is the classification of data using various
classifiers. This means to assign a collection of data into various categories for
more accurate predictions which makes the analysis effective. The main goal of the
classification is to predict the target classes. Here the dataset is divided as testing and
training dataset and the classifier is trained using the training dataset. The correctness
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Fig. 1 Preprocessed output

of the classifier could be tested using the test dataset. The data mining classifiers,
namely, Naïve Bayes, Bayes Net, Sequential Minimal Optimization, Random Forest,
J48 decision tree, and Logistic Model Tree are applied to the ADHD dataset and
analyzed.

3.3.1 Naive Bayes Algorithm

The Naïve Bayes algorithm is a collection of classification algorithms based on
Bayes probability theorem. It has independent assumptions between the predictors
and calculates the probabilities of every factor to bring a better outcome with the
highest probability. This algorithm is highly matched when the measure of the input
is high.

The Bayes rule states that

P(A|B) = P(B|A)P(A)/P(B) (1)

whereP(A|B) is probability of occurrence ofBwhenA is given,P(A) is the probability
of A, P(B/A) is probability of occurrence of Awhen B is given, P(B) is the probability
of B. Bayes theorem allows to find the latter probability P(A|B) when individual prior
probabilities P(A), P(B), and P(B|A) is known.

The result of the Bayesian classifier is good when the attributes of the training
dataset are categorical and already classified.When the new pattern without the class
label is given to the Naïve classifiers it obtains the new pattern and gives the output
class label for which the probability calculated is the maximum according to the
probabilistic calculations [11].



Analysis of Attention Deficit Hyperactivity Disorder … 289

3.3.2 Bayes Net

A Bayes net classifier signifies a graphical model with a set of nodes as variables
and edges as their conditional dependencies. They are represented through a directed
acyclic graph [22]. The variables that are conditionally independent of each other are
the nodes that are not connected. Each node is linked with a function that takes nodes
parent variables values as input and gives the possibility of the variable represented by
the node as output. Bayesian networks are very accurate in guessing the possibility by
getting into an already existing event and having a look at numerous possible reasons
and examining if any one of several possible known sources was the contributing
feature. For example, when the symptoms are clear the algorithm can easily identify
the chances of the presence of various diseases thus representing the relationships
between diseases and symptoms.

3.3.3 Sequential Minimal Optimization

Sequential Minimal Optimization (SMO) is an easy and effective productive algo-
rithm that can easily find a good solution for the Support Vector machine problem. It
is possible through Quadratic Programming libraries, removing additionally added
matrix storage and numerical QP optimization steps. It needs no addedmatrix storage
at all. The SMO breaks the complete QP problem into sequences of sub-problems
and resolves the smallest optimization problem at every step [23]. It selects two
Lagrange multipliers to mutually optimize, find, and update the SVM to produce the
new finest values analytically. Numerical QP optimization is evaded fully. This is the
great advantage of SMO. There is no need for an entire QP library routine here, but
the inner loop of the algorithm can be expressed in a very short quantity of C code.
Thus, the complete QP problem is solved quickly.

3.3.4 Random Forest Algorithm

Random Forest is a classification technique where individual multiple trees are
merged together to form the Random forest. It uses bagging methods to create an
entire forest of randomuncorrelated decision trees to reach the best productive results.
Every tree here produces some class results and the model’s prediction is the class
with the most votes [24]. There is no random forest model without the decision trees.
In the Random Forest theorem, it can select only from a random subset of features
that gives more variations among the trees in the model and lower correlation across
trees and more diversification. Compared with the other classification algorithms
Random Forest algorithm has the following advantages like when this algorithm is
used in any classification problem the overfitting problem will never occur and clas-
sification and regression task can be solved through the Random Forest algorithm.
It can be used for identifying the most important features out of the existing features
from the dataset.
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Table 2 Features and
applications of the classifiers

Classifiers Features Applications

Naive Bayes
algorithm

Classification
process

Intrusion detection
[27]

Bayes
Net algorithm

Classification
process

Tool for expert
systems [28]

Sequential minimal
optimization

Quadratic
programming

Training support
vector machine [23]

Random forest
algorithm

Classification and
regression

Breast cancer
diagnosis [29]

J48 decision tree Classification
process

Prediction of
diabetes [30]

Logistic model tree Predictive analysis Fault diagnosis [31]

3.3.5 J48 Decision Tree

The J48 decision tree is a technique which brings out all the possible solution to a
decision, based on some condition. In other words, it is to explore the method the
attributes-vector performs for a number of records. Here on the basis of the training
dataset, the newly generated instances are evaluated and their category is found.
Larger programs are generally split into more than one class and the data is classified
based on the model. The main objective is the simplification of a decision tree until
it increases steadiness in flexibility and accuracy [25].

3.3.6 Logistic Model Tree

A ‘logistic model tree’ is made by growing a typical classification tree and building
logistic regression models for all nodes. Some of the subtrees are pruned using a
pruning measure, and all the logistic models are joint along a path into one model in
some fashion [26].

The features and applications of various classifiers applied and analyzed for the
ADHD dataset are shown in Table 2.

4 Results and Discussion

The results and comparison of the classifiers are studied and discussed based on
measures like accuracy, time, kappa statistics, rootmean squared error,mean absolute
error, root relative squared error, and relative absolute error.
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Table 3 Performance results Classifiers Accuracy (%)

Random forest 99.75

LMT 99.51

J48 99.01

Bayes net 97.31

Naïve Bayes 96.80

SMO 93.35

Fig. 2 Accuracy of the
classifiers
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4.1 Accuracy

Accuracy is the closeness of ameasure to the actual value ofwhat is beingmeasured. It
is the capability of the model to correctly predict the class labels of new or previously
unseen data. Table 3 shows the performance results of all the classifiers.

FromTable 3we understand that theRandomForest classifier givesmore accuracy
in the analysis of ADHD dataset taken in this paper. The graphical representation in
Fig. 2 depicts the same. The Random Forest classifier does an effective classification
among other classifiers.

4.2 Time

Time refers to the amount of time spent to build the model. Table 4 gives the time
taken by each classifier to produce the results. Figure 3 shows that the Random
Forest classifier takes a reasonable time of 0.06 s to build the model and bring out
the accurate results.
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Table 4 Time taken to build
the model

S. No. Classifiers Time (s)

1. Random forest 0.06

2. LMT 0.48

3. J48 0.01

4. Bayes Net 0.02

5. Naïve Bayes 0.00

6. SMO 0.03

Fig. 3 Time taken to build
the model
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4.3 Kappa Statistics

Kappa statistic is a very good measure to identify how closely the instances are clas-
sified by the machine learning classifier. It matches the data labeled as ground truth,
controlling for the accuracy of a random classifier as measured by the predicted accu-
racy. The graphical representation of the kappa statistics measure in Fig. 4 shows
that the best classifier on the ADHD dataset is the Random Forest classifiers.

Fig. 4 Kappa Statistics
metrics
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Fig. 5 MAE metrics
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4.4 Mean Absolute Error

Mean Absolute Error measures the average of the absolute value of the difference
between the predicted and the actual values. It is a little smaller than the Root Mean
SquareError. Figure 5 shows the analysis of all the classifiers basedonMeanAbsolute
Error.

4.5 Root Mean Squared Error

Root Mean Squared Error is used to calculate the difference between the predicted
and actual value. It is used to measure accuracy. It is the standard deviation of the
predicted errors. TheRMSEwill continually be greater or equal to theMeanAbsolute
Error. Figure 6 shows the analysis of all the classifiers based on Root Mean Squared
Error.

Fig. 6 RMSE metrics
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Fig. 7 RAE metrics
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4.6 Relative Absolute Error

The root absolute error is the difference between the actual value and the individual
measured value. It is the ratio of dividing the absolute error by the magnitude of
the exact value. Figure 7 shows the analysis of all the classifiers based on Relative
Absolute Error.

4.7 Root Relative Squared Error

The root relative squared error is relative to what the error would have seen if the
average of the actual values had been used. Figure 8 shows the analysis of all the
classifiers based on Root Relative Squared Error. Representation of the kappa statis-
tics and the error measures of all classifiers in Table 5 shows that the Random Forest
classifier has the minimum error based on RMSE and RRSE among other classifiers.
The MAE, RAE, and RRSE metrics of SMO classifier is very high because it does
not match exactly with the prior probabilities of the classes observed in the dataset.

Fig. 8 RRSE metrics
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Table 5 Kappa statistics and error measures

Parameters Random forest LMT J48 Bayes Net Naive Bayes SMO

Kappa statistic 0.994 0.988 0.976 0.937 0.926 0.848

Mean absolute error 0.013 0.007 0.007 0.02 0.024 0.24

Root mean squared
error

0.052 0.055 0.082 0.131 0.145 0.298

Relative absolute
error

4.487 2.580 2.539 7.147 8.725 84.872

Root relative squared
error

14.012 14.812 21.655 35.113 38.819 79.963

5 Conclusion

In this paper, the classification of Attention Deficit Hyperactivity Disorder using
different data mining classifiers is analyzed and discussed. The dataset used here is
prepared from the ADHD-200 dataset. The knowledge obtained through this work
using data mining methods and various classifiers can surely improve the diagnosis
of ADHD disorder. Analysis and performance metrics prove the Random Forest
classifier to give the best accurate results. As ADHD is one of the dangerous diseases
spreading across India with 11.32% ADHD-affected primary school children, and
ADHD data collection is a challenging task, researches can focus on developing
systems that generate data efficiently and algorithm for further diagnosis and analysis.
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A Technique to Detect Wormhole Attack
in Wireless Sensor Network Using
Artificial Neural Network

Moirangthem Marjit Singh, Nishigandha Dutta,
Thounaojam Rupachandra Singh, and Utpal Nandi

Abstract Wormhole attack is a harmful attack that disrupts the normal functioning
of the network by manipulating routing protocols and exhausting network resources.
The paper presents a technique that detects the presence of wormhole attack in wire-
less sensor network (WSN) using artificial neural network (ANN). The proposed
technique uses connectivity information between any two sensor nodes as the detec-
tion feature. The proposed technique has been implemented considering the deploy-
ment of sensor nodes in the wireless sensor network area under uniform, Poisson,
Gaussian, exponential, gamma & beta probability distributions. The proposed tech-
nique does not require any additional hardware resources and gives a comparatively
high percentage of detection accuracy.

Keywords Wireless sensor network · Probability distribution ·Wormhole attack ·
ANN

1 Introduction

Wireless sensor network (WSN) is defined as a set of sensor nodes deployed in
a geographical area without any proper planning to sense, transmit, and process
information. Originally, WSN was developed for use in military operations, but later
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on, it found a wide range of applications in industry, transportation, machine health,
etc. The use of a wireless sensor network in these applications involves handling of
sensitive information due to which the sensor network needs to be protected against
possible security threats and attacks. Factors such as limitation of resources and poor
deployment of sensor nodes in unattended environments make WSN susceptible to
several kinds of dreadful attacks, such as black hole attacks, wormhole attacks, Sybil
attacks, sinkhole attacks, selective forwarding attacks, etc. [1, 2].

One such dreadful attack is thewormhole attack, a severe attack in ad hoc networks
that is particularly challenging to defend against, in which an attacker captures
packets at one end of the network and replays them at the other end using illegitimate
or malicious nodes. The wormhole attack can take place in spite of the authentication
and encryption measures being deployed, therefore, detecting wormhole attack and
defending against it is a necessary step for ensuring the overall security of the WSN
[3–5].

A wormhole attack detection method has been proposed in this paper using arti-
ficial neural network (ANN) along with connectivity information as the detection
feature. The paper is organized as follows: Sect. 2 describes the wormhole attack in
brief. In Sect. 3, the concept of artificial neural network has been discussed in brief.
Section 4 presents the relatedwork. Section 5 describes the proposed techniquewhile
Sect. 6 provides the simulation results and analysis. Conclusion is given at Sect. 7
and the references at the end.

2 Wormhole Attack

In wormhole attack, themalicious node traps the data packets from a definite location
in the network so as to tunnel them to itself that is located at a remote location [6]. For
setting up a wormhole attack, an attacker needs at least two or more malicious nodes
that establish a low latency and high bandwidth link between them. This wormhole
link is located between two nodes that are placed with large mutual distance [7]. The
wormhole link is fittedwith radio transceiverswhich facilitates the attacker to capture
packets at one end of the tunnel and replays them at the other end [8]. Although
wormhole attack facilitates a high speed, long link that can be used to transfer packets
between distant nodes without traversing several hops, making it a useful networking
service, the attacker makes use of it for its own advantage. Using this wormhole link,
the attacker attracts traffic in the network and then drops or modifies data packets
selectively to disrupt the flow of data packets [9]. The attacker can record data traffic
and use the gathered information to analyze and break security of the network. It
can then turn off the wormhole link to create unnecessary routing events and also
adversely influence network routing by creating a list of fake neighbors and affecting
neighborhood discovery process [10].

The classification of wormhole attack is done by modeling it into three types so as
to facilitate development of detection and prevention techniques in the network. This
classification is done on the basis of three criteria: visibility of the attackers on the
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communication path; tendency of the wormhole nodes whether to show or hide their
identities and their behaviors in terms of packet forwarding. The three wormhole
attack models are Open wormhole, Half-open wormhole, and Close wormhole. In
Open wormhole attack model, the source and destination nodes along with the two
malicious nodes are visible while the legitimate nodes on the transmission path are
kept hidden. After completing the route discovery process, the attacker’s identity is
then included in the packet header. The normal nodes think of the wormhole nodes
as their neighbors even though they are aware of the wormhole nodes’ presence
during the packets transmission time [3, 7]. In Half-open wormhole attack model,
out of the two malicious nodes present in the network, only the one near the source
node is visible. The modification of data packets does not take place in this type of
attack, instead the malicious nodes simply transmit the packets from one side of the
link to the other side [3]. In the closed wormhole attack model, the identities of the
malicious nodes along with the nodes in the path of transmission are kept hidden and
the source and the destination nodes are made to believe as one hop away from each
other. Here the contents of the data packet are not tampered with and the malicious
nodes simply listen to the conversation between normal nodes [3, 11].

3 Artificial Neural Network

In recent years, artificial intelligence has been extensively used in intrusion detection
mechanisms for protection of wireless sensor network against possible attacks due to
its ability to improve detection accuracy. Artificial neural network (ANN) is however
a simple network of computing cells capable of solving complex problems [12]. The
architecture of an ANN can be categorized into three basic types, viz, Single-layer
feed-forward networks, Multilayer feed-forward networks, and recurrent networks
[13, 14]. The backpropagation (BP) algorithm is a supervised learning (SL) algorithm
that is used for training the multilayer neural network where the artificial neurons
send the signals forward and propagate the error backwards [15, 16]. Training a
neural network with BP will require the computation of the expected gradient of
relevant error function with respect to weights and biases. Based on the learning
rate, each iteration of BP updates the weights and the biases. The deployment of
sensor nodes considered in the WSN area for the implementation purpose is based
on six different types of probability distributions, namely, uniform, Poisson, normal,
exponential, gamma, and beta probability distributions.
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4 Related Work

Few methods have been proposed for detecting wormhole attack in wireless sensor
networks as indicated by the current literature. A review of various techniques to
detect wormhole attacks inWSN can be seen in [3]. Authors in [17] present a general
method for wormhole attack detection named packet leashes and introduce two types
of leashes, viz, temporal and geographical leashes. This method detects and thus
defends against wormhole attacks by restricting the transmission distance of the data
packets to a maximum allowable range; however, it works only for single wireless
transmission. In temporal leash, the time at which a packet is sent is appended by
the sending node, and the receiving node compares this value with the time at which
it received the packet. A limit on the distance between the sender and the receiver is
imposed in geographical leash, wherein the location of the sending node as well as
the time at which the packet was sent is appended in the data packet. The drawback
of geographical leash is that it always requires loosely synchronized clocks plus the
nodes should be aware of their own locations.

Shaon and Ferens have proposed a wormhole attack detection method based on
ANN using neighborhood hop count as the detection feature [18]. An approach of
detecting wormhole attack in WSN based on connectivity information is found in
[8]. The proposed algorithm is implemented in three various communication models
(unit disk graph, quasi unit disk graph, and the model employed in TOSSIM simu-
lator) using two different sensor node distributions (random distribution and grid
distribution). The authors in [19] have presented another wormhole attack detection
method based on the number of neighboring nodes and the round trip time. The
proposed scheme is developed for wormhole attack detection in Ad hoc On-demand
Distance Vector (AODV) protocol where the simulation is carried out using network
simulator (ns-2). A wormhole attack detection mechanism called Multidimensional
Scaling-Visualization of Wormhole (MDS-VOW) that makes use of multidimen-
sional scaling and anomaly visualization can be seen in [20]. This method follows a
centralized approach that leads to a single point of failure.

5 Proposed Work

The proposed algorithm uses connectivity information as the detection feature in
place of neighborhood hop count to detect the presence of wormhole attackers in
the WSN. It uses connectivity information as a measure of distance between two
nodes where a limit on the communication range is imposed on the sensor nodes.
The deployment of sensor nodes in an area of 1000 m × 1000 m is considered. A
mobile sensor node designated as M0 is randomly deployed in the WSN area that
moves around the network area and collects the connectivity information between
two randomnodes in each location. TheM0 will continue to collect data samples even
after enforcement of wormhole attack in the WSN. The maximum communication
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range of wormhole nodes is 150 m. The data samples collected byM0 in both cases,
i.e., WSN without wormhole attack as well as WSN with wormhole attack will be
mixed up and stored in a dynamic array for future use. The attack detection percentage
is obtained after training the neural network using the proposed algorithm. The
proposed algorithm is given below.

Input: WSN area of 1000m X1000m, length of wormhole link = 350m. 
Output: Percentage detection accuracy.
1: Create a wireless sensor network
2: Deploy a mobile node, Mo that visits every location in the network area randomly 
and collects connectivity information between two random nodes in each location to 
form samples.
3: Enforce wormhole attack at random location in WSN area.

3.1: Introduce 2 malicious nodes in the WSN area having a maximum
          communication range of 150m.

3.2: Establish a link between them having a maximum length of 350m
4: Repeat Step 2 to collect data samples (wormhole samples) in the presence 

of wormhole attack.
5: Mix up the data samples collected in Step 2 and Step 4 in a data set called data in a 

dynamic array.
5.1 : Denote the class of number of wormhole samples as 0
5.2 : Denote the class of wormhole samples as 1

6: Store the number of wormhole and wormhole data samples
7: Sequentially select 70% data samples from the gathered data set, data obtained in

Step 6 and store it in a data set, training data (dynamic array) for training purpose.
8: Sequentially select the remaining data samples (30%) from data and store it in a 
data set, testing data (dynamic array) for testing purpose.
9: Train the neural network with appropriate parameters. 
10: Test the neural network

10.1: If output ≥0.8, wormhole attack exists
10.2: Else if training output < 0.8, wormhole attack does not exist. 

11: Update the training data with testing data for further training of the neural net- 
work. 

12: Update testing data with new wormhole samples collected by Mo
13: Repeat Step 9 and Step 10. 
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6 Result Analysis

The proposed algorithm has been simulated usingMatlab with the simulation param-
eters given inTable 1. Simulation has been carried out forWSNconfigurations having
100, 200, 300, 400, and 500 nodes for the proposed algorithm as well as the one
proposed by Shaon & Ferens.

The results of the simulations are given in Table 2. It can be observed from the
results of simulation and the graphical plots that the proposed technique delivers
equal or higher detection accuracy in almost all WSN configurations.

Thegraphical plot that provides comparisonof detection accuracy for the proposed
technique and existing technique (Shaon & Ferens) for WSN having 100, 200, 300,
400, and 500 nodes is given in Figs. 1, 2, 3, 4, and 5 respectively.

In WSN with 100 nodes, the highest detection accuracy of 97% is obtained using
the proposed method when nodes are deployed in normal probability distribution
as shown in Fig. 1. The detection accuracy is also the highest (96%) in normal
node distribution for Shaon & Ferens’ method. For WSN 100 nodes deployed in
uniform, Poisson, exponential, and gamma distributions, the detection accuracy of
the proposed method is equal to or higher than that of Shaon & Ferens’ method
except for beta distribution.

From Fig. 2, it can be seen that the highest detection accuracy of 95% is obtained
using the proposed method when 200 nodes of WSN are deployed following normal
probability distribution, while Shaon & Ferens’ method gave detection accuracy of
91%. The detection rate using the proposed method is higher than that of Shaon &
Ferens’ method for WSN having 200 nodes.

It is observed from Fig. 3 that in WSN having 300 nodes the highest detection
accuracy of 100% is obtained using proposed method under normal distribution of
nodes.While the Shaon&Ferens’method gave an accuracy of 97% in the sameWSN

Table 1 Simulation
parameters

Parameters Value

Detection feature Connectivity information

Types of nodes distribution Uniform, Poisson, normal,
exponential, gamma, beta

Network field area 1000 m× 1000 m

Number of nodes 100, 200, 300, 400, 500

Max. communication range 50 m (normal nodes), 150 m
(wormhole nodes)

Length of wormhole link 350 m

ANN architecture [10, 10, 1]

Number of data points
(Training)

140 × 100

Number of data points
(Testing)

60 × 100



A Technique to Detect Wormhole Attack … 303

Ta
bl
e
2

Si
m
ul
at
io
n
re
su
lts

N
od
es

D
et
ec
tio

n
ac
cu
ra
cy

(%
)

U
ni
fo
rm

Po
is
so
n

N
or
m
al
(G

au
ss
ia
n)

E
xp
on
en
tia
l

G
am

m
a

B
et
a

Pr
op
os
ed

Sh
ao
n
&

Fe
re
ns
j

Pr
op
os
ed

Sh
ao
n
&

Fe
re
ns
j

Pr
op
os
ed

Sh
ao
n
&

Fe
re
ns
j

Pr
op
os
ed

Sh
ao
n
&

Fe
re
ns
j

Pr
op
os
ed

Sh
ao
n
&

Fe
re
ns
j

Pr
op
os
ed

Sh
ao
n
&

Fe
re
ns
j

10
0

78
75

80
70

97
96

85
85

87
86

80
85

20
0

76
74

87
70

95
91

80
75

81
79

82
80

30
0

72
73

90
80

10
0

97
92

85
87

87
89

87

40
0

84
82

95
90

92
92

96
89

95
91

95
92

50
0

90
90

90
97

10
0

98
96

95
97

96
99

98



304 M. M. Singh et al.

Fig. 1 Detection accuracy (%) for WSN having 100 nodes

Fig. 2 Detection accuracy (%) for WSN having 200 nodes

Fig. 3 Detection accuracy (%) for WSN having 300 nodes
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Fig. 4 Detection accuracy (%) for WSN having 400 nodes

Fig. 5 Detection accuracy (%) for WSN having 500 nodes

configuration in normal distribution. In all types of nodes distributions, the detection
accuracy rate of the proposed method is higher than that of Shaon & Ferens’ method
except in the case of uniform distribution of nodes.

Figure 4 shows the percentage detection accuracy forWSNwith 400 nodes. In this
case, the highest detection accuracy is obtained using the proposed method when the
nodes are deployed in exponential distribution. In case of WSN with 500 nodes, the
highest detection accuracy is obtained using the proposed method when the nodes
are deployed in normal distribution as shown in Fig. 5.
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7 Conclusion

This paper presents a technique to detect the presence of wormhole attacks in WSN
using ANN where connectivity information is used as the detection feature. The
deployment of sensor nodes has been done based on six different types of proba-
bility distributions, namely, Uniform, Poisson, Normal, Exponential, Gamma and
Beta probability distributions. It can be seen from the simulation results that the
proposed technique gives a higher percentage of detection accuracy for almost all
WSN configurations having nodes 100–500 nodes. Further improvements in detec-
tion accuracy can be achieved by applying deep learning techniques and by training
with large datasets.
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A Survey on Methodologies
and Algorithms for Mutual
Authentication in IoT Devices

Rashmi R. Sonth, Y. R. Pranamya, N. Harish Kumar, and G. Deepak

Abstract Authentication refers to the process of proving the identity of the IoT
device or simply, it is an act of verifying the identity of the system. The scenario
where two communicating parties authenticate each other at nearly the same time
is called two-way authentication or mutual authentication. Mutual authentication
provides trusted communication between remote IoT devices. This paper is aimed
at performing a survey on various algorithms used for mutual authentication of
IoT devices. The classification has been done based on the parameters used for
authentication, its simplicity, optimality, and efficiency of the algorithm. An abstract
analysis of the methodologies is illustrated.

Keywords Elliptic Curve Cryptography (ECC) · Internet of Things (IoT) ·Mutual
authentication · Confidentiality

1 Introduction

In today’s world, where no network is immune to external attacks, a stable, secure,
as well as an efficient system is essential for protecting the client data. As technology
has improved and the network is becoming bigger and bigger, data security, confi-
dentiality, and authentication have become one of the most important aspects of the
organization to consider.
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Network security is the process of securing communication and preventing intru-
sion into the corporate network. It focuses on how those devices interact with each
other. Data security deals with protecting privacy measures that are applied to restrict
unauthorized access for devices that are not secure. While IoT attacks in businesses
are inevitable, we can become proactive in avoiding threats to the network and safe-
guarding valuable data from hackers. The security of IoT is a domain of technology
that aims at protecting the IoT devices and network connecting them. Emerging tech-
nologies like Cryptography and Blockchain can be used to provide this high level of
security.

Figure 1 shows the IoT architecture and how the objects are connected through
the Internet. Figure 2 shows the interaction of objects and users in IoT Environ-
ment. While interacting with the objects authentication [1] of those objects and
privacy has to be preserved. This is the main goal in the IoT environment. Section 2
discusses some authentication approaches discussed by various authors and their
methodologies.

Fig. 1 IoT architecture

Fig. 2 User interaction with
IoT objects
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2 Literature Survey

Aman et al. [2] have presented a lightweight method for mutual authentication of IoT
devices using Physical Unclonable Function (PUF). Here, it is assumed that there is
a secure way for the server to obtain the initial Challenge-Response Pair (CRP) in
offline mode. The server stores this CRP as a hashed value for the protection of user
identity. Here, an IoT device sends the hash of its ID along with a nonce 1 (which
is randomly generated) to the server. Now, the server searches its memory for that
hashed value and if the match is not found, authentication fails. Else, the server will
select the CRP stored against this hash value and generates another random nonce 2.
The sender compares the hash function obtained by inputting parameters (sent by the
server) with the hash function obtained from the server. This compared value gives
either a successful or failed authentication.

Li and Cao [3] have provided One-Time Signature (OTS) using ECC. Firstly,
the signer (sender) generates t random strings, picks a timestamp, applies the hash
function, and sends it alongwith themessage to find a valid signature. The timestamp
and the message are concatenated to obtain a pointer for the hash function. Using
this hash function, t hashed strings are obtained. Now, the signer is sought for a
three-way collision within t hashed values. On encountering a collision, it is added
to the signature set and the process is terminated. Else, on finding the signature, a
temporary public key is generated using Elliptic Curve (EC). The signer then sends
the message, the signature, the timestamp, the temporary public key, and the signer’s
ID to the verifier. The verifier checks the freshness of the message using a timestamp
and then computes the values using the hash function indicated by the signer’s ID
from the signature. It then verifies them against the received value and the validity of
themessage.Otherwise, the verifier rejects themessage and the process is terminated.

He et al. [4] have proposed amethod that is based on broadcast encryptionmethod
in which a sender encrypts a message and broadcasts them over all channels, only the
authenticated receivers will be able to decipher the message. The paper focuses on
identity-based broadcast encryption that includes four tuple algorithm namely–Setup
that includes setting up of master key ms and public parameters ps. Extract-inputting
master key ms along with identity ID it produces a private key skid for identity ID.
Encrypt, which gives a cipher text ct on a combination of ps, receiver set rs, and
message M. Decrypt Message DM is received on ps, private key skid, and ciphertext
ct. This brings in many practical applications like satellite TV subscriptions and
social network service.

Mehmoodet al. [5] proposed an authenticated certificates encryption schemeusing
public key topped by Diffie–Hellman (CDH) and bilinear Diffie–Hellman methods.
The paper proves confidentiality by the INDCCA scheme where is a third party
is involved in issuing the private key and the rest of the method is the same as
the public key encryption that includes setup encryption query, decryption queries.
The forgettability is achieved by considering an adversary key in setting up phase
followed by an attack stage where adversary key makes encryption and decryption
query of a particular device.
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Bala et.al [6] worked on session initiation protocol and instantiated by applying
ECC-based mutual authentication. The methodology comprises three phases,
namely, System setup where the server selects two points on the elliptic curve one
being the private key and other being public key also secret key is kept safe by
applying one-way hashing technique. Registration phase user computes a key by
hashing User ID and several other keys. Authentication phase where the sender and
receiver authenticate the data between themselves. This paper resists replay attack,
ensures anonymity and privacy, and masquerading attack.

Lyubashevsky and Masny [7] have worked on the safety of mobile applications
using ECC-based mobile RFID. Paper mainly focuses on solving OTRUTS, i.e.,
one-time reading and unlimited service that means once a reader reads the data of
a particular tag from one of the servers, and the reader can read it for innumer-
able times. The proposed protocol considers security patrolling and has four phases,
i.e., the Initialization phase—here server is the Security Management Center (SMC)
which chooses points on the elliptic curve as private and other as the public key.
Authentication phase-Sentry post’s tag (SPT) to patrolman’s reader (PMR) authen-
tication is the second phase where PMR extracts value and sends a request to the
sentry post’s tag at the client-side. From the server-side reverse process takes place
and checks whether that Id is present in the database. One more authentication phase
happens from the sentry tag to the reader. These two phases of authentication happen
in a single session of communication. Data sending phase-server fetches the data,
encrypts it, and transmits it to the reader. Once the reader obtains the data it computes
certain values and recovers data and accepts only if the value matches else it aborts
the session.

Fan et al. [8] propose a method that works on Certificate-Less Public-Key Cryp-
tography (CL-PKC) that is immune to node imitation as well as replay attack in a
network. The paper describes three modules, i.e., Network initialization module-the
network administrator generates a master secret key from Key Generation Center
(KGC) and global parameters that all other nodes can avail in the network. Node
registration module-the end-users submit their identity to the key generation center
and request a partial private key. Once the user is verified, the user runs the algorithm
for the generation of a public and private key. Once the user enters a network, a secret
key is shared for long term with each workstation nodes. The session-key establish-
ment module establishes a shared session between a particular node and end-user. It
ensures a safe channel between them with corresponding public keys.

Park et al. [9] proposed a lightweightRFID-basedmutual authentication supported
with cache in the reader which ensures that recently visited tags are authenticated
by the reader itself. The correctness of this method is proved by GNY logic. The
tag stores a random key by one-way hashing technique that is saved in the database.
The reader generates the random number and sends an authentication query to the
tag; the tag further generates a random number and sends two keys to the reader.
Readers store the tag key set in the cache that already has done the previous set of
transactions, reader calculates tag values and verifies it from the cache if not present
then it is added to the cache. This technique greatly reduces the computation and
storage space.
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Tewari and Gupta [10] have come up with a mutual authentication protocol using
four algorithms—System setup, Key generation, Initialization, and mutual authenti-
cation. After taking a security parameter as input, the setup phase produces system
parameters which in turn, taken as input for key generation, produces a pair of private
and public keys. Now, the two connected devices exchange identities and their corre-
sponding public keys. To provide strong authentication, the message is divided into
smaller pieces and the authentication algorithm is applied for each piece. The sender
(A) encrypts a piece of the message with receiver (B)’s public key, who on receiving
the ciphertext, decrypts it. If the decrypted message does not match with A’s iden-
tity, authentication terminates. If successful, B encrypts it back and A performs the
decryption and comparison. The process continues for all pieces of the message,
providing authentication at each step.

Lars Kulseng, Zhen Yu et al. [11] have come up with a mutual authentication
protocol using RFID tags between a pair of a reader and an RFID tag of the IoT
devices. Here, the reader perpetually broadcasts the ‘req’ message. Upon receiving
‘req’, the tag replies with an index of the tag’s ID without revealing the actual tag’s
ID. On receiving this index, the reader searches the database for the corresponding
value of greeting and their XORed value is returned to the tag. This tag then confirms
with the obtained value and the actual ID of it. Hence, the tag is verified without the
reader knowing the ID of the tag. Now, the tag computes two greeting values from
the sent greeting value and sends back two keys generated using them. The reader
then generates back the greetings using the same algorithm and compares the values
stored and obtained. This authenticates the tag for its identity. This is carried out for
many rounds since the same pair of reader and tag has to continuously authenticate
one another.

Mian Ahmad Jana, Fazlullah Khana et al. [12] have come up with a mutual
authentication technique based on the payload for securing IoT connections. It uses
the concept of payload to trade the messages between the server and the client. A
provisional phase includes the exchange of a secret key by the clients to the server.
The server maintains a table for all these secret keys corresponding to each client.
Once verified from the table, the session initiation process begins where a request
message is sent by each of the clients containing object ID to the central server. Upon
successful verification of the ID, a secure session begins. During the server challenge
phase, this server looks-up for the secret key corresponding to object ID and encrypts
the payload (on successful verification) using the AES algorithm. In the message,
the server includes the ID shared to it during the session initiation phase as well as
the secret session key for the intended client to decrypt. The client decrypts using
the secret key. A potential intruder can only eavesdrop ID but not the initial secret
key without which the session ID is not accessible.

Shaoquan Jiang and Guang Gong [13] have extended on the existing Key
Exchange (KE) protocol, where the two communicative parties hold long-term
secrets and while interaction sessions a temporary key is created and encrypted
and hence authentication happens. But this protocol is prone to exhaustive search
attacks. To address this problem, a paper has come up with a Carrier Routing System
model where the nodes in the network have a set of public parameters, but no party
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knows about the secret key. This methodology helps in authenticating the initiator in
the network and the above method is proved by Decisional Diffie–Hellman (DDH).

Tewari, A, Gupta, B. B [14] have proposed an extremely lightweight protocol
for mutual authentication which deals with bitwise operations and this methodology
is applied on a medium between RFID tag and a reader. Here each device has two
sets of 96-bit tag ID and key-value, i.e., {ID, K} that are exchanged by database
server at the backend and the tag. Based on the older values {IDold, Kold} from
the previous session the tag can be verified. The XORing operation is done in the
generation of the 96-bit keys. Since the tag values keep getting updated, even if the
attacker obtains IDs, which will be invalid for future protocol runs. This method has
very low overhead and ensures untraceable.

Namje Park, Marie Kim [15] has worked on mutual authentication along with the
distributive session key system for the devices where it calculates the session key in
advance hence improving the performance. This methodology especially works for
resource-limited devices. The device produces a random number and sends it along
with its own ID to the receiver (R). R encrypts the received key and generates another
number sends it to the next device along with its own ID and hence these values are
XORed and this produces a session key. This key is used to encrypt the message.
The method is immune to replay attacks, man-in-the-middle attacks.

Ahmad Khoureich Ka [16] have proposed a new authentication technique called
RMAC which is very much applicable to highly constrained IoT devices based on
the mirror-mac method. RMAC uses a 128-bit key and operates with a 64-bit bit
response. Encryption is done using a one-time pad before sending it to the prover an
n-bit string is returned to the verifier. Also, the XOR-Cascade encryption technique
is used that consists of two rounds. Further, the key is renewed by a lightweight key
establishment technique by mixing the function of gossamer protocol. This method
proves to be secure against a middle-man attack.
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Emotion Scanning of the World’s Best
Colleges Using Real-Time Tweets

Sanjay Kumar, Yash Saini, Vishal Bachchas, and Yogesh Kumar

Abstract With the advent of technology and the popularity of social media, people
have started sharing their points of view with the masses. Views of the people matter
a lot to analyze the effect of dissemination of information in a large network such
as Twitter. Emotion analysis of the tweets helps to determine the polarity and incli-
nation of the vast majority toward a specific topic, issue, or entity. During elections,
film promotions, brand endorsements/advertisements, and in many other areas, the
applications of such research can be easily observed these days. The paper proposes
performing the emotion scanning of people’s opinions on the three top colleges and
universities of the world according to various surveys and indices (Harvard,MIT, and
Stanford) using real-time Twitter data. Also, a comparison has been drawn between
the accuracies of a few machine learning techniques used, for instance, K-nearest
neighbor (KNN), support vector machines (SVM), and Naïve Bayes.

Keywords Emotion analysis · SVM · KNN and Naïve Bayes

1 Introduction

Social media which is free of charge and user-friendly, needing only a working
Internet connection has reached masses in recent times. The individuals use this
forum widely to voice their concerns. One of the microblogging sites is Twitter,
garnering with about 500 million tweets each day. Users of Twitter post (tweet) on
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different topics, services, day-to-day activities, places, personalities, etc. every day.
Therefore, Twitter data is of utmost importance as it can be used in several cases,
for instance, discussing the ongoing political issues, building up pressure on the
government, and issues from various parts of the world. Viewpoints and reviews in
the form of tweets from customers, potential users, and critics can easily influence
the demand for a product. A lot of well-known colleges and universities all over the
world try to provide the best education to their students. They wish to attract several
more to pursue studies in their institutions. Thus, it becomes quintessential for the
students in deciding from the options available to them when choosing a college
that not only provides them the academic or professional skills they want but also
equips them with the right learning resources depending on their ability. In order
to perform the emotion analysis, the use of data/tweets of colleges/universities of
the world is made. For the sake of convenience, top three colleges according to the
recent QS ranking (Harvard, MIT, and Stanford) are taken and certain sentiments,
for example, happiness, anger, sadness, fear, and disgust were analyzed to give a
glimpse of the state of students in these premier colleges and universities. Finally,
the Python language was used to formulate the proposed method.

2 Related Work

This section consolidates and summarizes a few scholarly works proposed in the
field of data mining with the machine learning to analyze emotions on the tweets and
to prepare prediction models for various applications. Bhatt et al. [1] analyzed three
of the top colleges of India (IIT, NIT, and AIIMS). Their paper proposed the use of
SVM using different kernels to predict the sentiments. The polarity of the sentiments
was recorded and the results were obtained for each kernel. Sentiment analyses on
“Digital India” using the inbuilt tool NLTK to preprocess the data is advocated by
Mishra et al. [2]. And thus the polarity classification was carried out. The prediction
of results was done by the Zhang and [3] wherein ELM (extreme learning machine)
and SVM were used and contrast was drawn between the results obtained by them.
The use of deep learning networks for effective analysis of sentiments was carried
out by Ramadhani and [4] to record the accuracy and precision of the model. The
use of SVM, Naïve Bayes, and ME (maximum entropy) was proposed by Hassan
et al. [5]. The method proposed depression measurement using the voting model and
feature selection technique. The SVM showed better results as compared to other
mentioned algorithms. The successful sentiment analysis of movie reviews was done
by Bandana [6], wherein NLTK (natural language processing tool kit) was employed
for preprocessing and analyzing the data. And various metrics were evaluated for
different classifiers (Naïve Bayes, SVM). Krishna et al. [7] did the opinion mining
of a few top colleges in India using various classifiers (Naïve Bayes, KNN). The
accuracy metric of the techniques was evaluated. In the data of one college, KNN
proved to be accurate and in the other one, Bayes had higher accuracy. The use of
hybrid of two ML techniques was illustrated by Gupta et al. [8], wherein both KNN
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and SVM were combined. The model resulted in much better results than any of the
techniques done in isolation. The combined hybrid was applied to the data after the
successful preprocessing of the data was carried out which included stemming, stop
word removed, abbreviation expansion, tag word identification, spelling correction,
and positive and negative word identification. The model registered a 9%more accu-
racy than both the models separately did. Thus, the shortcoming of less accuracy was
successfully overcome by them. In the work proposed byNaiknaware et al. [9],MAE
(mean absolute error) was recorded for different classification techniques done on
different datasets. It was observed that less MAE resulted in much higher accuracy.
Kumar and Abraham [10] proposed a different approach of assigning sentiments to
the tweets making use of a group of adverbs and verbs placed before the adjectives.
The datasets had the sentiment weights for five different sentiments and were used to
calculate the score. The data was fed to the classifiers (different kinds of Naïve Bayes
and SVM) and the accuracies were recorded. The formula proposed by them is used
in this paper. A novel approach of forming positive, negative, and neutral dictionary
after preprocessing the data was proposed by Alaoui et al. [11] which helped in
finding the polarity. The data was fed to the classifier and the results were compared.
Woldemariam [12] dealt with comparing lexicon-based and machine-learning-based
methods and combining them. The method used a recursive neural tensor network
(RNTN) giving 9.88% more accuracy than the lexicon-based method on the forum
discussion dataset.

3 Proposed Work

Since the sentimental score of a sentence is dependent on the adjectives present in it,
this paper proposes that when an adverb/verb is encountered before an adjective, the
sentimental intensity of the adjective is enhanced and it facilitates the accurate assign-
ment of the sentiment. The following steps were taken for the successful formulation
of this methodology:

1. Tweet extraction: Raw/unclean tweets for the analysis are retrieved with the
help of the “tweepy” package of Python, which provides functions for real-time
twitter API. The API requires one to register a developer account with Twitter
and fill in parameters such as consumer key, consumer secret, access token, and
token secret. This API allows us to get all random tweets or filter data by using
keywords. The user enters the college namewith (“#”) as a prefix. And the tweets
are downloaded from Twitter and saved to a file. 3000 + tweets were considered
for one college.

2. Data Processing: The step involvesmanually implemented steps such as removal
of @, Http, #, RT, and various stop words like was, were, is.

3. POS Tagging: Now the cleaned data obtained is used for the colleges’ part
of speech tagging. As per the finding, only adverbs, verbs, and adjectives are
considered in a tweet. This is done because the adverb/verb groups placed before
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the adjective can enhance the intensity of the emotion of a tweet as mentioned
above.

Example

(a) I can do swimming.
(b) I can do very good at swimming. Sentence (b) has a high intensity of

emotion among these two as very good improves the emotional intensity
of the swimming.

4. Scoring: A dataset of 1000 + adjectives with their happiness, anger, fear,
sadness and disgust index is obtained through a survey conducted amongst
the undergraduate students. The dataset of a few verbs and adverbs are also
obtained. The algorithm used for the calculation of scores is:
(1) If an adverb or verb is encountered after another adverb or verb then it is

added. The process is repeated until an adjective (root form (stemmed)
or original) is encountered.

(2) On the encountering of the adjective:
(a) If sum (verb, adverbs) < 0: then value of adjective = 5-value of

adjective.
(b) If sum (verb, adverbs) ≥ 0.5: then value of adjective = sum (verb,

adverbs)* Value of adjective.
(c) Else: value of adjective = 0.5 * value of adjective.

The score and sentiment of a tweet is the highest score among the five emotions
and its corresponding sentiment.

5. Classification: The final step is the application of SVM, KNN, and Naïve
Bayes machine learning classifiers to the data obtained after the sentiment
analysis. The features are formed using the bag-of-words technique and the
dependent feature being the sentiment. The labels are assigned as {‘Happi-
ness’:1, ‘Neutral’:0, ‘Anger’:2, ‘Fear’-3, ‘Disgust’-4, ‘Sadness’-1}. Further,
the training and test data are divided in the ratio of 7:3.

4 Result

After the assignment of sentiments to each tweet, the above graph is prepared to
give the number of tweets belonging to each college as per the five emotions. It is
found that certain tweets could not be classified because of the lack of vocabulary,
and hence they are labeled as neutral (Figs. 1 and 2, Table 1).

The accuracies of all the classifiers used are compared and SVM is found to be the
best classifier among all the colleges. The paper thus proposes a method that gives a
glimpse of the ongoing emotions on the campuses expressed through Twitter.
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Fig. 1 The graph of colleges, sentiments, and their normalized numbers

Fig. 2 The graph depicts the accuracies of machine learning classifiers

Table 1 Accuracy scores of
various machine learning
classifiers for the colleges’
test data

College KNN SVM Naïve Bayes

Harvard 0.7516 0.7526 0.6442

MIT 0.7566 0.7576 0.5729

Stanford 0.6993 0.7529 0.6604
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5 Conclusion

Twitter data can be used to analyze and study various patterns and trends. Placement
of adverb/verb before an adjective enhances its emotional intensity. In the above
project, tweets of three different colleges are taken as the dataset, preprocessed, and
assigned the sentiment; finally, accuracies of different classifiers are compared for
different colleges. For the future scope of the project, more words in the adverbs,
adjectives, andverbs need to be incorporated to reduce the neutral sentiment.Deriving
emotions fromemoticons in the tweets to determine the final sentiment could be done.
Categorizing the tweets referring to either male or female can be incorporated. One
could find out the dependency of consecutive tweets to influence the final scoring
and improving on the proposed methodology.
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Generating Feasible Path Between Path
Testing and Data Flow Testing

C. P. Indumathi and A. Ajina

Abstract Software testing plays a major role in developing error-free software.
The scope of testing the software is to identify the errors and errors present in the
software. The data for testing are generated at the initial stage of software testing,
which is a complex task during the testing process. There are several techniques
that are available to generate test data. The paper puts forth the method to produce
the cases that are used in testing from the control flow graph which is based on the
path-oriented approach. This technique is to determine the feasible path upon all the
possible paths. To solve this technique efficiently, a genetic algorithm is applied to
identify the path that is optimal. The results from the pathwise approach are compared
to the data flow testing approach. The comparative result shows that the produced
data set for path testing produces a more feasible path than the data flow testing
technique.

Keywords Software testing · Genetic algorithm · Data flow testing · Cyclomatic
complexity · Path testing · Test data generation

1 Introduction

Testing software is the most important phase in the software industry to deliver the
error-free software. Software testing is a very broad area that includes requirement
specification, design, etc. The importance of testing is to verify the product before
getting delivered. Nowadays, most of the industries are ready to develop the software,
however, the challenging work is to deliver the software without any faults. The
most challenging task is the testing part that only acquires 40–60% of the cost of
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overall software development. Software testing is not only finding the errors in the
program, but it also verifies the behaviors and identify the defects and validate which
specification is needed. There are various testing techniques available to test the
software [1]. The testing process starts with input data. The generation of input data
specifically to test the software is said to be the test data generation. There are many
ways to produce data for testing. Input information is generated by the process of
assessment data generation to test the adequacy of the software. It is one of the
complex tasks in the field of testing. Generation of data to be assessed for a small
program is quite easy, however, when dealing with large programs, it is not easy
to produce possible data input [2]. The generation process is classified based on
the testing process. They are random “test data generator, goal oriented test data
generator, intelligent test data generator etc.” [3, 4].

The approach behind the path oriented for generating feasible cases of test which
covers all the possible paths in the program [5]. For large programs, infinite numbers
of paths are available. All the paths are not needed to test as input. So the program
is transformed as an intermediate-graph and formerly selects the path in which the
bases have occurred. To get the optimized solution, genetic algorithm is applied.
The path is converted into binary value as the initial population and then performs
the “selection, crossover and mutation” for the inhabitants, in the last stage highest
value of the fitness function is considered to be the feasible path. Then the results
are compared with the data flow testing approach. The concept behind the data
flow testing is how the variables are defined and shows how those variables assign
the values. “For each variable, the definition use path and definition clear path are
identified. Test data generated by path-oriented approach using genetic algorithm
produce better results when compared to data flow testing strategy.”

2 Background

Test input generation is significant in the testing of software. The error would be
reduced when the input to test the software is correct. Thus the time, cost, and
human workload will be reduced automatically. The authors Matthew Schmid and
Frank Hill [6] describe the importance of test data and they introduce two techniques
for generating test data. The data are generic and intelligent. The authors Rajappa
and Panda [7] generate the test data by using the intermediate graph and optimal
results are produced by applying a genetic algorithm.

The author Raluca [8] describes that the data for testing is generated according
to the state from any application. He supports the automatic generation of test data.
The authors Latiu and Cret [9] describe the importance of software testing and deal
with the test methods that are used the internal structure of the program to generate
the test data. The author Mohammad Reza and Hajar Homayouni [10] describe the
challenges that are faced in test case generation in the form of framework.

The authors Pargas and Harrold [11] establish the Tgen tool to generate the test
cases. Genetic algorithm is used to generate test data. This approach covers both the
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statement coverage and branch coverage. The author Sapna Varshney and Monica
Mehrotra [12] describe the test data flow testing strategy for test data generation. So
that the time and cost are to be reduced. To solve the method effectively, a genetic
algorithm is used to find out the feasible path among all the paths.

The author Ahmed [13] discusses that how to manage the time and cost during
multiple test data generation. They used multiple test data, which covers multiple
target paths. Thus, the authors are to be taken as the reference for generating the
test data based on the -oriented approach. Input data generation is used in the GA to
produce the optimal solutions. In recent paper, the author Marashdih and Zaaba [14]
investigates the current approaches to detect infeasible paths in the static analysis
and also point out the challenges.

3 Proposed Approach

A. Generation of Data For Testing Based on Path-Oriented Approach

Test data generating using path-oriented method aims to find out the test cases from
the path. There are many paths that are available from one program but the most
suitable test cases are used to test the software and also many infeasible paths are
generated for the program. So that the time and cost are to be reduced. To solve the
method effectively, genetic algorithm is used to find out the feasible path among all
the paths.

The program to generate test data is transformed as intermediate-graph followed
by identifying the bases in the intermediate-graph. While applying this to the genetic
algorithm, the predicates are converted into binary digits as chromosomes. Then the
path should be determined based on the predicates in the graph.

i. Calculation of fitness function:

The fitness function for the genetic algorithm is

F(x) = (C ′ ∗ C ′) + (W ) (1)

F(x) Fitness
C′ Cost for each path
W Weight calculated from the path in the program.
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ii. Selection

Roulette wheel selection was utilized in the selection of the individuals among the
populace. Formula to calculate individual probability and cumulative probability is
given below, generation is based on the data flow testing strategy. It includes the
genetic algorithm to generate the test

IP(x) = F(x)/
∑

mn = (F(X)) (2)

data, and then the results are to be determined with the coverage. The authors Gong
and Yoa [15] discussed the problems that are faced during the generation of test data
using the path-oriented method, where m is the size of the population.

CP(x) =
∑

Ln = 1 IP(X) (3)

iii. Crossover

After the selection of chromosomes, the next process is the generation of new chro-
mosomes by applying crossover function. It uses the binary representation to perform
a crossover. There are many types of crossover methods. Some of them are uniform
crossover, single-point crossover, arithmetic crossover, multi-point crossover, etc. In
this, single-point crossover is used, with the probability value of 0.8.

iv. Mutation

After performing crossover, any one of the bit is replaced as 0 or 1. The conversation
of bit takes place in the mutation process. Mutation is mainly used to maintain the
diversity of the genetic algorithm. The mutation probability value is 0.2.

v. Termination

The genetic algorithm process will terminate until the fitness function has the highest
value.

B. Steps for the Proposed Approach

(1) Write a program and convert into control flow graph.
(2) Convert the control flow graph into an intermediate graph.
(3) Identify and generate the test sequence from the predicate.
(4) For every path of graph,
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• Compute the “fitness function”, Individual and cumulative probability.
• Perform selection, crossover, and mutation operation.

C. Generation Of Data For Testing based on data flow approach.

The global search technique is now a recent topic for researchers. The main aim of
data flow testing is to generate the test data that covers the all-use criteria. Test data
generation is one of the important tasks. The paper proposes the genetic algorithm
for test data generation using data flow testing that produces the result for reducing
time and complexity.

D. Steps for this approach is given below.
(1) The program to be tested is changed into a control flow graph. That indicates

the flow of the program.
(2) Identify the variables in the program and then classify the variables into “c-use”

and “p-use” variables.
(3) Then the most important is to determine the def-use path to identify the paths

which are all satisfying all-use variable criteria.
(4) Generate the test data applying the GA.

F(x) = fresh dcu path + dpu path enclosed

Aggregate num of dpu as well as dcu path′′

• Calculate the fitness function from the above equation and then perform three
operations until all the requirements are to be satisfied.

• Perform selection, crossover, and mutation operation.

Path testing focuses on the paths to generate test cases in which the variables are
to be used to cover all possible criteria.

4 Experimental Study

A. Path-oriented test data generation

We performed an experimental study for a detailed understanding of the concepts.
Consider an example of a triangle program. The source code for the triangle program
is given below. Control flow graph for the triangle program is shown in Fig. 1.
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Fig. 1 Flow graph of
triangle program 1
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S1: int e,f,g,v;

S2: printf(“Enter three sides”); (1) 

S3: Scanf(“%d%d%d”,&a,&b,&c);

S4: v=0;

S5: if((e>=0)&&(e<=100)&&(f>=0)&&(f<=100) 

&& (g>=0)&&(g<=100)) (2)

S6: { 

S7: if(((e+f)>g)&&((g+e)>f)&&((f+g)>e))

S8: { (3)

S9: v=1; (4)

S10: } 

(5)   

S11: } 

S12: if(v==1) (6) 

S13: { 

S14: if((e==f)&&(f==g)) (7)

S15: printf(“Equilateral”) (8)

S16: else if((e==f)||(f==g)||(g==e)) (9) 

S17: printf(“isosceles”) (10)

S18: else (11)

S19: printf(“scalene”);

S20: }      (12)

S21: else

S22: { (13)

S23: printf(“not a triangle”) 

S24: } (14)

S25: } (15)

Then identify the predicates in the graph. There are five predicates in the triangle
program namely 2, 3, 6, 7, and 9. Random numbers are generated as the binary digit
0’s and 1’s as the population. It takes 8 bits to represent the chromosomes. Then find
out the fitness function, individual probability, and cumulative probability for each
path and then perform genetic operations.

Method is described as follows:
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Table 1 Weight calculation Nodes M S W = S − M

15
14, 15
13, 14, 15
12, 14, 15
11, 12, 14, 15
10, 12, 14, 15
9, 8, 12, 14, 15
8, 12, 14, 15
7, 8, 12, 14, 15
6, 7, 8, 12, 14, 15
5, 6, 7, 13, 14, 15
4, 5, 6, 7, 13, 14, 15
3, 5, 6, 7, 13, 14, 15
2
1

14
13
12
11
10
9
8
7
6
5
4
3
2
1
0

15
14
13
12
11
10
9
8
7
6
5
4
3
2
1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

Step1: Consider initial population as 01010101, 00000101, 01001001, 01010100,
and 01010101.
Step2: Initial-chromosome 01010101, the path is 1-2-3-5-6-7-8-12-14-15. Charge
of path is E − N + 2 = 9 − 10 + 2 = 1.
Step3: Fitness function calculated by stack weight is given in Table 1. In the table
M represents the incoming nodes for a particular path. S represents the size.W =
15 + 14 + 13 + 36 + 46 + 55 + 35 + 54 + 90 + 91 = 449.
The “fitness function” of first chromosome is as follows.

F(x) = (
C ′ ∗ C ′) + (W )

F(x) = (1 ∗ 1) + 449 = 450

The initial population and the corresponding path for path testing is given in
Table 2. And then the first iteration is given in Table 3.

Table 2 Predicate path Initial population Path

01010101
00000101
01001001
01010100

1-2-3-5-6-7-8-12-14-15
1-2-6-7-9-10-12-14-15
1-2-3-5-6-13-14
1-2-6-7-9-11-12-14-15

Table 3 Iteration 1 S.no Individual pop Fitness value

1
2
3
4

01010101
00000101
01001001
01010100

450
410
380
425
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Step4: Then the IP value and theCumulative value is calculated from the fitness
function.
Step5: Then the crossover operation is performed to generate the newoffspring.

2 00000101 cross over point is 4 then the

3 01001001 offspring’s are 01000101, 00001001

Step6: Then the mutation is performed in the individual 2.

00001001 → 00011001.

Step7: Thus the process will continue for four iterations. Then finally, the
feasible path for the final iteration is the first population path. The feasible
path is 1-2-3-5-6-7-8-12-14-15. Because it has the highest fitness value of
448.

B. Data Flow Test Data Generation

Step 1: The same triangle program is considered for test data generation based
on the data flow approach.
Step 2: Determine the predicates in the graph and then identify the c-use and
p-use variables in the program.
Step 3: Then find out the def-use path that covers all the paths in the programs.
This can be displayed in Table 4.
Step 4: Then genetic algorithm is applied to generate test data. The fitness
function is calculated by

F(x) = fresh path for dcu + dpu path enclosed

Aggregate num of dpu as well as dcu path

Table 4 Def-Cu and def-Pu
path

Def-use path num Def-use path (terminates with −1 for c-use
paths)

1
2
3
4
5
6
7
8
9
10
11
12

1-2-3
1-2-6
1-3-4
1-3-5
1-7-8
1-7-9
1-9-10
1-9-11
1-6-7
1-6-13
4-6-7
4-6-13
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The binary representation of the initial population and the associated path is
given in Table 2. The fitness function for the data flow testing is given below.

01010101 → 0.813
00000101 → 0.75
01001001 → 0.588
01010100 → 0.833

Step5: Thus the process will continue for four iterations. Then finally,
a feasible path for the final iteration is the last population. The path is
1-2-6-7-9-11-12-14-15.

The same path is not obtained for the path and testing of data flow. The testing
of data flow moves through the false path. Else the path testing moves the path that
covers all the possible nodes.

5 Conclusion

Generation of dataset based on the path-oriented method produces a more infeasible
path. It leads to consuming more cost and time. We present path testing along with
a genetic algorithm that produces the most optimal path among all other paths. The
result from the path testing is compared with the data flow testing. The comparative
result shows that the produced data set by path testing produces results in better
performance for the data flow testing.
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Soft Constraints Handling for
Multi-objective Optimization

Md. Shahriar Mahbub, Fariha Tahsin Chowdhury, and Anika Salsabil

Abstract Most real-world search and optimization problems naturally involve mul-
tiple objectives and several constraints. In this work, an idea for a generalized new
approach for handling both hard and soft constraints inMulti-ObjectiveOptimization
Problems (MOOP) is demonstrated. The main purpose is to fully satisfy all the hard
constraints and satisfy soft constraints as much as possible. A modification to the
binary tournament parent selection approach is proposed. The proposed approach is
integrated with the two most widely used multi-objective evolutionary algorithms,
i.e., NSGA-II and SPEA2. A test is conducted on four benchmark problems and
satisfactory results are achieved.

Keywords Multi-objective optimization · Hard constraint handling · Soft
constraint handling

1 Introduction

Optimization problems can be found in most of the practical fields. Moreover, most
of the practical problems come with a number of constraints. There is a huge num-
ber of economic and financial problems that are directly related to encompassing
both hard and soft constraints. As the feasibility of any solution is defined by sat-
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isfying the hard constraints, the satisfaction of the problem can be defined by soft
constraints. Mathematically, an optimization problem with hard and soft constraints
can be formulated as

Minimize/Maximize fm(X) ; m = 1, 2, . . . ,M
Subject to : gj (X) ≥ 0 ; j = 1, 2, . . . , J

sl(X) ≥ 0 ; l = 1, 2, . . . , L
x (L)i ≤ xi ≤ x (U )

i ; i = 1, 2, . . . , n

Here, X is a solution vector of n decision variables: x = (x1, x2, . . . , xn)T. The
lower and upper bounds of the decision variable xi are, respectively, x

(L)
i and x (U )

i .
gj (X) presents J number of hard inequality constraints and sl(X) presents L number
of soft inequality constraints. Moreover, there are M number of objective functions
fm(X) that need to be minimized or maximized.
Most of the time the soft constraints are ignored. There exists hardly any literature

where techniques for handing hard constraint are developed. In a few papers [1, 2],
the soft constraints are considered as an additional objective or neglected. In this
study, a generalized approach for handling soft constraints is developed. The main
focus of the research is to handle soft constraints in parallel with hard constraints. For
handling soft constraints, the binary tournament selection [3] is modified. Moreover,
a metric called Soft Constraint Violation (SCV) is introduced. The solution which
has greater SCV violates the soft constraints more than the other solutions. On this
basis, the solutions which violate less soft constraints will get higher priority than
the other ones when selecting a parent using binary tournament selection.

The proposed idea is tested in four benchmark problems concerning two algo-
rithms Non-Dominated Sorting Genetic Algorithm (NSGA-II) [4] and Strength
Pareto Evolutionary Algorithm (SPEA2) [5]. The results in the paper have eval-
uated the decrease of SCV over time. In most of the cases, the proposed approach
performs well as desired. In the experiments, both for NSGA-II and SPEA2, the
obtained results are mostly identical, as both of them use the same parent selection
procedure. Some results show the undesired result which is a limitation. So, there
lies a potential space for further research to overcome this limitation.

2 State of the Art

Please recall that very few papers propose an approach to handle both hard and soft
constraints. Two papers are discussed in this aspect.

Jin et al. proposed a Constraint-Guided Method (CGM) with evolutionary algo-
rithms for economic problems [1]. CGM is a technique that is used to handle both
hard and soft constraints. It proposes a technique to convert the objective of a solu-
tion to a modified objective by considering hard and soft constraints by adding some
penalty according to the status of a solution. The different penalty values are added
on the priority basis (if a solution violates a hard constraint, more penalty value is
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added than the solution which violates only a soft constraint). Moreover, the ordering
of soft constraint violations needs to be performed. Therefore, a solution violates a
higher prioritized soft constraint that has more penalty value than a solution that
violates a lower prioritized soft constraints. There are some problems regarding this
approach. Firstly, the approach is only applicable to single-objective optimization.
Secondly, the penalty values for hard and different soft constraints have to be defined.
Defining penalty values require problem-specific knowledge which is not trivial at
all.

Ray et al. [6] proposed an algorithm called Infeasibility-Driven Evolutionary
Algorithm (IDEA) for handling hard constraints. IDEA proposes a significant dif-
ference in terms of ranking and selection of the solutions while comparing with
traditional evolutionary algorithms. A new ranking technique is proposed which is
based on the original objectives along with additional objective, which is called
Constraint Violation Measure (CVM).

Singh et al. proposed a modified IDEA method for solving problems with a mix
of hard and soft constraints called IDEA-M [2]. IDEA-M aims to deliver a set of
solutions which

– satisfies hard constraints.
– achieves trade-offs concerning the soft constraints.
– has improved the rate of convergence.

To achieve the trade-off solutions, the CVM for soft constraints is considered as an
additional objective. The approach may suffer from higher dimensional problems.
Because the approach adds objectivewith the existing objectives, whichmay increase
search space significantly.

3 Proposed Idea

In the context of handling hard constraints, many generalized techniques have been
successfully used to get a feasible solution for constrained optimization problems.
However, all these methods are not enough to handle both hard and soft constraints
simultaneously as soft constraints are being neglected mostly. In this section, the
main idea of our proposed techniques is described.

3.1 Existing Approach for Handling Hard Constraints

The most common existing technique is binary tournament selection for selecting
parents [7]. While selecting parents, three different cases could arise as follows:
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Case 1: Both solutions are infeasible

– The selected solution will be the solution that violates less hard constraints.

Case 2: One is feasible and the other one is infeasible

– The solution will be the feasible one.

Case 3: When both the solutions are feasible then

• Sub-case 1: One solution on the better front than the other

– Solution on the better front is selected.

• Sub-case 2: Both on the same front

– A solution is selected randomly.

Please note that the solution which violates hard constraints is called infeasible
solution. Moreover, the shown approach is applicable for multi-objective optimiza-
tion problems. For the case of multi-objective optimization, individuals are ranked
according to domination [3]. Besides, the individuals are placed in fronts based on
which individual dominates other individuals.

In theThird Case, there are two sub-cases. The first sub-case is shown in Fig. 1, if
a solution is on the better front than the other solution, the solution which is located in
the better front is selected as a parent. Without losing the generality, please consider
two fronts, f1 and f2, in a multi-objective minimization problem. Front 1 and front
2 are two non-dominated fronts. There are two feasible solutions circled in green
and red, situated on front 1 and front 2, respectively. As the green solution has been
situated on the better Pareto front, it is selected as the Pareto Optimal solution. In
the second sub-case, the solutions are situated on the same front and they have the
same priority for getting selected as a next parent. Here, the next parent selection
will be picked randomly. So, this random selection procedure of this case is modified
to avoid uncertainty.
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Fig. 1 Sub-case 1 of case 3

3.2 Modified Approach for Handling Both Hard and Soft
Constraints

Please recall that hard constraints have to be satisfied. The solutions that do not
violate hard constraints are valid. However, the valid solution that violates less soft
constraints is a preferable solution than a valid solution that violates more soft con-
straints. Therefore, while selecting a parent that both are in the same front, a solution
with less soft constraints violation is selected. Hence, the sub-case 2 of case 3 is
modified which is shown below:
Case 3 (Modified): When both the solutions are feasible then

• Sub-case 1: One solution on the better front than the other

– Solution on the better front is selected.

• Sub-case 2: Both on the same front

– Less soft constraint violated solution is selected.

Let us consider only one front obtained which is shown in Fig. 2. There are two
feasible solutions in the front and they are circled in blue and orange. Both solutions
are situated on the same front. Considering, the Soft Constraint Violation (SCV) of
the blue circled solution is 10 and the orange one is 15. As 10< 15, blue one violates
less soft constraints than the orange one. Hence, the blue solution is selected as a
parent.

Finally, Algorithm 1 presents the details of the technique.
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Fig. 2 Sub-case 2 of case 3

Algorithm 1 Soft Constrained Binary Tournament Selection
1: Sol1 {Solution-1}
2: Sol2 {Solution-2}
3: if Sol1 violates less Hard Constraints than Sol2 then
4: return Sol1
5: else if Sol2 violates less Hard Constraints than Sol1 then
6: return Sol2
7: else
8: if Sol1 dominates Sol2 then
9: return Sol1
10: else if Sol2 dominates Sol1 then
11: return Sol2
12: else
13: if Sol1 violates less Soft Constraints than Sol2 then
14: return Sol1
15: else if Sol2 violates less Soft Constraints than Sol1 then
16: return Sol2
17: else
18: return a random solution
19: end if
20: end if
21: end if

3.3 Soft Constraint Violation (SCV)

There can be more than one soft constraint. In that case, a new metric called overall
SCV is proposed. The metric adds all the violations. The mathematical formulation
for calculating overall SCV is given below:
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Fig. 3 Soft constraint violation (SCV) calculating flowchart

SCV =
L∑

i=1

si (x) if si (x) < 0 (1)

The flowchart for calculating the Soft Constraint Violation (SCV) is given below
(Fig. 3):

For example, considering a problem which has four soft constraints. For one
solution, the obtained values are given below:

s1(x) = −0.1 (2)

s2(x) = 0 (3)

s3(x) = 1 (4)

s4(x) = −0.5 (5)

To calculate the overall SCV, the negative values are added. Here, s1 and s4 are
negative, which means the solution violates two soft constraints. And the overall
SCV will be −0.6.
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Table 1 Benchmark problems

Problem name No. of objectives No. of constraints

Tanaka 2 2

Srinivas 2 2

Viennet4 3 3

Osyczka2 2 6

4 Experiments and Results

Several experiments have been conducted to analyze the performance of our pro-
posed approach. In the experiment, we select two most widely used MOEAs (i.e.,
NSGA-II [4] and SPEA2 [5]) and four benchmark problems (Tanaka [8], Srinivas
[9], Viennet4 [10], Osyczka2 [11]). In the proposed approach, individual monitoring
of each constraint will be analyzed, considering as hard and soft simultaneously.
Finally, a discussion of the obtained results will be presented for better visualization
and detailed analysis.

4.1 Benchmark Problems

Table 1 presents the details (name, number of objectives, number of constraints) of
four benchmark problems.

In each experiment, we have considered each constraint as soft and the rest of
them as hard constraints. We have continued this process in all the problems for both
NSGA-II and SPEA2.

4.2 Evaluation Criteria

For each experiment, a graph is generated by plotting generation numbers (X-axis)
and average SCV (Y-axis). Average SCV is calculated by averaging SCV of all the
solutions of the generation. It is expected that the average SCV will decrease over
time. In the first phase of the algorithm, the only priority is to find a feasible solution.
Afterward, when the solutions arematured (mostly are in the same front), then binary
tournament selection tries to decrease SCV. If the trend of average SCV reduces over
time, i.e., it goes toward 0, then it can be said that our proposed technique has
performed better.
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Table 2 Parameter settings for NSGA-II and SPEA2

NSGA-II SPEA2

Initial population 100 100

Crossover SBXCrossover [3] SBXCrossover

Crossover probability 0.9 0.9

Mutation PolynomialMutation [3] PolynomialMutation

Mutation probability 1/n, n = the number of the
decision variable

1/n

Generations 250 250

Archive size – 100

4.3 Experimental Setup

Our proposed methodology is implemented in jMetal framework [12]. Table 2 shows
the standard parameter settings for our experiments.

Fig. 4 Simulations for NSGA-II
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Fig. 5 Simulations for SPEA2

4.4 Results

In this section, the results of the two algorithms are presented.

4.4.1 Simulated Results of NSGA-II and SPEA2

Figures 4 and 5 show the results for NSGA-II and SPEA2, respectively. Each graph
represents a problem and within the graph, all the soft constraints are presented by
different series. Please recall that the experiments are conducted by considering one
constraint as soft and rest of the constraints as hard. For example, consider that a
benchmark problem has three constraints. Therefore, three runs are conducted, in
each run, one of the three constraints is considered as soft and the other two are
considered as hard constraints. Besides, the result of these three runs is plotted in a
figure. The soft constraints are labeled as 1S, 2S, and so on.

4.4.2 Summary Results of NSGA-II and SPEA2

By observing four graphs, identical results are found. In Tanaka, for 1S desired
trend is achieved, on the other hand, for 2S opposite is observed. For the second
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test problem, Srinivas, undesired patterns are observed. In the third test problem
Viennet4, perfect curves are achieved for 1S and 2S. But in the case of 3S, some
fluctuations in the trend are observed. Lastly in Osyczka2, for 1S, 3S, 5S, and 6S,
desired trends are achieved and average results are observed for 2S. But in the case
of 4S, poor results are observed.

4.5 Discussion

It can be observed that good results are not obtained for some soft constraints. Please
recall that this approach is only applicable to parent selection techniques. However,
the continuous improvement of the population is done in two phases (parent selection
and survivor for next generation). In the later phase, Pareto ranking [3] and crowding
distance [3] are applied to select the survivor for the next generation. The main
preference for selecting a survivor is given on ranking. When most of the solutions
are mature (having the same rank), crowding distances are considered for selecting
survivors. Therefore, it could happen that more soft constraints violated solutions
have better crowding distance; therefore, those solutions are selected for the next
generation. Hence, soft constraints handling has secondary preference through parent
selection. For this reason,we have not got the desired results for some soft constraints.
More experiments are required to prove this conjecture.

5 Conclusion and Future Work

There are many hard constraint techniques available in the field of multi-objective
optimization. However, handling soft constraint techniques are rarely found. There-
fore, a soft constraint handling technique compatible with existing hard constraints
handling technique is developed here. Binary tournament selection is modified to
incorporate soft constraint handling techniques. Experiments with four benchmark
problems on two algorithms (NSGA-II and SPEA2) are conducted. The test results
show good results for most of the cases; however, some cases show poor results.
The poor results could be explained by the selection mechanisms of survivors for the
future generations.

There remains a vast area to work for evaluating and enhancing the proposed
approach. One approach could be incorporating SCV into the survivor selection
mechanism. For the selection of the next generation, ranking and crowding distance
metrics are considered. However, SCV has been considered only in the case of
parent selection. To achieve better results, integrating SCV alongside with ranking
and crowding distance could improve the results for all the soft constraints.



348 Md. S. Mahbub et al.

References

1. Jin N, Tsang E, Li J (2009) A constraint-guided method with evolutionary algorithms for
economic problems. Appl Soft Comput 9(3):924–935

2. Singh HK, Asafuddoula M, Ray T (2014) Solving problems with a mix of hard and soft
constraints using modified infeasibility driven evolutionary algorithm (idea-m). In: 2014 IEEE
congress on evolutionary computation (CEC). IEEE, 983–990

3. KalyanmoyD (2001)Multi-objective optimization using evolutionary algorithms, vol 16.Wiley
4. Deb K, Pratap A, Agarwal S, Meyarivan T (2002) A fast and elitist multi-objective genetic

algorithm: Nsga-ii. IEEE Trans Evol Comput 6(2):182–197
5. Zitzler E, Laumanns M, Thiele L (2001) Spea2: improving the strength pareto evolutionary

algorithm. TIK-report, vol 103
6. Tapabrata R, Singh HK, Isaacs A, Smith W, Infeasibility driven evolutionary algorithm for

constrained optimization. In: Mezura-Montes E (ed) Constraint-handling in evolutionary opti-
mization. Studies in computational intelligence. Springer, Berlin, Heidelberg, pp 145–165

7. DebK (2000) An efficient constraint handlingmethod for genetic algorithms. ComputMethods
Appl Mech Eng 186(2–4):311–338

8. Tanaka M, Watanabe H, Furukawa Y, Tanino T (1995) Ga-based decision support system for
multicriteria optimization. In: IEEE international conference on systems man and cybernetics,
vol 2. Institute of Electrical Engineers INC. IEEE, pp 1556–1561

9. Srinivas N, Deb K (1994) Muiltiobjective optimization using nondominated sorting in genetic
algorithms. Evol Comput 2(3):221–248

10. Vlennet R, Fonteix C, Marc I (1996) Multicriteria optimization using a genetic algorithm for
determining a pareto set. Int J Syst Sci 27(2):255–260

11. Osyczka A, Kundu S (1995) A new method to solve generalized multicriteria optimization
problems using the simple genetic algorithm. Struct Optim 10(2):94–99

12. Durillo JJ, Nebro AJ, Alba E (2010) The jMetal framework for multi-objective optimization:
design and architecture. In: CEC 2010, Barcelona, Spain, pp 4138–4325



Parking Management System Using
Internet of Things

Aditya Sarin and Deveshi Thanawala

Abstract The raid population growth and increasing number of private vehicle
ownership in countries like India have largely contributed to vehicle congestion.
Inappropriate vehicle parking areas are considered as one of the root causes for slow
moving traffic and has invoked the attention of the administration officials. Themodel
proposed here serves a three-stage parking system using the Internet of Things. The
first stage consists of an automated gate connected to an onscreen vehicle counter.
The second stage consists of sensors that are installed at each parking slot, connected
with a cloud platform by using a microprocessor board. These sensors send real-time
data to the cloud by keeping track of the status of each parking slot and provide an
online platform for the user to check the availability of parking slots. The final stage
of the system provides an application interface that sends the user’s parking details
through e-mail and displays the same on the application.

Keywords Parking management system · Internet of Things · Cloud
management · Parking security management

1 Introduction

Private vehicle ownership has engendered a major setback to the public transport
community in India resulting in a vast proliferation of private automobiles over the
last two decades. The number of registered vehicles in India has increased from
55 million in 2001 to 210 million in 2015 and is subject to escalate [1]. Being the
second most populated country in the world these new private automobiles have also
incurred a setback in its development.
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One of the primary effects due to this population explosion is space management
that has given rise to an inevitable problem of vehicle parking. Vehicle management
at the parking lots has become an important aspect of the best utilization of existing
parking area capacity. Wastage of time and fuel at the parking area due to an increase
in vehicle count has become a major issue for everyone [2].

Internet of Things (IoT) relates to a vast community of devices connected to
the Internet which form a broad network where data from these billions of devices
are shared [3]. The main purpose of developing an IoT-enabled parking manage-
ment system is to put an end to the endless parking area problems such as finding
availability of slots and the irregularity of entry and exit of the vehicles that cause
congestion in such parking lots.

The proposed system works in three different stages. The first stage is designed to
provide an automatic gate control mechanism that detects the presence of any vehicle
and lets it in via the automatic gate. Once the vehicle has entered, an LCD screen
keeps track of the number of vehicles that has entered. The second stage comprises
the parking slots being enabled with sensors that detect if a vehicle is parked or
not, sending this data to the cloud server that can then be monitored by the security
officials in the control room. The security personnel can then track the unwanted
congestion of vehicle movement inside the parking space by keeping a check on the
number of vehicles entering and exiting the parking lot, which has to be same at all
instants with a delay of some minutes acceptable for a car to move out of the parking
lot. The third stage displays the cloud data on a mobile application and also sends
an e-mail to the concerned vehicle owner about his parking details.

The structure of the paper is as follows: Sect. 2 explains the literature survey.
Section 3 describes the system layout alongwith hardware description and the design
flow which derives a stepwise procedural order in which the model works. Section 4
enumerates results and discussion. Section 5 includes the conclusion.

2 Related Work

Outdoor parking slots are available with GPS to keep a track on the position of
the vehicle whereas for indoor parking slots Wi-Fi-enabled signatures were used to
provide a similar mechanism [4].

Several models have been proposed to enable vehicle detection by interfacing
sensors at the parking site [5]. Alternate solutions have been provided using RFID
technology to automate car parking systems [6]. A large number of parking models
have been proposed and implemented using Bluetooth, wireless networks, Zigbee,
and RFID technologies. Among such works, the idea proposed in paper [7] explains
the use of RFID for a smart parking system where the parking slot availability is
managed by using RFID and periodically saved in the database.

Paper [8] provides an efficient interface for user interaction but uses infrared
sensors for detection at a parking spot but such sensors have a low range of detection
(about 20 cm). However, the paper gives an additional solution using advanced driver
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assistance which provides an efficient algorithm for charging the driver on the basis
of the time for which the car is parked.

Paper [9] provides a solution for parking challenges being faced in Hyderabad
by providing online booking of parking slots along with entry based on a barcode
scanner. Paper [10] explains the usage of smart parking with the help of Zigbee
communication and interfacing IR sensors for the detection of vehicles also using
RFID technology. Paper [11] uses MQTT protocol which provides three levels of
security levels on top of the TCP layer. It also integrated temperature sensors to
enable the safety of the parking lot. Ultrasonic sensors are used for indoor parking
and IR sensors are used to keep a check in outdoor area parking, sending this data
to a web page.

Paper [12] provides a comparative study of different methods that are employed in
improving exiting parking conditions, it provides methods such as using ultrasonic
sensors, managing parking status using the online cloud, and RFID to detect the
vehicles and sensor nodes. Paper [13] developed a queuing mechanism additionally
which works in a first-in first-out manner, which is structured for peak hour and non-
peak hours timing as well, providing statistical parameters to function in a multiple
queue system. In Paper [14], the authors explain a model involving an Android appli-
cation to ease the parking slot booking system and used a deep learning algorithm
to detect the vehicle number plates.

3 Proposed Work

The proposed model illustrates a modular design of the parking management
system integrating the hardware components with the software architecture. Figure 1
describes the system layout proposed that forms the foundation of the model
illustrating the location and working of each device.

3.1 System Layout

3.1.1 Microprocessor

The microprocessor forms the core of the model that is primarily concerned with
the sensor data being uploaded to the online cloud platform. It updates the sensor
data and keeps the users updated from time to time. The microprocessor used is
a Raspberry Pi B + model. Three ultrasonic sensors are connected that detect the
presence of the vehicle in each parking spot.
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Fig. 1 System layout

3.1.2 Embedded Microcontroller

The microcontroller forms the nucleus of stage 1 of the proposed model that controls
the working of the automatic gate control as well as the counter display at the entry
of our parking lot. This board is connected to the IR sensor, servomotor, and LCD
display. It facilitates the entry of the vehicle inside the parking lot and keeps track
of the number of vehicles entering. The microcontroller board used in the proposed
model is an Arduino UNO based on the microchip ATmega328P.

3.1.3 Node MCU ESP8266

Node MCU works on the ESP8266 Wi-Fi system-on-chip firmware. This module is
connected to an LED at each parking slot indicating that the slot is filled. This data
is then displayed on the BLYNK application.

3.1.4 Counter

The counter uses an LCD display which is present at the entry gate of the parking
lot displaying the number of vehicles entering the area thereby notifying the driver
if any parking lot is available or not thus preventing unnecessary traffic inside the
parking lot.
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3.1.5 IR Sensor

This sensor transmits an infrared wave from its transmitter terminal which hits the
obstacle and returns at its receiver terminal, and hence it can determine the presence
of an entity. IR sensor emits infrared radiation and helps in detecting the presence
of an obstacle. However, an ultrasonic sensor emits ultrasonic sound waves that can
accurately determine how far the obstacle is.

This sensor is not used as a parking sensor because IR sensors are highly sensitive
to dust, smoke, and light. Moreover, IR sensors have a small detection range, and
hence it can be used at the entry where vehicles move close to them but could fail to
detect vehicles with their base at a greater height from the ground.

3.1.6 Servomotor

The servomotor forms themechanismofmovement for the entry gate, this servomotor
is connected to the microcontroller and is programmed to provide rotation by 90° in
clockwise as well as in counterclockwise direction.

3.1.7 Ultrasonic Sensor

This sensor detects the vehicle when the ultrasonic waves are blocked also calcu-
lating the distance at which the obstacle is present. It is placed with the sensor’s
transmitter and receiver facing upward, installed at the center of each parking spot.
The orientation of the sensor is illustrated in Fig. 2. The sensor has a maximum range
of 4 m and a minimum range of 2 cm with an angle that can be varied by 15°.

D = (V × t)/2 (1)

Formula 1 is used to calculate the distance between the sensor and the obstacle.

where

D required distance,
V speed of sound, and
t time sound wave takes after striking the object.

Fig. 2 Ultrasonic sensor orientation
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The distance “D” is calculated using the above formula and this is how the sensor
calculates the distance between an obstacle and itself.

3.1.8 ThingSpeak

ThingSpeak is an open-source cloud platform designed for the Internet of Things
application developed by Mathworks. This online platform lets us store and collect
such sensor data and interact with different forms of data stored. We can either keep
our data public or private.

3.1.9 Blynk Application

Blynk is a user application specially designed for the Internet of Things. It is used
to control hardware remotely, display sensor data, and also to store the data. In the
proposed model, Blynk is used as an application through which the users can keep
a track on parking availability. The application also provides notification service to
the user via e-mail stating the location of the user’s parked vehicle.

3.2 Design Flow

Figure 2 above explains the flow of system architecture.
The entire flow can be described in four steps:

Step 1

The vehicle arrives at the parking lot entry, the driver can then check for the avail-
ability of parking spaces on the LCD counter, if any. If there are empty parking slots
the vehicle enters the area through an automated gate that is a combination of an IR
sensor and a servomotor connected to the Arduino Uno microcontroller. This micro-
controller programs the threshold of the IR sensor. The sensor detects the entry of the
vehicle that then sends signals to the microcontroller. After receiving the signal, the
servo gate rotates and opens the entry for the incoming vehicle, and simultaneously
the LCD counter updates the number of vehicles entered in the parking space (Fig. 3).

This forms Stage 1 of the proposed model.

Step 2

Here the vehicle that has already entered moves to the vacant parking spot. Each
parking slot has an ultrasonic sensor engraved that detects if a car is parked or not.
The sensor is programmed to a preset threshold. The transmitter sends the ultrasonic
wave which is then received at the receiver after being reflected from the underside
of the vehicle. If the distance of the obstacle is less than the given threshold, the
sensor gets triggered and sends data accordingly.
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Fig. 3 Design flow

Step 3 and Step 4

Step 3 and 4 are further divided into two parts.

Path 1

The data from the sensor is sent to the microprocessor which runs an algorithm to
calculate the distance between the obstacle and the sensor with the help of the time
taken for the wave to return. This data is then sent to an online cloud platform where
it displays the number of parking slots and even the real-time parking availability
so users can keep a check on the availability of parking slots conveniently. If the
distance falls under the pre-determined threshold then the indicator on the cloud
indicates that the particular slot is filled. The cloud platform used is the ThingSpeak
cloud platform.

Path 2

The data from the sensor activates the on-site led which sends data to the Node-MCU
ESP 8266module. Thismodule is programmed to connect with theBlynk application
where the parking chart is displayed in a similar manner to the cloud platform, which
provides users an alternate way to keep a check on the availability of the parking
slots. The application is also programmed to provide an additional feature in which
the user receives an e-mail notification as soon as he parks his car, specifying the
users’ vehicle location (block number and the floor number).

3.3 Logic Flow

Figure 4 explains the algorithm for vehicle detection using an ultrasonic sensor and
sending data to the server.

The proposed model describes an algorithm for the operation of ultrasonic sensor.
The sensor is first initialized by keeping the trigger pin low, this pin is an output pin
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Fig. 4 Logic flow of ultrasonic sensor detection

and sends ultrasonic signals. The trigger pin is then made high for 10 µs for the
signal to transmit. After 10 µs the trigger pin is made low again.

Now a threshold is set in the sensor, suppose “x”, this threshold is set at 25 cm.
If a car with a ground clearance of 10 cm is parked, the sensor detects an obstacle
within its threshold range and indicates a deviation from its ideal state. The cloud
platform detects a change in the sensor state and indicates the same on the screen.
This demonstrates that the parking slot is occupied. The indicator turns off when
the car leaves the parking slot, and hence the sensor has no obstacle in its threshold
range.

Figure 5 explains the algorithm for vehicle entry using gate control and counter.
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Fig. 5 The logic flow of stage 1

Stage 1 of the proposed model consists of the counter, automatic gate control, and
an IR sensor.

The IR sensor emits infrared radiation continuously. A counter variable is created
that keeps track of the number of vehicles entering the parking lot. The counter has
current as well as a previous state variable. These variables are initialized first and
then the input from the IR sensor is taken. A preset threshold is applied to the IR.
As soon as the microcontroller board receives a signal when the obstacle is detected,
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the current state increments by one and the microcontroller sends a signal to the
servomotor specifying the degree of rotation it has to make.

Figure 6 explains the algorithm for vehicle detection and sends data to Blynk
application.

As soon as the ultrasonic sensor detects a change it transmits a signal to the node
MCUwhich acknowledges this change and displays the same on the application and
an e-mail notification is sent to the user specifying the parking slot number. There is
an on-site led which indicates if a slot is empty or not.

Fig. 6 Logic flow for node MCU with app
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4 Results Analysis

The proposed model is designed in such a way that minimum delay is maintained
throughout the process to provide users an easier and faster solution to their daily
parking problems.

The stage I of the model shows communication between the IR sensor, microcon-
troller, LCD display, and the automatic gate which occurs in approximately 1.2 s.
The prototype for the same is shown in Fig. 7.

The model serves the following advantages:

• It provides early access to the parking lot for users to check parking availability
through the cloud platform.

• This model minimizes congestion inside the parking lot as the driver can check
for a number of empty parking slots, from the entry gate screen counter.

• Users need not remember the location of their vehicle as an e-mail notification is
provided as soon as the user parks his vehicle.

• Security personnel can keep track of the parking history of any particular slot.
• Themodel also provides a system to keep track of the number of vehicles entering

and the number of vehicles being parked at the same time. If the number of vehicles
parked is not equal to the number of vehicles that have entered then the security
member can infer that a vehicle has left its slot, therefore keeping a better track
on vehicle congestion.

Figure 8 shows the parking data displayed on the online cloud platform (ThingS-
peak). The data is available in a graphical form as well as in the form of an indicator.
The graphical form also displays data history. The indicator signifies the availability
of the parking slot. The data takes 15 s to be displayed on the cloud platform.

Figure 9 shows the application interface that displays similar data as on the cloud
platform. This data, however, follows its path through the node MCU. The data here
signifies two parking slots out of which three are occupied currently.

Fig. 7 Prototype for stage I



360 A. Sarin and D. Thanawala

Fig. 8 ThingSpeak results

Figure 10 shows an e-mail notification that the user receives as soon as he parks
his car, in this case, at the P3 parking slot.
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Fig. 9 Output on Blynk
application

Fig. 10 User receiving
e-mail

5 Conclusion

Parking has always posed an additional threat to the interminable congestion on roads
and public areas leading to frustration of the driver. This model provides a solution
to such a problem with the Internet of Things-based technology to build a parking
management system that integrates sensors at the parking site and sends data to the
online cloud platform as well as the user application. It provides an e-mail service
with vehicle location thus limiting congestion by keeping track of vehicle entry and
exit.
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The proposedmodel shows that the time user takes to find his/her parking has been
reduced significantly by deploying three sources by which the user can keep track
of the parking availability, that is, from an online cloud platform, user application
as well as the LCD indicator on-site. The proposed system not only satisfies the
user demands but also forms a well-regulated chain of structured data where the
security personnel can keep track of their incoming and outgoing vehicles leading
to minimum inconvenience.

In the future, the same model can be made more efficient by including an appli-
cation that can be used for the reservation of parking slots. Along with this, number
plate recognition could be used to keep track of the vehicles that have entered the
parking space.

References

1. Singh J (2016) Head of the UITP India Office, Public Transport Developments in Indian Cities,
Intelligent Transport. https://www.intelligenttransport.com/transport-articles/21458/city-pub
lic-transportation-india/

2. Rane S, Dubey A, Parida T, Design of IoT based intelligent parking system using image
processing algorithms. In: Proceedings of the IEEE2017 international conference on computing
methodologies and communication (ICCMC)

3. Clark J (2016) What is the internet of things?. https://www.ibm.com/blogs/internet-of-things/
what-is-the-iot/

4. Correa J, Katz E, Collins P, Griss M (2008) Room-level wi-fi location tracking
5. FatimaN, Jagtap P, Natkar A, Choudhari ST, Nazish F et al (2018) IOTBased smart car parking

system for smart cities. Int J Adv Res Ideas Innov Technol 4(1)
6. Anusooya G, Christy Jackson J, Sathyarajasekaran K, Kannan K (2017) RFID based smart car

parking system. Int J Appl Eng Res 12(17):6559–6563. ISSN 0973-4562, ©Research India
Publications

7. Hanche SC, Munot P, Bagal P, Sonawane K, Pise P (2013) Automated vehicle parking system
using RFID, ISSN (PRINT) 1(2):2320–8945

8. Mahendra BM, Dr. Sonoli S, Bhat N (2017) IoT based sensor enabled smart car parking for
advanced driver assistance system. In: 2017 2nd IEEE international conference on recent trends
in electronics information & communication technology (RTEICT), India

9. Vakula D, Kolli YK, Low cost smart parking system for smart cities. In: Proceedings of
the international conference on intelligent sustainable systems (ICISS 2017) IEEE Xplore
Compliant—Part Number: CFP17M19-ART, ISBN:978-1-5386-1959-9

10. Dhumal YR, Waghmare HA, Tole AS, Shilimkar SR (2016) Android based smart car parking
system. IJREEIE 5(3):1371–1374

11. Chippalkatti P, KadamG, Ichake V (2018) I-SPARK: IoT based smart parking system. In: 2018
international conference on advances in communication and computing technology (ICACCT)
Amrutvahini College of Engineering, Sangamner, Ahmednagar, India

12. Shanmugasundaram G, Vigneswari T, Abinaya R, Jane Nemisha V, Monisha M, A review
on dimension based parking system. In: Proceeding of international conference on systems
computation automation and networking 2019, @IEEE 978-1-7281-1524-5

13. Pandey D, Hanchate S (2018) Navigation based-intelligent parking management system using
queuing theory and IOT. IEEE. 978-1-5386-5657-0/18/$31.00c

14. Hasan MO, Islam MM, Alsaawy Y, Smart parking model based on internet of things
(IoT) and TensorFlow. In: IEEE 2019 7th international conference on smart computing &
communications (ICSCC). 978-1-7281-1557-3/19/$31.00©2019

https://www.intelligenttransport.com/transport-articles/21458/city-public-transportation-india/
https://www.ibm.com/blogs/internet-of-things/what-is-the-iot/


Machine Learning based Restaurant
Revenue Prediction

G. P. Sanjana Rao, K. Aditya Shastry, S. R. Sathyashree, and Shivani Sahu

Abstract Food industry has a crucial part in enhancing the financial progress of a
country. This is very true for metropolitan cities than any small towns of our country.
Despite the contribution of food industry to the economy, the revenue prediction
of the restaurant has been limited. The agenda of this work is basically to detect
the revenue for any upcoming setting of restaurant. There are three types of restau-
rant which have been encountered. They are inline, food court, and mobile. In our
proposed solution, we take into consideration the various features of the datasets for
the prediction. The input features were ordered based on their impact on the target
attribute which was the restaurant revenue. Various other pre-processing techniques
like Principal Component Analysis (PCA), feature selection and label encoding have
been used. Without the proper analysis of Kaggle datasets pre-processing cannot be
done. Algorithms are then evaluated on the test data after being trained on the training
datasets. Random Forest (RF) was found to be the best performingmodel for revenue
predictionwhen compared to linear regressionmodel. Themodel accuracy doesmake
a difference before pre-processing and after pre-processing. The accuracy increases
after the applied methods of pre-processing.
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1 Introduction

Restaurant is just not about food, it is about giving the customer satisfaction of
their time spent there. In the cities and small towns, we often find many inlets not
running properly despite being present in the best locality in town. The reasons are
many. However, few of the rules may be followed before opening a restaurant. With
its additional importance of contributing to the economy of a country, it should be
prioritized before opening the restaurant. On numerous occasions, there is a disparity
amid the location and the inlets of the restaurant [1].

Hence, it is a part of our day-to-day life in one way or the other. A good restaurant
can lead to the employment of a few more workers. Manually trying to open a
restaurant in the traditional layman fashion can be tedious job and time-consuming.
It is just not about giving a lot of money for its opening. The proposed solution does
give us an insight into the revenue. If it is higher then it can be opened. This solution
is more efficient and cheaper. Some of the challenges faced in predicting the revenue
using machine learning are availability, granularity, and clarity of dataset as follows
[2, 3].

The main objectives of this work are as follows:

• Analysis of the Kaggle datasets.
• Pre-process the raw dataset by removing the unwanted variables.
• To understand the feature importance of the datasets and their requirement.
• Forecast the profits of a restaurant.

The above objectives are achieved using the following modules:

• Pre-processing:Thismodule cleans the data in the sense as to remove the unwanted
variables, fill up the missing values, resolving the inconsistencies in the data.

• Feature: This module is utilized to choose the subset of relevant attributes out of
all the features present. The chosen attributes are used for further analysis.

• Random Forest: This module is a supervised learning algorithm. It creates a forest
of decision trees. It constructs several decision trees and combines them to obtain
a more precise and stable forecast.

The remainder of the paper is structured as follows. Section 2 discusses the related
work in the area of restaurant revenueprediction. Section3demonstrates the proposed
work. Section 4 describes the experimental setup and results. The paper ends with a
conclusion and references.

2 Related Work

This section discusses some of the recent and significant works carried out for restau-
rant revenue prediction using machine learning. The work by Raul et al. [4] is
performed on the demographic data, real estate data, and points of interest. They
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applied the concept of support vector machines and random forest algorithms. The
prediction is the annual revenue of the restaurants which would help in determining
the feasibility of the outlets. The RF algorithm is promising here because it is a flex-
ible, efficient, and effective for a variety of applications. It provides an error estimate
in which the predictor with the lowest error is preferred.

The work by Danks et al. [5] focuses more on whether the weather forecast
improves sales forecast. Daily sales per restaurant are predicted. Predictive accuracy
comparison is donewhere the level of daily sales per restaurant including holiday and
weather gives little additional accuracy.Considering a single 3-hmealtime (breakfast,
lunch, and dinner) with data related to holiday and weather gives higher predictive
accuracy. Concepts such as linear regression with and without including the weather
data are done to make a valid comparison for its predictability. Hence, it proves that
features such as weather make a valid impact on the sales forecast.

In [6], the authors Holmerg & Hallden used supervised learning over unsuper-
vised learning. It creates a more accurate revenue forecast than what can be done
by comparing it with the previous revenue of a restaurant. Different datasets are
utilized to forecast the revenue by implementing integration among the datasets.
The implementation is done by first understanding the availability of the datasets.
Attributes such as weather are kept into consideration. Data that is extracted is used
for the training phase. It is important for the result. This includes both creating and
selecting the good ones. Data pre-processed is where they check the distribution of
weakness in the datasets. Finally, the co-relation among the datasets is formed where
the task of selecting good features is useful if it is correlated with the target attribute.
The dataset is subjected to normalization and standardization.

3 Proposed Work

This section demonstrates the devised technique used for restaurant revenue
prediction using a machine learning approach. Figure 1 depicts this process.

3.1 Dataset Description

In this work, the training data of the Kaggle dataset consists of 137 restaurants [7].
The data column includes the open date, location, city type, and three categories
of co-related data: demographic data, real estate data, and commercial data. The
columns indicate the revenue that was transformed in a specified year that denotes
the target of predictive analysis. Compared with other datasets which had a missing
feature of revenue which itself was avoided. Each feature serves toward better clarity
of the desired solution. It has a parameter of p1–p37 which is collected from third-
party providers through GIS systems. It includes the population in any given area,
age and gender distribution, and development scales.
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Fig. 1 Proposed ML
approach for restaurant
revenue prediction
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3.2 Pre-processing

The pre-processing step involves the preparation of raw data into a format that is
readable to the machine learning algorithm. In our work, we have utilized PCA and
label encoding as the data pre-processing steps

(i) Principal Component Analysis (PCA):

PCA is a simple technique utilized for dimensionality reductionwhich defines that the
number of feature variables is decreased by narrowing down the important features.
It basically has three main steps [8]:

• Step-1Computing the covariancematrix of the data: This involves that the features
are well balanced initially among each other. In order to accomplish this data
is normalized. Each feature initially is weighed equally for the computation.
Covariance specifies howwell correlated the variables are among each other. Two
variables are positively correlated if they are dependent on each other such that
increasing or decreasing one variable results in the increase or decrease of the other
variable. A negative correlation indicates that changing one variable results in the
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modification of another variable in the opposite direction. Equation-1 provides
the covariance of feature X.

Cov(X) = 1/(n − 1)
[(
X − x ′)T (

X − x ′)] (1)

where x′ denotes the vector ofmean values for each feature ofX, “n” is the number
of observations, and T is the transpose. When a transposed matrix is multiplied
by the original one, each of the features is multiplied together.

• Step-2 Computing the Eigen Values and Eigen Vectors: The principal compo-
nents denote the eigenvalues and theirmagnitude denotes the eigenvectors. Higher
eigenvalues with high magnitude of eigenvectors denote the data with high vari-
ance associated with the corresponding feature present in the vector space. Any
movement causes a lot of variances. Low variance is achieved by vectors having
small eigenvalues since the data does not change significantly whenmoving along
the vector. Themain agenda behind is it is that finding themost significant attribute
and ignoring the rest.

• Step-3 Projections onto new vectors: By this step, the eigenvectors list has been
arranged in order of importance built on their eigenvalues. For example, suppose
our dataset has ten features. After computing the covariance matrix we get certain
eigenvalues such as [12, 10, 8, 7, 5, 1, 0.1, 0.03, 0.005, 0.0009]. The total sum of
this array accounts for 43.1359. The first 6 values give 42 and therefore 42/43.1359
= 99.68% of the total. This states that the first six holds effective than the rest four
which can be neglected. Finally, we simply concatenate all eigenvectors decided
to keep. These are the steps to decrease the dimensionality.

(i) Label encoding: Here, the labels are encoded into its corresponding numeric
representation for transforming it into a machine-readable form. The ML
algorithms then operate on these in a better manner. It is a significant step in
pre-processing that works on the structured dataset in supervised learning.
For instance, presuming that a height column comprises three values like
short, tall, and medium. Then, after the application of the label encoding
technique, tall is assigned 0, the medium is assigned 1, and 2 is assigned to
short [9].

(ii) Feature selection: Every problem statement could have many numbers of
features on which it is dependent on. It is crucial to recognize the features
contributing to the solution. Picking the initial best of it helps in predicting
[9]. We have taken the 14 features from a set of 43 of it after this process.
For the feature containing the City group, it has two parts of it other and Big
Cities. The data concludes that Big Cities have a higher contribution toward
the prediction. Similarly, with the City type, it has been classified into three
subcategories such as DT, IL (in line), FC (food court). The food court has
the highest contribution among the two. It can be concluded that bigger cities
and food courts contribute to larger revenue. In order to decrease the number
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Fig. 2 Working of linear regression

of variables, the dataset was analyzed and based on its variance and impurity
the variables were ranked.

3.3 Random Forest Regression Algorithm

RF algorithm represents an ensemble method. There are many decision trees in it. It
uses a bagging conceptwhere every decision tree is trained on separate data records in
which sampling is done with replacement. The main objective is to combine multiple
decision trees in determining the final output rather than relying on individual deci-
sion trees [10]. Regression trees are used because the variables are continuous. It
separates the predictor space into regions that are unique and non-overlapping. The
decision to split affects the tree’s accuracy [10].

3.4 Linear Regression

In this model, we construct an equation using our own data. It is utilized to make
forecasts about one variable based on the values of another variable. The variables we
are predicting become the dependent variable and the variables being used to make
these predictions are called independent variables. The line that best fits the curve
is called the regression line. It reduces the Sum of Squared Errors (SSE) between
the points that are plotted. Error is basically the variation and not the mistake [11].
Figure 2 depicts the working of linear regression.

3.5 Cross-Validation (CV)

The stability of the ML model can be validated using the CV technique. Any model
cannot be fit in the training data and hope it would give the exact work or output.
The indication of the generalizing ability on the dataset can be provided by the CV
technique. It is basically the technique that trains the model using the subset of the
dataset and then evaluates using the complementary subset of the dataset [12].
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4 Result Analysis

This section describes the setup of experiments along with the associated results
which are discussed. In our work, we made use of PyCharm, Pandas, NumPy, and
Matplotlib libraries for development on the Windows platform.

The dataset contains variables such as Id, open date, city, city group, type, and
other unclear data.

– Id: Restaurant Id.
– Open Date: opening date of the restaurant.
– City: a city that restaurants are present.
– City Group: Type of the city.
– Type: Type of Restaurants.
– P1, P2, …, P37: there are three categories of these obfuscated data. Demographic

data are gathered from third-party providers. Based on its ranking a feature impor-
tance graphwas plotted usingMatplotlib. Tounderstandhowmuchdifference each
variable or parameters make.

Figure 3 illustrates the score obtained for each value indicating its importance in
revenue prediction.

The RF and linear regression were compared using Root Mean Squared Error
(RMSE) as the performance metric. We obtained an RMSE value of 1625604.12
for the random forest and 1923941.26 for the linear regression. This indicated that
the random forest performed better restaurant revenue prediction than the linear
regression as it had lesser RMSE value.

5 Conclusion

In conclusion, we would like to conclude that the work on restaurant revenue predic-
tion is developed with the intention to predict the revenue in any upcoming location.
Our work used the datasets provided by Kaggle. Many models with their ability to
solve the specifics have been used here. RF algorithm has been the best because
of its ability to handle huge and diverse datasets. A reference can be provided to
aid human judgment and operational losses. It predicts the annual revenue of a new
restaurant which would help the food chains determine the feasibility of a new outlet.
A comparison between the RF algorithm and regression models demonstrated that
the RF algorithm performed better than the regression model with respect to RMSE.
In the future, this work can be extended by utilizing a larger dataset and extracting a
greater number of features to provide a higher level of accuracy. Amobile application
or a web interface can be developed for the same.
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Fig. 3 Variables
contributing to the impact
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Solving Multi-objective Fixed Charged
Transportation Problem Using
a Modified Particle Swarm Optimization
Algorithm

Gurwinder Singh and Amarinder Singh

Abstract Particle Swarm Optimization (PSO) is population-based algorithm estab-
lished and enhanced to solve a wide variety of real-life problems. During the last
decade, different aspects of PSO have been modified and many variants have been
proposed. In this paper, a modified PSO is proposed to solve multi-objective fixed
charge transportation problem wherein it optimizes the transportation cost (variable
and fixed) as well as time to deliver goods from sources to destinations satisfying
certain constraints. The method starts with the variable cost only and then with addi-
tion of fixed cost, iterates toward optimal Pareto pair. The simulation results show
a significant performance gain by the proposed method and prove it as a competent
alternative to existing methods.

Keywords Transportation problem · Optimal solution · Evolutionary technique ·
Swarm intelligence

1 Introduction

Transportation Problem (TP) is well-known subclass of linear programming problem
which undergoes major modifications to realize the management and industrial need.
This need, generally, realized in determining an optimal distribution plan to trans-
port goods from the sources to the destinations with an objective to minimize the
transportation cost. Hitchcock [1] and Koopmans [2] have standardized the primitive
case of TP, usually referred as Hitchcock–Koopmans transportation problem.

When a fixed amount of cost is deferred for active route of distribution plan, the
transportation problem is modeled as Fixed Charge Transportation Problem (FCTP).
This fixed amount of cost, sometime may be a setup cost, renders the objective
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function nonlinear and problem as NP hard [3]. In practice, various distribution
problems can only be modeled as fixed charge transportation problems. For instance,
there are invariant transport rates incurred by rail, roads, and trucks which comprise
a fixed and a variable cost. This fixed amount of cost may be represented in form of
renting and landing fee of property and installation cost of machines/equipment in
production units, etc.

Traditionally, the FCTP was considered for single objective only but nowadays
the real-life situations encourage for multi-objective criterion. While satisfying a
common set of constraints, it copes with conflicting objectives. When these conflicts
are resolved simultaneously the problem is known as multi-objective FCTP and it
leads toward a set of compromised solutions, i.e., Pareto front. The multi-objective
FCTP is stated with a system of m sources of capacities ai (i = 1, 2, . . . ,m) and
n destinations of demands b j (i = 1, 2, . . . , n). Let ci, j be the variable cost per
unit amount and ti, j be the time of transportation of goods from i th source to j th
destination. And fi, j be the fixed cost associated with route i, j . The time ti, j is
independent of the shipping amount. The objective of problem is to determine xi, j
i.e. the amount of units being transported from i th the source to j th destination such
that the total cost and the duration of transportation is minimized. The mathematical
model is stated as follows:

Minimize Z =
m∑

i=1

n∑

j=1
ci j xi j +

m∑

i=1

n∑

j=1
fi jδi j

Minimize T = Max{ti j : xi j > 0}
subject to

n∑

j=1
xi j ≤ ai (i = 1, 2, · · · ,m)

m∑

i=1
xi j = b j ( j = 1, 2, · · · , n)

xi j ≥ 0(i = 1, 2, · · · ,m; j = 1, 2, · · · , n)

(1)

where

δi j =
{
1, if xi j > 0; i = 1, 2, · · · ,m; j = 1, 2, · · · , n
0, Otherwise

(2)

Initially, FCTP was studied as a mixed integer programming problem and solved
generally, either by exact or heuristic methods. Among others,Murty [4] has used the
exact solution method to solve the FCTP which was later improved by Sadagopan
and Ravindran [5]. Gray [6] has solved it by decomposing into a series of subpro-
grams. And later, Steinberg [7], Barr et al. [8], Cabot and Erenquc [9] and Palekar
et al. [10] have addressed it with some exact algorithms having a branch-and-bound-
like approach. Alternatively, robers and cooper [11] applied an adjacent extreme
point technique to Balinski’s heuristic [12] in an effort to find a better solution.
Adlakha et al. [13–15] have made some significant improvements to refine the
results.Although, these heuristics havemade ameaningful contribution, still these are
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computationally expensive and disrupted by the solution dragged at local optimum
value far away from global optima. To overcome these issues, many authors have
turned to meta-heuristics/evolutionary techniques such as GA, TS, PSO etc. Like-
wise, Gottlieb and Paulmann [16], Sun et al. [17], Raj and Rajendran [18], Lotfi
and Tavakkoli-Moghaddam [19], and El-Sherbiny and Alhamali [20] have deal with
FCTP in a different perspective. Recently, the multi-objective FCTP is addressed by
Midya [21], Roy [22, 23], and Majumder et al. [24].

Particle SwarmOptimization (PSO) algorithmhas gained substantial performance
gain over other similar evolutionary techniques due to its prominence features like
(a) self-organization, (b) simple algorithmic structure, (c) exploration–exploitation
trade-off capability, (d) computationally less expensive, etc. Therefore, it has been
effectively applied to different optimization problems.

So in this motivation, a modified PSO (discussed in Sect. 3) is proposed to solve
the FCTP. The proposed PSO starts with variable cost only and then adding fixed cost
iterates toward an optimal solution sequentially. The main objective of this paper is
to insinuate a good alternative to existing techniques on one hand and on the other
hand to introduce a novel method modifying PSO. The technique also overcomes
the rigid condition of analytical techniques. Thus, it provides the necessary decision
support to decision-makers handling such kind of logistic problems.

2 Particle Swarm Optimization (PSO)

PSO, perceived by Eberhart and Kennedy [25], is a population based optimization
algorithm simulating by the collective conduct of natural organism such as birds or
insects. The basic features of PSO are employed when a swarm of randomly initial-
ized particles probes into the solution space while retaining its best positions (local
& global) moving towards a global optimum. The path of the particles is regulated
by the balance of the nominated local and global best position. Mathematically, it is
defined with an assumption of a -dimensional search space wherein the i th particle
of the swarm is represented by Xi = (xi1, xi2, . . . , xin) and the velocity of the
particle is denoted by Vi = (vi1, vi2, . . . , vin). The best visited position of Xi and
the global best position of the swarmmay be denoted as Pi,best = (pi1, pi2, . . . , pin)
and Pg,best = (pg1, pg2, . . . , pgn). Then the velocity and the position of the particles
are updated using the following equations:

Vi (t + 1) = ω ∗ Vi (t) + c1r1
(
Pi,best − Xi

) + c2r2
(
Pg,best − Xi

)

Xi (t + 1) = Xi (t) + Vi (t + 1)
(3)

where the inertiaweight , the acceleration coefficients c1, c2 and the randomvariables
r1, r2 play a vital role to retain the accelerated rate of particles towards their pbest
and gbest locations. The pseudocode of basic PSO is devised as follows:
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3 PSO for Fixed Charge Transportation Problem

The complexity of FCTP has made conventional methods inefficient or less effective
with increase in size of the problem. PSO resolves this issue by using its intelligent
computational feature, which emerges as each particle of swarm interacting itera-
tively and moving along best positions in search space towards global optima. More-
over, researchers have introduced various encoding techniques so that the discrete
optimization problems are amenable to solution by PSO. These encoding techniques
are used to discretize the algorithm/solution space wherein the candidate solution,
representing the position of particle, is confined to only integer values. During the
updation of particle’s position, it is necessary to keep the particles in the feasible
region.

In implementing the basic PSO on the transportation problem, the particles enter
the infeasible search space because of the effects of inertia weight and random vari-
ables r1 and r2. These infeasible particles, containing negative and fractional parts,
are repaired to be retained in the feasible solution space. In this paper, two addi-
tional modules, viz. Amend Negatives and Amend Fractions, have been incorporated
into the PSO to solve the multi-objective fixed charge transportation problem. The
convergence of some test problems towards the respective optimal solution using
this procedure is also presented.

3.1 Proposed Modified PSO for FCTP

The basic PSO (Algorithm 1) has modified by incorporating three modules which
are explained as follows:

In first module (Algorithm 2), the particles are initialized randomly and the Initial
Basic Feasible Solution (IBFS) of theFCTP is obtainedwith a reducedobjective func-
tion. This IBFS is a non-negative integer solution fulfilling the supply and demand
constraints. This solution is then iterated with some velocity (Eq. 2) and position
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(Eq. 3) toward the optima. During intermediate steps, the solution becomes infea-
sible due to the presence of negative and/or fractional values in variables, which are
to be repaired by utilizing the second and third modules as given below.

In secondmodule (Algorithm3), the infeasible solution containing negative values
is repaired by applying the idea of Huang [26]. This procedure starts by selecting the
most negative values of the first column of solution matrix and compensating that
equivalent amount to some selected rows by executing Steps 8 and 9 of Algorithm
3. This repaired solution still has fractional values which are repaired using third
module.

In third module (Algorithm 4), the solution with fractional values is repaired. The
procedure, firstly, divides the matrix into integer and fraction matrix. The fractions
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of the matrix are resolved by reallocating the sum total of each row and column to
the selected cell as mentioned in Algorithm 4. Thus, the obtained solution is feasible
non-negative integer solution.

4 Results and Discussion

In order to validate the proposed PSO algorithm, an experimental design containing
five test problems of different sizes was developed. For these five test problems, the
cost matrices (variable cost and fixed cost) as well as supply and demand matrices
were generated by using random integer numbers generator randi() in MATLAB
with range as given in Table 1. The problems were balanced by adjusting the
demand/supply quantities accordingly and denoted as P1, P2, P3, P4, and P5 as
given in Tables 2, 3, 4, 5 and 6, respectively.

The proposed method has been implemented using the parameters as given in
Table 7 to solve the FCTPs without incorporating any reduction techniques, given
in existing literature, to linearize the objective function. Instead an independent
approach which starts with the variable cost and then adding the fixed cost has
been explored.

The proposedmethod, during execution, divided into four phases (I–IV) to accom-
modate both objectives (transportation cost aswell as time). For instance, on attaining

Table 1 Data range for test
problems

Variable Range Description

cij 1 ≤ cij ≤ 100 Variable cost

f ij 20 ≤ f ij ≤ 100 Fixed cost

tij 05 ≤ tij ≤ 50 Time matrix

Si 40 ≤ Si ≤ 100 Supply (availability)

Dj 20 ≤ Dj ≤ 80 Demand
(requirement)

Where i = 1, 2 …, m j = 1, 2, …, n For m sources and n
destinations
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Table 2 Data of test problem P1

Si Variable cost (cij) Fixed cost (f ij) Time (tij)

76
83
63

34
99
50

97
49
78

57
8
47

37
70
63

91
26
57

47
62
40

44
60
32

68
45
96

32
19
18

18
44
47

20
29
11

5
45
8

Dj 73 31 66 52

Table 3 Data of test problem P2

Si Variable cost (cij) Fixed cost (f ij) Time (tij)

49
87
97

6
25
34

65
82
46

55
57
40

23
46
68

21
71
16

46
95
31

57
91
90

55
60
39

45
59
56

58
92
45

29
22
16

35
31
13

32
43
13

34
20
32

34
20
32

Dj 40 54 43 42 54

Table 4 Data of test problem P3

Si Variable cost (cij) Fixed cost (f ij) Time (tij)

86
50
99
75

45
98
31
90

30
62
61
83

85
85
100
29

61
39
69
43

44
78
1
57

58
63
68
88

33
27
57
94

69
37
99
56

61
21
46
22

72
64
100
47

25
10
46
48

6
43
30
28

42
17
29
22

13
42
10
27

8
34
25
29

Dj 58 75 31 77 69

Table 5 Data of test problem P4

Si Variable cost (cij) Fixed cost (f ij) Time (tij)

50
95
98
87

77
19
53
36

22
31
13
80

69
33
40
7

8
16
69
63

93
90
74
31

41
6
61
10

45
90
57
77

88
56
81
92

89
75
24
23

64
32
72
75

42
80
98
52

62
86
82
52

14
46
49
42

36
48
11
6

29
23
34
10

12
29
29
46

31
10
43
30

19
22
10
26

Dj 54 29 67 70 36 74

Table 6 Data of test problem P5

Si Variable cost (cij) Fixed cost (f ij) Time (tij)

76
78
40
42
51

73
89
95
51
58

56
96
87
32
26

64
46
78
71
49

50
97
20
33
59

75
82
3
72
26

62
60
40
86
59

55
47
31
24
54

30
45
61
54
37

32
37
91
78
100

21
23
32
74
36

52
90
34
31
84

64
73
20
21
20

21
32
39
31
40

24
27
44
41
14

15
15
42
9
38

29
43
12
17
33

22
22
32
24
28

15
17
44
41
28

Dj 57 53 34 59 36 48
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Table 7 Parameters of PSO Parameter Value Description

c1
c2
r1
r2
ω

Popsize maxiter

2
2
Rand()
1 − r1
0.9–0.4
50
1000

Acceleration coefficient (cognitive)
Acceleration coefficient (social)
Random variable
Random variable
Time decreasing
Population or swarm size
Maximum ıterations

the global best (Gbest) solution after phase-I, the corresponding cell of time matrix
(ti j ) ismarked as×, and the proposed algorithm enters into next phase. In thismanner,
after every phase, the corresponding cells of time matrix are crossed out (×) with
respect to each Gbest solution. The attained optimal solutions of P1 are summarized
in Table 8.

Similarly, the attained results for other test problems are summarized in Tables 9,
10 and 11 and Table 12. It has been observed from these tables that the transportation
cost (Gbest) is increasing with each phase whereas the time is decreasing. Thus, it
yields the Pareto pair (cost, time) for each test problem P1–P5 which is given in
Table 13.

Table 8 Solution of test problem P1

Phase I II III IV

24
0
49

0
17
14

0
66
0

52
0
0

27
0
46

0
31
x

0
52
14

49
0
3

10
0
63

31
x
x

0
66
0

52
x
0

x
73
0

31
x
x

0
10
56

45
x
7

Cost 8021 8279 9272 15381

32
19
18

18
44
x

20
29
11

5
45
8

32
19
18

18
X
X

20
29
11

5
X
8

X
19
18

18
X
X

20
29
11

5
X
8

X
19
18

18
X
X

20
X
11

5
X
8

Time 45 32 29 20

Table 9 Solution of test problem P2

Phase I II III IV

0
40
0

0
0
54

0
43
0

38
4
0

11
0
43

24
16
0

0
0
54

10
29
4

X
42
0

15
0
39

22
18
0

0
27
27

0
X
43

X
42
0

27
0
27

6
34
0

X
11
43

43
X
0

X
42
0

X
0
54

Cost 8364 8809 9212 9408

29
22
16

35
31
13

32
43
13

X
24
5

34
20
32

29
22
16

35
31
13

32
X
13

X
24
5

34
20
32

29
22
16

X
31
13

32
X
13

X
24
5

X
20
32

29
22
16

X
31
13

X
X
13

X
24
5

X
20
X

Time 43 35 32 31
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Table 10 Solution of test problem P3

Phase I II III IV

28
0
30
0

58
17
0
0

0
0
0
31

0
33
0
44

0
74
74
0

58
0
X
X

28
17
30
0

0
0
0
31

0
33
0
44

0
0
69
0

58
0
X
X

28
X
30
17

0
0
0
31

0
50
0
247

0
0
69
0

8
50
X
X

75
X
0
0

X
0
0
31

3
X
30
44

0
0
69
0

Cost 9516 10855 11211 13062

25
10
X
X

6
43
30
28

0
0
0
31

0
33
0
44

0
0
69
0

25
10
X
X

6
X
30
28

42
17
29
22

13
42
10
27

8
34
25
29

25
10
X
X

6
X
30
28

X
17
29
22

13
X
10
27

8
34
25
29

25
10
X
X

6
X
X
X

X
17
X
22

13
X
10
X

8
X
25
x

Time 43 42 34 25

Also the plots of attained Pareto pairs for each test problem are given in Fig. 1.
The transportation cost (Gbest) is depicted on horizontal axis and time on vertical
axis wherein the coordinates for each pair are in blue dots. It can be observed from
these plots that with increase of transportation cost, the time dropped down. And this
pattern elaborates the quality of solution obtained by the proposed PSO.

5 Conclusion

In this paper, a modified PSO algorithm is insinuated to solve the multi-objective
Fixed Charge Transportation Problem (FCTP). The intended technique even worked
well without reducing the objective function to linear form and the procedure was
carried out on the variable cost only and the fixed costwas considered at each iteration
to improve the solution subsequently. Moreover, the advantages of PSO were also
observed during the implementation, since it does not require the two important
optimality test conditions as in the case of exact methods. The number of basic cells
in case of exact method needs to be (m + n − 1) and the basic cells need to be in
independent positions. It is also established that the PSO works well on the variable
costmatrix itself rather than considering the reduced form of the objective function as
mentioned earlier. This establishes the efficient exploration of the solution space by
the PSO. The efficiency of the proposed method is recognized by the trace of Pareto
line iterating toward the Pareto pairs, thereby validating the capability of proposed
method and its scope, as an alternative, with other evolutionary techniques.
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Fig.1 Pareto charts for P1–P5 by proposed PSO
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Binomial Logistic Regression Resource
Optimized Routing in MANET

M. Ilango, A. V. Senthil Kumar, and Amit Dutta

Abstract MANETs consist of the node that moves continuously in a random direc-
tion. In MANET architecture, devices can move in any direction. They have recently
confined imperativeness, enlisting power and memory. The hubs of the system are
versatile and the topology changes quickly. In binomial logistic regression resource
optimized routing in MANET (BLR-OR), disappointment methodology includes
visit hub distinguished a high directing overhead and stretched out start to finish
postponement and power. The proposed method used logistic regression technique
to detect optimal network path. It can be obtained depending on neighbor node using
coefficient value. Regression coefficient is directed by thinking about the vitality,
latency, and transmission capacity of versatile hub by utilizing the coefficient incen-
tive to choose the mobile node with high energy, latency, and bandwidth utilization
for communicating packets in MANET and enhance lifetime of the network (N-L),
packet delivery ratio(P-D-R) in successful way. The presentation of BLR-OR regres-
sion procedure is estimated regarding energy consumption (E-C), end-to-end delay
(E-E-D).
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1 Introduction

Mobile Ad Hoc Network (MANET) is a gathering of portable hubs framing a system
without a fixed framework. MANET consists of a routing system condition over a
connection layer ad hoc network which comprises a distributed, self-shaping, self-
recuperating system. InMANETs, every versatile hub contains constrained preparing
rate and force, battery, stockpiling, and correspondence abilities. Regression analysis
is the way toward evaluating the relationship among hub and anticipating where a
specific hub has a place class. Logistic regression is a non-linear model to find an
optimized route in the proposed method. Logistic regression utilizing a calculated
capacity which produces “S”-shaped curve in the range between “0” and “1”, making
it conceivable to get a non-linear limit.

Logistic regression is a kind of regression to breakdown the connection among
dependent and independent variables and then computes the node occurrence of an
event. It is used to measure the binary variable; the dependent variable is binary value
1 (true) 0 (false). There are mainly two logistic regression models, namely, binomial
and multinomial logistic regression. In this, author [1] fully describes link failure
prediction algorithm to combine dynamic source routing protocol, each node for
finding link failure node depends on received signal strength using linear regression.

Linear regression had continuous node, because of that identification of an optimal
path is difficult [1]. In stepwise regression [2], routing method is applied for finding
more than one independent path, and it fails to concentrate on a node by node in
a network. To overcome this problem, BLR-OR is used to easily identify group or
category of the dependent node.

The objective of the logistic method is defined as follows:

1. To identify the efficiency node in a computational network.
2. To choose the best categorical node from the network path and remove uncovered

nodes using logistic regression.

2 Related Works

Ad Hoc On-demand Distance Vector (AODV) is the routing overhead [3] for
analyzing the dependency on the connection failure likelihood in MANET. In this
approach, the crash likelihoodwhich is brought about by covered up hub issue and the
effects on the connection failure probabilitywere analyzed. A numerical examination
of the hypothetical directing overhead of AODV protocol was presented according
to the link failure probability. However, there is an increased maximum routing over-
head but only two scenarios such as chain and square shape situations by making all
hubs stationary are considered. Connection-security-based multicast routing compo-
nent [4] was proposed in MANET. The stable routes were identified dependent on
the determination of stable sending hubs that have high stability and connection
network. The link stability was estimated dependent on the parameters, for example,
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got power, separation between neighboring hubs, and connection quality. However,
the scalability and flexibility were not improved.

Link stability estimation mechanism [5] was proposed for performing multicast
routing in MANET. The major contribution of the aforementioned approach was
to provide a constant connection service in a cost-efficient manner. A novel link
stability estimation framework was proposed subject to the examining of got signal
quality data. In this approach, the proposed model was integrated with multicast
AODV which is used for finding progressively accessible stable paths and adjusting
to organize topology changes. However, the estimation of link expiration time was
required for further improving the efficiency of finding more stable routes. Multi-
objective OLSR for proactive routing [6] was proposed in mobile ad hoc network
with energy, delay, and connection time prediction. In this approach, three objec-
tives are considered to reduce the end-to-end delay, network lifetime maximization,
and boosting P-D-R. As a result, three routing measurements were grown such as
mean lining delay on every hub, energy cost on each middle point, and connection
dependability on each connection. In this approach, queuing delay and E-C were
anticipated by utilizing twofold exponential smoothing and the leftover connection
lifetime was anticipated by utilizing a heuristic of the spreads of the association life-
times in MANET. However, P-D-R was less and the complexity of the method was
high.

A reliable routing mechanism to predict the linkl availability [7] was proposed for
MANET. In this approach, a novel LBRP was proposed for mobile ad hoc network.
A scientific articulation of connection accessibility for MANET was determined by
utilizing probabilistic and factual registering. This approach was proposed depen-
dent on arbitrary walk versatility model which is a ceaseless time stochastic proce-
dure that portrays the irregular development of hubs in a two-dimensional space.
However, the complexity of the approach was high. Link stability estimation [8]
was proposed dependent on the connection availability changes in MANET. In this
approach, a novel scheme was proposed for estimating the link stability according
to connection availability changes which might be performed on the system layer. A
variable measured sampling window was embraced and the strategy was proposed
for evaluating the connection progress rates. Then, the routing method was proposed
for adjusting its working mode dependent on the assessed connection strength. In
any case, the variance of the inspecting window length was not diminished and the
unpredictability of the strategy was high.

Xink et al. exhibited the ECDC [9] protocol. ECDC handles the recognizing
territory/point incorporation for figuring of abundance center point. ECDC utilizes
randomized turn of bunch head inside the groups for each round. In ECDC, the
gathering heads are picked subject to self-assertive probabilities without contem-
plating the residual energy. Because of this, ECDC does not keep up energy-adjusted
inside the system. RBSP [10] is an area uninformed, residual-energy-based conveyed
convention. The discretionary hub booking is utilized in RBSP.

Logistic regression is a kind regression examination utilized to figure the result of
ward variable dependent on at least anyone of the free factors, where the estimation
of indicator variable is somewhere in the range of 0 and 1. It can be classified either as
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binomial ormultinomial. It is generally utilized in epidemiologic, the credit appraisal
for account, etc. [11]. In probability-based methods [12], every hub is allocated
likelihood for retransmission relying on the topology of the system. In area-based
methods, a typical transmission extend is expected and a hub will rebroadcast if just
adequate new zone can be secured with the retransmission. The reliability of the
network [4] is characterized as a system that works effectively (or un-interruptedly)
over a given time allotment under known ecological conditions. It is additionally
expected that the system works persistently from the beginning or restart of the
system [13]. Zombie state node to get CABR calculation [14] to transmit packets
starting with one hub then onto the next. It fully depends on regression model to
reduce E-C which increases the N-L. AODV method [15] is to predict the delay
dependency based on the distance between two nodes. This algorithm deals with
energy, delay to optimize the path from starting place to end place.

Logistic regression on the basis of reliability analysis performed on MANET is
exhibited [16]whichfixedmost extreme speed andfluctuating respite timeof portable
hub. MANETS’ reliability for running on DSDV, DSR, and AODV routing protocol
was figured [17] which is proposed for identifying on sending packets, transmitting
speed, multistep ahead prediction, and destroying the fake packets. The logistic
regression [18] helps to compute AODV, DSR, DSDV routing protocol regression
method to solve reliability on MANET. This method [19] is trusted included over ad
hoc based on the demand distance vector routing protocol and optimized link state
routing protocol available inMANET. The performance evaluations are computed by
these parameters like energy, data loss, E-E-D, and network traffic. Multipath [20],
deterministic [21], non-linear [22], and stepwise regression [2] enhance the power,
bandwidth, P-D-R, and delay time despite that the selection of path is automatically
taken from one hop to another.

3 Proposed Method

The residual energy of versatile hub si is assessed by utilizing following scientific
articulation:

Si = Starting Energyi − (bi × TB) (1)

While observing the condition (1) bi means the transmitted number of bits while
TB represents the transmission power for every byte. Here, starting energy shows
the beginning residual energy present in versatile hub ahead the route ID process
procedure by utilizing condition (1), residual energy of a portable hub is resolved
for course confirmation.

BW1 = BWraw − BW2 (2)
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From condition (2,) BWraw indicates the crude channel transfer speed and BW2

alludes a used transmission limit with regard to transmitting the data packets. By
utilizing the above condition, the mobile compact with higher data transmission
accessibility is chosen for ideal way determination. The defer time of mobile hub is
estimated by utilizing underneath scientific equation

DT = Qi × T i
P + T i

N × HN (3)

From the condition (3), Qi speak to the line length of portable hub “i” and “T i
P”

indicates the nearby handling time of information in versatile hub “i”. Here “T i
N”

refers transmission time of nodes to be closed to hubs and HN is the quantity of
bounces between the source and objective hub in MANET.

The BLR-OR used logistic regression method for performing resource optimized
routing enhanced directing dependent on the above parameters to be specific residual
energy, bandwidth availability, and delay time. By estimating the above parameters,
best portable hub in system is chosen for packets transmission in MANET. The
BLR-OR processes the logistic regression coefficient value for every portable hub
in network. So as to choose the best hubs for routing the data packet, mathematical
formula is given below:

Logistic Regression Coefficient Value(LRCV) = HRE + LBW + LDT (4)

From the condition (4), LRCV is resolved dependent on the hub residual energy,
data transfer capacity accessibility, and delay time between the hubs. A logistic
capacity is characterized by the recipe given in condition

x = ey

1+ ey
(5)

The proposed capacity in condition (5) can be communicated from in conditions
(6) and (7).

x =
(
eα+βyi

)

(
1+ eα+βyi

) (6)

x = 1

1+ e−(α+βyi
(7)

where α, β are regression coefficients which decide the slant and logistic intercepts
for which yi is an indicator.

As appeared in Fig. 1, a MANET’s structure includes various portable hubs, for
example, [MN_1], [NN_2], [MN_3] … [MN_12]. Here [MN_1] needs to transmit
packet to versatile hub [MN_12] though [MN_1] is a sourcing hub and [MN_12] is
an objective hub and remaining residual hubs are called as middle of the road hubs
in network.
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Fig. 1 Example of MANET structure

More number of route ways are accessible to transmit the media data content from
MN1 to MN12 such as MN1-MN2-MN4-MN7-MN11-MN12,MN1-MN5-MN8-MN12,
MN1-MN5-MN9-MN12, MN1-MN3-MN6-MN10-MN12, etc. Be that as it may, we
cannot realize which course way is propelled as the resource route path to transmit
the information in a productive way from basis node MN1 to objective MN12. The
algorithmic process of BLR-OR is shown below:

By utilizing the above algorithmic procedure BLR-OR picks the resource-
enhanced course way for information broadcast. This improves the P-D-R with least
E-C and improves the N-L in MANET.
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4 Experimental Results

The BLR-OR procedure is actualized by NS-2 test system with the scope of
1200 * 1200m size. The number of portable hubs picked for performing reenactment
is 500. The consequences of BLR-OR method are contrasted beside and presented
strategy Shortest path Link-Based Resource Optimized Routing (SPROR) [23] to
quantify the viability of our work.

4.1 Energy Consumption

In BLR-OR method, the E-C is estimated utilizing the energy devoured by a solitary
portable hub concerning all the versatile hubs in MANETs. The power exploitation
rate is estimated in terms of Joules (J) and detailed as

Energy Consumption =
EnergyDP
TotalDP

(8)

From condition (8), the E-C of routing process is acquired “EnergyDP” speaks to
the proportion of power inspired for single packet and total power devoured for all
the packets “TotalDP” in the networks.

Table 1 and Fig. 2 show the measure and effect of the E-C for packets communi-
cation dependent on various portable hubs in the scope of 50–500. From Table 1 to
uncovered in Fig. 2, the E-C of proposed BLR-OR strategy is lower when contrasted
and existing. Likewise, while expanding the number of hubs, the energy is also
expanded utilizing both the techniques.

Table 1 Energy consumption Number of mobile
nodes

Energy consumption (J)

SPROR technique BLR-OR technique

50 0.05 0.05

100 0.08 0.07

150 0.09 0.08

200 0.10 0.08

250 0.13 0.13

300 0.13 0.12

350 0.15 0.16

400 0.16 0.15

450 0.20 0.20

500 0.22 0.20
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Fig. 2 Energy consumption

4.2 Average End-to-End Delay

In BLR-OR method, the average E-E-D quantifies the time expended for a packet to
be transmitted over a system from basis to objective. The average E-E-D is estimated
as far as milliseconds (ms) and numerically detailed as

Average End to End Delay = Receiving data packets −sending data packets (9)

From condition (9), the average E-E-D is acquired. While the E-E-D is lesser, the
strategy is supposed to be progressively proficient.

The similar examination of the average E-E-D dependent on various packets
ranges from 9 to 90 is shown in Table 2 just as in Fig. 3. The proposed technique
provides lower average E-E-D when contrasted and existing strategy.

Table 2 End-to-end delay Number of packets Average end-to-end delay (ms)

SPROR technique BLR-OR technique

9 3.5 3.5

18 8.0 7.9

27 12.3 12.1

36 15.0 15.0

45 18.76 18.72

54 26.0 25.86

63 29.4 29.37

72 32.67 32.59

81 35.0 34.96

90 38.7 38.58
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Fig. 3 End-to-end delay

4.3 Packet Delivery Ratio

In BLR-OR procedure, P-D-R is characterized as the proportion of a number of
packets expected by the objective to the total number of packets sent. The P-D-R is
quantified as far as a rate (%) and planned as follows:

Packet Delivery Ratio = Number of data packets received

Total number of data packets sent
× 100 (10)

From condition (10), the P-D-R is gotten while the P-D-R is higher, the strategy
is said to be progressively proficient.

The consequence of P-D-R dependent on various packets in the scope of 90–900
is exposed in Table 3 and Fig. 4. Table 3 and Fig. 4 obviously express that the P-D-R
utilizing proposed systems is higher when contrasted with existing technique.

Table 3 Packet delivery ratio Number of packets Packet delivery ratio (%)

SPROR technique BLR-OR technique

9 90.15 90.18

18 90.99 91.08

27 91.26 91.31

36 92.45 92.49

45 93.29 93.34

54 94.94 95.01

63 96.38 96.42

72 97.95 97.97

81 98.40 98.47

90 98.46 98.46
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Fig. 4 Packet delivery ratio

Table 4 Network lifetime Number of nodes Network lifetime (%)

SPROR technique BLR-OR technique

50 90.39 90.43

100 91.23 91.28

150 92.80 92.84

200 93.32 93.36

250 95.26 95.33

300 96.05 96.17

350 97.50 97.54

400 97.56 97.62

450 98.32 98.35

500 99.48 99.51

4.4 Network Lifetime

In BLR-OR procedure, the lifetime of a system is estimated by utilizing various
portable hubs in MANETs. The N-L is estimated regarding rate (%) and defined as

Network Lifetime = Saddressed
TotalS

× 100 (11)

From condition (11), the N-L is got utilizing the total number of mobile node
“Totals” in the system and steering addressed for the portable hub “Saddressed” in
MANETs while the N-L is elevated, progressively productive the strategy is alleged
to be.

The N-L effect is obtained dependent on a contradictory number of packets in the
scope of 90–900 utilizing the technique is revealed in Table 4 and Fig. 5. FromTable 4
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Fig. 5 Network lifetime

to Fig. 5, plainly theN-L utilizing proposed procedure is higher when contrastedwith
existing strategy.

5 Conclusion

The proposed BLR-OR approach is utilized to locate the best routing path from
source to goal. The BLR-OR regression method improves the MANET performance
like energy, latency, and bandwidth. The source node can quickly establish a stable
node from the basis node to all neighbor nodes. If neighboring three parameter values
are satisfied then data packets are transmitted to that node. The simulation results
shows in the aspect of identified best data using coefficient value of the node in a
network. The performance of BLR-OR regression technique is estimated as far as
E-C, E-E-D, P-D-R, and N-L contrasted and existing technique. The future work
is proposed to explore and improve different protocols and reduce the resources of
routing.
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A Lightweight Approach
for Policy-Based Messaging

P. P. Abdul Haleem

Abstract The popularity of Resource-Constrained Networks (RCNs) is increasing
rapidly in value, volume, velocity, variety, and veracity. The limited battery power
and verbosity of messages are the major limiting factors in the constrained wireless
mobile environment. Hence, devising a standard that is adaptive to the limitations of
the present-day wireless mobile environment is crucial for the emerging generations
of constrained wireless mobile devices; it is also expected to accelerate the pene-
tration of wireless mobile technologies to the underprivileged class of users. The
eXtensible Markup Language (XML) is the natural standard for messaging across
heterogeneous types of mobile devices. But it is not suitable in the wireless mobile
environment, due to the increased storage and processing requirements needed. This
work presents a lightweight Policy-Based Messaging (PBM) mechanism for trusted
transmission of information that can be used especially in Resource-Constrained
Networks (RCNs). The work is based on a data format which is less verbose. The
data format is derived from theYAMLAintMarkupLanguage (YAML), a lightweight
data serialization language. Proposals include measures to define policy assertions
and a two-level mechanism to make sure trusted transmission of information. The
performance analysis indicates an advantage over the existing methods.

Keywords Mobile computing · Verbosity reduction · XML · Rewriting attacks ·
Resource-constrained networks · PBM

1 Introduction

Widespread usage of wireless mobile devices resulted in the popularity of pervasive
computing. In such an environment, regulating and ensuring the security and trust of
the transmitted data and users is an important task. A lot of existing research trying
to ensure trusted transmission and restricted access in the pervasive environment is
reported.
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The relevance of the proposed work stems from the fact that the size of the
data format to be transmitted has a direct impact on the energy being consumed by
the device and network. The feasibility of the idea can be further inferred from a
number of facts: (i) transmission and reception of messages takes the biggest share
of power in a wireless mobile device [1], (ii) security protocols for the constrained
wireless environment tend to prefer reduced size of data and less number of packets
to be transmitted/received [2], (iii) in majority of applications on wireless mobile
devices the amount of information transmitted from computer to user is much larger
than the amount of information transmitted from user to computer, and (iv) consid-
ering the limited input and screen of the devices, a format that requires fewer bytes
for data representation, but expressive as XML, is well suited. Hence, a method
for reducing verbosity has been proposed in [3]. This work is further enhanced by
introducing security mechanisms in [4] and energy-conserving proposals in [5]. A
schema definition called YASchema is also proposed to reduce the verbosity of the
format [3, 6].

Obviously, the messages are to be protected against any kind of tampering during
the transmission. PBM infrastructure, which is developed to promote a distributed
and secure mechanism for messaging, can be used to strengthen any messaging
scheme [7, 8].

This work addresses the issue of trusted transmission in pervasive environ-
ment. Mechanism to evolve as a lightweight policy-based messaging environment is
discussed. The contributions in this work are (i) extension of the application of the
schema definition discussed in [9] to encompass the PBM, and (ii) introduction of
a two-level lightweight PBM mechanism making use of the YASchema/YAccount
combination.

The rest of the paper is organized as follows: In Sect. 2, the state of the art
of discussing. Section 3 discusses the proposed scheme. In Sect. 4, performance
evaluation of the proposed scheme is explained. Section 5 concludes the paper.

2 Literature Survey

The proposed work is centered around a data formatting scheme that is less verbose
than XML. In [3], a method with reduced verbosity based on YAML (TYAML)
is proposed. In [4] this work is enhanced with security enhancements, and in [5,
6] the work is further refined to achieve energy-conserving security specifications.
The literature survey is focused on: (i) specifications to ensure trusted exchange of
information, and (ii) measures for a lightweight mechanism for PBM. The survey
converges, especially to the viability of a method suitable to the constrained wireless
mobile environment—to conserve energy and memory requirements.
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2.1 Specifications to Ensure Trusted Exchange
of Information

Many novel and innovative solutions were reported to overcome rewriting attacks in
XML which include XML Digital Signature [10], WS Policy [11, 12], WS Security
[13], SOAP Account [14], and WS Policy Advisor [15]. These methods provide
excellent mechanisms to check rewriting attacks, but several shortcomings of these
methods are reported in the literature.

XMLDigital Signature has a security loophole that makes it vulnerable for modi-
fication without detection [9]. Since WS Policy and WS Security make use of XML
Digital Signature, they are also affected by this issue [9].

WS Security standard is heavyweight for RCNs as it encompasses standards such
as XML Digital Signature, XML Encryption, X.509 certificate, and Kerberos ticket.
With larger and complex configuration files, WSE Policy Advisor reports perfor-
mance degradation. It fails in the detection of signed element reordering attack [7,
14, 16, 17]. A novel method is proposed in [14, 18] to check the rewriting attack—but
[19] reported a flaw in this method [19]. The security specification that is proposed
in [4] is enhanced in [9] to include measures to check rewriting attacks. A modified
accounting method is proposed with reduced verbosity and patches for the reported
security holes. YASchema is also refined to include the WS policy assertions. The
enhanced security measures introduced in [3] related to rewriting attacks include
a refined XML digital security specification, inclusion of policy assertions in the
schema definition, and structures to check rewriting attacks [3, 9]. The possibility of
applying these techniques to propose a PBM mechanism is to be explored [9].

2.2 Measures for a Lightweight Mechanism for PBM

In PBM,messages can be packedwith security policies by the sender. Receiver has to
enforce these policies. This arrangement provides a distributed and securemechanism
for transmitting messages [8]. Several papers such as [11, 20, 21] discuss the method
of adopting PBM. In a Policy-BasedNetwork (PBN), policies are implemented using
a high-level language.

Several standards are available for the choice of specifying policy. These standards
can be broadly classified into XML-based and non-XML-based technologies. Promi-
nent XML-based languages used in PBM are eXtensible Access Control Markup
Language (XACML) [22], Security Assertion Markup Language (SAML) [23], and
Enterprise PrivacyAuthorization Language (EPAL) [24]. XACML is anOASIS stan-
dard. It consists of a policy language and an access control decision request/response
language [25]. AlthoughXACML is accepted as a precise and integral policy descrip-
tion method, several difficulties are reported [18, 26] that make it undesirable for
RCNs. Also it assumes that data is stored in XML documents, which sacrifices the
flexibility to use other types of data storage and system implementations [27]. EPAL



402 P. P. Abdul Haleem

is a formal language for writing enterprise privacy policies according to fine-grained
positive and negative authorization rights [28]. An EPAL policy is a well-formed
XML-based document. In spite of these advantages, it is reported that EPAL cannot
suitably handle non-data-related policies. It is also reported that EPAL and XACML
are not commercially adopted [24]. SAML is an XML-based open standard for
exchanging authentication and authorization data between parties [23]. In addition to
the difficulties listed above, the verbosity of this XML-like format is also a hindering
factor for the use of these languages in a resource-constrained environment.

Hence, it can be concluded that there is a scope for a “lightweight policy
mechanism” that can overcome the verbosity barrier of existing techniques.

3 Proposed Work

3.1 Scheme of the Proposed Work

APBMsystemhas the following stages [6, 8]: (i) prepare the payload of themessages
and choose the recipients, (ii) identify the constraints and rules to be applied to open
themessage at the recipient side and define them using a policy, (iii) send themessage
to the recipient by adding the policy to it, (iv) the messaging system at the recipient
side retrieves the policy attachedwith the incomingmessage, and (v) the target system
verifies the policy and if it’s ok, message is handed over to the recipient. Otherwise,
message is refused.

The essential components (Fig. 1) of a fully fledged PBM include a Policy Deci-
sion Point (PDP) and a Policy Enforcement Point (PEP). PDP interprets the policies
stored in a repository, frames the policy decisions, and sends them to PEP. PEP
applies and executes different policies. Two management models exist for PBM: one
for outsourcing and the other for provisioning [20]. In outsourcing, data is sent to
update the PDP (which in turn may update other PEPs). Provisioning is concerned
with the installation of a policy by the PDP in PEP. The former method is used here
for this scheme, as it suits the limited scope of the proposed scheme.

Fig. 1 Lightweight PBM
mechanism
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In the proposed scheme, the message is prepared in TYAML format and policy
assertions are specified in YASchema. Only the basic policy assertions and built-in
features of YASchema are applied in specifying the constraints. The trust level is
increased with the introduction of YAccount. The role of PDP is taken over by the
sender of the message. Sender either attaches a YASchema or points to a YASchema
which is to be referred by the receiver (PEP) to decide whether the receiver has the
rights to access the message (as shown in Fig. 1). The receiver then cross-checks
whether the message is as per the structures sent or mutually agreed upon by the
sender and receiver.

3.2 Application of YASchema for Assertion of Policies

The proposed YASchema in [3] had an important role in verbosity reduction. In this
section, the possibility of extending YASchema to contain the policy assertions as
well is explored.

It is seen that the policy assertions are prepared in separate policy files in mech-
anisms such as WS Policy [11], WS Policy Assertion [6], and WS Security Policy
[12]. YASchema can be used for policy assertions as well and hence eliminating the
use of a separate policy file. In [9], four basic assertions [11, 23] that are commonly
in use in the policy files are mapped to the YASchema. These details are included
in the YASchema definition. In addition to these assertions, other assertions such
as “Expires”, “QOS”, and “Acknowledgement Interval” can also be added, when
required. It is possible to prevent the addition of false entries to the message by using
these assertions.

When YASchema is utilized for defining the policy assertions, size of the policy
file is reduced and the need for a separate policy file is eliminated.

In spite of these advantages, the flaws made in preparing policy files can result in
the tampering of messages [14].

To check these issues, a modified accounting structure proposed in [9] is used.

3.3 Design of a Lightweight PBM Mechanism

Similar to the layered approach to tackle the rewriting attacks [9], a two-level
lightweight PBM mechanism is proposed. In the first level, YASchema is employed
as a policy assertion file and in the second level YAccount is used to check the
inclusion of bogus additions to the original message.
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Fig. 2 Level 1—YASchema is attached with the message (Sender’s Side)

Fig. 3 Level 1—YASchema is attached with the message (Receiver’s side)

3.3.1 Level 1 in This Level, the YASchema Is Used to Check the Attacks

Sender and receiver can have a common YASchema that is predefined or the sender
can attach a message-specific YASchema along with the message and send that to the
receiver. When a common predefined YASchema is used, the message at the receiver
is verified with the YASchema. If the message has tampered while in transit, the test
will fail, as the YASchema is predefined and agreed upon by the sender and receiver.

When sender attaches the YASchema along with the message, (s)he adds the
digest value of YASchema to the message (Fig. 2). Receiver calculates the digest
value and compares it with the digest value being sent by the sender. This will reveal
any tampering made to the message in transit. If there is no mismatch, the receiver
will verify the message with the YASchema to check the existence of anomalies
(Fig. 3).

3.3.2 Level 2

In level 2, YAccount is used to strengthen the security of the message further (Figs. 5
and 6). Sender calculates the YAccount for the message, signs it, and sends it to the
receiver along with the message (Fig. 4). Receiver calculates the YAccount of the
message and compares the calculated and received values of YAccount (Fig. 5).

Policy assertions are sent with the document through these steps: (i) sender and
receiver choose a trust level (level 1, level 2, or both) for message transfer, (ii)
in case level 1 is chosen, sender and receiver decide whether to use a predefined
YASchema or to send the YAShema corresponding to the message, (iii) if a common
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Fig. 4 YAccount derived by the sender

Fig. 5 YAccount derived by the receiver

YASchema is used, the message received is verified with the YASchema constructs
andpolicy assertions.Message is rejected if there are anyviolations, (iv) ifYASchema
is also a part of the message, its digest value is added with the message before
sending. Receiver calculates the digest value and compares it against the digest value
it received.Message is rejected in case of amismatch. Otherwise, receiver verifies the
message as per the constructs and policy assertions mentioned in the YASchema, (v)
if level 2 is chosen, YAccount received is compared against the calculated YAccount
for anomalies, and (vi) all of the steps (ii to v) are done, if both trust levels are chosen.

This combined approach using YASchema and YAccount has several merits over
conventional policy files: (i) reduced verbosity, (ii) simple approach in the prepa-
ration of YASchema and YAccount, in comparison with the complex nature of
PBM languages such as XACML, (iii) increased trust level with the introduction
of YASchema along with YAccount, and (iv) two-level approach taking care of the
limitations of the RCNs.
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Fig. 6 Size
comparison—WS policy,
SOAP account, and
YAccount

4 Performance Evaluation

The primary focus of the performance evaluation is on the size of the policy files to
be transmitted. Test data is generated as per the categories of messages identified in
[4]—short, small, medium, large, and complex.

4.1 Size of WS Policy, SOAP Account, and YAccount Size

A size comparison of WS Policy file, SOAP Account, and YAccount is shown in
Fig. 6. It can be seen that YAccount takes the least size, and WS Policy files take
the maximum size. Also when the message sizes are small, both SOAP Account
YAccounts take almost equal number of bytes.

4.2 Size of WS Policy and YASchema

It canbe seen fromFig. 7 thatYASchemaoutperformsWSPolicyfiles for short, small,
and medium datasets. But for the remaining categories, WS Policy file outperforms
YASchema.

Thus it can be concluded from the above discussion that the proposed work has
performance advantages over existing XML-based standards for PBM.
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Fig. 7 Size
comparison—WS policy
versus YASchema

5 Conclusion

The increased penetration and importance of RCNs demands a better secure data
transmission scheme suitable for the RCNs. This work presents an alternative
technique for PBM to work within the limitations of network latency, bandwidth
requirement, and low battery backup, commonly seen in the RCNs.

The proposed work is based on a format derived fromYAML (TYAML). TYAML
is less verbose than XML. The features of the proposed work include (i) applying
YASchema as a policy assertion file, (ii) introduction of an accounting structure
known as YAccount as a secondary tool for PBM, and (iii) a two-level lightweight
PBM mechanism that consists of YASchema in the lower level and YAccount in
the upper level. Results obtained indicate a performance advantage over the existing
methods.

TYAML and the schema (YASchema) are to be fine-tuned to include the attribute-
based access control mechanism and semantic-based security aspects. A working
model of PBM has to be designed and developed to assess its functionality and
problems in a real-time environment. These are suggestions for future work.
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A Lightweight Effective Randomized
Caesar Cipher Algorithm for Security
of Data
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Abstract In any kind of organization in the present scenario, raw data ormeaningful
data needs to be shared among different personnel; therefore, the chances of frauds or
treachery are more that creates vulnerability in the working environment. Therefore,
the protection of organizations’ confidential and sensitive data among different levels
of employees against these kinds of theft or illegal activity that violates the company
security policy is prerequisite. ABE pronounced as attribute-based encryption was
introduced. ABE is a parameter that plays a vital role in providing access control in
a fine-grained manner for outsourcing data in a data sharing system. Moreover, CP-
ABE was introduced that defines an access policy in order to cover all the attributes
within the system. In this scheme, for encryption and decryption purposes, the user’s
private key is accompanied to the group of attributes. but due to its lack of efficiency
and several other paradigms, it was proved ineffective. Hence, in order to overcome
the existing issues, we have implemented a new cryptographic algorithm which is
competent enough to encrypt and decrypt any type of file that contains any kind of
data written in the range of ASCII values. We named this algorithm as randomized
Caesar cipher algorithm.
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1 Introduction

As we see in our day-to-day life, use of machines and personal computers is coming
vital resources to save our data and to provide a large number of services that we
need at regular interval of time. Similar to that all the big organizations and industries
need to save and process a large amount of data in day-to-day business transactions
and operations. Apart from that, they need to handle a large amount of data that is
generated in the heavy amount on an everyday basis [1]. Thus, from the above, it can
be guessed that this data is howmuch crucial for them to perform any task or to make
any decision related to the organization. It will contain information of employees,
their designation, salaries, and much more; moreover, it will contain information
about the company name, location, their achievements and year of establishment,
kind of services they are providing, product-based or service-based, etc. So, from
the above, it can be inferred that data is of utmost importance and it is necessary
to protect this data from any kind of vulnerability [2] [3]. It is necessary to take
appropriate actions and steps to prevent and secure our data, otherwise may lead
to huge business losses and cause serious problem. We have come with the idea to
contribute toward security and protection by using cryptography. There are several
cryptographic algorithms that have been proposed so far, performing a wide variety
of security features [4]. Some of the earlier techniques that have been implemented so
far like Caesar cipher, RSA algorithm, AES algorithm, DES, Triple DES, etc. [5–8].
All of the existing algorithms have contributed a lot toward security paradigms.

2 Related Work

Earlier techniques and methodology that have been proposed like Symmetric-Key
Cryptography, Public-Key Cryptography in which decryption is done with the help
of private key but proved unsuccessful due to certain drawbacks [9, 10]. Then an
advancement over PKC known as Identity-Based Encryption introduced that mainly
concentrates on identity of end user. Then after fuzzy identity-based encryption,
comes into play stating that if a person credential value satisfies access policy, only
then decryption will take place and many more techniques are preexisted. But CP-
ABE is considered more efficient due to its spectacular functionality; here, attributes
will define every user credentials and decryption process is operated by encryptor.
Algorithms like Caesar cipher are particularly applied to text messages which are
used in communication among individual so that privacy is maintained. This text is
encoded with the help of substitution of another text in place of original text [11, 12].
But major drawback of this algorithm is that the KEY value is fixed due to which
it provides least level of security and scope of this technique is very narrow [13].
Above algorithm uses a pair of large primes for constructing both public and private
keys and commonly used for authentication purpose. Difficulty in decomposition of
large digits (factorization of integral values) will determine its level of security. It is
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Fig. 1 Random Caesar
cipher

resistant to all kinds of password attacks that it is familiar with [14, 15]. End user
can take the help of probabilistic algorithm. The implementation process of RSA is
a little bit complicated one.

3 Randomized Caesar Cipher Algorithms

The Caesar cipher is one of the preliminary methodologies of encryption technique.
It’s just a kind of substitution in plaintext, i.e., for each letter of a given text of a
sentence some other alphabet will take place, i.e., replaced by some fixed number of
positions in the alphabet sequence [16, 17] as shown in Fig. 1. For example, with a
shift of 1, B replaces A, C would replace B, and this will continue on. The technique
is named after Julius Caesar, used by him to communicate with his peers.

Encn (X) = (X + n) mod 26, n implies number of shifts

Decn (X) = (X − n) mod 26

But in randomized Caesar cipher, the alphabets are not replaced by any fixed
number of positions; instead, we provide or decide a range of numbers for random
key generation and each time when we execute the algorithm that key is distinct but
it will fall within the range that we have provided [18–22] as shown Fig. 2. This is
one of the biggest advantages of our algorithm, i.e., generated Key is not static it will
take different values every time we execute this algorithm.

4 Pseudocode (Randomized Caesar Cipher)

• First of all, import random and time package.
• Random package will give random.int() function and time package will help us

to determine the encryption and decryption time of file.
• Now we generate a random key with the help of random.int() function. This key

will differ in value for each iteration of execution.
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Fig. 2 Working random Caesar cipher

• We provide a range of values according to our requirement in order to generate
randomized key.

• After generation of key, it will be shown that what key value is used at that
particular instant of time.

• Now we create a encrypt() function which will encrypt the original file that is
placed in that particular folder or desired path given by us.

• encrypt() function perform character by character and line by line encryption of
entire file.

• After encryption of the entire file, a new encrypted file will be created at the same
location where our original file is present.

• Nowbyusing the timepackage,wewill showhowmuch time is taken by encrypt()
function in order to encrypt the file.

• Just after that decrypt() functionworkingwill take place. It will perform decoding
of that newly generated encrypted file in the same fashion, i.e., character by
character and line by line till the end.

• Upon complete execution of decrypt() function time taken to decrypt, the entire
file will be displayed.

5 Performance Evaluation

5.1 Experimental Setup

Experiment description of the environment in which the proposed scheme has been
implemented and results have been evaluated is depicted in Table 1.
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Table 1 Experimental setup Parameters Specifications

CPU Intel (R) core(TM) i5-5200U CPU @
2.20 GHz

RAM 8.00 GB

OS Ubuntu 16.04, Windows

External library GMP, PBC, OpenSSL

Language C, Java, Python

Compiler Gcc

5.2 Experimental Results

Figure 3 shows the encryption time taken by algorithm for encrypting the file of
different sizes. One point to note here is that it is not necessary that a large file
will always take more time to encrypt than a smaller size file because key is gener-
ated different every time, and we encrypt file of different sizes. Its value may vary
according to the range provided. If a large key value is generated for a small size file
and small key value is generated for a larger file, then there are chances that the file
with larger key value takes more time to encrypt than the other.

Here in Fig. 4 we can see that file size of 15 MB takes more time to decrypt as
compared to other files. So, there are chances that its shift value is very large as
compared to other two files.

Fig. 3 Encryption time of different sizes of files
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Fig. 4 Decryption time of different sizes of files

5.3 Comparison

5.3.1 Encryption

The proposed scheme has been compared with the existing scheme, to evaluate the
performance of the proposed scheme; in Fig. 5, it is clear that time taken by the
proposed scheme in encryption is lesser than the existing scheme, which proves
more efficiency of proposed scheme.
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Fig. 5 Encryption time of different algorithms
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5.3.2 Decryption

The proposed scheme has been compared with the existing scheme, to evaluate the
performance of the proposed scheme; in Fig. 6, it is clear that time taken by our
proposed scheme in decryption is lesser than the existing scheme, which proves
more efficiency of the proposed scheme.

6 Conclusion

In this paper, we have taken the reference of Caesar cipher algorithm which was
designed by Julius Caesar for the purpose of security measure but due to its large
number of limitations (like simple storage structure) in various areas of information
technology and computer science, it is no longer considered as a successful and
efficient algorithm and later on also proved that it provides a minimum level of
security. So, we come with an idea of providing a key randomly from a pool of keys.
And for that we will define a range according to our requirement after that, the key
is chosen from that range, and process of encryption and decryption takes place.
The larger the range, the larger the complexity in encryption of text will increase.
So, to conclude, one can achieve the goal of cryptography with the help of our
algorithm. We have implemented this algorithm for the purpose to provide a high
level of security and protection of any kind of malicious activity. In order to run
this algorithm, one has to fulfill its requirement condition and provide the desired
environment. This algorithm is purely written in Python and in order to execute,
installation of PyCharm is necessary. Otherwise, the end user will not be able to run
this algorithm. With the use of Python language, it makes it easier for end user to
understand the code of algorithm, and also makes them able to learn the algorithm
in a very short period of time. Scope of our proposed algorithm can be extended
further and any kind of modification can be done easily by the person who knows
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Python language. Hence, by using our algorithm one can relish the above-prescribed
benefits for their own convenience without caring about compatibility environment.
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RPL-Based Hybrid Hierarchical
Topologies for Scalable IoT Applications

Animesh Giri and D. Annapurna

Abstract The applications built nowadays are mainly distributed, and most of them
have sensors enabling them to do it. Internet of Things in the same context is solving
real-world problems. Although there are challenges still like on ground scalability,
efficiency, etc. and a lot of other bottlenecks, in our work here we have focused
on RPL routing protocol and the potential to scale under strained networks. Some
real-world application scenarios likemilitary and agriculture build in an environment
with the “strained” transmission and interference ranges, which requires the nodes
to be retained as part of Destination-Oriented Directed Acyclic Graph (DODAG).
The simulation study done using Contiki OS-based Cooja simulation environment
on hierarchical and circular network topologies for highly scalable and strained
networks shows high energy consumption and the impact on the radio duty cycle on
few selected nodes of DODAG. Combining the features of hierarchical and circular
network topology, we propose a hybrid hierarchical topology with multiple sinks
which resembles the real-world applications. The testing and relative comparison
of RPL’s Objective Functions (OFs) consists of the following parameters: Power
Consumption, Radio Duty Cycle, and possible topologies. The results of the simula-
tion study of RPL protocol show that the proposed hybrid network topology results
in much stable energy consumption and radio duty cycle increasing the scale and
strain on the network.
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1 Introduction

In the new age of technology, every segment is touched by the advances. One of such
areas is the countries’ defense system that protects the country at the enemy’s line.
In the past decades, the operations in the military are highly affected by technology.
As discussed by Yushi et al. [1] the military has used the networking equipment
for various aspects like information sensing, communication, transmission, etc., and
it helps them make crucial decisions at times. Based on the work that most of the
military does the topology that suits them the most is a hierarchical network which
can be seen as a level by the level arrangement of nodes which can have unique tasks.
Therefore, to test the applications of these operations we have used the hierarchical
structure itself.

Considering the impact of IoT in the domain of agriculture, today there are remote
sensors in every large agricultural field that leads to the adaptation of smart farming.
An example is the precision farming as discussed byAnurag et al. [2], which analyses
the routing problems and shows a mesh network topology as a solution for such a
scenario.Nowwith a lotmore sensors and evenmore economic scalability constraints
with the Internet of things [IoT], there is a need to analyze the routing techniques
suitable for real-world application scenarios.

There are two categories of routing techniques broadly categorized as distance
vector and link state routing.

The former finds the best path by using the minimum distance between source
and destination, and that is done by a distance vector which holds all the distances
from that node. In case of the latter nodes, each link is associated with weight and
it’s updated regularly. The weights are proportional to the cost to the destination so
we choose the smallest one.

We’ll be dealingwithWireless Sensor Networks (WSN). In theWSNs, the routing
protocol selection is a problem. There are many protocols like, as discussed by Aijaz
et al. [3], CORPL (A Routing Protocol for Cognitive Radio Enabled AMI Networks)
[4], RPL (Routing Over Low-power and Lossy network), CARP (Common Address
Redundancy Protocol), as mentioned by Gnawali et al. [5], CTP (Collection Tree
Protocol), and few observations by Clausen et al. [6] LOADng (Lightweight On-
demand Ad hoc Distance-vector Routing Protocol – Next Generation), and a few
more. Due to constraints with data routing in such wireless networks, which impact
the routing protocol significantly, to give options to suffice various needs, the Routing
Over Low-power and Lossy network [4] was given by team which works under
(IETF). This paper presents the analysis of the problems faced in the military appli-
cation using the hierarchical topology scenarios. The simulations of these scenarios
have been done using the Contiki OS-based Cooja simulator.

Rest of the paper consists of the following sections. Section 2 includes related
work in the area ofWSN routing. Section 3 contains key terms around the simulation
environment and the parameters defined in the experiment. The performance quality
study of the RPL under various constraints is described in Sect. 4, and the paper is
concluded in Sect. 5.
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2 Related Work

2.1 Problems with Hierarchical Topology

There has been a lot of research on applications of IoT like military and agriculture.
We will focus on the research papers, which work with the application and analyze
the problems and limitations of the current routing protocols.

Referring to the work done by Kumar’s et al. [7], whereafter the simulations they
have concluded that small-size hierarchical networks work as per the requirement of
the military but problems arise with a high frequency of messages needed to set it
up, in a large number of nodes, in high-scale hierarchical networks. Similarly, there
are a lot of survey papers who have concluded the following about the RPL protocols
under various scenarios.

Gaddour et al. [8] mentioned: “One of the most important issues still left open is
the specification of the Objective Function” which was left out by the ROLL team.
Along with that RPL don’t have a single parameter to enhance its objective function.
They have mentioned the limitations like Immature Security in the RPL protocol,
but that aspect isn’t considered at this point by the wok done by Clausen et al. [9]
goes on and add, issues are there because of dual directionality of communication
and the scope of loops, the DODAG formation, and therefore in multipoint-to-point
route provisioning techniques.

Afonso et al. [10] analyzed the unnecessary optional resource consumptions. Kim
et al. [11] raised the issues on the tradeoff between simplicity and scalability with
the RPL protocol. Liu et al. [12] bring the analysis of high-level scalability networks
and shows the security issues as well as the problemwith the power and computation
issues.

RPL Being the primary choice for the Low-Power Lossy Network (LLNs), there
is a lot of opportunities to analyze similar problems and see the more suitable
alternatives.

2.2 Routing Protocol for Low-Power and Lossy Network
(RPL)

RPL is a new, a protocol that is designed towork on top of offering from the link layer.
It is mainly used for collection-based scenarios, where every node sends messages
to a point after every fixed interval of time.

The messages it sends are controlled by a protocol to distribute information over
the continuously changing network topology by ICMPv6 packets, such as DAO
(Destination Advertisement Object), DIS (DODAG Information Solicitation), and
DIO (DODAG Information Object). The DIO packets contain knowledge about the
type of objective functions, the ranking of parents node and nodes’ information
details, etc.
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The topology of RPL protocol is emerged from Acyclic Graphs, in particular, the
DAGs. It’s a tree topology, based on structure connecting the nodes in the Lossy
Sensor Network. It’s usually bottom-up or top-down search for nodes. It does have
a different way of connecting, to the parent node. A single node here can be allowed
to connect to multiple parent nodes to reach the destination, so we have those called
as Destination-Oriented DAGs (DODAGs); most common nodes for the destination
are the sink node, which even we have used route in practice for the Internet (i.e.,
Gateway) that acts as root for the tree. RPL has many features; some are Automatic-
configuration of features, Automatic-healing, Loop prevention and recognition, and
Independence.

3 Simulation and Network Setup

This section discusses the simulation and how the network is established, corre-
sponding to the parameter of the protocol, with mimicking some topologies in area
of interest which depends upon the application needs for stable and scalable routing
protocol, and efficient self-healing or modification in configuration.

3.1 Simulation Parameter

We have used Cooja Simulator to study the RPL under various topologies and
scenarios; parameters are shown in Table 1. The Unit Disk Graph Medium (UDGM)
has been used to simulate the lossy networks. The sender nodes send theUDP packets
which contain the node ID of the sender node to the sink node used in the DODAG
formation.

3.2 Simulation Network Topologies

The network topologies considered for the experiments are hierarchical and circular.
In topology diagrams, the green color, yellow color node represents the sink, sender
nodes, respectively. The diagrams represent the radio medium of communication
using UDGM. In the two concentric circles, the green circle in the inner ring is the
transmission range, whereas the outer gray ring is the interference range with other
radio sensors. The percentage shown in the figure below represents the reception
ratio of transmission among sink node(s) and sender nodes.



RPL-Based Hybrid Hierarchical Topologies for Scalable … 425

Table 1 Network simulation parameters

Test parameters Values

Operating system (OS) Contiki 2.7/Ubuntu 14.04

Objective functions (OFs) OF0 MRHOF

Metrics Radio Duty, Energy

TX range/INT range 70 m for transmission (TX) and 90 m for
interference (INT)
50 m for transmission (TX) and 90 m for
Interference (INT)

TX ratio/RX ratio 100% for transmission (TX) and reception (RX)

Topologies Tree (Sparse), Circle (Sparse), Hybrid(Sparse)

Simulation time 900s

Mote type Tmote sky

Wireless channel model Unit disk graph medium (UDGM): distance loss

Sink node(s) 1, 3, and 5 (udp.sink.c)

Sender nodes 30, 40, and 60 (udp.sender.c)

3.2.1 Hierarchical Network Topology

A hierarchical network can be shown in Fig. 1 that allows nodes to reach the sink
directly or contact each other to reach the sink, especially nodes at the edges and in the
node’s interference range. The hierarchical network topology is built by increasing
the strain on the network. This topology is designed with the intention of “straining”
the transmission and interferences ranges for the communication between the nodes.

As shown in Fig. 1a, all the sender nodes are within inside the green circle of
transmission and very low strain for the communicating nodes.

As shown in Fig. 1b, only a small proportion of sender nodes are located inside
the transmission range, few are placed at the network boundary along with the inter-
ference range, and few are scattered outside the sink’s interference range, this shows
that there is a moderate increase in the strain for the communicating nodes.

Fig. 1 a Low-strain hierarchical network topology. b Moderate-strain hierarchical network
topology with single sink node and 30 sender nodes. c High-strain hierarchical network topology
with single sink node and 30 sender nodes
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Fig. 2 Circular network topology with a Low strain, and b High strain with single sink and 30
sender nodes

As shown in Fig. 1c, the scenario in high strain shows that a very large number
of nodes are placed outside the transmission circle and the interference ranges and
beyond.

3.2.2 Circular Network Topology

A circular network topology can be shown in Fig. 2 that allows the placement of
the nodes surrounding the sink node. The topology is built by increasing the strain
on the network. To analyze the working of RPL in a sparse circular topology, we
created scenarios where a single sink node is located in center and the sender nodes
are in the circular form such that every node is reachable and within the transmission
range. There are not much of significant changes in the circular topologies for low-
and moderate-strain networks. Thus we have only considered low- and high-strain
networks.

4 Simulation Results

In this section, we study the outcome of the various topologies discussed above
and compare their average power consumption and average radio duty cycle, to
understand the effect of these topologies on the performance of RPL protocol.

Average Power Consumption Performance—It is the electrical power
consumed by each of the sensors to operate. The sensors’ performance shown in
graphs is relative to each node.

Average Radio Duty Cycle Performance—The Duty Cycle indicates that the
fraction of time a resource is busy either listening or transmitting; the graphs show
the ration of radio listen(red) and radio transmit(blue) of the nodes.
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Referring to Fig. 3a–c, the observationsmade in the hierarchical network topology
highlight that the few nodes had uneven power consumption and radio duty cycle
distribution across the topology, and there is a significant increase in power consump-
tion and radio duty cycle with the change in the scalability and strain on the
network.

Referring to Fig. 3d, e, the observations made in the circular network topology
highlight that the almost all nodes had the much stable power consumption and
radio duty cycle distribution across the topology as compared to hierarchical network
topology; the power consumption and radio duty cycle does not increase significantly
with the change in the scalability and strains on the network.

The observation here, for the uneven distribution of resources under the network
build with the hierarchical topology and the average power consumption metric
for the circular network topology, motivates us to explore the advantages of using
both hierarchical topology and the circular network topology to make a new hybrid
network topology (Fig. 4).

4.1 Proposed Hybrid Network Topology

We propose the new hybrid network topology by combining the hierarchical and
circular topology. In the hybrid network topology, the placement of the nodes is as
per the circular topology and structured to function like the hierarchical topology. To
build such a hybrid network topology, we require multiple sink nodes and multiple
sender nodes. The stability of the hybrid topology increases with the increase in the
sink nodes in the network. For the proposed hybrid topology, we have considered
two scenarios as shown in Table 2.

We have considered two scenarios as shown in Table 2.
Refer to all in Fig. 5a, b. The observations made in the hybrid network topology

highlights that the problem of extremely high power consumption by few nodes has
reduced significantly. However, this problem persists in the hierarchical and circular
topology. As shown in the hybrid network topology, by the usage of multiple sink
nodes and appropriate placement of the sender nodes, the nodes are able to form
a reliable DODAG. Thus, to conclude that the proposed hybrid network topology
results inmuch stable behaviorwith the increase in the scale and strain on the network.

5 Conclusion

The performance metrics discussed in the paper suggest that the hybrid topology has
a much more balanced and even distribution of load to all the nodes in the network as
shown with the radio duty and average power consumption. It’s a hybrid made from
circular and hierarchical topology which outperforms similar hierarchical topology.
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Fig. 3 a Average power consumption and average radio duty cycle in low-strain hierarchical
network with single sink node and 30 sender nodes. b Average power consumption and average
radio duty cycle in moderate-strain hierarchical network with single sink node and 30 sender nodes.
c Average power consumption and average radio duty cycle in high-strain hierarchical network
with single sink node and 30 sender nodes. d Average power consumption and average radio duty
cycle in low-strain circular network with single sink node and 30 sender nodes. e Average power
consumption and average radio duty cycle in high-strain circular network with single sink node and
30 sender nodes
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Fig. 4 Hybrid network topology with a Multi-sink nodes (3 sinks, 40 sender nodes), b multi-sink
nodes (5 sinks, 60 sender nodes)

Table 2 Scenario for hybrid network topology

Hybrid network topology No. of sink nodes No. of sender nodes

Scenario—1 3 40

Scenario—2 5 60

Fig. 5 a Average power consumption and average radio duty cycle in hybrid network topology
with 3 sinks and 40 sender nodes. b Average power consumption and average radio duty cycle in
hybrid network topology with 5 sinks and 60 sender nodes

Additionally, the simulation study demonstrates that we have better results withmore
sinks in the hybrid topology, placed at the right positions.

There are several directions that could be further evaluated, to observe the perfor-
mance of the network. For example, all the tests done so far focus on only two
parameters, which could be extended to focus on Hop Counts, ETX, Drop count,
control messages, etc. along with increasing the size of the network.
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In addition, future work could look deeper into the effect of the mobility of
these nodes as per the need for applications. Another possibility includes the impact
of different versions of trickle algorithms, which controls the intervals of packet
communication. Finally, optimization of the objective function as per the condition
of the network with some learning methods can help it reorganize itself better will
be a target in our future research.
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A Quick Survey of Security and Privacy
Issues in Cloud and a Proposed
Data-Centric Security Model for Data
Security

Abraham Ekow Dadzie and Shri Kant

Abstract Cloud is beingutilized by themajority of Internet users.Businesses storing
their critical information in the cloud have increased over the ages due to simplistic
and attractive features the cloud possesses. In spite of cloud utilization, there are
concerns raised by users regarding cloud security. Hackers are using this opportunity
to steal data stored in the cloud. In this regard, researchers have proposed techniques
to provide security and privacy to the cloud. Some researchers focused on securing
the cloud server, while others concentrated on securing the data transmitted to the
cloud. In this research, a comparative analysis is done on papers that were published
between 2013 and 2019. Based on the challenges identified in those techniques, a
well-secured scheme is proposed to provide extensive security to data before it is
transmitted to the cloud. The proposed technique is Data-Centric Security (DCS),
and it utilizes Attribute-Based Encryption (ABE) as its framework. This scheme is
at the implementation stage, and we believe it will come to address the security and
privacy flaws observed.

Keywords Attribute-based encryption · Data-centric security · Cloud computing

1 Introduction

According to National Institute of Standards and Technology (NIST), cloud
computing is a model for enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources (networks, servers,
storage, applications) and services that can be rapidly provisioned and released with
minimal management effort or services’ provider interactions. Due to the simplistic,
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Fig. 1 Background of cloud computing

affordable, and flexible nature of the cloud, its popularity is widespread and various
institutions and businesses are moving in that direction [1]. Cloud-based applications
are predominantly increasing due to easy access, cheap, efficiency, and availability
of computing resources [1, 2]. Cloud computing presents essential models (Deploy-
ment and Service) as well as its essential features as indicated in Fig. 1. The service
models consist of Software as a Service (SaaS), Platform as a Service (PaaS), and
Infrastructure as a Service (IaaS), while the Deployment Models include Private,
Public, Hybrid, and Community [3]. Notwithstanding these numerous benefits that
cloud computing offers, it also surrounds itself with environment for cybercrime
attacks [4, 5].

This research delves into various techniques that have been proposed to provide
security and privacy to the cloud. Comparative analysis is done on these techniques
by considering features like domain of protection (cloud server or data), the three
security aspects (Confidentiality, Integrity, andAvailability), themodel the technique
workswith (Infrastructure, Platform, and Software), the challenges of the techniques,
etc. The motivation of this research is to educate incoming researchers about the
techniques that have already been proposed and the trend to follow as well as alerting
cloud service providers on a particular technique to adopt in terms of implementation
on their cloud server.

1.1 Characteristics/Features of Cloud Computing

On-demand self-service. This feature is often considered as utility computing and is
compared to the use of light and water. Clients have the privilege of subscribing to a
service and can activate the service whenever needed and pay per use. This flexibility
access gives full control to clients over their usage and spending [6].
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Broad Network Access. Users can access services provided by the cloud across
the globe. What cloud users need is a device compatible with Internet connectivity.
Cloud providers have multiple servers located across the world which makes this
feature possible.

Resource Pooling. Locations do notmatter in cloud service. You can be anywhere
around the globe and still receive the same and equal services provision provided
there is Internet connectivity. This is because the same and equal computing resources
and storage can be assigned or distributed as and when needed by the user.

Rapid elasticity. Cloud has the tendency of shrinking and expanding without
negative effects on its user’s information. In case of heavy load, you can request for
expansion which is possible without hindering the progress of your business. The
same process can be adopted to reduce cloud usage.

Measured service. Cloud users are billed per service used as it is done in the
usage of electricity and water. Therefore, many cloud providers utilize pay as you go
model. This model ensures clients are billed with the right amount per service used
to avoid any cheat.

2 Review of Proposed Techniques from 2013 to 2019

Research analysis indicates that good amount of researches have been conducted
with regard to cloud security and privacy. Several scholars have proposed a variety
of techniques to mitigate the security challenges identified in cloud security. This
section presents an analysis of the techniques that have been proposed by researchers
in their publication.

In 2013, Giweli et al. [7] proposed a solution based on data-centric security
approach. The goal of the approach is to provide data security, hence ensuring data
are self-protecting, self-describing, and self-defending during their lifecycle in the
cloud environments. The approach gives full responsibility to the data owner to
set and manage security and privacy relating to data. This scheme is centered on
Chinese Remainder Theorem (CRT), and it uses hybrid encryption (asymmetric and
symmetric). This technique focuses on providing security to the data but not the
cloud.

In 2014, Saravana et al. [8] focused on fusing attribute-based encryption with
digital signature, hash functions, and asymmetric encryption. Their paper emphasizes
on how the proposed technique is convenient for applications which require high-
level security, hence minimizing access time and becoming cost-effective. Their
technique when implemented might work efficiently but the system might be robust
and complex since it involves many computations, thereby slowing down the system
and maximizing computing power.

In 2015, Yang [9] proposed an attribute-based searchable encryption with
synonym keyword search function (SK-ABSE). This new scheme activates the
synonym keyword search and purposely used to provide assistance to fine-grained
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access control. This technique provides flexible search authorization encryption
scheme since it focuses on multiple users and multiple sender application scenarios.

In 2015, Sengupta and Chinnasamy [10] proposed Hybrid DESCAST encryption
algorithm to provide cloud security. Their technique addresses the challenges that
emanated from DES to CAST algorithm and then combine their strength to form
a hybrid DESCAST. This technique focuses on providing data security in cloud
server in addition to the data which is being transferred from client to the cloud.
Their proposed technique according to the experimental analysis performed well
with 3G and 4G but had a challenge with 5G. Further improvement is required on
the technique to perform well with big data.

In 2016, Sarojini et al. [11] proposed a technique called EnhancedMutual Trusted
Access Control Algorithm (EMTACA). The technique offers a mutual trust for both
cloud providers and cloud users to deal with issues relating to cloud security. The
technique integrates three key elements (trust, guarantee, and reputation) as the basis
for cloud services among clients.

In 2016, Songyang and Yong [12] proposed an identity-based signature with
escrow free and ID protection for cloud computing. This technique came as a solution
to the key escrow problem. The brain surrounding their technique is to make use of a
trusted third party to bind the partial secret and the identity of the user together; this
will prevent the malicious public-key generator from mimicking the honest user’s
identity.

In 2016,Yuh-Min et al. [13] presented a technique in their paper knownas Identity-
Based Encryption with Cloud Revocation Authority. The goal of their paper is to
provide solutions to the performance of IBE which had been a challenge. With this
technique, all the users’ secret key to the system is kept by the cloud revocation
authority. The demonstration as seen in their paper suggested that the technique is
semantically secure in connection with bilinear Diffie–Hellman assumption.

In 2016, Victor and Muthu [14] developed a framework referred to as Cloud
Computing Adoption Framework (CCAF). This scheme was developed purposely
for providing data security in the cloud. The focus of the paper was to create a system
that will provide security to huge data stored in data centers. This system will also
prevent malicious attacks from datacenters by providing real-time protection and
if necessary also quarantine those viruses. Their framework was simulated using
Business Process Modeling Notation.

In 2017, Lalitha et al. [15] proposed a technique that ensures data is stored in a
server in encrypted form. In their approach, only the administrator is mandated to
decrypt the data or file. The administrator also has the prerogative to block unautho-
rized users from getting access to the file. Each user is assigned an Internet protocol
address which is attached to a particular resource; this helps the administrator in
monitoring and restricting unauthorized access.

In 2017, Bodrul et al. [1] proposed a Reliable Resource Allocation Approach for
cloud computing. The essence of this approach was to provide reliability in terms of
allocating resources to users while minimizing cost. The focus of their paper was to
address the reliability feature which was not really paid attention to in the previous
papers.
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In 2018, Roman et al. [16] proposed Dynamic Node-RED Based approach as
an aid in developing and performing operational activities of gateways. With this
approach, offloading is implemented directly as part of the IoT rapid prototyping
process embedded in the software stack, based on the Node-RED.

In 2019, Yujiao et al. [17] presented a new Attribute-Based Encryption (ABE)
scheme. Their scheme secures user’s privacy during key issuing. This technique
segregates the functionality of key generating and attribute auditing to ensure the
key generation center (KGC) is not aware of user’s attribute, thereby making it
cumbersome for Attribute Auditing Center (AAC) to get secret key of the user.
The scheme represents enterprise attributes by the procurement plans owned by the
enterprise, qualifications as well as patent.

In 2019, Mohamed et al. [18] proposed a meta-heuristic placement algorithm
which utilizes Ant Colony Optimization (ACO-BF). Their scheme uses Max Fit and
Best Fit based on a fitness function which concurrently assesses the waste resource of
both physical machines and virtual machines. Their experimental analysis indicates
that the technical performance is very good as compared to Max-fit and Best-Fit
heuristics, and again there is an increased improvement in terms of resource utiliza-
tion of the physical machines and virtual machines. In contrast, their scheme focused
on limited resources (few numbers of memory size and CPU cores) at the expense
of considering processing cores, memory, data transfers, etc.

In 2019, El-Moursy et al. [19] proposed an algorithm for cloud security known
as Multi-Dimensional Regression Host Utilization Algorithm. Their focus was to
increase the performance of CPU, memory, and BW utilization and as well reduce
the energy consumption of the cloud server. The analysis of their simulation indicates
that there is improved performance with regard to service-level agreement violation
and energy consumption.

2.1 Comparative Analysis of the Proposed Techniques

This is the section where the various techniques that have been proposed are put
together for extensive analysis. InTable 1, the researchermade a comparative analysis
in a tabular form based on the information retrieved from published papers between
the years of 2013 and 2019. These papers were obtained from a recognized journal.
Based on information gotten from the papers read, a detailed distinction was drawn
between the techniques that have been proposed and used so far based on what was
read by the researcher. In Table 1, the letters C, I, A in the results column indicates
Confidentiality, Integrity, and Availability. Also I, P, S at the ServiceModel’s column
signifies Infrastructure as a Service, Platform as a Service, and Software as a Service.
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2.2 Research Questions

1. How do those proposed techniques differentiate from each other in terms of
strength and weaknesses?

2. Which cryptographic technique can be implemented to provide extensive security
and privacy to data in cloud?

2.3 Analysis

It is observed from the survey that most of the papers concentrated on providing
security to the cloud server [1, 10, 14, 18, 19]. Few that focused on securing data
before outsourcing used the sameprivate key for eachuser, techniques had a challenge
with performance or required the service of a third party in generating the secret keys
[7, 8, 12, 17].With regard to the challenges observed from the comparative analysis of
the techniques studied. The researcher, therefore, proposes a cryptographic scheme to
curtail those challenges. The proposed scheme is still under implementation and we
hope to achieve better results when implemented and tested. The scheme is proposed
to provide privacy and security to data before it is transmitted to the cloud. The
scheme will concentrate on both data at rest and data in transmission. All the three
goals of security (Confidentiality, Integrity, and Availability) would be sorted out
when the scheme is finally implemented and tested [20].

3 Proposed Model

Data-Centric Security (DCS) approach is the proposed technique to address the
security and privacy concerns in the cloud. DCS is a useful approach for safeguarding
sensitive data from misuse or theft. In this approach, protection is applied to the data
itself independent of where it is located. This approach gives full responsibility to
data owner. A model architecture of this scheme is illustrated in Fig. 2.

Attribute-Based Encryption (ABE) is a framework our scheme is going to use to
utilize the DCS concepts for data privacy and security. ABE is a recent approach that
reconsiders the concept of public-key cryptography. Encrypting data using ABE is
very secure and easy as compared to other algorithms since it offers flexible access
control by employing controlled access structures relating to Master key, Private
Key, and Ciphertext, respectively [8]. In Fig. 2, we have Data Owner, User, and
the cloud. All the required security parameters are attached to the encrypted data to
create a secure file container which is referred to as DCS file. Users who satisfy the
access policy are authorized to access the DCS file based on the embedded policies
that are set and managed exclusively by the data owner. Cloud users are the first
to initiate communication. So the cloud user will request a file and an alert would
be communicated to data owner. Data owner then checks details of the cloud user
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Fig. 2 Model architecture

who requested the file for confirmation. The file is then encrypted in addition to the
attributes of the user and sent to the cloud user. Upon authorization, the cloud user
will then be able to follow certain sequence or patterns to decrypt the file. File is
decrypted only on users’ machine.

This scheme is proposed to be used in Academic Institutions to enable students
who have completed their course and return to their country or different states to
request for their credentials with ease without the need to wait after completion or
return to the school for their academic credentials. The system might also profit
school administration and staffs of the schools in terms of exchange of confidential
files without the need to walk to and fro in offices.With this scheme, cloud providers’
responsibility is to store encrypted data since their service is not required in both
encryption and decryption. Files are protected both at rest and in transmission.

3.1 Implementation

Hardware for Implementation. System: Pentium Dual Core, Ram: 1 GB, Hard
Disk: 100 GB, Monitor: 15′′ LCD or LED

Software for Implementation. Operating System: Windows (7, 8, 10), Coding
Language: Python/Django, Database: Sqlite.

To see the actual working of the scheme, a system is developed as a basis for
experimentation. This system has platforms that both users and data owners follow
to enroll their details, request, and upload encrypted files as well. These platforms are
web based and connected to the cloud. In the proposed system, users (students, staffs,
etc.)will have to enroll their details into the systembefore they can be authenticated to
request a file (transcript, certificate, etc.). Data owners upon receiving request would
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then encrypt the requested file with the attributes of the user and then outsource to
the cloud. The authorized user on receiving an email with the sequence of the secret
key then decrypts the file on his machine. Meaning, encryption, and decryption are
all done on authorized user’s machine. Cloud providers’ responsibilities are only to
store the outsourced file.

4 Discussion and Future Work

ABE is the framework to be utilized in our proposed scheme. Our proposed scheme
will be cumbersome for eavesdroppers to attack since its security requirements and
parameters are the sole prerogatives of the data owner. Data can only be decrypted by
the authorized user since user’s attributes need to satisfy the access policy. The work
done so far was tested by using 20 students as a synthetic dataset. The students were
permitted to register and request a file from the system concurrently. The system
worked perfectly by receiving the requests and replied to the students through their
personal mail as scheduled. This indicates that our scheme supports multiple users.
The implementation is already in final stages to be tested on the cloud environment
and evaluates its performance.

5 Conclusion

In this research, we conducted a quick comparative analysis of techniques that have
been proposed to provide security and privacy to the cloud. It was realized from the
analysis that while some techniques concentrated on offering security at the cloud
providers’ end other schemes also focused on securing data that are been transmitted
to the cloud. Most of the techniques are yet to be deployed in real-life environ-
ment. From Table 1, we see the techniques that are prototyped and those that have
pass-through experimental stage. Few challenges that were drawn from the analysis
include the following: some techniques allowed a third party to generate and keep
secret keys; other techniques also used same secret keys for all transactions; other
techniques utilize much computational power while few also focused on providing
security only to the cloud server without considering the data. To overcome these
challenges, we have proposed a scheme which is under implementation stage that
is based on Data-Centric Security and utilizes Attribute-Based Encryption as its
framework. We hope and believe that our proposed scheme would address the above
challenges after implementation and testing.

Competing Interest The authors declare that they have no conflict of interest.
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study.
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Abstract Diabetes mellitus can be defined as a set of deficiency disorders which
is caused due to under-secretion of insulin. In other words, it results in very high
blood sugar levels. Diabetes mellitus influences and is influenced by various factors.
Diabetesmellitus, if remains unidentified or untreated can lead to lethal disorders like
a cardiovascular disease such as heart attack, narrowing of arteries, nerve damage,
kidney damage, skin conditions, depression, andmany such complications. Statistics
suggest that human beings are getting affected by this disease at an alarming rate.
Yet, it remains unidentified and hence untreated in most cases. Hence, machine
learning is introduced in the field of biomedical sciences such that these disorders
can be treated at a larger scale without conducting pathological tests. The below
paper solely focuses on predicting over a set of features for every human that if the
person has a tendency of high blood sugar or diabetes mellitus or not. Building the
classifier includes libraries like Python, Numpy, Pandas, Matplotlib, Seaborn, Scikit
Learn, and Scipy.
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1 Introduction

Diabetes mellitus is a chronic disorder caused by a high blood glucose level. Mostly,
diabetes is hereditary in nature. Failure of the pancreas to produce the required
amount of insulin or inability of the body to use the insulin produced is the major
pathologic cause. Insulin is a hormone secreted by the β cells of the pancreas used to
derive energy for the body. Diabetes mellitus is of two types—Type 1 and Type 2. A
person is diagnosed with Type 1 Diabetes Mellitus (T1DM) if the insulin-secreting
β cells are damaged and are diagnosed with Type 2 Diabetes Mellitus (T2DM) if
the produced insulin is not used accordingly by the body. The major symptoms
of diabetes mellitus include increased thirst, increased hunger, blurred vision, slow
healing, etc.

It is estimated that 415 million people are living with diabetes in the world. So
it can be said that 1 in 11 of the world’s adult population is diabetic. Moreover, this
figure is likely to rise to 642 million by the year 2040. Type 2 diabetes is the most
common type in adults. IDF (International Diabetes Federation) reports that more
and more people are getting diagnosed with Type 2 Diabetes in the world. However,
Type 1 diabetes is common in kids. In the year 2015, more than 542,000 children
were living with Type 1 diabetes. According to the reports of the IDF(International
Diabetes Federation), the top 3 countries with the highest amount of diabetic patients
are China, India, and Brazil. Yet, 46% of the world population is still undiagnosed.

To reduce the death rate and prevent other fatal diseases caused due to diabetes
mellitus, we need to identify the group of common masses prone to get affected by
the disease. To identify that group of people mostly to get affected by this disease,
we need to advance technology. Hence, data mining is the best-suited method for
us. Data mining is looking for concealed, rational, and probably important patterns
in huge data. It is more likely a process of coming across relationships between the
data that was not predicted just by looking at the data. As the number of diabetics is
huge and is increasing exponentially, it is important to develop that can predict it so
that the hassle caused due to various medical tests can be avoided.

2 Basic Concepts/Technology Used

On reading the data, it could be seen that it consists of nine parameters including
the target variables that were used to determine or rather predict if the patient has
diabetes mellitus or not. The basic parameters included glucose level in the blood
on 2 h resting, insulin level on 2 h resting, skin thickness of the patient, number of
pregnancies, age, body mass index, the pedigree function of diabetes, and so on.

The data had almost 770 data points for which the data was separated into training,
validation, and testing datasets. The split was done on the basis of the golden rule
where a major part of the data resides under training set so that maximum patterns
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Fig. 1 Head of the diabetes mellitus dataset

can be captured out of it. Hence, around 60% of the data was kept as training data
and 20% was kept for validating with the rest 20% to be as a testing set.

On reading the data, a few that were checked included the basic head of the data
so that the columns or rather the parameters could be understood to determine the
output label. Hence, below the head of the data can be seen (Fig. 1).

3 Study of Similar Projects or Technology/Literature
Review

See Table 1.

4 Proposed Model/Tool

As seen and observed for insights and trends in the dataset, it could be seen that
there are various deciding factors or rather parameters that to the decision-making
of a patient having diabetes mellitus or not. Especially after doing the required
ExploratoryDataAnalysis, a lotmany trends could be captured thatmatched the logic
of having diabetes mellitus. Firstly, it could be seen from the data that the higher the
number of pregnancies, the more was the probability of having diabetes as shown in
the figure below.Accordingly, it was also observed that therewas a linear relationship
between plasma glucose concentration and the probability of diabetic patients under
particular discrete values. Similar was the case of diastolic blood pressure where
there was a similar linear relationship with the probability of being diabetic in nature.
Similarly in the case of skin thickness, it was seen that the higher the skin thickness,
the more was the probability of being diabetic in nature. Also, body mass index
and diabetes pedigree function were continuous variables where they were not that
gaussian, rather right-skewed in nature. Hence for that, required transformations
were done which included a square-root transformation and an exponential for Body
Mass Index and Pedigree Function for Diabetes, respectively. Also, as a factor of age
always plays in the case of diabetes, it could also be seen that most of the patients
were diagnosed with diabetes mellitus at a higher age or as age of a person increases,
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Fig. 2 Pregnancies probability of diabetes

Fig. 3 Diastolic blood pressure probability of diabetes

Fig. 4 Skin thickness probability of diabetes

so increases the probability of diabetes. Below are some bar plots for the different
trends captured via the visualization techniques (Figs. 2, 3, 4, 5, 6, and 7).

5 Implementation and Results

It is quite clear from the problem that it is a classification supervised problem.
Hence, many classification algorithms were applied over the data in order to gain a
quality prediction out of it both the training and the testing data. It could be seen that
after passing the features like age, blood pressure, 2 h resting insulin level, plasma
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Fig. 5 Age probability of diabetes

Fig. 6 Distplot, probability plot and box plot of body mass index after the required transformation

Fig. 7 Distplot, probability plot, and box plot of diabetes pedigree function after the required
transformation

glucose level, skin thickness, and so on, the best accuracy given was by random
forest classifier where the accuracy was around 85% after doing a hyperparameter
tuning on the model. This particular bagging algorithm performed well than the
other bootstrapping, bagging, and boosting algorithms that include Decision Tree
Classifier, XGBoost Classifier, LightGBM Classifier, AdaBoost Classifier, and so
on. The recall for 0 was around 0.92, while that for 1 was around 0.62. Below is the
classification report and the confusion matrix for which the metrics are calculated
(Figs. 8 and 9).
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Fig. 8 Classification report

Fig. 9 Confusion matrix

6 Conclusion

As seen and observed, random forest classifier worked best with an accuracy of
around 85–86%. Along with this, it could also be suggested that a few more features
be built so that the performance of the model increases.

While such models are being built for diabetes classification, there can be many
more such algorithms that can be used to build classifiers for different diseases and
disorders. Not only in the field of diabetology, but such algorithms could also be
applied anywhere and everywhere like in the field of oncology and cardiology as
well.
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Learning Platform and Smart Assistant
for Students

R. Rashmi, Sharan Rudresh, V. A. Sheetal, and Dexler information Solutions
Pvt Limited

Abstract Students and knowledge have always been abstract entities. Earlier,
students found it tough to find the source of knowledge and now they find it difficult
to gather, curate and utilise the immense amount of knowledge available from various
sources. Both the scenarios seem like they are the two faces of a coin. Students face
yet another problem, i.e. the problem of tracking and scheduling.More often than not
we have seen that with proper guidance and materials to study, people have emerged
with flying colours. If we can provide this to the students by using technology, we’ll
be able to help many lead a stress-free and efficient academic life. In this paper, we
have detailed the problems faced by students. We look at some existing platforms
which aim to address these problems. Further, we propose a smart learning assistant
for curating the study materials and tracking the student’s progress.

Keywords Data science · Recommendation system ·Machine learning · Neural
networks · Education system · Chatbot

1 Introduction

Students today have access to a lot of study resources. Learning has become a tedious
process largely due to improper organisation of these resources. We have identified
four problems students face while learning:
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1. Students face trouble while gathering necessary study materials.
Nowadays, it is quite common to get materials from various sources.
For example, we have books, ebooks and pdfs which are obtained from the
internet. We get notes prepared by our seniors and teachers.
We could get access to these via shared Google Drive folders, or we could receive
them as email attachments, or even from file-sharing mobile apps. Some of these
materialsmight also be redundant. Such a haphazard and scattered state of content
makes learning a hassle.

2. Students face trouble in organising their study material.
Today, a major part of studymaterial used by students is digital—i.e. accessed by
computers and mobile phones. The most common way a student organises study
material is by folders—mainly a folder for each subject, and maybe folders for
each chapter/unit.
The students generally prefer to use cloud storage services like Google Drive or
OneDrive—this allows access from any device and the changes are synced.
However, merely organising by subjects and chapter names aren’t as efficient
and convenient to the student, as explained in the following point.

3. Students face trouble in finding what they are looking for.
When a student thinks of opening a file to study, most of the times, the first
thought is not the chapter number—it is the topic of interest. The student will
have to look for the right chapter and then look for the topic within the possibly
tens of files in that folder. Further, some topics might have relevant content in
other chapters, which the student might miss.

4. Students face trouble in tracking their progress.
Often we tend tomisjudge the effort we need for studying. The effort could be the
time required to study or the practice questions to solve. We also tend to forget
our previous thoughts on what we need to do to learn a topic. Today I might
decide to solve five more math questions from previous year’s question papers.
However, if I do not find and solve those questions immediately and postpone to
the next day, I might forget or end up not moving on to the next topic.

2 Related Work

In Muhammad et al. [1], introduction of the learning path in online learning systems
is one of the new trending technologies that has been adopted by a few education
platforms. The main intent of this adaptation is to enhance the learning experience
by optimising the relationship between the learning objective and the course content
just through the learning outcomes attained by the minimum time spent on the plat-
form and the various interactions expended during the entire course. A brief insight
into the problems faced by the online learning system’s adaptation is of cardinal
importance which needs to be addressed [2]. Learning path construction is a diffi-
cult and tedious task as it contains many tasks like formulating, assessing learning
outcomes, defining and redefining students’ learning improvement and to improve
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with the learning resource. This paper aimed at showing the novel and open model
approach towards the learning path construction and automatic path generation [3].
Virtual university has proposed a user-specific learning path for the various courses
they offer. They presented a system that recommends a learning path to students
that is unique for individual users based on user-specific as well as system-specific
factors. Since this problem of learning path generation is yet to be proven as an NP-
complete or NP-hard problem, efficient methods to tackle this problem are expected
to be present. Therefore, a method to tackle this problem of learning path generation
which is efficient and not computationally intensive is needed and can be devel-
oped [4]. Course offers a feature for users who wish to start a new career, which
are provided with a comprehensive guide to the prerequisites and skills required
to succeed in the field along with a learning path consisting of the various courses
that can help them develop these skills. Learning paths have been developed for
various careers including full stack developer, data scientist, marketing specialist,
UI/UX designer, machine learning engineer, etc. These learning paths are devel-
oped based on information gathered from the catalog of 2000+ top university and
industry taught courses [5]. Fuel education is an online platform for school students.
It provides online curriculum for the students and provides equal learning opportuni-
ties for them. The education is personalised according to the students’ learning pace,
capability, etc. It also caters to different students’ interests. Although the education
is personalised to some extent, it still follows the same pattern as general education.

3 Proposed System

We propose a system that comprises the following:

1. Smart learning assistant which collates the content and caters it to students and
assists in tracking their progress.

2. Interactive interface for the users to upload and consume content.

The proposed solution is hosted on the cloud with a web interface.
Our proposed solution aims at helping several schools, colleges and other

educational institutions in the long run.
In the system we propose to develop, we will have a user termed administrators

(admin) who shall add teaching/non-teaching staff to handle the courses. These staff
assigned are termed as course handlers. The course handlers can upload the content
with respect to a course or multiple courses. The content can then be tagged. Tagging
is the feature which allows quick and easy access to the content. It also assists in
organising and reorganising the content. Now, the content is ready for the students to
view. We have a built-in feature to track the progress of the student’s studies, i.e. the
consumption of content on the website is automatically tracked, thereby helping to
track his/her progress. Moreover, the student can inform the voice-based/text-based
smart assistant of any progress outside the system. The smart assistant also helps
query and search for a particular course in the content present on the platform.
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3.1 Modules and Functionalities

1. Uploading content
It is a web interface for the course handlers to upload content to the courses they
handle.
Storage anddatabase in the backend are used to store the content and themetadata.

2. Tagging content
It is a web interface for the users to tag the content. There are two kinds of
tagging:

a. The course handler can tag the content. This is visible and used by everyone
who can access the content.

b. The student can tag the content. This is visible only to that student.

3. Searching
The users can search across all accessible content by name, course, topic or any
tag.

4. Progress tracking
The system tracks the consumption of content on the website.
The students can inform the system of their progress.

5. Analysis and summariser
The system summarises and analyses the activity of the user on the website.

6. Tests
The system does not have a feature for the professors to hold tests and quizzes.
However, the course handlers can enter the details of the test—including the date
and syllabus—into the system.
The system now knows the syllabus—by topics and chapters.
The student can now search for content within this subset. The system can keep
track of the student’s progress with respect to this test.

7. Chatbot
It is an another interface to the system.
Chatbot can be used for searching queries and informing progress [6].

Here, the uploaded content will be stored in AWS s3 buckets [7]. The details
regarding the storage and accessing them will be stored in a no-sql database as they
are known for their cloud computing capabilities and storage scalability [8].

We plan to use conversational chatbots which can be interfaced with existing
messaging applications to concentrate on the functionalities rather than the interface
[9].

3.2 Users and Use Cases

Use a case summary for the user Admin (Fig. 1):
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Fig. 1 Use case diagram of
the user admin

1. Admin interacts with the system to create users, i.e. course handlers. He also
assigns them courses.

2. Admin creates courses corresponding to a particular branch and semester.
3. Admin can also change/reset password pertaining to the course handlers.

Use case summary for the user Course handler (Fig. 2):

1. Course handler can upload materials for one or more courses.
2. He can tag content for easy access and availability.
3. He can delete unnecessary content.
4. He can modify the content for a course and can re-upload it on the platform.
5. He can enter the details of the test—including the date and syllabus—into the

system, i.e. schedule the tests.

Use case summary for the user Student (Fig. 3):

1. Students can view the content available on the system and follow the courses.
2. They can tag all the content.
3. They can upload content, share and comment on the materials present.
4. The system tracks the consumption of content on the website. The students can

inform the system of their progress and hence track progress.
5. They can use the chatbot to interact with the system, i.e. query the content and

search for a particular chapter, search by tags, update progress, etc.
6. The students while viewing the content can add comments for reference. The

student should be able to share the comments doc with his/her peers.
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Fig. 2 Use case diagram of
the user course handler

The above-mentioned modules shall be implemented as microservices [10], and
each service will be used by the system. Services will be loosely coupled, and they
will be implemented as python modules interfaced with flask, a micro framework
architecture. There are other frameworks as well but flask proved to be efficient [11].

4 Dataflow Diagram

The major modules as mentioned in the previous section are as follows:

1. Uploading content.
2. Searching content.
3. Progress tracking.
4. Tests—curating relevant content.

We now explain each of these in greater detail.
The modules described earlier are abstracted into reusable services.
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Fig. 3 Use case diagram of
the user student

4.1 Uploading Content

The user can upload content and relevant tags along with the content. As shown in
Fig. 4, the content is stored in a content data store and the metadata along with the
tags are stored in a database.

4.2 Searching Content

The users can search across all the content accessible to them. Figure 5 shows the
flow design. The search service returns the metadata including the location address
in the data store, which is used to return the content as the output.
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Fig. 4 Design diagram for uploading content

Fig. 5 Design diagram for searching

4.3 Progress Tracking

Figure 6 shows the use of chatbot as an interface to the progress tracking service.
The progress tracking service may also take input from other internal services. As
shown, the progress information and the analysis information are stored in the user
database. Further, the chatbot is versatile. It can be used for search queries as well.
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Fig. 6 Design diagram for progress tracking

Fig. 7 Design diagram for
curating relevant content for
tests

4.4 Tests—Curating Relevant Content

The test service takes the test details as input. It uses the search feature to get and
curate the metadata of the relevant content. The curated metadata is stored in a test
database for quick access (Fig. 7).

5 Conclusion

We have seen many problems faced by the students and by other peers who are into
learning. We have proposed the above solution to help them overcome the problems.
In the long run, we want to achieve an efficient solution and an evergreen platform
withmanymore enhancements. To state a few, initially, we aim to put our system into
use by giving access to colleges, schools and other educational institutions. We want
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to be helpful to students who are unable to attend the college physically, i.e. help
in distant-based education. The college staff can upload content. Students who have
enrolled themselves through correspondence to any course offered by the college
can view content, upload content and get the test schedule. This will help many
students by easing their struggle at many stages of education. Also, a mobile app
would enhance the user experience of students. Besides timely notifications, amobile
app would open the doors to many new features such as uploading photographs as
content.
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Eye Disease Detection Using YOLO
and Ensembled GoogleNet
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Abstract Our research work has succeeded in integrating ensemble into GoogleNet
image classification technique aiming higher accuracy and performance than existing
models. The convolutional layers are apt for feature extraction from images. In
GoogleNet classifier, only 1 fully connected dense layer (weak) is used for clas-
sification of class from these outputted features. But we integrated ensemble imme-
diately after convolutional layers for purpose of better classification output. Thus,
the output (features of image) of convolutional layers is passed as a separate input
to both ensemble methods and fully connected layers of GoogleNet for obtaining
the class of image. The final class of image is determined by the specific strategy
after analyzing outputs of ensemble and GoogleNet fully connected layer. All earlier
works focused on eye disease classification. Here, we have also experimented with
YOLO for detection of location and class of diseases. The eye is considered as the
most significant part of the body. But this most significant part of the body is easily
subjected to various kinds of diseases. Early detection and prevention are needed.
Our research work aimed at detecting top five common eye diseases with higher
accuracy. User can upload a pic in a mobile or cloud application, and inbuilt AI
algorithms will detect the type of eye disease with higher accuracy and thus offering
prevention suggestions at an early stage without doctor intervention.

Keywords YOLO · ResNet101 · GoogleNet · Object detection · Bagging ·
Decision tree · Random forest
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1 Introduction

The classification of disease must be more accurate than classifying cars or dogs
because as a result of classification associatedmedicine is suggested. Intake of wrong
medicine may lead to death sometimes. So, classification, in this case, became more
important. So, we decided to carry on further research in achieving higher accu-
racy compared to existing classifiers in the task of classification. We have chosen
ensembles as a means to achieve our aim. Ensembles consist of bagging and boosting
techniques. Later, we also experimented with YOLO to perform object detection in
case of eye diseases. There are hundreds of eye issues that affect humans. However,
every eye issue is identified with certain symptoms. The eye is considered as the
most significant part of the body. It discharges its responsibilities such as looking at
the world, color vision, protects from other dangers, and so on. It also protects the
body from various viruses and bacterial attacks through vision. It acts as a shield by
preventing us from the sun’s rays. It forms a boundary separating external environ-
ments. But this most significant part of the body is easily subjected to various kinds
of diseases that can do greater harm. Early detection and prevention are needed. We
have considered the following five eye diseases to carry on further research work as
they are most common and typically dangerous. They have to be detected in time
with the use of proper technology.

1. Bulging eyes,
2. Cataracts,
3. Crossed eye,
4. Glaucoma, and
5. Uveitis.

2 Related Work

Authors [1–3] performed different image processing techniques to analyze retina
therapy [4]. GoogleNet is the base of our research work. [5–8] have experimented
with glaucoma and cataracts’ detection individually but resulted in poor results.
In contrast to this, we have experimented with the latest YOLO and SSD object
detection techniques and also developed models that can detect several eye diseases
in one step; [9–11] used powerful neural networks to classify images but our research
work proposes to use ensembledCNNS to boost accuracy. The data has been split into
training and test dataset. Because of the availability of limited images, the validation
set is not considered. In addition to dataset, various eye disease images are collected
from the Internet. Out of entire data, 75% is taken for training and rest 25% of data
is taken for testing purpose. Image augmentation technique is adapted to increase
data. PyTorch and TensorFlow frameworks are used to code.
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3 Proposed Work

3.1 Detection with YOLO Algorithm on Eye Disease Dataset

Two types of works are done. As a part of the experimentation, the first part is focused
on detection of eye disease in an image usingYOLO.As a result of researchwork, the
second part of paper is focused on integrating ensembles to GoogleNet architecture.
Among the several object detection techniques, YOLO is preferred as a result of its
capability to achieve significant accuracy and to track tiny and large objects in an
image at one go. But also, the results and analysis of other several object detection
techniques such as RCNN, faster RCNN, and SSD are also presented.

Object detection in an image is quite simpler and straightforward with YOLO.
YOLO is definitely fast. The fast version of YOLO will run at more than 150 frames
per second, and the base version of YOLO will run at nearly 45 fps. Fps stands for
frames per second or relative speed of the model in processing the number of images
per second. The detection process of YOLO is focused on detection of tiny resolution
objects also. So, YOLO increased the input size of image from 224 × 224 (preferred
for vgg) to standard 448 × 448. The architecture resizes the given image into 448 ×
448 sized image and runs a mixture of convolutional, pooling layers on it and finally
non-max suppression to obtain final output. The entire resized image is divided into
G×G grid, and each grid cell predicts B bounding boxes, confidence for those boxes
and C class probabilities if assumed there are total C classes. The YOLO architecture
outputs a tensor of size G × G × (B × 5 +C). B is bounding box. Each and every
bounding box has five parameters associated, namely, x, y, w, h coordinates and
confidence of class. The confidence of a class is probability value that lies between
0 and 1 and ensures how confident the bounding box is, regarding the presence of an
object in it. The (x, y) point represents center of the box. The height and width are
predicted in association with the complete image. Finally, the confidence outputted
will represent the intersection over union between the predicted box and ground
truth of object. The probability (class i|object) is calculated for every grid of image.
Only one set of this probability is calculated per each grid regardless of the number
of boxes each grid holds. The final layer of this architecture is responsible for the
prediction of object coordinates and class of object. We generally scale the anchor
box height and weight by input image height and weight so that they are always
constrained to appear within zero and one. Linear activation function is used for the
last layer of YOLO system that is involved in delivering the final output coordinates
and class probabilities. All the intermediate layers of the system use leaky rectified
linear activation function which is described below:

g(x) =
{

x, ifx > 0
0.1 ∗ x, else

Sum squared error is used as a metric to measure coordinate regression loss
and thus to mitigate loss by backpropagating. But this sum squared metric weighs
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localization error and classification error equally which is not highly suitable or
preferred. It pushes the class score of a grid to zero if that particular grid doesn’t
hold any object. This can cause high instability as it overpowers the gradient from
these grids. In order to deal with this, the YOLO introduces two new terms (λnoobject

and λcoordinate) to increase error from (x, y, w, h) predictions and eventually mitigate
loss from label predictions for predicted (x, y, w, h) bounding boxes that don’t hold
objects. The network architecture has 24 convolutional layers (composed of kernel
weights) that are followed by 2 fully dense or connected layers. This simple archi-
tecture preferably uses 1 × 1 kernel weights followed by kernel weights of 3 × 3 in
comparison with inception model of GoogleNet.

For eye disease detection problem, we have decided to work on five different
diseases as mentioned above. So, the number of classes C = 5. We used G = 7 grid
size and B = 2 number of bounding boxes or anchor boxes. The final output tensor
of YOLO architecture is (7 × 7 × 15). (7 × 7×15) can be written as (7 × 7×2 ×
5+5). Total there are 49 grids in an image and 15 predictions associated with each
and every grid. These 15 predictions for each grid include [pc, bx, by, bh, bw] for first
anchor box + [pc, bx, by, bh, bw] for second anchor box + [c1, c2, c3, c4, c5] the class
confidence of an object in that grid. pc will be 1 if corresponding anchor box contains
object else 0 if it doesn’t contain object. If pc is zero then other elements of vector
such as x, y, w, h coordinates can be simply don’t care. If the particular grid contains
Cataracts Eye disease symptom, then class confidence vector is [0, 1, 0, 0, 0] and if
grid contains disease Crossed Eye then ground truth confidence vector will be [0, 0,
1, 0, 0] and ground truth box coordinates vector can be assumed as [1, 0.2, 0.6, 0.6,
0.8]. For each grid cell get two predicted bounding boxes. Get rid of low probability
predictions. The aspect ratios and sizes of anchors are to be decided in consideration
with types of objects being detected. The anchor used for prediction of pedestrian
can’t be used for prediction of a car. We are generally aware of the fact that humans
can be fitted into vertical boxes rather than square boxes. In YOLO, the prediction is
always done without any assumptions on the shape of target objects. But YOLOV2
put some constraints on anchor sizes taking into consideration of target object sizes.
This has driven model by significant increase in performance.

anchors = [(1.8744, 2.0625), (0.5727, 0.67738), (3.3384, 5.4743), (9.7705, 9.1682), (7.8828, 3.5277)]

For anchor pair(1.87446, 2.06253),Width = 9.07705 × 32 = 290.46 pixels,

Height = 9.1682 × 32 = 293.38 pixels

In above-illustrated example, (3.3384, 5.4743) are coordinates of one of the anchor
boxes. They usually represent the height and width coordinates of that particular
anchor box. The above list represents five different anchor boxes. Remember that
these are always chosen in consideration with output object shape. YOLOV2 gener-
ates a 13 × 13 output tensor. So, you can obtain actual values by performing multi-
plication with 13 by anchor box coordinates. In YOLOV2 the image 416 * 416 is
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divided into 13 grids where G = 13 instead of 7 as in YOLO. Yolov2 divides image
of size into 13 * 13 grid each containing 32 pixels.

3.2 Results of Detection

The mean average precision is slightly higher in fast RCNN using ResNet backbone
classifier after YOLOV2. However, YOLO also achieved comparable performance
on eye disease image dataset. Flips per second are higher in YOLOV2 than any other
object detection algorithm (Figs. 1, 2, 3, 4, and 5) (Table 1).

Over the past few years, deep convolutional layers are capable of performing both
detection and classification tasks successfully in the domain of computer vision.
Indeed, as each year passes, the performance of these classification systems is
increasing significantly with increase in depth of layers. Priority is always given
to performance of the model regardless of depth of layers and high computational
space it holds.

Fig. 1 YOLO algorithm detecting Uveitis disease location

Fig. 2 YOLO algorithm detecting Glaucoma disease locations
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Fig. 3 YOLO algorithm detecting crossed eye disease locations

Fig. 4 YOLO algorithm detecting cataracts disease locations

Fig. 5 YOLO algorithm detecting blurred eye disease locations

Table 1 Illustrating
performance of various object
detection algorithms on eye
disease dataset

Algorithm mAP FPS

YOLO 448 × 448 73.8 45

YOLO V2 416 × 416 75 67

Fast RCNN 69.1 0.5

Fast RCNN-VGG 69.2 7

Fast RCNN-ResNet 72.8 5

SSD 300 70.7 46

SSD 500 66.6 19
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GoogleNet model is an improvement over VGG. It is also known as inception
model. All the earlier models suffered in choosing kernel size (whether it should be
3 * 3 or 1 * 1 or 5 * 5). This architecture suggests using all those kernel sizes. Suppose
input for inception module is of shape 28 * 28 * 192. Output of 1 * 1 convolution
with depth 64 is 28 * 28 * 64. Output of 3 * 3 padded convolution for same input
with depth 128 is 28 * 28 * 128. Similarly, output for 5 * 5 padded convolution
is 28 * 28 * 32. Pooling (stride = 1) on input generates 28 * 28 * 32. Now we
need to stack or concatenate all these outputs depth-wise to obtain 28 * 28 * 256.
This depth-wise (64 + 128 + 32 + 32) concatenation is the final output of inception
module which will be input to the next inceptionmodule. GoogleNet is the collection
of all such inception modules together. But above inception module involves high
computational cost. So, a slight modification is introduced in inception module.
Before performing 3 * 3 and 5 * 5 convolutions, we need to perform intermediate
1 * 1 convolution to reduce parameters. For the input 28 * 28 * 192, using 1 * 1 * 192
filter with depth 16 and further on this using 5 * 5 * 16 with depth 32 is preferred
than using 5 * 5 * 192 with depth 32. Deep inception modules are usually followed
by 1 fully connected layer and 1 softmax for the sake of classification.

3.2.1 ResNet

This networkmodel is based on concept of deep residual block, proposed in the recent
research paper. It uses shortcut connections to improvemodel performance. ResNet-k
means deep residual network consisting of number of layers. For example, ResNet-50
meansResNet consisting of total of 50 layers. The issuewith deep networks is that the
training error increases with an increase in depth. As a result, performance decreases.
But ResNet provides a mechanism through which only performance increase with
increase in depth but not training error. The current layer output is passed as concate-
nated input to the layer ahead of next 2 layers. The phenomenon continues to happen
throughout the model.

3.2.2 Ensembled GoogleNet

Here we come up with significantly more accurate convolutional neural networks.
They not only achieve the state-of-the-art accuracy on eye disease classification
and localization tasks, but are also applicable to other custom image classifica-
tion datasets, where they achieve more accurate performance compared to existing
models. During training phase, the input to our convolutional networks is a standard
229 × 229 image.

Ensemble: An ensemble is a collection of separately trained learners (might be
group of decision trees or simply neural networks) whose decisions are combined
in order to classify an instance. All the earlier research work has clearly proven that
an ensemble is generally more powerful and correct when compared to individual
learner. Bagging technique is always more correct than a single classifier. But it is
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sometimes much less correct compared to boosting. These techniques depend on
“resampling or sampling with replacement” strategy to generate different training
datasets from actual data to different learners.

Bagging: Each individual learner’s training data is obtained by drawing data points
randomly from D data points with replacement, where D is the size of actual training
data. Many of the instances in actual training data may occur repeatedly in the
construction of resultant training data while few of them are left; one classifier is
independent of another classifier.

Boosting: The aim of boosting is to actually generate a series (one after another)
of dependent classifiers. Training data required for classifier of the series is obtained
as per the performance of the previous learner on dataset in the series. In this method,
instances that are incorrectly classified by earlier classifiers in the series are chosen
more often than instances that were correctly classified. Thus, boosting is capable
of producing new excellent classifiers that are better able to classify instances for
which the current classifier performance is poor.

1. The bias concept measures the closeness of classifier produced by the learning
algorithm to the actual target function required to map input to output.

2. The variance termmeasures the disagree between classifier produced by learning
algorithm and actual target function. It is a measure of how their decisions differ.

With the help of above strategy, the bagging and boosting models try to bring
down both bias and variance. Many scientists feel that boosting actually attempts
to decrease the miss classification rate or error in the bias term as it is focused on
miss classified examples. However, the same focus can force the individual learner to
produce an ensemble that differs highly from the actual single learner. Bagging can
also be used to mitigate the error but highly useful in reducing the variance (Fig. 6).

3.2.3 Proposed New Image Classification Technique

The nine inception blocks of Inceptionv1 are convolutional layers that are meant
for extracting features from the images. The last fully connected layer is meant for
classification of class from the extracted features. We have considered the output of
last inception as the required significant input (which typically contains extracted
features of the image) to ensemble of classifiers. The output tensor of ninth inception
module (7 * 7 * 1024) after average pool (stride = 7) is of shape 1 × 1 × 1024. It
is flattened simply to a vector of size [1 × 1024] or [1024]. Now we will integrate
ensemble after this last inceptionmodule.Many classifiers are immediately built after
this layer to achieve excellent accuracy. One of the classifiers will be GoogleNet’s
fully connected layer itself. Other classifiers will be decision trees or AdaBoost or
simply yet powerful another neural network.

The issue is that the input vector of size 1024 is fine for dense block of GoogleNet
and another neural network classifier but not aptly suitable for decision trees because
of large input space which is no more discrete but highly continuous. There must be
some strategy to bring down this large input space to medium input space without
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Fig. 6 GoogleNet block
diagram

losing any significant information. So, we used PCA to achieve this task. The main
idea of principal component analysis (PCA) is to reduce the dimensionality of training
set composed of many features usually correlated with one another. But it aims at
retaining or preserving the variation present in dataset to a possible extent. It is
done by transforming the features of original dataset to a new feature space, known
as the principal components. These principal components are orthogonal, ordered
such that the retention of variation present in the original features reduces as we
move down in the order. So, in this manner, the k + 1th principal component retains
minimum variation that was present in the original features compared to kth principal
component. These principal components are known as eigenvectors of covariance
matrix which are usually orthogonal.

Importantly, the training set on which PCA technique is to be applied must be
normalized or scaled properly. Always the results are sensitive to the normalization
applied to dataset. In the dataset, normalization is done by subtracting the column
mean from the respective numbers of that column.

If we consider x 1, x 2, x 3,…xn as features of dataset, these features are typically
output of last inception layer of an image with n = 1024. Since we are dealing with
the dataset containing 1024 features, the PCA will construct a square matrix of size
1024 * 1024. The above is the covariance matrix. Kindly remember that always
var[xn] = covariance [xn, xn]. Further, we need to calculate the eigenvectors and
eigenvalues of the above covariance matrix from equation det (ňI − w)= 0 where I
is the identity matrix. For each eigenvalue, a corresponding eigenvector is calculated
using the equation (ňI − w)v = 0. Out of n eigenvalues, we choose some d values
to reduce feature dimension. Covariance matrix:
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W =
⎛
⎝ var(x1) cov(x1, x2) cov(x1, xn)
cov(x2, x1) var(x2) cov(x2, xn)
cov(xn, x1) cov(xn, 2) var(xn)

⎞
⎠

Consider the eye disease image dataset contains N images. If there are E epochs,
for each epoch there will be I iterations. For each iteration, a batch size of images is
processed in GoogleNet. Instead of parallel processing we adapt serial processing.

Ninth inception layer output of GoogleNet before and after PCA.
Suppose there are N images; in Table 2, each row indicates ninth inception layers’

output of GoogleNet when that particular image is given as training input. It is
directly given as input to another neural network (classifier in ensemble) without
PCA. However, this neural network performance will vary as it uses another random
weight initialization method. But PCA is applied before it is supplied as input to
the decision tree. PCA has reduced 25088-dimensional data space to much smaller
dimensional space. There is loss in information but notmuch significant loss. Though
there is a loss in information, the new set of features will be able to differentiate one
category of image from the another. Here, batch-wise processing is not needed, while
GoogleNet training is going on, the last convolutional layer output of all images in
the last epoch is stored as separate data frame. This data frame can be input to the
rest of classifiers in the ensemble. The output of last convolutional layer in the last
epoch will be highly stable as it already captured a lot of features of the images as
training is near to end. Classifiers working on this stable input are expected to yield
much more accurate results. The class of the image is individually decided by the
classifiers but the final class of the image in the test set is determined by either voting
method or weighted saying method as we need to analyze all the outputs generated
by all the classifiers of the ensemble. Now the issue arises in determining the class
of an image in test set.

1. Voting
For the task of eye disease classification, we opted to vote. Suppose there are
k classifiers in the ensemble. Each classifier will output a particular class for
an image in test set. Suppose the classifiers be GoogleNet dense block, another

Table 2 Illustrating output of GoogleNet last inception layer before and after applying PCA

Image Feature1 Feature2 … Feature
1024

Image Feature1 Feature2 … Feature
500

Image 1 f1-1 f1-2 … f1-1024 Image 1 f1-1 f1-2 … f1-500

Image 2 F2-1 F2-2 … F2-1024 Image 2 F2-1 F2-2 … F2-500

Image 3 F3-1 F3-2 … F3-1024 Image 3 F3-1 F3-2 … F3-500

Image 4 F4-1 F4-2 … F4-1024 Image 4 F4-1 F4-2 … F4-500

… … … … … … … … … …

… … … … … … … … … …

Image N Fn-1 Fn-2 … Fn-1024 Image N Fn-1 Fn-2 … Fn-500
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neural network, decision tree, random forest, and AdaBoost. Their combined
output is a vector of classes [c0, c1, c1, c2, c4]. C0 predicted by GoogleNets
fully connected layer, c1 predicted by another neural network, c2 predicted by
decision tree, and so on. The final output will be maximum occurring element of
above vector. This strategy of voting is quite simple and efficient also.

2. Weighted Saying

Here we consider the loss function of each classifier in ensemble. After the
complete training is done, the loss or error of each classifier is noted down. This
is used in determining the final class of test image.

W = ½ log (1 − K /K) where K is the loss made by the classifier. W is the say
of the classifier or weightage of the classifier in determining the final class of an
image. Generally, dense blocks and neural networks use binary or cross-entropy loss
function.

IfK = 0.8,W =½ log (0.2/0.8),W = -0.3010 IfK = 0.2,W =½ log (0.8/0.2),W
= 0.3010. If classes predicted by classifiers in ensemble are [1, 0, 0, 1, 1] and their
respective says are [0.67, 0.54, -0.75, −0.44, 0.87], it makes predictions by having
each classifier classify the sample. Then, we split the classifiers into groups according
to their decisions. For each group, we add up the say of every classifier inside the
group. The final classification made by the ensemble as a whole is determined by the
group with the largest sum.

4 Result Analysis

Ensembled GoogleNet achieved significant increase in accuracy compared to
GoogleNet and ResNet architecture (Figs. 7, 8, 9, 10, 11, and 12).

As an example, consider all the images from 1 to 5 which are mentioned in the
above classification results. The output of first convolutional layer of vgg16 aims
at extracting certain features from an image. For better understanding purpose of
feature extraction by convolutional layers, which are input to integrated ensemble,
the following figures are illustrated. The output of first convolutional layer of vgg16
is of size 224 * 224 * 64. The 64 channels can be arranged as an 8 * 8 square grid
which is shown below. The same feature extraction is done by GoogleNet but filters
vary between VGG and GoogleNet (Figs. 13, 14, 15, 16, 17, and 18).

Features extracted at convolutional layer 1 (64 features).
An ensemble can be formed in n number of ways. It has choice of choosing indi-

vidual classifiers. By choosing specific ensemble, a specific GoogleNet architecture
is formed. Many such architectures are obtained and discussed below but only one
can be used. The way of choosing individual classifiers will have a high notable
performance impact on an ensemble. We tried and experimented with several indi-
vidual classifiers in eye disease classification task. This ensemble is integrated at last
possible convolutional layer of GoogleNet. The technique can be expanded to other
custom datasets also.
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Fig. 7 Accuracy comparison among several models on eye disease image dataset

Fig. 8 Ensembled
GoogleNet predicts disease
type [5]

Fig. 9 Ensembled
GoogleNet predicts disease
type [7]
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Fig. 10 Ensembled
GoogleNet predicts disease
type [6]

Fig. 11 Ensembled
GoogleNet predicts disease
type [8]

Fig. 12 Ensembled
GoogleNet predicts disease
type [9]



478 S. Gogineni et al.

Fig. 13 Features extracted
by the first convolutional
layer of Vgg16 for bulged
eye disease image

Fig. 14 Features extracted
by the first convolutional
layer of Vgg16 for cataracts
disease

Fig. 15 Features extracted
by the first convolutional
layer of Vgg16 for crossed
eye disease
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Fig. 16 Features extracted
by the first convolutional
layer of Vgg16 for glaucoma
disease

Fig. 17 Features extracted
by the first convolutional
layer of first convolutional
layer of Vgg16 for Uveitis

Fig. 18 Features extracted
by Vgg16 for Uveitis
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Ensembled GoogleNet achieved significant increase in accuracy compared to
existing GoogleNet and deep RESNET101 architecture on eye disease image dataset
(Fig. 19) (Table 3).

Fig. 19 Accuracy
comparison among different
GoogleNet ensembles,
GoogleNet, and ResNet

Table 3 Describing various ensembled GoogleNet accuracies over GoogleNet and ResNet.
Illustrating how an ensemble is formed by choosing its classifiers

ResNet 50 accuracy 82 Individual classifiers Ensemble1

ResNet 101 accuracy 85.9 GoogleNet’s fully connected layer

GoogleNet accuracy on eye
disease dataset

90.6 Random initialized neural
network

Decision tree after applying pca

Reported ensembled GoogleNet
accuracy

95.3

Individual classifiers Ensemble2 Individual classifiers Ensemble3

GoogleNet’s fully connected
layer

GoogleNet’s fully connected layer

Xavier initialized neural
network

Zero initialized neural network

Random forest Random initialized neural
network

Reported ensembled
GoogleNet accuracy

96 Reported ensembled GoogleNet
accuracy

94.3

Individual classifiers Ensemble4 Individual classifiers Ensemble5

GoogleNet’s fully connected
layer

GoogleNet’s fully connected layer

Xavier initialized neural
network

Zero initialized neural network

(continued)
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Table 3 (continued)

He initialized neural network Random forest

Decision tree with PCA

Reported ensembled
GoogleNet accuracy

96 Reported ensembled GoogleNet
accuracy

94.3

5 Conclusion

The work proposed is a significant contribution to the domain of eye diseases. People
can use the above YOLO experimentation and proposed ensembles as a simple cloud
application to detect eye diseases in initial stages and can try to prevent themwithout
much doctor intervention with higher accuracy. By using multiple classifiers, the
accurate prediction ability of an ensemble can be much better than that of a single
classifier or single model.
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Comparative Analysis of MCT Load
Balancing Approach in Cloud
Computing Environment

Shabina Ghafir, M. Afshar Alam, and Ranjit Biswas

Abstract The efficient working of cloud computing is based on the most important
aspect, which is load balancing. This paper gives a comparison and analysis of the
load balancing algorithms in a cloud computing environment. The task and resource
allocation is most important for efficient working of cloud computing. The load
balancing is referring to task and resource allocation in an efficient manner as this [5]
is related to NP-hard optimization problem. Load distribution in the cloud computing
environment in an efficient manner and taking care of all the problems at the time
of load balancing is most important for load balancing algorithms. The researchers
have researched on various algorithms for overcoming the load balancing generating
problem during the task and resource allocation phase. In this paper, the focus is
on discussing the load balancing classification and their algorithms. This paper lays
emphasis on heuristic algorithms and measures the performance using the CloudSim
simulator.

Keywords Cloud computing · Load balancing ·MCT ·MET · Round robin ·
OLB GA · Switching

1 Introduction

Cloud computing ismost popular in the current scenario. The companies are adopting
cloud computing, as they are using resources without any hassle, and therefore
companies’ costs on computing infrastructure have reduceddramatically.When loads
are mentioned, this will refer to resource-type load. The load types are (1) memory
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load, (2) compute CPU load, and (3) network load. Load balancing is a process to
assign and hauled the entire load to individual nodes. Load balancing ismainly related
to detecting and balancing the underloaded and overloaded nodes, of all nodes. In
this paper, the main focus is on load balancing classification and algorithms’ perfor-
mance. The load balancing algorithm objectives are to improve the performance,
maintain the stability, and work on backup plan. The backup plan working is for
recovering from failure losses. In this paper, the different load balancing algorithms
are going to be discussed. The load balancing is utmost significant process for cloud
computing. This process is related to assigning and reassigning the total load to
individual nodes. The mechanism of load balancing is to identify the underloaded
and overloaded nodes and balancing the load among them. This process is having
an effective load for nodes, and thus the different nodes will not be overloaded and
all nodes have relatively equal load. This process helps the system to make optimal
resource utilization and thus improving the response time of jobs, and therefore
system will be working in an efficient and effective manner.

In the environment of cloud computing, load balancing algorithm plays a deci-
sive role. These algorithms’ performance is based on various goals like to improve
the performance, maintain the system stability, and when system fails to algorithm
require a backup plan that helps to recover from failure loss.

The scheduling or load balancing algorithms are the solution to NP-complete
problems [2, 3]. The load balancing algorithm’smain objective is to distribute the load
to individual nodes and take care of no node will be overloaded. These algorithms
improve their performance by minimizing response time, save energy, maximize
throughput, improve reliability, etc. Figure 1 shows the load balancing process.

2 Related Work

2.1 Load Balancing Algorithms

In this section, the discussion is based on several types of algorithms. The load
balancing is related to task allocation, and the resourcemanagement in load balancing
will play a vital role in cloud environment [2, 4]. Themain objective of load balancing
is fair allocation of task and resource allocation. This will improve the stability of
system and help to accomplish a higher user contentedness. The load balancing
algorithm classifications are based on process imitation and strategy. The process
initiation type of algorithm is three: type senders, receivers, and symmetric type.
According to the strategy, dynamic and static load balancing algorithms are two
types.
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Fig. 1 Load balancing
process

2.2 Classification of Load Balancing Algorithms

In this section, the discussion is for algorithms of load balancing and their clas-
sification. The problem of load balancing is like NP-complete enigma [1]. The
researcher researches the load balancing problem solution with a multi-objective
system [5]. These algorithms are basically working for minimization throughput,
makespan, maximization, and energy saving. This study presents different sub-
optimal or heuristic techniques used by load balancing algorithms that are presented
by researchers to achieve a sub-optimal solution in cloud computing environment.

The researchers focus on improving their load balancing algorithm performance
in different environments. The researcher’s research load balancing algorithm for
both homogeneous and heterogeneous environments. In this section, the discussion
is about the load balancing algorithm [6] classification. The classification of load
balancing algorithm is based on static and dynamic strategy. The dynamic strategy
is further divided based on modes offline and online. In the last two decades, the
researchers have been focusing on improvement of load balancing algorithms’ perfor-
mance in cloud computing environment. These load balancing algorithms work in
different environments and strategies.

Figure 2 shows the assortment or classification of load balancing algorithms.
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Fig. 2 Assortment or
classification

2.3 Static Strategies

In the cloud computing environment when discussion is about the static strategy,
working is according to two criteria at the time of beginning:

(1) Initial task arrival and
(2) Availability of physical machine.

In these types of algorithms, resource allocation will be updated according to task
scheduling.

The next section in our discussion is on algorithms that fall into both strategies.
These algorithms are opportunistic load balancing, MCT, MET, GA, switching, A-
Star, tabu [7], min-min [8] and min-max, round-robin, ACO, honeybee foraging,
biased random sampling, and active clustering algorithms.

2.4 Dynamic Strategies

This strategy is important and plays a significant role in cloud computing environ-
ment. These types of algorithms play a vital role due to distributing strategy [9]. The
load will be distributed at the run time. These types of algorithms schedule the load
at the run time. These algorithms work dynamically as these types of algorithms for
allocation of tasks ar unusual. The VM virtual machines will be assigned and created
according to input tasks. These algorithms’ strategy [10, 11] is heuristics and further
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divided into batch mode or offline mode and online mode. The offline mode based
heuristic algorithms work for the task allocation under the strategy for determining
the certain execution time of huge number of tasks. Min-Min andMin-Max Suffrage
algorithms fall into offline mode. In the immediate online mode, this strategy works
according to user’s request. The scheduler receives the user request and maps the
request [12]. The online or immediateMode algorithms are Opportunistic, SA,MET,
and MCT.

3 Approaches

OLB Load Balancing: This algorithm working is based on heuristic techniques.
This algorithm can work on both (static/dynamic) cloud environments. The algo-
rithms heuristic and task allocation to virtual machines’ behavior are arbitrary. The
allocation of each task host based assigns to VM according to various parameters.
These parameters are execution time, resource, request, and service. The OLB algo-
rithm task execution is VM level, and this scheduling algorithm distributes the task
load according to three levels. In this algorithm, the main strategy is to keep busy the
node and do not deal with execution time of that task; therefore, makespan is slower
OLD algorithm that is not at all proper for cloud environment. This algorithm has a
lousy makespan for multiple goals considered cumulatively.

The cloud task scheduling policy [13] is the basis of the proposed algorithm
and based on Load Balancing Ant Colony Optimization (LBACO) algorithm. The
algorithm process is minimizing the makespan of stated task sets and balanced
entire system load. This algorithm simulation is done on homogenous CloudSim
[5]. This algorithm works for load balancing in a novel load balancing strategy.
This strategy works to quest underloaded node to balance load from overpowered
node. The strategy searching for VMS load balancing is GELS, based on GA and
gravitational emulation local. In Singh et al. [1], the dynamic algorithm working
environment is cloud computing. This algorithm functionality is taken from A2LB;
this is known as autonomous agent-based load balancing algorithm. In Wang and
Rao [14], the algorithm of load balancing is based on convex optimization theory.

MET: This algorithm is heuristic algorithm that follows both strategies, known
as Minimum Execution Time or Limited Best Assignment (LBA) [15] and earlier is
known asUser DirectedAssignment (UDA) byArmstrong et al. In this algorithm, the
scheduler distributes the load as per the lowermost execution time from calculated
Expected Time to Compute (ETC) table to VM, so as the system to perform all of
tasks within execution time [16].

MCT: Researcher proposed an algorithm, known as minimum allocation time
heuristic [17] techniques that worked on static and dynamic load balancing strategies.
This algorithm of balancing the load is based on task ready-to-execute time and task
expected execution time, and the task allocation is according to least completion
time.
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GA Algorithm: GA-based load balancing approach is proposed by Dasgupta
[17] in 2013; it is used for minimizing the makespan. GA is depending on indi-
vidual chromosome and population; this is related to fitness values. This algorithm
design encoded binary strings and where chromosomes feel a random singular point
crossover, pretense 0.05 as mutation probability.

Tabu Search (TS): Larumbe and Sanso [7, 18] proposed an accomplish TS
heuristic to place the cloud data center in various locations and parallel variant
master–slave model and algorithm proposed by Tsai and Rodrigues. The main goals
are to improve the performance in terms of the network, reducing the CO2 emissions.
This algorithm is for optimizing the resource utilization cost.

A-Star Search: This algorithm is based on graphic searching algorithm. The A-
Star algorithm functionality is based on BFS and DFS. This algorithm provides the
benefit of DFS and BFS. This algorithm is based on VM and task allocation lists. The
task list is based on priority queues, and VM list is based on processing efficiency of
all resources. AlShawi et al. [19] proposed an algorithm [6]; researcher has to apply
the blending of fuzzy and A-star algorithm.

Switching Algorithm: The algorithm vital function is to migration task for
balancing the load into cloud computing. Shao et al. [5] introduced the algorithm that
has accomplished the fault tolerance. This algorithm is a simple manner switching
the tasks and VM according to policy that is decided by algorithm criteria.

Opportunistic Load Balancing Algorithm: This algorithm is based on the
framework of the system. This algorithm works to keep every node busy. The execu-
tion time is completed [20]. The drawback of this algorithm is that node keeps busy
after the job completion.

Ant Colony Optimization Algorithm: This algorithm falls under the classifica-
tion of static and results shown best, and the functionality of algorithm is like actions
of ants and seeking an optimal path in collecting their food [12]. The load balancing
is efficient as it distributes the workload among nodes in efficient, and optimal job
scheduling is achieved.

Honeybee Foraging Algorithm: This algorithm is based on honeybees’ behavior
and their approach to collecting honey. This algorithm dynamic strategy and behavior
is similar to honeybees showing better result in response time and waiting time of the
virtualmachine and become reduced. In terms of increasing the resources, throughput
is decreased.

BRS Algorithm: The algorithm researcher used Random Sampling Method.
Load balancing is accomplished through all the nodes in the system. This dynamic
algorithm becomes corrupted when load expands in the cloud environment.

Active Clustering Algorithm: The algorithm falls under the type of dynamic
strategy based algorithmwhere nodes are grouping together. In this algorithm, similar
nodes are grouped together [15]. The performance is poor when there is an increase
in a variety of nodes.

Table 1 shows the comparison of load balancing algorithms [21].
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Table 1 A comparison table for load balancing algorithms [22]

Load balancing algorithm Parameters Analysis Simulation
environment

Round Robin [21] Completion time This compares with
FCFS result better from
FCFS

Cloudsim cloud
analyst

OLB Calculate makespan – –

MET Expected time to
compile

– –

Min-Min [21] Execution time The Min-Min is better
from RR, FCFS

Workflowsim

Max-Mn [21] Execution time The Max-Min is better
from RR. FCFS

Workflowsim

The efficient and
enhanced algorithm [23]

Response time – Cloudanalyst

Ant Colony Optimization
[3]

Completion time The ant colony is better
from GA and PSO

Cloudsim

Heterogeneous load
balancing algorithm [1]

Memory, storage,
MIPS

– –

Honey Bee galvanized
load balancing formula
(HBBLB) [22]

Makespan, response
time

– Cloudsim

Static load balancing
algorithm [9]

ORT (Overall
response lime) and
MIPS

Static load balancing
algorithm performance,
from Throttled load
balancing algorithm

Cloudanalyst

4 Result Analysis

In this paper, the performance of few algorithms in CloudSim environment is
analyzed. In this algorithm analysis, static task list of total of 800 tasks in the list is
considered. The VM list is 200 and range from 20 to 200 in intervals of 20. Figure 3
shows that MCT load balancing algorithm is the best one among the compared
five algorithms [1]. The chart is showing MCT algorithm makespan, and energy
consumption is least or minimized.

5 Conclusion

In this paper, load balancing algorithms in cloud computing have been studied and
analyzed. Here, the discussion is based on various types of load balancing algorithms
and analyzed the performance of these various types of algorithms. The performance
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Fig. 3 Virtual machine

of MCT load balancing algorithm is the best one among the compared five load
balancing algorithms.
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A Comparative Study of Text
Classification and Missing Word
Prediction Using BERT and ULMFiT

Praveenkumar Katwe, Aditya Khamparia, Kali Prasad Vittala,
and Ojas Srivastava

Abstract We perform a comparative study on the two types of emerging NLP
models, ULMFiT and BERT. To gain insights on the suitability of these models
to industry-relevant tasks, we use Text classification and Missing word prediction
and emphasize how these two tasks can cover most of the prime industry use cases.
We systematically frame the performance of the above twomodels by using selective
metrics and train them with various configurations and inputs. This paper is intended
to assist the industry researchers on the pros and cons of fine-tuning the industry
data with these two pre-trained language models for obtaining the best possible
state-of-the-art results.

Keywords Text classification · NLP · ULMFiT · BERT · Missing word prediction

1 Introduction

Classification is a pervasively faced computing problem that encircles many diverse
applications. It is defined as a task of assigning of objects or labeling of objects
into one of the available predefined set of categories. In NLP, it is used for text
classification where a text or part of the text is classified with a label or group name.
Here are few industrial applications of text classification: “Categorizing customer
issues using support communication,” “Understanding the state of a project from
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ongoing communication,” “spam detection,” etc. The performance of a model in this
task identifies the model’s capability to label a piece of text.

MissingWord prediction is anNLP task that has given a partial sentence, where the
missing words would be identified in order to complete the sentence and understand
its intended meaning. This task is not among the most popular tasks; however, it
has many wide use cases in the industry, especially in the Data Quality and Data
Governance domain like ‘correcting incomplete data’. The performance of a model
on this task helps to understand how well the model has related individual words
with entire sentence structures.

Together the above two tasks help us gauge a model’s suitability for industrial
applications. The paper describes the methodology of dataset preparation, language
model creation, task-based fine-tuning, and metrics selection. Next, we expound on
the implementationmethod and libraries used for this paper.With the results obtained
across multiple iterations and combinations, with the selected metrics, we conclude
the pros and cons of the two models. The code and preprocessed datasets can be
found at https://github.com/oj-srivastava/BERTvsULMFit.

2 Related Work

This research entails the study of ULMFiT and BERT models and the transfer-
based learning techniques they employ. The following are brief details of the internal
working of the two language models.

ULMFiT: The ULMFiT [1] is a model proposed predominantly for text classifi-
cation. This model is based on ASGDWeight-Dropped LSTM [2]. It contains three
phases where each phase is a stack of multiple layers. The first phase is the global
domain language model training, with a word embedding layer, followed by three
stacked layers of LSTM and a SoftMax layer in the end. The second phase is target
task-based fine-tuning where the embeddings from the previous phase are passed
over a set of weights to suit current dataset through a process called freezing. This is
further fine-tuned using the discriminative fine-tuning and slanted triangular learning
rates to learn task-specific features. In the third phase, the target task classifier is
fine-tuned by gradual unfreezing and slanted triangular learning rates to preserve
contextual representation. It contains three stacked layers of LSTM followed by a
ReLu layer. ULMFiT uses a technique called concat pooling, where mean and max
representation from the pool are concatenated to the last hidden state.

BERT: BERT uses an encoder to understand the language model and a decoder
with attention, and to gain the needed weights from the encoder to correctly make
predictions. The primary advantage of BERT from its predecessors is its bidirec-
tional behavior. To achieve bidirectionality, BERT uses the following two tasks—
Masked Language Model: Performs random masking of the tokens from the input
and predicts the original word’s vocabulary id based only on its context. The MLM
technique allows the representation to freeze the left and the right context, which
allows the language model to pre-train a deep bidirectional transformer [3]. Next

https://github.com/oj-srivastava/BERTvsULMFit
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SequencePrediction: Adds bidirectionality to allowfinding the relationships between
sentences.

3 Method

3.1 Dataset

Dataset selection: In this article, we are using the BBC news categories dataset
[4]. It contains 2225 news articles published on bbc.co.uk website during the time
duration 2004–2005. The set of 2225 articles are categorized into 5 labels. (business,
entertainment, politics, sport, tech). We have used the raw format files so that we
can customize the preprocessing procedure for the data. We categorized the dataset
into three groups. Large dataset containing 1319 training data and 330 validation
data. Medium dataset containing 792 articles for training data and 198 articles for
validation. Small dataset containing 527 articles for training and 132 for validation.

3.2 Dataset Preprocessing

Before using the data for the study, we process the data as depicted in Fig. 1.
Dataset cleaning: In this phase, we clean the data to make sure it does not contain

irrelevant symbols not expected to be part of the vocabulary. As we are using BERT
uncased, we ensure that the entire corpus is converted to lower case.

Character cleaning: All the special characters are removed from the dataset,
retaining only characters between A-Z, a-z.

Case normalization: All the characters in the text are changed to lower case to
ensure all the text have the same case.

Stop word removal: In this step, we remove the stop words to reduce the noise.
Tokenization: In this process, the text is broken down into pieces such as

identifiable words. These pieces are called tokens [5].
Data trimming: In this process, the extra spaces and textual noise are removed

from the data.

Cleaning Stop word 
removal tokenization DataTrimming

Fig. 1 Data preprocessing stages
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Fig. 2 Language model
creation stages Preprocessed 

Data

Dictionary 
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3.3 Language Model Creation

In this phase, the preprocessed data is used to train the language models. The process
can be understood in Fig. 2.

This step contains two phases:
Dictionary/Vocabulary creation—A vocabulary is created from the preprocessed

data obtained in the previous step. This vocabulary is used as an index to create the
training and test datasets which can be passed to the languagemodel trainer methods.

Language model training—This is the step where we use the state-of-the-art
architectures of BERT or ULMFiT to train models on our datasets. The language
model thus created in this phase can be saved to storage which can be directly used
for performing the task-based fine-tuning.

3.4 Task-Based Fine-tuning

In this phase, the trained language models are tweaked to NLP tasks to be performed
using them. This phase exposesmultiple global and task-based parameters, variations
ofwhich can be used to test the underlyingmodels’ capabilities.As pointed out before
this research focuses on two NLP tasks:

Text classification fine-tuning: This task involves using the languagemodel to train
a text classifier. The parameters involved here are Dataset size, accuracy thresholds,
batch size.

Missing word prediction (MLM) fine-tuning: This task involves training the model
to find missing words in a sentence. The parameters involved would be Dataset size,
epochs for fine-tuning runs, and segment lengths.

Apart from the above task-specific parameters,we also consider theGlobal param-
eters: Parameters whose multiple variations were used in this study—Max learning
rate, Number of language model epochs.
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3.5 Metrics Selection

The metrics selection is based on the approach explained in the SuperGLUE
benchmark [6].

Accuracy: Accuracy is the degree of correctness.
AUC ROC valuation: Area under curve under the Receiver Operating Character-

istic (ROC) summarizes the trade-off between the true-positive rate and false-positive
rate for a predictive model using different probability thresholds [7].

A =
∞∫

−∞
TPR

(
FPR−1(x)

)
dx (1)

Where TPR(T) is the true-positive rate (y-axis in ROC graph) and FPR(T) is the
false-positive rate (x-axis in ROC graph)

Recall: It is the ability of a model to find all the relevant cases within a dataset
[8].

Recall = true positives

true positives + false negatives
(2)

Precision: The ability of a model to find relevant cases without false-positive
results.

Precision = true positives

true positives + false positives
(3)

F1 Ratio: It is the is the harmonic mean of recall and precision

F1 = 2 ∗ Recall ∗ precision

recall + precision
(4)

F-Beta: It is the weighted harmonic mean computed using the weighted average
of the inverse of the values of precision and recall.

FBeta = (
1 + β2

) · precision · recall(
β2 · precision) + recall

(5)
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4 Implementation

The data is read from the same excel sources using the pandas’ library for loading
and preprocessing. These data frames are then passed to the models for training and
validation.

BERT implementation: We used the “bert-base-uncased” [3] model from the
pytorch_pretrained_bert package. Even though BERT is not present in the standard
fastai packages, to keep our comparative study uniform and unaffected by library
implementations, we created our ownBertDataBunch class on top of TextDataBunch
from fastai.text to call our implementations of fastai_tokenizer and fastai_bert_vocab.
The fastai_bert_vocab uses the BERT vocabulary to create a dictionary which is
then used by the fastai_tokenizer to tokenize the dataset in the format that BERT
model expects. In the tokenizer, we also implement our own tokenization logic
to preprocess data (cleaning, removing stop words, tokenizing based on vocab-
ulary, and removing white spaces). We use BertForSequenceClassification from
pytorch_pretrained_bert.modeling with nn.CrossEntropyLoss for text classification
and BertForMaskedLM for Missing word prediction [3, 9].

ULMFiT implementation: We use the fastai TextLMDataBunch with
AWD_LSTMarchitecture forMissingword prediction and TextClasDataBunchwith
AWD_LSTM architecture for text classifier. We train the language_model_learner
and fine-tune the same to text_classifier_learner for the two NLP tasks [1, 10].

Both implementations use the Learner class from fastai package to create the
models and train/fine-tune themusing the fit_one_cyclemethodwhich is fastai imple-
mentation of one cycle training approach. Bothmodels use fastai’s implementation of
transformers. The metrics are calculated using the fastai.metrics and sklearn.metrics
libraries.

5 Results

We ran different combinations of global and task-based parameters and hyper-
parameters and calculated the previously mentioned metrics to measure models’
performance on the two NLP tasks.

Text classification Accuracy: As shown in Fig. 3 the accuracy values for ULMFiT
for the three datasets vary in a small range; while for BERT model, the largest
dataset has reached the optimum accuracy value in a minimum number of epochs
itself (Fig. 4).

Text classification F1 Score: While the f1 score values for BERT model optimize
after enough runs, with the smallest score for the smallest dataset and tantamount
values for the medium and largest dataset, the ULMFiT model values for the three
datasets still fluctuate and are expected to optimize after much higher epochs. It is
important to note that the values for F1 score in ULMFiT for the largest and smallest
dataset are almost equal, even for the minimum epochs.
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Fig. 3 (left) ULMFiT accuracy for text classification. (right) Bert accuracy for text classification

Fig. 4 (left) ULMFiT F1 for text classification. (right) Bert F1 for text classification

Text classification AUC_ROC: The Area under the curve for ROC function varies
more inULMFiT thanBERT. For both themodels, the values converge aswe increase
the epochs denoting the sensitivity to threshold values in the model at lower epochs.
This sensitivity is much higher in ULMFiT (Fig. 5).

Fig. 5 (left) ULMFiT AUC_ROC for text classification. (right) BERT AUC_ROC for text
classification
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Fig. 6 (left) ULMFiT accuracy for MLM. (right) BERT accuracy for MLM

Fig. 7 (left) ULMFiT F-Beta for MLM. (right) Bert F-Beta for MLM

MLMAccuracy: The accuracy values forMLMinULMFiT start at different values
for the three datasets converging with the increase in epochs. Increasing epochs for
fine-tuning the BERT model has no effect on MLM accuracy (Fig. 6).

MLM F-Beta: The F-Beta for ULMFiT, in the beginning, is much higher for
the largest dataset than the other datasets and converges with increasing epochs. The
BERT F-beta for MLM stays in a close range, and is not affected by changing epochs
(Fig. 7).

6 Conclusion

In this study, we trained and fine-tuned BERT and ULMFit models on the same
combinations of datasets and training configurations to performMissingword predic-
tion and Text classification. Their performance on these tasks was judged using
selective metrics and their suitability to various industrial use-cases derived.

It was observed that ULMFiT, though performing better under standard computa-
tional and dataset provisions, gets superseded by BERT in case of larger datasets and
a higher number of epochs. So, BERT has proven to be a much more viable option
in case of industry use cases where an abundance of data and computational power
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to apply are available. BERT is also the better option when we have to perform a
text classification task with tough to distinguish classes. On the other hand, ULMFiT
would give an equivalent performance across varying sizes of dataset given enough
training cycles. F-beta for MLM shows ULM fit’s capability to generate good results
with an even smaller dataset and BERT’s dependence on dataset size to optimize its
performance. Industrial use cases would often have the capability to provide higher
training cycles and computational power. At the same time, the availability of large
labeled datasets for training is not readily available. In these scenarios, ULMFiT
would be a better model to adopt a language set and perform Natural language tasks
on it.

7 Future Scope

We intend to further proceed with this research by including other innovative models
like RoBERTa [11] and ALBERT [12]. Currently, the state of the art in NLP is
captured using a model’s performance over ideal training datasets and configurations
[6]. These rankings do not consider limitations in an actual business use-case. This
study can be further extended to rank and suit the various state-of-the-art models
to different industrial use cases by taking into account the limitations to datasets,
computational power, and optimizations in implementation. We can use additional
tasks and configurations to categorize multiple industrial scenarios and with the
metrics used to provide an extensive report on how each model adapts to these tasks
and what trade-offs one need to make in order to select the most suitable architecture
for a certain use case.
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Data Formats and Its Research
Challenges in IoT: A Survey

Sandeep Mahanthappa and B. R. Chandavarkar

Abstract In the current context, the increase in data generated by the heterogeneous
IoT sensors results in several challenges to the IoT applications’ developers. One of
the significant problems is handling nonstandardized zeta bytes of heterogeneous
IoT data. Further, there is a lack of understanding of data generated by the sensors
and incompatibility in representing the data. The objective of this survey paper is
to introduce IoT sensors with their areas of applications, the different data formats,
representing the data in an interchangeable format, and handling data as a stream.
Further, this paper also presents challenges and research opening in IoT data.

Keywords IoT data · Data stream · Open data format (O-DF)

1 Introduction

From much research, it is evident that the growth of IoT devices is happening at a
very high pace and reaching more than 75 billion1 in this decade. According to a
new IDC forecast,2 the data generated by these devices is expected to reach around
80 zeta byte by 2025. IoT data is the output of a device or a process associated with
an application, which is a physical quantity from its environment. Sensors in an IoT
environment are employed to sense the event and capture sensed value.

The IoT services can be realized to the full extent only when the huge data gener-
ated by multiple devices in the IoT environment needs to be understood, collected,
and analyzed to generate the required knowledge for the applications. In this paper, an
effort is made to identify different types of sensors used in IoT, data format generated

1https://www.statista.com/statistics/471264/iot-number-of-connected-devicesworldwide.
2https://www.idc.com/getdoc.jsp?containerId=prUS45213219.

S. Mahanthappa (B) · B. R. Chandavarkar
Department of Computer Science and Engineering, Wireless Information Networking Group
(WiNG), National Institute of Technology Karnataka, Surathkal, Mangalore, India
e-mail: maxniroop@gmail.com

© Springer Nature Singapore Pte Ltd. 2021
V. Suma et al. (eds.), Evolutionary Computing and Mobile Sustainable Networks,
Lecture Notes on Data Engineering and Communications Technologies 53,
https://doi.org/10.1007/978-981-15-5258-8_47

503

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5258-8_47&domain=pdf
https://www.statista.com/statistics/471264/iot-number-of-connected-devicesworldwide
https://www.idc.com/getdoc.jsp?containerId=prUS45213219
mailto:maxniroop@gmail.com
https://doi.org/10.1007/978-981-15-5258-8_47


504 S. Mahanthappa and B. R. Chandavarkar

by them, different data representation methods for analysis, and research challenges
in IoT data.

The rest of the paper is structured as below. Section 2 contains details of major
IoT sensors and their application areas. Section 3 describes about IoT data formats.
Section 4 specifies IoT data taxonomy and data stream. Section 5 talks about
different data reductionmethods. Section 6 lists challengeswith IoTdata and research
openings. Final Sect. 7 concludes the paper.

2 Sensors and Their Areas of Applications

The section concentrates on different sensor details and their areas of application in
IoT.3,4,5

• Accelerometer: detects the change in gravitational acceleration usually used for
detecting vibration, tilt, acceleration.

• Proximity sensor: used for detecting the presence or absence of an object without
contact, usually used in retail shops, reversing the vehicle, and parking sensor.

• PIRmotion: a passive infrared sensor to detect the presence of humans or animals.
The sensor detects the physical movement of the device/human in a given area.

• Level sensor: used to find the level or amount of liquid in an open or closed
environment.

• Water quality sensor: for measuring the quality of water and monitoring ion levels
in it.

• Transducers: measure parameters like temperature, humidity, pressure, wind
direction, speed, illumination intensity, sound intensity, chemical concentration,
pollution level, vital body function [1–3].

Some categories of sensors are combined to understand the IoT scenario char-
acters properly; for example, the ambient sensor includes temperature, pressure,
and humidity. Motion sensors acquire data from the movement of the object, which
involves accelerometer andgyroscope. Electric sensorsmeasure the energy consump-
tion of an environment. Electrocardiogram (ECG), heartbeat measurement, and
breathing sensors are part of biosensors. RFID and NFC are employed for entity
identification. GPS and magnetometer are combinedly used for position detection
[4].

IoT has become an inseparable space in everyday life, smart homes, wearable
devices, connected buildings, smart health care, smart industries, connected roads,
and so on. The growth in the numbers of sensors and connected smart objects have
contributed to data increase at a very high pace. More data means new challenges

3https://internetofthingsagenda.techtarget.com/definition/sensor-data.
4https://iot4beginners.com/commonly-used-sensors-in-the-internet-of-things-iotdevices-and-
their-application/.
5https://dzone.com/articles/sensorwithspecificationiniot.
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need to be attended; the primitive one like preparing the data to harness knowledge
from it. The top 3 priority challenges in data preparation, as identified by the author
Sean [5], are a high volume of data, complexity, and interoperability.

According to authors Erick et al. [6], the attributes of the data are type, owner,
location, and read value. In continuation, author Anna Gerber [7] and authors Hans
et al. [8] specify that data sensed by an IoT device is a mixture of structured, semi-
structured, and unstructured data.

The structured data is represented according to some model or schema, and it can
easily be associatedwith traditionalRDBMS.Structureddata is represented as tabular
representation, like a spreadsheet where each cell is explicitly defined and referred.
Most of the computing systems like bank transactions and computer log make use of
structured data. IoT sensors represent the data like temperature, humidity, pressure,
and other as structured data. Structured data can be easily formatted, queried, and
processed to use in decision-making.

The unstructured data does not follow any logical schema or any predefined data
model for representation, so the traditional methods used for understanding and
processing can not work for this data, for example, text, speech, image, and video.

The semi-structured data is the hybrid of structured and unstructured data and
share the characters of both. Email is one of the good examples of semi-structured
data where fields are predefined, but the content of the body and attachment is
unstructured.

Data like discrete sensor readings, metadata about a device, files for image and
video are part of the heterogeneous data generated. As the IoT device is built with low
storage capabilities, the high volume of data acquired by them needs to be transmitted
using communication protocols for further processing and storing. IoT should deal
with a high volume of data and also give importance to the following issues:

• Handling heterogeneous data,
• Preparing data for the analysis by transforming,
• Aggregating, integrating, and keeping track of data origin,
• Preserving integrity and privacy of the data,
• Choosing storage that can balance between performance, reliability, flexibility,

and cost. [7].

Apart from the above issues, author Fredric [9] specifies that the high volume of
IoT data is processed at a high rate. The processing of the data should exercise closer
to the event environment to avoid delay and loss of data.

3 Major IoT Sensor Data Formats

The major data formats generated by IoT sensors and applications are Text, Binary,
XML, CSV, JSON, and RFID. The data in IoT depends on the type of sensor and
the developer’s interest. The sensor is connected with an application that demands
less detailed data; IoT uses simple data formats like text and binary; for example,
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room temperature automation. Whereas for sensors connected to smart devices and
applications the requirement is greater details in data; IoT tends to choose encoded
data formats like XML, JSON, and CSV, for example, PTC things Worx, Arrow-
head, OpenIoT [10]. IoT data includes device status, metadata about the device, and
captured data. The data generated by IoT is not uniform, so a single representation
of data for all the applications is difficult [7].

3.1 Text

Text data is the human-readable sequence of characters other than non-character
encoded data such as graphic images, audio, and video. The IoT sensor captures the
data from their environment and represents the data in the text format. Examples of
data sensed by a temperature sensor on the floor, ceiling, and bedside of a hotel room
provide the output as single line textual data with device identification, location of
the device, environment, and read temperature data [11, 12].

deviceID: “aee62681aa9b”, “location”: “floor”, “room”: 205, “temp”: 21
deviceID: “792d3a3ef366”, “location”: “ceiling”, “room”: 205, “temp”: 25
deviceID: “b7c96bd32435”, “location”: “bedside”, “room”: 205, “temp”: 24.

3.2 XML

Extensible Markup Language is a meta markup language, and is one of the preferred
data formats on the world wide web. Cross-domain application IoT deployment
faces the constraint of inter-domain data format. XML is one such language that
solves the issue to some extent. XML is the human-readable representation of device
information and sensed data. XML-based description of sensors and measurement
process and encoding could be done by SensorML [12–14].

The example in Fig. 1 specifies an XML file format showing the web resource
identity, name of the sensor, location of the sensor, the purpose of the device, owner,
keywords associated, services like response type, frequency of data, device class,
and status of the device.

3.3 CSV

Comma-separated values file is a text file where data values are delimited by comma,
or represented as excel sheet values for easy access of data for processing. Each line
in the CSV file is termed as one record which specifies sensed data as one sample.
Each record will have values separated by delimiter as the comma.
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Fig. 1 Example of IoT data in XML format [25]

Many IoT and other applications support the file format. For example, Tree
measurements of data file with 4 records and fields are as follows: index, circumfer-
ence (in), height (ft), volume (ftˆ3) [15]. The example in Fig. 2 is a CSV file from
Valarm website displaying the records of the floodwater level monitoring sensors in
an excel sheet [17].

“Index”, “Girth (in)”, “Height (ft)”, “Volume (ftˆ3)”
1, 8.3, 70, 10.3
2, 8.6, 65, 10.3
3, 8.8, 63, 10.2
4, 10.5, 72, 16.4
Example of CSV file.
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Fig. 2 Example of IoT data in CSV format [26]

3.4 JSON

Javascript Object Notation is a lightweight data interchange format. JSON is a
comprehensive hierarchical data format supported by many modern applications.
Even though it can represent complex data as an object still it is in human-readable
format.

JSON is a preferred data format in IoT compared to XML, as JSON is schemaless,
JSON supports strings, numbers, boolean, objects, arrays, and a null value. XML
increases file size from its header information [16–18]. Below is the example JSON
data format of a device with its attributes name and captured value.

“deviceid”: “iot123”, “temp”: 54.98, “humidity”: 32.43, “coords”: “latitude”:
47.615694, “longitude”: −122.3359976

3.5 Rfıd

Radio Frequency Identification System (RFID) helps to identify the objects with tags
automatically. The following is the example of RFID tag data, from defense with
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each section carrying a specific number of bits, the sum bits should be equal to the
size of the Tag: Header (8 bits), Filter (4 bits), CAGECode asASCII* (48 bits), Serial
Number (36 bits). Data is b00811001111 b0040000 t048 2S194 n03612345678901.
The final hexadecimal data representation with prefix and suffix of RFID tag are
represented in the following 96-bit format [19]:

{XAˆ RFW,H ˆ FDCF02032533139342DFDC1C35 ˆ FSˆ}

RFID systems are adopted by large companies and have contributed to publishing
nID standards and industrial open standard specifications. RFID data stream includes
data on RF tags (transponders), RF tag reader (transceivers), electronic product
code, which can contain product info and manufacturer number. RFID data consists
of tag-ID, reader-ID, timestamp; this information is insufficient, incomplete, and
high volume. Advancement has been done to RFID technology “networked RFID”-
connecting isolated RFID systems and software via the Internet contributed by
AutoID labs, EPC global at GS1.

Themain requirements for good data format are that it should be easily represented
by a resource constraint device, power consumption due to data communication
should reduce, and it should be interoperable. XML encoding is the most used data
interchange format in most of the applications, but XML adds header information
to the data, which increases the size of the data, and the data represented as string
values. Even though JSON looks promising compared toXML, it is not space efficient
encoding. Most of the data are ASCII encoded with lots of white spaces. The field
labels are repeated for every occurrence of data. JSON’s simple type of representation
does not match with IoT programming types. So a new data encoding format must
be explored to overcome this [17, 20].

3.6 Interoperable Format or New Open Data Format (O-DF)

The new open data format is developed to fill the gap of interoperability concerning
IoT. The data sources should be able to generate data and provide access to other
devices and applications, which securely request them. A URL publishes the data
generated and sends or requests other devices when they abide by open management
infrastructure. The data represented in a standardO-DF can be universally understood
and exchanged by systems that manage IoT related data.

TheXMLschemaused for specifying open format data. The information is created
in a similar way of creating objects and properties in object-oriented programming.
So this format is generic enough to represent an object and related information for
information exchange. The O-DF format will have object hierarchy, where each
object will have sub-objects, and sub-object could be device id or other information
about the device. The hierarchy can have many levels depending on the details of
the information. The example provides measurement values for Refrigerator power
consumption in O-DF using XML in Fig. 3 and JSON in Fig. 4 [21].
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Fig. 3 OD-F code using
XML-sensor data from
refrigerator

Fig. 4 OD-F code using
JSON-sensor data from
refrigerator

4 IoT Data Taxonomy and Data Stream

The rapid generation of IoTdata is contributing toBig data analytics. The authors,Qin
et al. [22] have made an effort to provide information about IoT with a data-centric
approach. The authors have come up with three IoT data categories considering its
central characters as Data generation, Data quality, and Data interoperability. This
representation and their specific characters are represented as data taxonomy.
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4.1 Data Taxonomy

• Generation of data: depends on factors as, at what rate samples are generated,
coping up with a high amount of data generated, the dynamism of data, and a
wide variety of data at a very large rate. Data is dynamic with device generating
data of different locations and time; data is fragile (fast-changing) and may be at
irregular intervals.

• Data quality: the quality of data depends on uncertainty due to different
sources, missing reading, device identification problems, and accuracy. Different
consumers perceive data produced by different sensors differently, so ambiguity
is unavoidable. Data reading missing, multiple sensors reading data at different
accuracy, and loss during transmission give rise to incompetency in data.

• Data interoperability: to produce a good response by the IoT system for an event
sensed by the sensor requires data from multiple sources in that environment.
Combined data need cooperation between devices; a failure in this situation can
result in incompleteness. Processing IoTdata by thedevice themselves, the devices
need to understand data generated by humans; this is achieved by adding semantics
to the data.

4.2 Data Objects and Data Stream

Data objects are a multidimensional attribute vector within a continuous, categorical,
or mixed attribute space. The data stream is a huge sequence of data objects.

Data stream processing The sensor data processing technique involves data aggre-
gation, data compression, modeling, and online querying. Queries can be aggregated
to avoid high power consumption. The initial query is executed to produce an inter-
mediate result that can be processed further. Many queries can join to get accurate
results. The validity of the top received values is ensured by making mathematical
constraints. The quality of the data can improve by adopting error-tolerant methods.
As per the demand of application, a query can be continuously processed on sensor
data and computation, and storage can be optimized by learning. Query processing
over stream data will need to focus on uncertainty, ambiguity, and inconsistency, and
it should also address velocity and heterogeneity. A new type of query can be adapted
to select the sources which can overcome data incompleteness (which sensor needs
to be considered).

Stream mining is performed to extract useful information employing clustering,
classification, outlier, and frequent item set mining [9, 22, 23].
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5 Data Reduction

The continuous growth of diverse data sources and transmission data has become
redundant at the storage and analysis. This has also contributed to network bandwidth
problem, storage, and throughput at the cloud level. Data reduction is one such
solution to overcome the above problem. There are many improved data reduction
techniques, for example, single-tier where data is reduced at the gateway, two-tier
where reduction methods are employed at gateway and cloud or sensor and base
station.

Amuch advanced and efficientmethod is proposed by authorsWaleed et al. [27], it
is in-network data filtering and fusion, a double layer method. The method employs
filtering and fusion at network edge before sending it to the cloud. Consider an
IoT application to monitor temperature, humidity, and wind speed, at time instance
t greater than 0 all the sensors sense the data and send them to base station or
gateway. The proposed method removes the redundant data first: for example, if
there is no change in sensor data from the previous transmission data to the cloud
is avoided. Even when there is a change in data deviation between actual reading
and the estimated value calculated by Kalman filter [24], either data is discarded or
sent to the fusion layer only when the deviation is greater compare to predefined
maximum absolute error.

6 IoT Data Challenges and Research Opening

Data challenges

• Handling a very high sampling rate and low sampling rate without losing vital
information.

• Heterogeneous, noise, varied size of the data need to be cleaned and represented
in a uniform format.

• New format of data with reduced size.
• Incident management: identification of traffic patterns in legitimate and illegiti-

mate users.
• Data authenticity and integrity at every level IoT ecosystem.
• Real-time implementation stream mining needs to be done.
• Correct feature extraction from multiple heterogeneous data streaming sources is

not solved.
• Need efficient data compression and multiplexing technique.
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• Ontology-based IoT semantic event processing.
• Defining unified ontology concept information exchange language which could

be used in multiple application domains [5–8].

Research opening

• The increase in data volume has given rise to redundant and inconsistent data. In
a resource constraint network transmission of data, to reduce inconsistency and
redundancy is time-consuming and challenging.

• The frequency of update in the status of a device and its read values is a high
example, 1,00,000 samples per second, or it will be very low, in both the cases the
data is very vital. We do not have an efficient mechanism to collect and store this
data. Loss of data will lead to substandard knowledge generation from analysis.

• IoT data is increasingly distributive and mobile, and a novel mechanism needs to
be designed to manage the distributed and mobile data effectively.

• Development ofmechanism to automatically represent sensor data in an interoper-
able data format so that there will be seamless interaction between heterogeneous
IoT devices and networks.

• The complete realization of IoT is possible only when the data is understood and
processed by a device without human interaction. Semantic enrichment of sensor
data is one good research area, and enriching the data as per the requirement is
also an area to be explored. Improving the expressiveness in event processing by
effective enrichment technique.

• To overcome the shortcomings of current IoT data formats, Concise Binary
Object Representation (CBOR), Efficient XML Interchange (EXI), and Protobuf
encoding methods need to be explored [8, 10, 20, 22].

7 Conclusion

The massive data generated by IoT sensors and applications can be made useful by
understanding data format correctly and representing data in an interchange format.
The success of IoT depends on the seamless exchange of data between heteroge-
neous devices and cross-domain network. In this direction, we have referred many
resources, to identify major IoT sensors, generated data formats, and found that data
interchange format is the primary requirement for interaction between devices and
applications. A new open data format is provided as a solution to the current problem,
which can be explored further. To minimize the power consumption of devices and
to improve data processing, data stream processing can be adopted. Data reduc-
tion methods can be adopted to overcome problems like redundant data, bandwidth,
throughput, and storage.
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10. Kenda K, Kažič B, Novak E, Mladenić D (2019) Streaming data fusion for the internet of
things: taxonomies and open challenges, pp 796–809, https://www.ncbi.nlm.nih.gov/pmc/art
icles/PMC6514969/

11. Google cloud newsletter (2019) Overview of internet of things. https://cloud.google.com/sol
utions/iotoverviewtypesofinformation/

12. Al Hashami Z (2015) Xml files types and their differences and denominators with
plain txt file. https://www.longdom.org/openaccess/xmlfilestypesandtheirdifferencesanddeno
minatorswithplaintxtfile2376130X1000130.pdf

13. Google cloud newsletter (2014) Sensor model language (sensorml). https://www.opengeosp
atial.org/standards/sensorml/

14. Su X, Zhang H, Riekki J, Keränen A, Nurminen JK, Du L (2014) Connecting IoT sensors to
knowledge based systems by transforming SenML to RDF, pp 215–222. https://www.scienc
edirect.com/science/article/pii/S1877050914006176

15. People.sc.fsc.edu: Csv file. https://people.sc.fsu.edu/jburkardt/-data/csv/csv.html/
16. Edward (2018) Water quality monitoring for governments and smart cities with

IoT sensors. https://www.valarm.net/wp-ontent/uploads/2018/02/Tools.Valarm.netIndustrialIo
TRemoteMonitoringFloodWaterLevelsWellsSensorDataCSVExport4.png

17. Abd El-Aziz AK (2014) JSON encryption. In: International conference on computer communi-
cation and informatics (ICCCI-2014). https://ieeexplore.ieee.org/abstract/document/6921719

18. Butcher M (2019) Rest without JSON: the future of IoT protocols. https://dzone.com/articles/
jsonhttpandthefutureofiotprotocols/

19. AWS (2019) Awsiot developer guide. https://docs.aws.amazon.com/iot/latest/developerguide/
iotdg.pdfiot-sql-json

20. Web page I: RFID faq and tutorial. http://www.idautomation.com/barcodefaq/rfid/Readin
gRFID

21. Farkas K, Pödör Z, Mezei G, Somogy M (2018) Data interoperability across IoT domains, pp
61–65. http://www.naun.org/main/NAUN/computers/2018/a182007-052.pdf

22. The open group: Open data format (o-df), an open group internet of things (IoT) standard—
introduction. http://www.opengroup.org/iot/odf/p1.htm

23. Qin Y, Sheng QZ, Falkner NJ, Dustdar S, Wang H, Vasilakos AV (2016) When things matter:
a survey data centric internet of things, pp 137–153. https://www.sciencedirect.com/science/
article/pii/S1084804516000606

https://www.finoit.com/blog/top15sensortypesusediot/
https://www.sciencedirect.com/science/article/pii/S1084804516000606
https://www.iotnow.com/2019/02/08/92826top3challengespreparingiotdata
https://internetofthingsagenda.techtarget.com/definition/sensordata
https://developer.ibm.com/tutorials/IoTlp301iotmanagedata
https://sas.com/enie/whitepapers/understandingdatastreamsiniot107491
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6514969/
https://cloud.google.com/solutions/iotoverviewtypesofinformation/
https://www.longdom.org/openaccess/xmlfilestypesandtheirdifferencesanddenominatorswithplaintxtfile2376130X1000130.pdf
https://www.opengeospatial.org/standards/sensorml/
https://www.sciencedirect.com/science/article/pii/S1877050914006176
https://people.sc.fsu.edu/jburkardt/-data/csv/csv.html/
https://www.valarm.net/wp-ontent/uploads/2018/02/Tools.Valarm.netIndustrialIoTRemoteMonitoringFloodWaterLevelsWellsSensorDataCSVExport4.png
https://ieeexplore.ieee.org/abstract/document/6921719
https://docs.aws.amazon.com/iot/latest/developerguide/iotdg.pdfiot-sql-json
http://www.idautomation.com/barcodefaq/rfid/ReadingRFID
http://www.naun.org/main/NAUN/computers/2018/a182007-052.pdf
http://www.opengroup.org/iot/odf/p1.htm
https://www.sciencedirect.com/science/article/pii/S1084804516000606


Data Formats and Its Research Challenges in IoT: A Survey 515

24. Elsaleh T, Bermudez-Edo M, Enshaeifar S, Acton ST, Rezvani R, Barnaghi P (2019) IoT-
stream: a lightweight ontology for internet of things data streams. http://iot.ee.surrey.ac.uk/iot
crawler/ontology/iotstream/

25. Lunardi WT, de Matos E, Tiburski R, Amaral LA, Marczak S, Hessel F (2015) Context-based
search engine for industrial IoT: Discovery, search, selection, and usage of devices. In: 2015
IEEE 20th conference on emerging technologies factory automation (ETFA). https://ieeexp
lore.ieee.org/document/7301477

26. Wikipedia (2019) Comma-separated values). https://en.wikipedia.org/wiki/Commaseparatedv
alues

27. Waleed M, Ismael MG, Zahary A (2019) An in-networking double layered data reduction for
internet of things (IoT), p 795. https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6412591/ffn
sectitle

28. Li Q, Li R, Ji K, Dai W (2015) Kalman filter and its application, pp 74–77

http://iot.ee.surrey.ac.uk/iotcrawler/ontology/iotstream/
https://ieeexplore.ieee.org/document/7301477
https://en.wikipedia.org/wiki/Commaseparatedvalues
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6412591/ffnsectitle


Software Fault Prediction Using
Cross-Validation

Yeresime Suresh

Abstract Software faults are dangerous. Software systems are often essential to a
business operation or organization, and failures in such systems cause disruption of
some goal-directed activity (mission critical). Faults in safety-critical systems may
result in death, loss of property, or environmental harm. Run-time faults are the most
damaging as they are not always detectable during the testing process. Detecting
faults before they occur gives the designers a brief inner view of the possible failure
and their frequency of appearance. This helps in focused testing and saves time
during the software development. Prediction models have the ability to differentiate
between various patterns. This article showcases the effectiveness of cross-validation
in design and development of a neural network for software fault detection.

Keywords Artificial neural network · Fault · Metrics · CK metric

1 Introduction

Over the decade, the trend and need for quality software have enormously increased.
As a matter of time, it is very much essential to relate issues related to testing. In
software development, reducing the cost and enhancing the overall capability of the
software depend on measuring fault-proneness. “Majority of faults in a software
system are found in a few of its components” [1]. The Pareto rule says that roughly
“20% of a software system is responsible for 80% of its errors, costs, and rework.”
Papaccio [1] agrees that

Themajor implication of this distribution is that software verification and validation activities
should focus on identifying and eliminating the specific high-risk problems to be encountered
by a software project, rather than spreading their available early-problem-elimination effort
uniformly across trivial and severe problems [1].
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Planning testing activities at an early stagewill be quite effective provided estimat-
ing potential faultiness of software component is of higher possibility. For instance,
software components of a subset can be emphasized upon(e.g., the potentially “most
troublesome” 20%). Miserably, faulty software at once cannot be computed. Fur-
ther, software metrics provide an estimate of quantitative description of program
attributes.

The remainder of the article is structured as follows: Section2 provides insight
on the recent work carried out in the area of finding defects. Section3 introduces
the approach followed in this paper in finding accuracy of fault prediction using
cross-validation. Section4 lists out the details of the software metrics, dataset, and
the evaluation criteria used in our proposed approach for fault prediction. Section5
highlights the results obtained and its significance and Sect. 6 accomplishes the paper
and presents the further work plan.

2 Literature Survey

The following segment presents a brief survey of the activity done in design of a
network for fault detection. Numerousmodels have been proposed by various authors
to find out the impact of fault prediction. Table1 shows the relevant literature survey.

Table 1 Literature survey on ANN models used for fault prediction

Author Proposed
methodology

Data set Accuracy (%)

Santosh et al. [2] Generic method better
than neural networks

camel 1.4 143.47%
Completeness

camel 1.2 69.10% Completeness

Rodrigo et al. [3] K-means, Euclidean
distance

CM1 (KM-E) 83.33%

K-means, Manhattan
distance

CM1 (EM) 81.33%

Particle Swarm
Optimization (PSO),

CM1 (EM) 70.29%

PSO, Manhattan
distance

CM1 (PSO-E) 89.96%

Expectation
maximization
algorithm

CM1 (PSO-M) 71.29%

(continued)
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Table 1 (continued)

Author Proposed
methodology

Data set Accuracy (%)

Bassey et al. [4] NASA KC1, 3 sets of
predictor [m1, m2,
m3]

m1 97% Training
accuracy

m2 90% Training
accuracy

m3 99% Training
accuracy

Jin et al. [5] Decision tree PC1 91.14%

SFPM CM1 91.17%

SFPM KC1 87.74%

LR KC3 93.42%

Sandhu et al. [6] Decision tree,
K-means clustering

CM1 100% on tenfold cross
validation

3 Methodology

This section highlights the algorithms and approaches used in this article for fault
prediction. In Machine Learning, algorithms enhance their ability to automatically
perform task by learning through experience [7].

The characteristics of a biological neural network are used in designing an effi-
cient information processing system known as Artificial Neural Network (ANN). It
consists of numerous densely connected processing elements, commonly referred to
as neurons [8]. Synapse mechanism is used to connect one neuron with another. The
information about the input signal is depicted with weights for each connected link.
Further, this information is used as input to a neuron to process a particular problem.
An individual neuron represents its own internal state and is commonly known as
activation level of a neuron, which is the representation of the function of inputs the
neuron receives. In literature survey, it is observed that there are numerous activation
functions that can be applied over net input [9]. Sigmoid activation function is most
commonly used in neural network. ANN models are more generally identified by
the three fundamental units it possesses, viz.,

– Synaptic (neuron to neuron) inter-connections in the model.
– Updating weights, which connect the neurons during training phase.
– Various activation functions used at different layers of the network.

The processing in neural network begins by designing the network and then relat-
ing the technique to be used to prepare the network using the existing dataset. Neural
network designs are divided into two categories:
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1. Recurrent feed forward network (RFNN).
2. Feedback networks that have no repetitive loops in the network path.

The most common architecture of neural network which is used in software fault
prediction is the Backpropagation algorithm. The training algorithm of backpropa-
gation involves the following phases:

1. Feed forward network (along with initialization of weights),
2. Backpropagation of error, and
3. Updating the weights and bias in the network.

3.1 Cross-Validation

Neural network is implemented using Keras [10]. Cross-validation is a technique
employed to overcome model over-fitting, when the dataset contains a small set of
training samples.

To overcome this drawback, in this paper K-fold cross-validation (with 10 folds)
has been applied. In this approach, cross-validation (CV) is performed k different
times, at each instance using a dissimilar batch of the data into training and validation
data. Further, the average of the error rate is considered to evaluate the network. The
obvious edge of using K-Fold CV is that all the instances of the input dataset are at
last used for training and testing purpose. Error is estimated as the average error rate
(λ is the tuning parameter.):

CV (λ) = 1

k

k∑

k=1

Ek(λ) (1)

Steps followed in tenfold cross-validation are as follows:

1. The samples or instances are randomly shuffled.
2. Split the instances into 10 batches.
3. For each distinct batch:

– Consider the batch as test data.
– Consider the remaining batches as training data.
– Fit a model on the training set and evaluate it on the test set
– Evaluate model using the performance evaluation parameters.

4. Significantly, each sample in the dataset is associated to an individual set and
remains in the same for the complete duration of the process. This implies, each
sample is given a chance to be associated with one set at a time and is further
used to train the remaining k-1 folds.
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4 Dataset and Metrics

In this section, a concise view of the dataset, software metrics, and evaluationmetrics
used for analysis is presented.

4.1 Dataset

The camel-1.6 dataset is used for the experimental evaluation of ourmodel, which has
been accumulated from the work of Menzies et al. [11]. The dataset totally consists
of 38 proprietary open source as well academic projects of varying versions (92).
This work notes about 20 object-oriented metrics and the amount of faults found in
the testing phase and after release of the software.

The camel-1.6 dataset has 965 total number of modules, with 188 faulty modules
[14], each with a given number of faults as shown in Table2. In our setup, we only
classify whether a module is faulty. Therefore, the count of faults in the module is
not considered.

4.2 Used Metrics

The camel-1.6 dataset uses the Chidamber and Kemerer object-oriented metrics
[13]. These metrics were designed to measure the complexity of an object-oriented
modeled design. Though the dataset uses twenty metrics, here only the CK metrics
suite is considered. These 6 metrics are calculated for each class [13].

4.3 Performance Metrics for Evaluation of Classifiers

The exploratory evaluation of the proposed model is done using several performance
metrics, such as probability of Recall, Accuracy, F-measure, and Precision.

The following set of evaluation measures are being used to evaluate the model
[14, 15]:

Table 2 Confusion matrix for camel 1.6 dataset [14], before cross-validation

Not-faulty Faulty

Not-faulty 777 0

Faulty 188 0
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Table 3 Confusion matrix

False (Predicted) True (Predicted)

False (Actual) True negative False positive

True (Actual) False negative True positive

1. Recall is computed as the relation of classes correctly classified as faulty to the
entire faulty classes.

PD = recall = TP

TP + FN
(2)

2. Accuracy is defined as the “proportion of predicted fault prone modules that are
inspected out of all modules” [14, 15].

Accuracy = TN + TP

TN + FP + FN + TP
(3)

3. Precision is the “degree to which the repeated measurements under unchanged
conditions show the same results” [14, 15].

Precision = TP

TP + FP
(4)

4. The F-measure can be interpreted as a “weighted harmonic mean of the precision
and recall” [14, 15].

F − measure = 2 ∗ precision ∗ recall

precision + recall
(5)

The performance parameters for analyzing the predictor model can be determined
based on the confusion matrix [15] as shown in Table3. In Table3, a “contingency
table” is calculated after N*M CV [14].

5 Implementation and Results

The ANN is implemented using Keras [10] running on top of Theano (to calculate
gradients). The Keras Sequential model is set up as shown in Fig. 1.

It can be concluded that the architecture (in Fig. 1) performed the best for the
camel-1.6 dataset. In this article, a neural network with three hidden layers is consid-
ered. Table4 gives the details of theANNarchitecturewith cross-validation approach
used in this article.
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Fig. 1 Keras sequential
model for cross-validation

dense 0 - input layer (6 nodes)

dense 1 - hidden layer 1 (50 nodes)

activation 1 - relu

dense 2 - hidden layer 2 (70 nodes)

activation 2 - relu

dense 3 - hidden layer 2 (90 nodes)

activation 3 - relu

dense 4 - output layer (1 node)

activation 3 - sigmoid

Table 4 Components of proposed model for cross-validation

Architecture Parameter value

Layers 5

Input layer nodes 6

Hidden nodes 1st Hidden layer-50 nodes

2nd Hidden layer-70 nodes

3rd Hidden layer-90 nodes

Output node 1

Transfer function relu, sigmoid

Algorithm Back-propagation, 10 fold CV

The input layer has 6 nodes, one for each CK Metric class. The 1st hidden layer
has 50 nodes, the 2nd hidden layer has 70 nodes and the 3rd hidden layer has 90
nodes. The implementation is a binary classification.

The input layer makes use of linear activation function. The activation function
used is ReLU , i.e., rectified linear unit function for the hidden layers and sigmoid ,
i.e, the exponential function for the output layer. The ReLU activation function’s
output ranges from −1 to 1 and is better suited for the normalized input from the
normalization layer that has a mean close to 0, and a standard deviation close to 1.
The ReLU function is also known to be faster than tanh, i.e., the hyperbolic tangent
function [12]. The sigmoid function is suited for a binary classification, because it
produces output probabilities in the range [0, 1]. The optimizer used was Adagrad
and the loss consideredwas binarycrossentropy. The result obtained on tenfold cross-
validation is shown in Table5.
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Table 5 Confusion matrix for camel 1.6 [14, 15], using tenfold cross-validation

False (Predicted) True (Predicted)

False (Actual) 77 5

True (Actual) 5 10

1. tenfold CV is employed. All the 10 folds are validated with the training data and
testing data.

2. It is observed that the mean accuracy over the 10 folds produced for the training
data itself is about 97% in most cases.

3. Maximum mean accuracy over the 10 folds for the testing data is 88.84% using
adamax optimization and binary cross entropy loss.

4. Accuracy is found to be 89% after applying tenfold cross-validation. Before it
was 80%.

5. Precision obtained on the above fold was 85.897% with a recall of 0.4210 and an
F-Measure of 0.5651.

6. A recall value of 0.4210 and precision (asmuch as less FN or zero) is an indication
that model prediction is good. Recall value is found to be 66.6%.

6 Conclusion

Fault prediction models help researchers and practitioners in improving the quality
of the software and reduce the cost involved in delivering the software product. It
is observed in literature that many models have been proposed in computing the
fault prediction accuracy rate using various neural network models. But very lit-
tle emphasis is provided in proving the effectiveness of use of cross-validation for
fault prediction model. In this paper, an approach for software fault prediction was
analyzed using 10 fold cross-validation technique.

Our results are of an indication that, cross-validation is a better scheme when
coupled with prediction models. Further, the work can be carried out to improve the
accuracy of the models by using hybrid approaches as well as meta-heuristic search
techniques.
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Implementation of Recommendation
System and Technology for Villages
Using Machine Learning and IoT

B. Achyuth and S. Manasa

Abstract With the advancement in smart city technologies, there is a need for devel-
oping the rural part of the country. The smart village is equipped with the integration
of online recommendation online system, security and automation are aimed in this
paper. There is a need for a system that defines smart security of home/go-downs
with the smart face recognition technology for intruders and a fire sensor to detect
the fire and smoke, and in case of any emergency the water is being sprinkled. The
villages in our country need to have amodern garbage system to segregate the dry and
wet waste as well as a device that checks for moisture content in soil and sprinkle
water when required. Additionally, the proposed system also contains a heartbeat
sensor and a pulse sensor to have a quick checkup of the local people; hence, imple-
menting precision agriculture and health monitoring facilities for smart village. The
whole system is made to work using renewable energy that is sunlight and the owner
is alerted through emails and messages in case of any emergency through Twilio
app and ThingSpeak. E-learning is the new medium for learning which has grown
in the last decade. The Internet has evolved and has been developed rapidly in an
exponential manner. With the rapid development of this new era of Internet, it has
given rise to many applications and has proven its potential to impact billions all
over the world. One such domain is the usage of Internet to create an impact in
the educational domain. With the introduction of massive open online courses now
education has been made widely accessible to each and every one. Here we discuss
the recommendation system of E-learning platform and the major problem faced by
E-learning, i.e. dropouts. The main intention of this paper toward recommendation
system is to develop an integrated application that combines the effects of the recom-
mendation system and dropout prediction. Using this smart education system, poor
kids can get online support where they don’t have proper guidance and teachers can
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use this portal. We have our best to implement the application by researching various
research papers.

Keywords Smart security system · Smart education system · Face recognition ·
Renewable energy · Precision agriculture · Health monitoring · Self-reliant ·
ThingSpeak · Twilio · E-learning · Recommendation systems

1 Introduction

India is a country with lots of villages where more than 70% of population lives.
Most of this population depends on agricultural income. To most of these places,
basic amenities are not available which are very much necessary. Due to these day-
to-day struggles with dropping agricultural income forces youth to leave villages
and migrate to urban areas in search of employment and better standard of living.
In a long-term perspective, this is a devastating situation. When the backbone of
our country crumbles, migration of village population will lead to the desertion of
cultivable land. This will lead to a situation where our country’s agricultural produce
will be far less compared to consumption which is a very bad situation for the
country’s growth. Due to migration urban population will grow exponentially and it
will be very hard for the government to handle such huge influx of people. This alters
the stable eco-system which will lead to problems such as creation of slums, traffic,
lack of infrastructure to sustain the population. Therefore, the government should
focus on empowering village population and provide them with basic amenities and
infrastructure like better education, continuous supply of electricity, etc.

MOOC has become the new way of e-learning. There is a meteoric rise in the
number of students taking up courses in theMOOC platforms. The number of partic-
ipants is in thousands. People taking up the MOOC courses are on the rise because
of ease-of-access content, learning from anywhere, and motivation to earn a certifi-
cate from prestigious institutions. Many colleges like MIT(Massachusetts Institute
of Technology), Stanford University offer free content upon enrolment of the course.
The students who are pursuing courses at different colleges with graduation from a
different degree can take up the course theywish to pursue. The studentmust only pay
for the exam certification. This gives MOOC an edge over its competition. There are
hundreds of websites which offerMOOC courses prominent ones are Coursera, EDx,
Udemy, NPTEL. This becomes difficult for the user to choose from. With the help
of recommended system, the system recommends the course based on the previous
academic performance of the course the user had enrolled. But as the number of
participants increases the dropout rate is also increasing. This alarming trend can be
observed in all platforms. So, the dropout analysis must be conducted in order to find
out the reasons for the dropout.
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2 Related Work

The recommendation systems use various techniques to achieve their objectives.
These techniques also involve certain use of mathematical concepts such as cosine
similarity and correlation among other things. One such concept is the web-based
monitoring recommendation. In this type of system, the researchers aim to retrieve
the information using various mining techniques. The drawback of this method is the
user may find it intrusive in nature. In addition to this content-based recommendation
may not always yield the best result as the system will not consider the previous
performance of the user in a course. This may impact the results the system has to
achieve [1].

The above-mentioned methodology learns the user’s preferences by using Web-
Usage mining technique. But the learner’s ability will not be considered for the
recommendation of the courses which plays an important role in learner’s academic
performance in the course. Item Response Theory is a technique which considers
the difficulty of the user. With the aid of maximum likelihood estimation (MLE) the
learner’s difficulty can be assessed and suitable suggestions can be made [2].

The methodology discussed uses two types of feedback. The feedback which the
user gives is explicit feedback, and feedback obtained from the user’s actions is called
implicit feedback. In this research, there is a computerized agent which takes explicit
feedback from the user. The challenges from these approaches are that the explicit
feedback given by the users may not always be accurate and implicit feedback might
also be varying according to the schedule of the user which makes the system to not
function efficiently [3].

Various E-learning platforms offer personalization to the user based on the user’s
performance in the respective course. These techniques involve collaborative filtering
amongst others. This research does involve methods such as content filtering which
helps in recommendation of courses based on the choice of the newly registered user.
The method does not also involve dropout prediction which is an important feature
that helps to assess the student’s performance as well as take corrective actions that
lead to dropout [4].

The discussion forums inMOOC courses are also taken for prediction of dropout.
Other factors on which it may depend include the number of hours of video watched,
downloaded and weekly submission of assignments [5].

Butmidway through the course, there is increase in the numbers. Some approaches
only consider the first two weeks of the course enrolment for data analysis. This
approach is not accurate for prediction of dropout since the increase in numbers
must also be accounted for analysis. Our approach of prediction takes consideration
of data from the beginning of the course till the completion of course. [6].

By using machine learning model, techniques such as behaviour features and
multi-view semi-supervised learning can be used. In this approach, the features are
derived from each type of learning records. Thismethod can be used in addition to the
multi-view semi-supervised learning method. Classification is used to differentiate
between two types of participants, i.e. dropout and at-risk categories. support vector
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machine (SVM)must be trained andmodelled for eachweek to obtain suitable results.
But regressionmethods likeGridSearchCV trains and evaluates a set ofmodelswhich
differ in parameters and select the best-fit model among the tests [7, 8].

Instrumentation andMeasurementTechnologyConferencewasmainlyon Internet
of Things (IoT) which explains how devices can be connected remotely through the
idea of Internet [9].

ISPDC 2016 shows the security-related acceptance where the user can commu-
nicate to the house-hold devices for the security alerts and where an email or a text
message is being sent to the house owner from where he can monitor using FPGA
[10].

IJSER June 2016 saw the design of smart security, solid waste management use
of renewable energy, and facilities regarding agriculture [11].

International Conference on recent trends in engineering aimed to investigate
the Smart Village project in a village community. It intended to address the major
problems faced by the community of farmers, identified the Smart Village factors,
and put forward a well-detailed plan for the Smart Village implementation [12].

3 Proposed Work

3.1 Security and Automation

The overall implementation consists of four different parts integrated using Arduino
and Raspberry Pi. It has four divisions. (1) Waste management (2) Precision agri-
culture (3) Health monitoring (4) Go-down/Home security. Different sensors are
installed at different locations in the go-down and in and around agricultural fields,
and a solar panel is used to drive the DC motor through rechargeable battery. This
battery can also be used for various other purposes such as lightning the green house
at night. Home/Go-Down Security—There is real-time streaming using the RPI
camera in which facial detection and recognition are done. This is based on the Haar
cascade algorithm of machine learning.When there is an intruder present, if a human
face detected in the frame is unknown then an email is sent to the owner. Smoke sensor
and gas sensor are also integrated to this system as a fire emergency response system
which senses the gas level and the smoke level above a certain threshold value which
actuates the relay which in-turn turns on the DC pump which is powered through
rechargeable battery which is charged by using solar panel.Health Monitoring—A
pulse sensor and a heartbeat sensor are used in case of emergency or if a patient
needs to know the pulse rate; a message and an email of the pulse rate data values
are being sent to their respective mobile numbers and their email id’s accordingly.
Precision Agriculture—A moisture sensor checks the moisture content of the soil
and if the moisture level is less than the set threshold level, then the relay is actu-
ated, the DC motor is turned on and water is pumped. Waste Management—An
ultrasonic sensor is used to detect whether the dustbin is full. A rain sensor is used
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Fig. 1 Block diagram

to detect the presence of wet waste. Alert messages are informed to the house owner
when required (Fig. 1).

3.2 Smart Education System

See Table 1.

A. Modules

Users—new users wanting to enrol for online courses or users already registered in
the system. Prediction system is used by companies for predicting and analyzing
dropouts for particular courses they are interested in studying. Recommendation
system is used for recommending courses to users based on their interactions with
previous courses and their preferences. In general, two types of users are involved: 1.
New User—Content filtering 2. Registered User—Collaborative filtering (Tables 2,
3 and 4).

B. Methodology

Predicting whether a student will be certified or not is a great feature of the
course hosting websites. For building a machine learning model, we take the
following features based on PCA analysis. The features are ‘nchapters’, ‘nevents’,



532 B. Achyuth and S. Manasa

Table 1 Data flow chart of recommendation system

User

Input Date to 
recommendation 
and prediction 

system

Recommendation 
and Prediction 

system Processes 
input data

Send Data to 
Appropriate sub 

system

Choose 
appropriate 
method for 
performing

recommendation 

Predict top suited 
courses for a user

Recommendation 
System

Prediction 
System

Select top K Recommend 
these courses to 

the user and 
displays output

Predict dropouts for 
a dataset for 

particular courses

Table 2 Data flow chart of dropout prediction

‘nforum_posts’, ‘ndays_act’. The algorithm used for building the model is Random-
ForestClassifier. Testing and training data in this step, using TRAIN_TEST_SPLIT
library, we are splitting the data into 70% as training data and 30% as testing data and
fitting it into proper variables. Choosing the best-fit model—comparing the outputs
from the different regression models and choosing the best-fit model. For our dataset
grid search, CVmodel using lasso regression has been considered as it has the highest
accuracy of 98% and overfitting was handled properly. Grid Search CV using lasso
regression. Grid search is a method to estimate hyperparameters. The advantage of
using this model is it shrinks some of the parameters (β) to exactly zero which will
help in interpreting the regressionmodel. A tuning parameterλ is added to control the
strength of penalty being added (if λ is 0 the no parameters are being eliminated). As
λ increases bias will increase and when λ decreases bias will also decrease (Tables 5
and 6).
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Table 3 Course details

C. Feature engineering

Dataset—We have considered a MOOC dataset which consists of 516 × 28 entries.
The data has been gathered from MIT and HARVARD university online courses.

Feature selection process: For this process, all the feature labels are considered
and correlationmatrix has been plotted using the library knows as sns.With Heatmap
Fig. 2, which is based on darkness of the colour, we can analyze the features having
relation with dropout column.
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Table 4 Features of the dataset

4 Algorithm

A. Content-based recommendation

Content-based filtering is an effective technique of recommendation system. This
recommendation technique is based on the title of the course. For example, if the
course ‘World History’ is the course selected by the user, then the words ‘History’
and ‘World’ are taken into consideration. Based on the number of occurrences it is
assigned aweight. If theword ‘HISTORY’ hasmoreweight than theword ‘WORLD’
then the title containing the word ‘HISTORY’ is searched. If there is a course title as
‘INDIAN HISTORY’ then this is recommended to the user. The technique used for



Implementation of Recommendation System and Technology … 535

Table 5 Feature description

Table 6 Comparison of similar models

this purpose is TF-IDF. Term frequency (Tf) measures how frequently a term occurs
in a document. It measures number of times a word is repeated in a document, as the
length of document varies so we divide it by length of document. TF(t) = (Number
of times term t appears in a document)/(Total number of terms in the document).
IDF measures how important a term is. In TF all terms are considered with equal
importance. We need to scale up only important words. Though words like’ ‘of’ and
‘is’ are repeated many times these should not be considered.



536 B. Achyuth and S. Manasa

Fig. 2 Heat map

B. Collaborative filtering

There are 2 types of collaborativefiltering techniquesUser–User and Item–Item.Both
assume that users have given some ratings for items (explicit) or have interacted
with the items from which their likings can be predicted (implicit). In User–User
we find an input user has given his likings for certain items and when we find
another user similar to him, we recommend courses he liked to input user and vice
versa. In Item–Item we consider an input User given his likings and we find Items
similar to his liked items using data from other users and recommend those items
to the input user. In our model we have used implicit Item–Item based filtering for
providing recommendations where items refer to courses users have registered. Step
1—forming ratings given for interaction of term ‘nchapters’ and ‘ndays_act’. We
use a crude logic looking at the variance of data obtained through formulated ratings
depending on user interactions with the courses. Step 2—create a user item matrix
and normalize the previously formulated ratings.

A—Items from User for whom we want to recommend B—Other Items. Step
4—predicting ratings—We find weighted averages for each item and the top k items
with highest weights are recommended. Weighted average is calculated as Weighted
average= for each (similarity * value)/sum of similarity Step 5—recommended the
top k courses with highest predicted values.

5 Visualization

Figure 3 shows the dropouts by year depicted using box plot which tells us the
median, max, minimum and range of dropouts.

Figure 4 Dropouts versus Total Course Hours (scatter plot).
Figure 5 Dropouts versus Participants (scatter plot).
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Fig. 3 Range of outputs

Fig. 4 Dropouts versus total
course hours

Figure 6 shows the dropouts versus year as bar graphs. Most of the dropouts occur
in the year 2014–2015.



538 B. Achyuth and S. Manasa

Fig. 5 Dropouts versus
participants

Fig. 6 Dropouts versus.
year as bar graphs

6 Results Analysis

The hardware components used for the system setup are Raspberry Pi module,
Arduino board, solar panel, relay, ultrasonic and rain sensor, smoke sensor, GSM
module, moisture sensor, PIR sensor and web camera along with dc pump and
rechargeable battery are shown in figure The hardware components are integrated
with an open-source API called ThingSpeak. Raspberry Pi is integrated with a cloud
application named Twilio.

Figure 7 displays hardware description. Figure 8 displays the different alert
messages sent to the owner through theThingSpeak application.All the data values of
the sensors are updated to ThingSpeak for every 30 s. ThingSpeak is an open-source
API in which output data values versus time graphs are plotted for different sensors.
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Fig. 7 Hardware description

Fig. 8 Peak application

Through ThingSpeak we can act upon the data obtained according to the require-
ments as shown in figure. Figure 9 shows the output of different sensors displayed in
the console. Output values of different sensors integrated with Arduino are displayed
in the serial monitor as shown in figure. Figure 10 shows the Alert messages sent
through GSM modem. The alert message sent to the villager’s phone about various
sensors outputs are shown in figure. Figure 11 shows the accuracy of student certifi-
cation module for Recommendation System. Figure 12 shows the Accuracy rate of
various models used for dropout prediction.
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Fig. 9 Different sensor
output

Fig. 10 Alert message
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Fig. 11 Outputs

Fig. 12 Accuracy rate

7 Conclusion and Future Scope

In this paper, we have recommended courses based on the type of user and predicted
the possible number of dropouts based on various factors. This paper clearly explains
the process which has been followed. Different types of recommendation systems
are researched and the collaborative filtering which takes into account of the user’s
past performance is promising which can be developed more efficiently. Comparison
between various models are done and the best model which is chosen is grid search
method using lasso regression as it handles all the hyperparameter combinations and
takes care of the overestimating problem. The accuracy obtain in this model is 98%.
Our model helps the online web content providers with an estimate of how many
dropouts may occur in future who have taken up a particular course. On further
data analysis, it also estimates reasons for dropouts and in what way web content
providers can improve their content and modify courses to minimize dropouts.

This paper represents the design of low-cost security system for villages. Finally,
these two are related as both of them work towards development of lifestyle: one
in the educational field and other in safety living conditions. The health monitoring
can be improved further by making the doctors available to patients directly by
storing the details of the patients in the doctor’s database. This enables for precise
analysis. A mobile app can be developed showing all the favourable conditions such
as moisture, humidity, salt content, etc., which can be monitored by the farmer as and
when required. Even the salt level and other factors can be detected and sprinkled if
necessary.
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System with Recipe Recommendation
Using Collaborative Filtering
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Snehal R. Doshi, and Vaishali P. Suryawanshi

Abstract The internet is a huge pool of data. It consists of various websites that
provide numerous recipes and it becomes difficult for a person tomanually search for
a recipe based on the available ingredients daily. Inventory management is a difficult
task because it is not feasible to keep track of every food ingredient. The objective
of this paper is to provide an effective solution to manage inventory of the user using
the Internet of Things (IoT) as well as recommending a recipe to the user using the
available inventory. A recipe scoring algorithm that follows a collaborative filtering
approach is proposed to score the recipes and the recipes that yield a higher score
will be recommended to the user. This reduces the time and efforts of the user which
makes the system more efficient and user-centric.
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Recipe scoring algorithm · Collaborative filtering
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1 Introduction

Earlier, people used different sources such as recipe books, magazines, newspa-
pers, etc. for searching for new recipes as well as finding a particular recipe. With
the advancement in internet facility and substantial growth in digitalization, recipes
are now available at fingertips. Still, the majority of people face a problem while
selecting a recipe due to the large volume of recipe data wherein the availability of
the ingredients is questionable.

The proposed system is an application of Internet of Things (IoT) and Machine
Learning technologies for the general population to make their life easy. This appli-
cation saves time and effort by managing the inventory of user and helps in deciding
which food item to cook on a particular day.

Initially, all possible recipes as per the user’s preferences, as well as which
are feasible to cook depending upon the availability of ingredients, are suggested.
Unavailability of ingredients will trigger the addition of that ingredient into the shop-
ping list. All available ingredients are listed in the inventory list of a verified user at
that particular moment. Inventory of the user is continuously monitored using load
sensors and the changes in the ingredients are notified to the application for making
the required changes in the inventory. The user has different choices such as making
a selection from the recommended recipes, adding a recipe of their choice, add or
remove a favorite recipe.

The recipe database, in the proposed system, is createdbyweb scrapingof different
websites [1–3] and then the data is pre-processed to remove unnecessary information.

2 Related Work

Lakshmi Narayan et al. [4] have implemented a load cell-based inventory manage-
ment system. The load cell provides real-time tracking of the ingredients present in
the container and notifies the user when the content level goes below a predefined
threshold point. One of the approaches proposed by Praveen et al. [5] uses the K—
Nearest Neighbors algorithm for recommending the appropriate recipes wherein the
user ingredients are taken as input and are processed with the help of the collected
dataset. In this algorithm, suitable classes are defined by utilizing the training dataset.
This algorithm requires the input ingredients to be converted into a vector format.
Depending on these ingredients matched recipes are recommended. Another method
put forward by Ueda et al. [6] utilizes the user’s food preferences and the number of
ingredients to recommend recipes. In thismethod, food preferences are automatically
identified based on the user’s browsing and cooking history. Each recipe is scored
based on a scoring algorithm after finding the favorite ingredients. Lo et al. [7] have
used the SVM algorithm to judge if a recipe is good or not. SVM evaluates every
recipe and identifies the outliers. After excluding the outliers, the nutrient content is
checked to satisfy the required threshold.
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Fig. 1 System Architecture Diagram

3 Methodology

3.1 Architecture

Figure 1 shows the architecture of the proposed system using the Internet of Things
(IoT). Initially, raw data is extracted, cleaned and then stored in a structured format in
.csv file on cloud database. The current inventory of the user consists of the available
ingredients. This forms the input to our recommendation system. With the help of
the recipe scoring algorithm, the score is calculated for each recipe and the recipes
having higher scores will be recommended to the user. The output will be further
displayed to the user on the android application.

3.2 Data Collection and Preprocessing

In the proposed system, data cleaning and preprocessing are done with the help of
web scraping. Web scraping is used to extract various recipes from recipe websites
[1–3] by using Python libraries—Selenium and bs4 (Beautiful Soup). The extracted
data is cleaned by removing the unnecessary symbols, stop words, etc. and converted
it into a structured format which was then stored in the database in .csv file because
these files are easier to import in any database and help in organizing large volume
of data [8].

Real-time data is collected in the system using a 64-bit microprocessor, Raspberry
Pi 3 Model B by sensing the weight of the food ingredients with the help of strain
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Fig. 2 Flowchart of System

gauge load sensors [9]. This data is then stored in the cloud database which forms
the inventory of the user.

3.3 Working

The proposed system is developed in Python as it supports machine learning, web
scraping and raspberry pi.

Figure 2 shows the working model of the system. User registers to the system and
then they will be assigned a personal inventory having a unique user id. They can
add or remove the ingredients from the inventory. The load sensors keep updating
the inventory continuously. Users can dislike a particular ingredient by using a
checkbox provided in the application. Depending upon the user preferences such
as likes/dislikes, allergies, and history as well as the availability of ingredients in the
inventory [10, 11], recipes will be recommended. After the selection of a recipe by
the user, scores of the ingredients used in that recipe will be updated. Then, the recipe
score will be updated. Depending upon these scores, recipes will be recommended.
After each selection of a recipe, a timestamp will be allocated to that recipe so that
it will not be recommended again for the next 7 days. Users also have the option
of searching a recipe of their own choice. As a result, recommended recipes will be
displayed on the android app.

3.4 Recipe Scoring Algorithm

Collaborative filtering is a method generally used by recommender systems that
considers user preferences such as likes, dislikes, etc. to provide a filter for user
preference information [10, 12]. Recipe Scoring Algorithm is based on collaborative
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filtering approach for finding scores of each recipe. Further, the algorithm checks for
available ingredients and recommends the recipes accordingly.

Input:

1. Inventory list
2. User preferences (likes, dislikes, allergies) and history

Output:

Recommended recipes



548 A. S. Devasthali et al.

4 Experiment

The proposed system consists of 12,000 recipes that are stored on the cloud database.
The recipe scoring algorithm is applied to this huge data by considering user pref-
erences and available ingredients. Top 20 recipes [13] are selected by the system
according to recipe scores. A graph of recommended recipes which is based on
available ingredients is plotted using matplotlib library in python from these recipes.

5 Result

In the proposed system, the recommendation of recipes is based upon the recipe
scoring algorithmwhich is based on assigning scores to each recipe, depending upon
the scores and user preferences. The existing systems primarily focus on the clas-
sification of ingredients and identifying matching recipes. This system gives better
results as the preferences are given to the user rather than to the recipe ingredients.
Every time after the selection of a recipe, ingredients score and recipes score are
updated. The system learns about the user and recommends recipes accordingly.

Figure 3 represents recipes vs recipe score graph. It consists of top 20 recipes
and the recommendation is based on recipe scores and availability of ingredients in
the inventory. Thus, even if a particular recipe has a higher score, but the required
ingredients are not available in the inventory it will not be recommended. Similarly,
if any recipe has a lower score, but all the ingredients are available in the inventory
it will be recommended to the user.

Figure 4 represents days versus recipe score graph. It shows a transition of the
recipe scores over a period of 7 days. This diagram helps us to understand the user’s
preferences in more depth.
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Fig. 3 Recipe
Recommendation

Fig. 4 Recipe Score Trend
for 1 Week

6 Conclusion

The proposed system provides an efficient way of handling the user inventory with
the help of load cells and raspberry pi. A large volume of recipe data is collected by
using web scraping. The recipe scoring algorithm is then applied to this collected
data to recommend recipes to the user. This algorithm is based on a collaborative
filtering approach considering the user’s preferences, making it more user-centric.
Thus, it reduces the time and efforts required for searching a recipe. Further, load
sensors with higher reading capacity can be used to manage large inventories.



550 A. S. Devasthali et al.

References

1. Allrecipes| Food, Friends, and recipe inspiration. Allrecipes. https://www.allrecipes.com/
2. Sanjeev Kapoor Recipes. https://www.sanjeevkapoor.com/
3. TarlaDalal Recipes. https://www.tarladalal.com/
4. Lakshmi Narayan SP, Kavinkartik E, Prabhu E (2019) IoT based food inventory tracking

system. Commun Comput Inf Sci 968:41–52
5. Praveen S, Prithivi RajMV, PoovarasanR, ThiruvenkadamV,KavinkumarM (1999)Discovery

of recipes based on ingredients using machine learning. IRJET 06(02) (2019). Foster I,
Kesselman C The grid: blueprint for a new computing infrastructure. Morgan Kaufmann, San
Francisco

6. Ueda M, Asanuma S, Miyawaki Y, Nakajima S (2014) Recipe recommendation method by
considering the user’s preference and ingredient quantity of target recipe

7. Lo YW, Zhao Q, Ting YH, Chen RC (2015) Automatic generation and recommendation of
recipes based on outlier analysis. In: 2015 IEEE 7th international conference on awareness
science and technology (iCAST), Qinhuangdao, pp 216–221

8. Glez-Peña D et al (2014) Web scraping technologies in an API World. Brief Bioinform
15(5):788–797. Crossref. https://doi.org/10.1093/bib/bbt026

9. Desai H, Guruvayurappan D, Merchant M, Somaiya S, Mundra H (2017) IoT based grocery
monitoring system. In: 2017 fourteenth international conference on wireless and optical
communications networks (WOCN),Mumbai, pp 1–4. https://doi.org/10.1109/wocn.2017.806
5839

10. Vivek MB et al (2018) Machine learning based food recipe recommendation system. In: DS
Guru et al (ed) Proceedings of international conference on cognition and recognition, vol 14.
Springer, Singapore, pp 11–19. Crossref. https://doi.org/10.1007/978-981-10-5146-3_2

11. Desai MS, Patil MP, Shinde MP, Sayyed MA, Bhosale R Recipe recommendation based on
ingredients using machine learning. 8(3). https://doi.org/10.17148/ijarcce.2019.8313

12. Hameed MA et al (2012) Collaborative filtering based recommendation system: a survey.
4(05):859–876

13. All the recipes: scraping the top 20 recipes of allrecipes. NYC Data Science Academy Blog.
https://nycdatascience.com/blog/student-works/recipes scraping-top-20-recipes-allrecipes/

https://www.allrecipes.com/
https://www.sanjeevkapoor.com/
https://www.tarladalal.com/
https://doi.org/10.1093/bib/bbt026
https://doi.org/10.1109/wocn.2017.8065839
https://doi.org/10.1007/978-981-10-5146-3_2
https://doi.org/10.17148/ijarcce.2019.8313
https://nycdatascience.com/blog/student-works/recipes


Survey Paper on Smart Veggie Billing
System

T. V. Niteesh, B. Y. Lohith, Y. M. Gopalakrishna, R. Ashok Kumar,
and J. Nagaraj

Abstract The purpose of this paper is to automate the process of the billing systemof
vegetables.RaspberryPI is the heart of this projectwhichmonitors all the components
in the system. Initially, we capture the different vegetable images and train the AI
model with images. These images are used to recognize the vegetables taken by
the customer. The camera captures the selected item image and AI model based
on convolution neural network recognizes this image using an image recognition
technique. Image recognition is not only the technique to find the vegetable, but
also using the resistance of the vegetable we can recognize the vegetable. Resistance
method of recognizing the vegetable is not suitable because it may cause damage to
the vegetables. So we choose an image recognition method. The weight of the item is
also measured using the sensor which removes the human intervention in weighing
the item. Recognized item and its weight are going to display on the screen. Customer
can add or delete the items using user interface. Finally, a bill is created based on the
selected items of the customer.

1 Introduction

In today’s world shopping in supermarkets is a time-consuming task only because
of long queues at the weighing and billing counters. Reduction of this idle time is a
major task. Our project aims at providing an intelligent system which can overcome
the above drawbacks and provides a time-saving shopping experience.

Raspberry PI is the main controller of our smart basket which controls and coor-
dinates all the jobs of our system. Raspberry PI camera connects to the Raspberry
Pi board via a short ribbon cable (supplied). Raspberry pi camera is used to capture
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the images initially to create the images dataset. It is also used for capturing the
customer-selected vegetable image for item recognition.

2 Yolo Network Architecture Diagram

See figure below.

3 Literature Survey

1. Ragesh et al. [1] have proposed themethodology of detecting the vegetables like
potato, tomato, etc., using the YOLO model. YOLO model is an abbreviation
for You Only Look Once model consists of single CNN which predicts many
bounding boxes and class probabilities for them. Detecting the object with
YOLO model is a regression problem. Initially an image is divided into SXS
grids. Bounding boxes are created using each grid in the image, and are also
used to determine the confidence score and probability of the detected object
belonging to a particular class. Formula for determining the prediction is SXS
(BX5 + C) tensor [8]. They also worked on measuring the weights of the
vegetables using Load Cell, a weight measuring device based on the idea of
Wheatstone bridge.

2. Athauda et al. [2] have developed a UHF RFID based shopping basket system.
This system allows tracing and processing of the shopping data which is of
low cost, robust and passive. Here shopping trolleys are equipped with UHF
antenna, and shopping products contain UHF RFID tags that contain unique
identity codes. Thismethod helps to discover newways to improve the shopping
experience for the customers. This proposed system joins all the components
such as polarized antennas, reader and user interface. It aims at acting through
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a low-power Bluetooth and it uses the power which is one-fourth of ZigBee
based smart trolley system. This shopping trolley is better than the self-checkout
counter systems.

3. Pavan Kumar [3] developed a system that reduces the time spent in shopping at
supermarkets. Usually, customer faces a lot of difficulties in the billing counter
in which waiting is one of them. The proposed system here includes various
components such as Barcode scanner and the touchscreen display. These are
used to scan the items and display the item information such as cost of each
product and total bill of the purchased products. During peak seasons, the
number of customers in the shopping mall is very high and the waiting time in
the billing system ismore compared to other days. So themain aim is to reducing
the waiting time. Here Raspberry Pi, Raspberry Pi touch screen display, barcode
scanner and button were integrated into the shopping cart. Customers have to
scan the items and can put them into the trolley system. And if the customers
wish to remove the items placed in the cart, push button is provided in the cart
to do the task.

4. Karjol et al. [4] have introduced a very sensible and profitable smart shop-
ping cart by using IoT devices. This framework can suitably be applied in
Walmart like supermarkets which reduces work. The cart is furnished with
barcode scanner, camera, weight sensor and a computer for processing and also
a display screen. The central base has all the data stored of all products, and is
able to communicate with all the products using WIFI network. Customer logs
in using his/her login ID and is linked with the cart ID; further, they can scan
all the products and put into the cart. Weight sensors are equipped in order to
avoid any dishonesty. Once the customer finishes shopping they can move to
the shopping cart to pay the bill. Also cart-to-cart communication is enabled
along with the supermarket management to analyze shoppers’ behaviours.

5. Rupanagudi et al. [5] developed a low-cost method to locate products and carry
the products to the billing counter. They created a smart trolley system by using
web camera and video processing. This method overcomes the time wasted in
the identification of items in the shoppingmall. The cart consists of four battery-
operated motors, plastic wheels and camera which are attached to FPGA. Here
they divided the products into two categories and assigned them with colour
light orange and blue, and also dark orange colour indicates the trolley to turn
right or left. The trolley control system consists of five states, namely„ move,
idle, turn left/right, products which are passed by and pickup of the products.
This system also helps in carrying the selected items to the billing system in the
shopping mall.

6. Sakai et al. [6] have provided insights about the recognition of the vegetable cate-
gory using DNN [deep neural network]. Deep learning or DNN has connected
internal layers available for feature detection and mainly for representation
learning. DNN uses input values in the pixel level and through most suitable
learning it acquires its characteristics and identifies it. They have used convolu-
tion neural network for category recognition of vegetables. A complete toolkit
provided by the Caffe is used for training, testing, fine-tuning and for model
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deployment. Initially, they have used 160 images of 8 different vegetables like
images of tomato, carrot, etc. They tested the model with 40 images (5 images
of each vegetables). They performed very much high learning iterations up to
3 million and obtained the learning rate of 99.14% and recognition rate with
whooping 97.8%.

7. Megalingam et al. [7] have published this paper providing the information about
the development of android application for smart shopping purposes. They
mainly focused on providing the locations of different items within the building
and automating billing after the purchase having the items having the RFID
tags. This is a Java-based application designed using Microsoft android studio.
Initially, customer is asked to connect to the trolley which is Bluetooth enabled.
Bluetooth module HC-05 provides this service. After the customer is connected
to the cart the system provides the item location. The cart movement can also
be controlled using various patterns provided by this application. For the billing
purpose separate window is designed, which is aided with RFID scanner. Items
are scanned and added to the cart. The bill keeps updating until the customer
finishes the shopping. Customer can also remove the items, again by scanning
it before the item removal.

8. Chanda et al. [8] proposed the new way of automated billing system for the
items with RFID tag. The framework of this idea comprises a trolley aided with
RFID reader. A screen present on the trolley acts as user interface which allows
the user to confirm the item: weight, cost and its expiry date. The trolley is
connected to a mobile application through ESP 8266 WIFI module, which aids
the customer to get the information about the items on the mobile also. Heart of
the framework is the microcontroller which controls the complete framework.
Customer selects the particular product, scans using RFID scanner, updates
the bill in application and finally pays the bill online using the safe payment
gateway associated with the above application. They summarized with that the
line product may become little expensive but expense is much low.

9. Dhiraj Thote et al. [9] haveworked in order to resolve the long queues for billing
in supermarkets. They have used technologies like microcontrollers, database
management. Introduced TECHNOBASK that is attached to the RFID reader,
which is used to grab the information from theRFID card, is uniquely associated
with each product.Microcontroller 1805 is to connect the components and every
operation is controlled by it. When a power switch of the cart is turned on the
RFID reader with getting turned on to read the RFID card and when the product
is added into the cart the RFID card gets scanned and the product gets added
into the product list, price of product gets added, subtotal gets displayed on
screen and this information gets stored in the database. If the same RFID card
number is that got already scanned previously is scanned for onemore time then
it is considered as the product got removed from card and the price amount gets
deducted from the subtotal. Finally, at the cash counter the bill data is transferred
to the main computer using Zigbee module and final bill gets generated.

10. Liu et al. [10] have put forward the stochastic gradient algorithm in order to
represent the image in optimal linear representation. Since gradient process
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coverages at local maximum a stochastic component is added to it. The nearest
neighbour classifier is used to design the recognition function. Recognizing
objects from the high-dimensional images like 2D requires large memory
storage and high computations. They representing the images in linear fashion
is the main goal. So in this, they have reduced the high-dimensional images like
n*m (orthogonal m dimensional subspace) to one-dimensional image like n*1.
The optimal linear representation or optimal subspace is formulated using a
stochastic optimization process, which maximizes a needed performance func-
tion of overall subspaces. They have designed a simulated annealing algorithm
which is based on MCMC and formulated an optimization problem by using
Grassmann manifold.

11. Nandanwar et al. [11] have proposed a modern scale called “portable weight
meter”. The approach shows a grain weight of the portable scale and the
price of the chosen grain, both dense and light (portable). Arduino “pro mini”
professional card Arduino can save data and perform logical operations. The
information refers to the price of different cereals that can be stored in the
EEPROM. This article presents a newweighing technique with Arduino details.
MATLAB is a mathematical software tool for estimating graphics, a funda-
mental. PROTEUS is a circuit development software designed to develop and
monitor accurate performance. IDE is an integrated tool to register Arduino
family controllers. Digital weight weighing can be calculated with great preci-
sion. This can be achieved with a control program that takes the user to a more
sophisticated exit. Then enter the current market. Also, check if cereal prices are
changing or not when you choose the right path. Subsequently, the grain and its
weight are automatically loaded on the screen. The accessories are integrated
into the glass container, which means they are compact and portable. This dish
is used to measure the weight of grain. The Arduino process performance is
considered sufficient to load a system. This topic is configured to reduce the
disadvantages of a regular weighting system and improve the overall quality of
the system.

12. Lekha and Rajeshwari [12] have designed an intelligent shopping cart by using
the Bolt ESP8266, barcode scanner and LCD display. Here every trolley is fixed
with barcode readers and every item is attached with the barcode tag. Whenever
the customer places the item into the basket, the barcode scanner will scan the
item barcode. The barcode reader will read the product-related data from the
bolt ESP8266, since the bolt ESP8266 has been stored initially in item details
of the supermarket. The subtotal bill gets updated and gets displayed on the
LCD display. Finally, when the shopping gets completes the final bill with
purchased details gets transferred from bolt ESP8266 to the billing counter.
Bolt has capacity to connect with many sensors and helps in controlling them.
Barcode reader converts the optimal impulses into electrical and then it decodes
the barcode. The main reason for selecting the bolt ESP8266 as controller is
that it is easy to monitor.

13. Prasiddhi and Gawali [13] developed a smart shopping cart which is an
impending device to be seen at supermarkets to reduce the queue for billing and



556 T. V. Niteesh et al.

estimation of bill by costumers. The project is made using accessible compo-
nents hence it is affordable. LCD display, push button to delete and buzzer are
user convenient. Quick scanning of product and real-time display of billing
makes process quicker. The gadget looks to be compatible with cart, providing
with robust technology which consists of high efficiency and low cost and
can be easily adaptable, and using the localization algorithm was proposed to
large scale cart “fast map algorithm” based on IoT and this algorithm helps to
find particular product and location in cart. Components include which work
efficiently microcontroller of ATMmega16, RF receiver, RFID tag and RFID
reader. The scope of progress work is wheels of cart of energy harvesting which
helps the efforts of the customer to move from one place to another in cart with
charging battery.

14. Phanikrishna et al. [14] developed a knowledge extraction based on contour
tracking vectors and using deep learning to recognition of images or objects
when training the model with different pattern of images which is an impending
device to be seen at any malls and offices to reduce the manual data collecting
to find images of objects using the spectrum or syntactic pattern for recognition
technique. The collected data size increasing with digital image acquisition and
there is a need for developing faster, reliable which mostly human intelligence
for recognizing objects. The inputs for neural network are only in 0’s and 1’s or
lexicographic combinations symbols. The future enhancement is for recognition
of objects with more accurate patterns of geometric objects and patterns with
hexagonal lattice for curvilinear properties to find objects accuracy.

4 Conclusion

This research work mainly focuses on the reduction of queue at a counter in a shop.
This proposed system displays the overall cost of the product which is kept inside
the shopping cart. Customers can easily pay the amount directly without standing in
the queue at the billing counter. It reduces the scanning of the products in queue and
saving the time of each customer. Here, the shopping system is made more simple
and fully automated. Also, the system has a feature to delete the scanned products in
the shopping cart and to further enhance the shopping experience of the customer.
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An Optimized Approach for Virtual
Machine Live Migration in Cloud
Computing Environment

Ambika Gupta, Priti Dimri, and R. M. Bhatt

Abstract For efficient management of the cloud, there is a requirement of the virtu-
alization in the emergent stage of cloud computing where resources such as memory,
servers, virtual machines are shared across the World Wide Web. For getting or
availing other facilities such as load balancing, auto-scaling, and fault tolerance,
etc., in cloud computing live migration of virtual machine is required. Migrating
virtual machines from one node to another without suspending the VMs is an impor-
tant feature of cloud computing so that users do not have to deal with any kind of
service downtime. In this research paper, a comparative study has been done for
various methods of migrating the data from one node server to another node server.
After that it also recognizes the optimization of the live virtual machine in migration
techniques. Therefore, an optimized approach has been identified that will be bene-
ficial in a live migration of virtual machines without affecting the node servers in a
cloud computing environment.
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1 Introduction

In cloud computing, there are millions of time-sharing mechanisms for accessing
various resources. To provide the same configuration there is an existing technology,
i.e., virtualization, which allows the various guest operating systems on a single
physical machine which is managed by a virtual machine manager (VMM). Each
VirtualMachinemanages a separate operating systemwhich is being furthermanaged
by a single hypervisor. For maintaining integrity in the system migration is required
across various nodes involved in virtualization technology [1].

But that possible shuffling of load across node servers will be live as possible as
this means without affecting any virtual machine the complete shifting of the data
should happen. There are lot many problems such as imbalance of load, faulty node
server, etc., due to which the expensive mainframe computers could not be fully
utilized. To overcome these problems, virtualization as a form of technology was
introduced in 1960s by IBM to provide the maximum and efficient utilization of
various resources. In this technique, there is a virtual machine manager (VMM) also
known as hypervisor which is mounted between operating system and the hardware.
The hypervisor is responsible to manage and control virtual machines from a single
platform environment [2].

We can abstract the logical layer completely only by the hardware virtualization
in which few components are required to execute on various operating systems.

Some of the popular examples of hardware virtualization are as follows:

1.1 Vmware ESX

ESX is also known as Elastic Sky X in which service console has to control and
manage VMware’s enterprise server virtualization kernel. The basic objective of it
is to provide a management interface for the host and a lot of management agents,
and other third party software agents are installed on the service console [3].

1.2 VMware ESXi

ESXi is also known as Elastic sky X Integrated into which there is no service Console
to control and manage VMware’s enterprise server virtualization kernel. All the
VMware related managers and other third-party monitoring agents can directly run
on the VM kernel [3].
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1.3 Kernel-Based Virtual Machine (KVM)

It is a virtualization module which allows the kernel to work as a hypervisor in
the Linux kernel as shown in Fig. 1.

There are various internal features in Kernel-Based Virtual Machines:
Firstly, set up the VM’s address space in which there is a guest kernel which

consists of a file system and block devices and drivers, etc.
It generates I/O requests to the host on guest’s behalf and handles various events.
There is a Linux kernel situated which consists of a file system and block devices

and drivers, etc.
The important benefit of virtualization is to provide better resource utilization on

a single server by having many virtual machines in parallel, and we can get rid of
fault tolerance and create an executable environment in isolation, etc.

The research paper is organized as follows:
In Sect. 2, there is a description of related work on virtualization technology and

virtual machine manager.

Fig. 1 A high-level structure of the KVM virtualization environment [4]



562 A. Gupta et al.

In Sect. 3, various techniques and methodologies about migration in virtual
machine environment have been given.

Section 4 consists of discussion on concluding various techniques and which
technique can be applied in the current cloud computing environment.

2 Literature Review

In the era of cloud computing environment migrating the Live Virtual Machines
depending on virtualization technology is indispensable.

This section elaborates the virtualization technology. Then, we will discuss the
process of live VM migration and its main approaches.

2.1 Virtualization

For reaching up-to the mark of utilization of shared resources and getting the cost-
effective solutions a virtualization technology is used, which provides every guest
isolated operating system for execution and an appearance that they are running on
actual hardware environment. There is an abstraction that is a software layer just
above the physical machine which can be managed by virtual machine manager
(VMM) known as hypervisor. The interaction between the physical machine and
virtual machines is shown in Fig. 2. The virtual machine manager is of two types:

(a) Bare metal or Type 1, the hypervisor runs directly on the hardware.
(b) Hosted or Type 2, the hypervisor running on a host operating system.

To fulfill the current scenario’s demand live virtual machine migration is neces-
sary. For the aforesaid issue, there are various parameters which require certain
features such as fault tolerance.

Fig. 2 Virtualization [5]
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Any kind of fault can occur in the system where the 24 × 7 availability is guar-
anteed. We only have to ensure certain reliable conditions that need to be handled
[6].

To avail the data, which need to be distributed evenly just to balance the load
among the number of servers we have to ensure that no such node server is heavily
loaded. For this, rigorous monitoring is required to maintain the equilibrium among
various nodes [7–9].

For better manageability of load among the number of servers (data centers units),
there is a requirement to transfer the accurate state of the virtual machine from the
source node to the destination node.

2.2 Live VM Migration Techniques

There are various techniques available to migrate the data from one data center to
another data center without affecting the client requirement; these approaches are
shown in Fig. 3. For calculative performance there are the following parameters [9]
to apply live virtualization technique for migration:

• Preparation Time: Time is taken to transfer the virtual machine state from source
node server to destination node server.

• Resume Time: Time taken between the restarting of the virtual machine’s running
state and migration end.

• Pages transferred: The number of virtual memory pages transferred.
• Down Time: Time taken to stop the running of virtual machine for transferring

the state of the processor.
• Total Migration Time: Time taken from the start of the migration to the end of the

migration.

Pre-copy [11] is the default migration technique in which memory state of virtual
machines is transferred from source node to destination node server. In fact, all
Virtual machines are running on the source node.

There are two associated phases with this pre-copy migration approach:
The first phase is called a warm-up phase in which destination node server is

selected. After that there is a stop and copy phase which allows transferring the
virtual machine state to destination node server from host node server. Finally, the
source node server is to be destroyed and the execution is to be started on destination
node server [12].

Fig. 3 Live virtual machine
migration approaches [10]
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Fig. 4 Pre-copy live
migration technique

As shown in Fig. 4, once the migration is started we need to select the destination
server and certain resources need to be reserved, After that various pre-copy rounds
need to followed and if this iteration is completed successfully then we have to
resume from the destination server, If this does not happen then we need to backtrack
to perform various pre-copy rounds, and then finally the migration ends and the
processing can be started from the destination server node.

Post-copy is the other approach to do migration to minimize the network page
fault ratio from the original host node server. There is a method followed as shown
in Fig. 4, which is an adaptive pre-paging technique. There are 3 associated phases
in the post-copy memory migration technique:

• Post-Copy through demand paging

In this phase, the entire number of pages is transferred at a single time and if the
user is requesting the same page but when it is not available then it will behave like
a page fault from source node server to the network.
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• Post-Copy through Active Pushing

In this phase, the virtual machine continues its execution on the destination node
server while the active push simply tells us the transferring of the pages which are
going to perform page fault on the destination node server.

• Post-copy through Pre-Paging

It is better to identify the virtual machine’s memory access pattern that is why it is
a bit difficult to get rid of fault tolerance. Therefore, it is essential to find out the
occurrence of faulty pages.

As shown in Fig. 5, there is a source node and one destination node at which
directly entire number of pages has been transferred after that the state of virtual
machine has been transferred. Later transferring of virtual machine state due to
which it is known as post-copy migration technique which follows the page fault and
replacement of pages in detail occurs[13].

Hybrid virtual machine migration [14] combines the entire properties of pre-copy
and post-copy live migration methods. There are various associated phases:

• Preparation phase: We need to prepare the destination node server and also the
system resources needed at the target host.

• Bounded pre-copy rounds phase: Check the limit thatwill refine the exact bounded
pre-copy so that the working set can be transferred from source node server to
destination node server.

• Virtual machine resume Phase: At the destination server node, it is required to
start the transferred state of virtual machines.

Fig. 5 Post-copy live
migration technique
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Fig. 6 Hybrid-copy live migration technique

• On demand paging phase: It is the phase where directly the request of read and
write gets completed just after the completion of every migration step. As shown
in Fig. 6, there is a pre-copy stage, after which the entire virtual machine state
transfers and later it needs to follow the post-copy migration steps and finally the
migration needs to complete in the hybrid kind of technology.

2.3 Deduplication

In terms of getting cost-effective solutions, there are some other techniques to reduce
the consumption of bandwidth where we can use the concept of deduplication.

Zhang et al. [15] have given a method where processed memory pages can be
saved in temporary memory and which gets reloaded just to reduce the additional
consumption of bandwidth. And the proposed technique is known as migration with
data deduplication which can be abbreviated as MDD which is helpful in virtual
machine migration, where reduction of network consumption can pertain.

3 Proposed Methodology

There are few constraints and issues in the aforesaid techniques of livemigration such
as migration overhead for transferring the entire memory pages and virtual machine
state, etc. To get rid of this overhead, it requires further optimization of transfer of
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Table 1 Optimized approach for migration

Step:1 Start the migration policy

Step: 2 Choosing of Destination Server

Step: 3 Maintaining each processing on a temporary node server (tracker Node)

Step: 4 Transfer entire memory pages to the destination node server keeping a record to tracker
node as well

Step: 5 If any request from the user further arises then that can be processed through tracker

Step: 6 After the entire memory pages are transferred, virtual machine state can be transferred
to the destination node

Step: 7 Migration terminates

memory pages and other information. Further, there is a need to further optimize the
transfer of memory and CPU state.

The steps of the proposed algorithm have been shown in Table 1.
The abovementioned algorithm is an optimized approach to get rid of page fault

and other related issues that can be directly handled by tracker node which is a
temporary node that takes care of the entire load on the source and destination node
server.

4 Conclusion

In the virtualization technology, if any fault arises then it is the necessary condition
to migrate the load from a particular node server to another node server without any
downfall in the performance of servers. Therefore, in the aforesaid scheme Live VM
migration is an important phenomenon that helps us to manage the data centers for
getting smooth processing between data centers. This paper compares the existing
techniques for live migration such as pre-copy migration, post-copy migration, and a
hybrid-copymigration. This also supports the proposed idea for an efficient technique
based on the concept of live VM migration in terms of CPU utilization, memory
usage, and effective bandwidth, etc. This will help to reduce the page replacement
overhead and meanwhile, when the migration process works, the entire working can
be handled by a temporary node server in between the source and target server in the
migration process.
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Digital Image Retrieval Based
on Selective Conceptual Based Features
for Important Documents

Premanand Ghadekar, Sushmita Kaneri, Adarsh Undre, and Atul Jagtap

Abstract Due to the increased level of digitalization, data exchange and collection
has grown to a greater extent. This bulk data needs categorization else data collected
will be meaningless. The exchange of multimedia data has also increased due to
the availability of the Internet. Images collected need a proper categorization that
can help in fetching the required data. Government documents need to be uniquely
identified from the set of plenty of data to help in different kinds of proceedings. It
could help to fetch images only of the required government document. Due to the
increased size of data as well as an increased quantity of data, different document
image identification techniques are time-consuming. The proposed model quickly
identifies specific government documents from a chunk of images with ease. Various
filtering categories are applied to ease the process of categorization. To speed up the
process of categorization, selective efficient features are shortlistedwhich contributes
majorly toward substantiation of a government document.
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1 Introduction

Content-based image retrieval is known as query by image content. It means that
search analyzes the contents of an image rather than the descriptions associated with
the image like tags, descriptions, links, keywords, etc. It checks for the context like
image colors, shapes, textures, or any other derivation of information from the image
itself. We get results on the basis of the content of images. This technique helps to
remove the dependency of annotation quality and completeness which is created in
case of searches relying on the metadata of the digital image. The scope of queries
is limited when searched by keywords to the set of predetermined criteria which is
also less reliable irrespective of the content.

Example: Suppose we have a database of images, we want all images having red
color in it. Hence, we fire query with search string as red, and then we get all images
that have a red color in them.

Concept-Based Image Retrieval is based on the image description and the struc-
ture of the image. This is an image-specific technique. This technique is useful in
searching for some kind of documents. Documents like Aadhar Card, Pan Card,
Driving Licence, Credit Card, etc. This document has a fixed structure. Here we
don’t fire queries on the basis of the content of an image. Concept-Based Image
Retrieval technique finds the meaning of query based on that it gives the result.

Example: Suppose we have a database having images of documents. Moreover,
we want all images of Aadhar Card. We know that the Aadhar card is rectangular in
shape, it has a photo, it has a QR code. But, as we know here we don’t fire query on
the basis of the content of an image.

Here we directly fire a query ‘Aadhar card’, then it provides all images of Aadhar
Card.

OCR
This paper [1] is based on the functionality of Optical Character Recognition (OCR)
and speech synthesizer. They have proposed and developed one android mobile
application. This application can be used for performing image to speech conversions
using OCR. The OCR takes the image as the input, gets a text from that image, and
then converts it into speech. OCR technology is used in this paper for character
recognition.

This paper [2] is based on the comparative study of Open Source OCR tool
Tesseract with other commercial OCR tool Transym OCR. They have considered
vehicle number plate as input. This paper also explains about Optical Character
Recognition (OCR) method, History of Open Source OCR tool Tesseract, architec-
ture, and experiment result of OCR. In this paper, they have also compared OCR
tools based on various parameters.
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2 Literature Survey

A. Related Work

This paper [3] proposes a technique to retrieve scanned documents using fuzzy graph-
based document retrieval. The document is structured using Attributed Relational
Graphs. Every node in the graph is resultant of a fuzzy membership degree for each
region in the document. Fuzzy membership degree is calculated on the basis of low-
level properties such as texture, shape, color, etc. In this, documents are specific
to Coran. Document segmentation used reduces the extraction of features. Time
Complexity increases due to the creation of a tree based on a fuzzy membership
degree.

This is a survey paper [4] gathering various techniques for content-based image
retrieval. It proposes the idea of active learning which can increase interactive search.
It also proposes a system to allow the user to ask multi-modal queries/questions and
also give multi-modal input for the generated results on the query. Proposed methods
are not implemented.

This paper [5] aims at solving thePerspectiveDistortion issue facedwhileCamera-
Based Document Image Retrieval. It proposes a method called Locally Likely
Arrangement Hashing (LLAH) which is affine invariant instead of the perspective
invariant which makes it more adjustable. It also reduces the time complexity to O(n)
and reduces retrieval time too. This system doesn’t support query-based on textual
input but on image input.

This paper [6] explains the process of latent Dirichilet scheme for keyword
extraction in a document.

This paper [7, 8] discusses the important facets of image retraction techniques
with different schemes colormanagement, Gabor transform, edge gradient, andHSV.
And it focused on the text and edge extraction based on the performance analysis
parameters such as accuracy, error rate, sensitivity, and accuracy.

This paper [9] introduced a new scheme for classification in convolutional neural
networks with different five subclasses based on the cosine similarity function.

3 Proposed Methodology

A. Proposed Architecture

Consider a typical scenario of an image retrieval systemconsisting of client–server
architecture and some other layers supporting the system. The proposed architecture
in this paper is of 5 tiers consisting of client, handler, preprocessor, feature extractor,
and analyzer node module. The analyzer and feature extractor layers are modifiable
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and can be updated according to the image category. The details of each layer are
discussed below.

1. Client—Client includes any user probing for specific document images. The
proposed model deals with the official Indian Government Document. User needs
to input the type of document images he/she wishes to fetch. This textual query
triggers the classification process on the local data of the user. Thus, the user sends
a GET request to the server node which is mediated by Handler. In return, the server
processes the images and fetches the required images which are classified based on
the input query by the user.

2. Handler—Handler works as a mediator between Client and Server. The handler
is a part of the server node which resides at the server end. It handles every request
made by the client and response given by the server node. Request routed through
the handler is in a textual form consisting of keywords identifying the document
image to be searched. While every response is an image or set of images matching
the query fired by the user. Requests and Responses are in the HTTPS form. Handler
also forwards the local images for the server node to process on.

3. Preprocessor—Preprocessor is used to do initial processing on the input images.
It is a part of the server node. The preprocessor helps to standardize the input images
which can make further steps easier. In preprocessing, images are first converted
from color to grayscale images. These converted images are then cropped to the
document edges irrespective of their orientation. This helps to target the required
area neglecting other unimportant portions in an image.

4. Feature Extractor—Feature plays a very important role in the area of image
processing. Features define the behavior of the image. It is a simple image pattern,
based on which we can describe what we see in the image. Features are the unique
signatures of the given image or unique properties that define an image. Feature
Extraction is useful to get important features of an image and this feature can be
used for the classification of images. Feature extractor node helps to extract important
features that can be used to differentiate various documents.

5. Analyzer Node—Extracted features from the feature extractor are considered
for the classification process. Analyzer node is a part of the server node. Analyzer
node helps to classify the images based on the combinations of the various features.
Details regarding the same are discussed below. After classification, the analyzer
returns an image or set of images to the handler as a response to the user query.

B. Working

The client sends a request query on the server which signifies the type of document
to be fetched via the web application interface. The server, apart from listening to
request extract features from the HTTPS requests received from the client. Handler
extracts the Input images from local images of the user along with the keywords in
the user query. The handler then forwards these images for the classification process
to the next layer called the preprocessor. Preprocessor performs processing such as
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converting color images to grayscale and cropping them to focus on the desired area
in the image to the document edges. These preprocessed images are then fed to the
feature extractor layer. In this layer, various features like emblem, logo, photograph,
color information, QR code, etc., are looked for and extracted. Once these features
are calculated, they are passed to the analyzer model for prediction. If the model
classifies the images as an interest of query, then it is returned to the handler and then
the response is sent to the Client (Fig. 1).

Client Handler
1.Crop
2.Color conversion

Preprocessor

Feature
Extractor

Analyzer
Node

Preprocessed
images

Extracted 
Features

Classified 
Images

Server Node

Fig. 1 Proposed model for government document image retrieval
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4 Preprocessor

The preprocessor firstly converts a color image to a grayscale image. This helps to
reduce complexity from 3D pixel value that is Red, Green, Blue color intensities
to 1D value. Mathematical model [10] for the same is as follows which provides
weighted average with R for Red intensity value, G for Green intensity value and B
for Blue intensity value:

= 0.3R + 0.59G + 0.11B (1)

= 0.2126R + 0.7152G + 0.0722B (2)

= 0.299R + 0.587G + 0.114B (3)

Following techniques were considered to select the target area from the image:

Edges
This provides points at its extrema which are computed with respect to its image
gradient in the direction of the gradient. It provides important features in the analysis
of the image and also provides significant changes in the locality.
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Contours
Contour is a curve joining all the continuous points along the boundaries. It produces
an enclosed edge. This helps to identify the shape and ensure object detection. When
contours are formed using edges thenwe need to connect the obtained edges such that
a closed contour is achieved [11]. Gets a measure of boundary strength at each pixel
by considering the maximum response over orientations where mPb is Multiscale
Pami Boundaries Pb [12], x and y are spatial coordinates and theta is the angle made
by the division of diameter:

mPb(x, y) = maxtheta{mPb(x, y, theta)} (4)

Perspective Transformation
Transformation is done considering the 4*4matrix. Steps involved are the translation
of data such that the observer is at the origin, the observer’s coordinate system is
then transformed by three number of rotations. This helps to align the view vector to
the global negative z-axis. Also up vector is aligned to the global y-axis. Followed
by this, the z-axis is then flipped. This is achieved by negating the z-coordinate.

5 Feature Extractor and Analyzer

Feature extractor takes the preprocessed image as an input and lists out important
features of images. It considered features like emblem, logo, photograph, color infor-
mation, QR code, etc. Feature extractor considers a different combination of features
depending on the type of image. Type of images are like frontside image, backside
image, half image, etc.

Consider Aadhar card images, there are various combinations of features
according to the type of Image. The following table shows features with respect
to the type of image.

For the detection of various features proposed algorithm used various techniques.
For Green and Orange color detection, the algorithm considers RGB values of
color. Logo and emblem are detected by using template matching. For QR code
and Photograph, detection algorithm used OpenCV techniques.

UsingTable 1, the analyzer node can analyzewhether the given image is ofAadhar
card or not. According to the type of image, the analyzer checks whether the image
contains corresponding features or not. If the image contains all required features
then the algorithm detects that image is matched with the input query.
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Table 1 Features of Aadhar
Card

Features Frontside Backside HalfImage

Emblem ✓ ✓

Logo ✓ ✓

Photograph ✓ ✓

Color (Orange and Green) ✓ ✓ ✓

QR code ✓ ✓

6 Experimentation and Evaluation

The following snapshots showcase the results of every stage in the proposed model.
Step 1: Preprocessor (Figs. 2 and 3).
Step 2: Extractor and Analyzer (Figs. 4, 5, 6 and 7).
Results were formulated based on the photo gallery images of mobile. The input

images consisted of total 500 images out of which 237 were images of impor-
tant documents (Aadhar Card) while 263 were other images. The proposed model
correctly classified 237 images as Aadhar Card images while 4 other images were
also classified as Aadhar card images and 259 were classified as other images.

Fig. 2 Input image to the
preprocessor
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Fig. 3 Output cropped
image of the preprocessor

Fig. 4 Detect photo in the
image

Fig. 5 Detect QR code in
the image

A. Results

See Table 2.
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Fig. 6 Detect emblem in
image

Fig. 7 Detect color in the
image

Table 2 Confusion matrix

Results Actual interest images Total

Positive Negative

Predicted interest images Positive 237 0 237

Negative 4 259 263

Total 241 259 500

7 Conclusion

The proposed model is used to identify and detect government document images.
The proposed model quickly identifies specific government documents from a chunk
of images with ease. Various filtering categories are applied to ease the process of
categorization. The process of categorization is speeding up by short listing selective
efficient features that contribute majorly toward the substantiation of a government
document. Out of 500 input images, 241 images were of interest area. From these 241
images, the proposed model successfully identified 237 images as the query result.
The proposed model provides better results.
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8 Future Scope

In the proposedmodel, feature extraction and templatematching techniques are used.
Later on, this technique can be extended to otherML algorithms andArtificial Neural
Networks. Interpretable Machine Learning Techniques can be used to justify truth
and validation for extracted features which contributed to classifying the image as
an interesting area with respect to the query. Misclassified samples can be used for
rectifying the model by using continuous learning.

Informed consent Informed consent was obtained from all individual participants included in the
study.
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A Novel Repair and Maintenance
Mechanism for ‘Integrated Circuits’
of Ubiquitous IoT Devices by Performing
Virtual IC Inspection Based on ‘Light
Field Technology’

Vijay A. Kanade

Abstract The proposed research discloses a novel mechanism for repairing and
maintaining the electronic circuits during an event of failurewithout actually disman-
tling or opening-up the device circuit boards. The mechanism uses light field tech-
nology, wherein a 3D interactive view of the short circuit component is projected so
that the technician can directly interact with the 3D display and in turn fix the wiring
in the actual device circuit without physically interacting with the circuit. As the
technician interacts with the 3D display, the light source within the internal circuitry
generates multiple light beams that fluctuate with varying intensities and apply an
optical force on the damaged circuit components so that the circuit components align
and re-arrange themselves. We have used Spatial Light Modulator (SLM) for this
purpose since the SLM optimizes and focuses light on the target (damaged) circuit
component and can drive the component mechanically with greater magnitude. The
optimization of SLM is carried out by using the Genetic Algorithm (GA). The simu-
lation results for the optimized SLM based on GA are presented in the research
proposal.

Keywords Integrated Circuit (IC) · Light field technology · Ubiquitous IoT
devices · Virtual IC inspection · Spatial Light Modulator (SLM) · Genetic
Algorithm (GA)

1 Introduction

Electronic circuits have become an integral part of the IoT world we live in today.
Today’s electronic age highlights a wide range of ubiquitous gadgets that are used
across geographies in diverse application areas, right from clothes to smart tattoos,
implants to accessories. The integrated circuits employed in all such smart devices
are highly sophisticated these days, however, the circuits do pose a threat of physical
damage. In some cases, even an extremely small crack disrupts the current flow
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through the circuit which may eventually lead to device crackdown or failure. The
conventional electronics have traditionally been fixed by soldering process ormanual
fixation. However, repairing and handling the advanced electronics, i.e., ICs at the
nanoscale level by using traditional methods seems problematic. Therefore, fixing
such ICs, battery electrodes, or any electrical components when they break down
remains a critical challenge.

The research proposal solves the above problem. The proposal discloses a novel
repair and maintenance mechanism for ICs of ubiquitous IoT devices by allowing
virtual IC inspection without opening-up the circuitry of the device. The proposed
method operates on light field technology.

2 Survey Overview

Consider a short circuit scenario, i.e., dysfunctional electronics that have damaged
the phone circuitry. The short circuit is an important cause for faults in IC wiring,
leading to device failure. Short circuits occur due to loose wire connections, faulty
appliance wiring, etc. In the case of loose wire connections, it allows the live and
neutral wires to touch and cause a short circuit. Faulty appliance wiring implies when
you plug-in an appliance into a wall socket, the wiring of the appliance becomes an
extension of the circuit. Now, in case the appliance wiring is faulty, it leads to further
circuit problems in the socket circuit.

In all the above cases, the solution adopted by the community today is a yearly
electrical inspection by a technician or a certified professional. Here, the techni-
cian identifies any critical issue by examining the appliance or socket circuits and
resolving them as per the need. Hence, the repair and maintenance of the electrical
appliances, etc. are essentially performed on a time period basis. Further, loose
connection problems are dealt with by the technicians by opening the circuitry and
tightening the bad connections. However, this usually does not help, since it is not
always possible to open the device or appliance circuitry for repairing purposes due
to the damage it can cause to the nanosized circuitry of the IoT devices these days,
or lack of feasibility of opening the circuitry of isolated IoT devices, etc.

Hence, there seems to be an immediate need for an advancedmethod for operating
the circuit’s wiring without opening-up the device—since, with the IoT boom, the
devices are getting smaller and smaller in size. This means the internal electronic
circuit is getting reduced to the nanoscale level.

3 Modules

The disclosed research operates on two basic modules which are as specified below:
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3.1 Light Field Capture and Reconstruction of 3D View [2]

This module is supported by an internal intense light source and a nanosized camera
module that is installed on the lower portion of the top panel of the gadget (such
as a smartphone) that is facing the circuitry of the smartphone, wherein the ICs are
lying on the circuit boards below the light source. The light source generates multiple
light beams and illuminates the circuitry, and the adjacent camera captures the light
field of the underlying circuitry and sends the signal to the light field camera situated
on the top portion of the smartphone for projecting a 3D interactive display of the
internal circuitry that needs repair or maintenance. Here, the user or technician can
interact with the 3D view of the circuitry projected by the phone and trigger internal
circuitry to re-organize based on the corresponding action on the 3D scene.

3.2 Light-Driven Circuitry [5]

Further to the light source (i.e., below the light source), a spatial light modulator
is installed for focusing the light beams on the integrated phone circuitry to be
repaired, wherein the Spatial Light Modulator (SLM) focuses the light beams on
the circuit wires that have been disoriented or overlapped or have a bad connection.
The projected 3D scene and the internal light source are time synched, i.e., as and
when the technician interacts with the 3D scene of the IC projected by the light field
camera of the smartphone, the intensity of the internal light beams that pass through
the SLMvaries. As the intensity varies, the light exerts optical force to domechanical
work on the target integrated circuit requiring repair (i.e. re-wiring the overlapped
wire or correcting the bad connection).

4 Working Principle

On a fundamental level, 360° viewable 3D display is known in the art [3]. Here,
properties of the optical configuration are exploited for providing integrated input
sensing over the 3D view along with the simultaneous updation and re-creation of
the 3D scene [1].

Now, light-driven circuitry works on a basic understanding of the fact that light
carries momentum in the propagation direction that is directly proportional to its
energy [4]. When an intense light beam passes through an object such as a bead or
microsphere, the beam refracts, bends and changes the propagation direction. This,
in turn, alters the initial momentum of the light beam. Now, according to Newton’s
third law, the system conserves total momentum as the light beam passes through
the bead. Hence, the object (i.e., bead/microsphere) under consideration undergoes
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equal and opposite momentum change. This eventually leads to reactive force to the
incident optical force acting on the bead.

Figure 1 discloses the mechanical work done by the light beam, wherein the
microsphere is displaced due to the light beam traveling through the microsphere.
The figure highlights the transfer of photon momentum to the microsphere.

Now, consider another scenario, wherein two light beams hit the micro-sized
sphere or bead. One light beam hits the microsphere at the center and the second
light beam at the microsphere sidelines.

In Fig. 2, the total forces experienced by the microsphere, or bead include two
components: (1) a scattering force and (2) a gradient force.

The scattering force is the force developed by the light beam when an incident
light beam gets scattered by the microsphere surface. The very scattering effect gives

Fig. 1 Light beam applying optical force on the microsphere [6]

Fig. 2 Displaced bead due to two incident light beams [6]
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rise to a netmomentum transfer from the photons of the light beam to themicrosphere
and causes the microsphere to move toward the direction of the beam.

Further, the gradient force is the force that acts due to the light intensity profile
of the beam. This force is an attractive force and draws the microsphere toward the
greater light intensity region. Further, in scenarios wherein a highly intense light
beam is used, the force acts as a restoring force that pulls the microsphere into the
center of the focal plane.

Here, two light beams pass through the microsphere. Now, the light beam hitting
the center of the bead carries more number of photons than the light beam hitting
the bead from the sidelines. Hence, a larger force is generated by the beam hitting
the center of the microsphere than the light beam hitting the bead on its sidelines.
However, the latter light beam does exert some sort of force on the bead. This causes
the bead to move in the direction that is a resultant of the forces applied by the two
light beams, i.e. the focal plane in this case as observed in Fig. 2.

The disclosed research utilizes the above principle for its operation.

5 Methodology

This research study is conducted for a smartphone gadget. Consider a case where
one of the smartphone circuitry has undergone a short circuit due to accidental wire
overlap. The wire overlap has occurred due to device mishandling, and hence due
to eventual short circuit, the device has turned off. Now, in order to perform the
repairing task of the overlapped wires, the smartphone is plugged-into an electrical
connection. This electrical connection switches on the internal light source and the
nanosized camera that is provided within the smartphone circuitry. The light source
focuses on the internal circuitry of the phone. Here, the focusing area of the internal
light is the circuit area having the overlapped wires. The nanosized camera captures
the light field of the circuit and sends the corresponding signal to the light field
camera situated on the top panel of the smartphone. The light field camera projects
the 3D view for the captured light field data. This 3D view provides the interactable
surface to the technician. Hence, the technician starts interacting with the projected
3D scene wherever repair is needed. Now, this light field camera is provided with the
additional functionality of capturing the infrared radiation of a certain wavelength
(i.e., 10–12 µ). A normal human body radiates IR of about 10 µ hence the light
field camera captures the IR radiation of the technician’s hand. The captured IR data
is communicated to the internal light source since the two entities operate in time-
synched manner. Thus, as the professional interacts with the damaged or overlapped
wire connection, the light field camera captures IR of technician’s hand, sends signal
to the internal light source and the internal light source, in turn, generates multiple
light beams that fluctuate with varying intensities based on the kind of interaction the
technician has with the 3D scene. Further, the intensity of light beams is optimized
by the usage of SLM, wherein SLM operates at the pixel level and allows the light
beams to focus on the target center, i.e. overlapped wire in this case. Here, for
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Fig. 3 Repair and maintenance of faulty ‘integrated circuits’ of the smartphone by performing
virtual IC inspection based on light field technology

the optimization of the SLM, we have employed a genetic algorithm. The genetic
algorithm ensures that the light passing through the SLM is of such high intensity
that it exerts a quantifiable optical force on the target overlapped wires. Thus, as
the interaction of the technician builds on, the light source shows the continuous
fluctuation in the intensity of light beams and correspondingly acts on the overlapped
wires. Now, as the technician disentangles the overlapped wires in the virtual 3D
scene, the internal light replicates this action of the technician and thus the overlap
of circuit wires is resolved. Therefore, the circuit starts functioning normally as the
reason for a short circuit of the phone is resolved, through the light-driven circuitry
without opening-up the smartphone and dismantling the circuit board of the device.

Figure 3 discloses the diagrammatic representation of the above methodology,
wherein the smartphone circuitry is repaired via virtual IC inspection and operation
performed by the professional technician.

6 Simulation Results

The simulation results for the optimization of the SLM by utilizing a genetic algo-
rithm are elaborated below. Initially, a Genetic Algorithm (GA) generates an output
map for the circuitry under the field of view of the nanosized camera. Here, a map
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Snapshot 1 Genetic algorithm-based UI for SLM optimization

is developed in such a way that the target area of the circuitry (i.e., for example,
overlapped wires) is marked at the center of the map at 0 (0, 0) based on the [x, y]
coordinates. The task of the employed GA is to focus light beams on the center 0,
such that it exerts a substantial mechanical force on the circuit. Further, it is impor-
tant to note that GA is specifically designed for the SLM, wherein various pixel dots
corresponding to the SLM can be turned on/off based on the optimized result of GA
(Snapshot 1).

In step one, GA generates the circuit map with the target area requiring optical
focus marked at the center. The GA undergoes random selection of various pixel dots
on the SLM configuration such that the pixel dots are configured in such a way that
the phase of light passing through these pixel dots is altered in a particular manner.
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Such pixel dot arrangement focuses light beamswithmaximum intensity at the center
0. Further, in the second step ‘initial population’ for randomly selected pixel dots
is generated. The GA then calculates the fitness function for all the solutions of the
initial population. Here, the fitness function is calculated as minimal of the total
sum of the distance of various selected pixel dots from the center of the GA map.
In the next step, GA iteratively performs crossover and mutation so as to yield an
optimal result for the continuously evolving generations (i.e., population), wherein
the fitness function for the child generations is optimum in comparison to the parent
generation. Here, if the fitness function for the newly generated child generation is
lesser to parent, then the child generation is retained and the parent generation is
killed. And if the fitness function of the child generation is greater than the parent,
then the child generation is killed and the parent is retained. In this way, the GA
continues to evolve until the optimal result is produced for the SLM.

Here, it is important to understand the meaning of an ‘optimized result’. The
optimized result implies a minimal cumulative distance of all the pixel dots from
center 0 along with the number of connection links originating from the center and
terminating at different pixel dots. All the pixels lying on one connection link would
be oriented to a certain degree such that the multiple light beams passing through
them undergo a defined phase change (e.g. 90° phase change). The above discussed
optimized result for the pixel dots determines the pixel alignment and configuration
so that the ultimate maximum light focuses at the center 0.

The pixel arrangement thus achieved by the SLM allows the light beams to focus
on the target center 0, wherein the focused light beams apply quantifiable magnitude
of optical force on the center such that the overlapped wires resolve their position
and return to their original structural construct. Thus, GA facilitates disentanglement
and re-arrangement of the circuit such that the circuit board is repaired effortlessly
and the device eventually starts functioning normally.

Further, the snapshot of the simulated GA for optimized SLM with maximum
light intensity at the center 0 is shown below. The light intensity ensures that the
maximum optical force is applied at the target center 0 so that the overlapped wires
in the circuit are disentangled and resolved to a normal state.

Above disclosed is the simulation generated map which localizes center at 0
based on [x, y] coordinates and the pixel dots [x, y] of the SLM. Here, the center
denotes the point in the damaged circuit where wires are observed to be overlapped.
In optimization of SLM, the pixel dots (11) are oriented and configured in such
a way that that the light beams received from the rear light source undergo phase
change by some degree at each pixel so that maximum light intensity is focused
at the center 0. This makes the center more susceptible to the optical force due to
light beam(s) intensity and thus the electrical components at the center can be moved
mechanically to re-arrange itself into its normal circuit configuration. This implies
that the overlapped wires at the center disentangle themselves to form a usual circuit
wiring. In the above case, 11-pixel dots were localized by the GA software, out of
which 4-pixel sets were chosen for optimization of SLM since the map outputs four
connection links from the center to the terminating pixel dot(s). This implies that
each pixel in the pixel set (i.e. connection link) would be aligned and configured
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Table 1 SLM optimization
results

Randomly selected
pixels

Optimized fitness
function

Phase change (�)
junctions (pixel
sets)

9 639.817 units � (3)

12 936.789 units � (4)

7 715.481 units � (3)

10 767.997 units � (4)

8 700.781 units � (3)

in such a way (at certain degree) that the light beams passing through these pixels
would hit the center 0 at maximum magnitude as the light undergoes phase change
at 4 different junctions on the SLM (i.e. each connection link configures all its pixel
in one orientation). Consider one of the connection links above, for example (0–5).
Now, for this particular connection link, all the underlying pixels (10, 7, and 5) would
be oriented in a way that would allow multiple light beams originating from the light
source to undergo a fixed and defined phase change (e.g., phase change of 45°) as
light beams pass through these pixels. This would ensure that the maximum optical
force is exerted at the center 0 by multiple light beams passing through the localized
pixels.

Further, for the disclosed scenario, the fitness function turns out to be minimal for
the GA optimized SLM that applies significant optical force at the center 0. Here,
the fitness function turns out to be 687.453 units as seen at the center of the UI of the
above snapshot. Hence, the GA-based optimization of SLM discloses an effective
mechanism to apply appropriate optical force on the target circuit components.

Similarly, the optimization results for few more circuit repair scenarios devel-
oped and simulated by using Visual Studio 2008 platform and C# language are as
summarized in Table 1.

7 Conclusion

The proposed research allows technicians to perform repair andmaintenance activity
on the IoT device circuitry by performing IC inspection and operation on virtual IC.
The repair mechanism presents a novel feature of operating on the re-constructed
3D volume of the internal device circuitry and replicating it on the actual internal
device circuit to resolve the circuit misconnections, overlap or any wiring problems,
etc. Further, the proposal validates the usage of a genetic algorithm for optimizing
the SLM in order to focus the multiple light beams on the problematic circuitry so
that the light beams can perform mechanical work on the target IC. Thus, the paper
discloses the first-of-its-kind technique that allows the IoT device circuitry to be
repaired without ripping open the circuit board of the device.
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Evolutionary Optimization of Spatial
Light Modulator for Advanced
Wavefront Control in an Optically
Addressable ‘Electric See-Through Skin’

Vijay A. Kanade

Abstract The research proposal discloses an electronic see-through skin that can
be worn or wrapped around any object (i.e., human body, hands, legs, brain, etc.)
and would allow to see-through the object irrespective of its physicality. The see-
through skin modulates the light rays passing through the scattering opaque medium
by utilizing the “Spatial Light Modulator (SLM).” The proposal elaborates on the
optimization of the SLM for wavefront control of the light rays as they pass through
the optically adaptive electric see-through skin. The optimized SLM helps to see-
through any opaque object by resolving the shape of an object that is hidden behind
the opaque object and is not in a direct view. The research proposal presents the
simulation results of the evolutionary algorithm employed for optimizing the SLM.

Keywords Evolutionary computation · Spatial Light Modulator (SLM) ·
Wavefront · Light rays · Electronic see-through skin · Genetic Algorithm (GA)

1 Introduction

A transparent glass provides a medium that allows the light rays to pass through
the glass surface with minimal distortion and disturbance and hence allows us to
see-through the glass surface. However, when we try to look through another surface
that does not provide such medium as in an opaque object or even a frosted glass for
that matter, what we observe is a blurred image of an object laying on the other side
of the frosted glass or the opaque object. This is due to the scattering phenomenon.
Frosted glass serves as a scattering medium that scatters the light rays coming from
the hidden object and falling on its surface, hence what we see is a vague structure
instead of a carved out surface. In case of an opaque surface, we are unable to see-
through the surface because the surface reflects and refracts all the light rays coming
from the object and falling over it. Hence, we only see the surface itself and are
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unable to see-through the surface. Thus, in both the above cases, we are not able to
observe the scenario unfolding on the other side of the surface.

At theWeizmann Institute, however, scientists have revealed a research that allows
us to see-through any opaque object by being able to resolve the shape of an object
that is hidden behind the opaque object and is not in the direct view. The light (from
the hidden object) after falling on the opaque obstacle gets scattered in all directions.
This scattering gives rise to “white noise.” The researchers at Weizmann Institute
have designed a camera that gathers these white noise bits and clubs them together,
hence modulating the light path of the rays falling on the opaque object. This allows
the light particles to pass through the opaque object and develop a see-through surface
[4].

The research is more focused on developing a camera that can see-through any
opaque object. The camera recreates an image of the hidden scene blocked by that
object. However, there seems to be less research in terms of developing a full-fledged
see-through device that allows us to invade any physical obstacle. Such a device could
be useful in medical imaging, wherein the doctors or any layman could check and
resolve any form of an anomaly occurring in the bodily organs or even brain. The
device could allow us to observe in real time the internal body mechanics in greater
detail [7]. This could serve as one of the solutions to identify and reason out the
cause of neurological diseases, cancers, etc., which are difficult to track in their early
stages.

The research proposal discloses an “Electronic See-Through Skin” that can be
worn or wrapped around any object (i.e., human body, hands, legs, brain, etc.) and
would allow us to see-through the object, however dense it may be.

2 Background

See-through skin is developed and optimized on the basis of two components that
are well known in the art: (1) Genetic algorithms and (2) the Operative mechanism
of SLMs. These aspects are briefly elaborated in the following section.

2.1 Genetic Algorithms

Genetic algorithms are optimization methods that evolve and adapt to a set of
constraints over multiple iterations. For each successive “generation,” random
parameter modifications are applied to the best performing object based on the
predetermined optimization function. In cases where the end goal is well defined,
this evolutionary process can easily outperform humans at determining optimal
parameters.
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We have used the “Genetic algorithms” for optimizing the SLM that control the
wavefront of the light rays that pass through it and help in aligning the scattered light
rays coming from the object that is not under direct view [1].

2.2 Spatial Light Modulator

Spatial light modulators are computer-controlled objects that modulate the spatial
distribution of light. They are used both for transmission and reflection applications.
They are usually an array of cells or pixels (similar to a checkerboard with control-
lable white/black square locations) that can individually induce a phase delay and/or
change the reflection or transmission intensity of the incoming light.

In the above example, we can see that the distorted wavefront passes through the
SLM (cross-sectional view). The gray cells in this diagram have a higher index of
refraction, effectively slowing down the wavefront locally. Specifically, this shows
that if the shape of the wavefront is known in advance, one can use an SLM to tune
it to the desired shape. In the diagram above, it is observed that a flat wavefront is
recovered by using the right pixel combination [2] (Fig. 1).

In the case of intensity modulating SLMs, the gray pixels are made in a way that
partially or totally block the light, instead of simply slowing it down.

We have optimized the effect produced by SLMs in our research by utilizing
Genetic algorithms (Fig. 2).

Fig. 1 SLM (cross-sectional
view)
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Fig. 2 SLM Operation [3, 6]
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3 SLM Operation

Disclosed is the operative mechanism of SLM. In the figure given below, (a) repre-
sents a simple imaging system, (b) after adding the scattering medium. As you can
see, the scattering medium distorts the original wavefront in such a way that the
perceived image is indistinguishable from noise. Just like most surfaces around you,
this scattering glass is covered in microstructures that diffuse light and appears to
be of a single color instead of making it perfectly transparent or reflective. In (c),
an SLM is added to allow wavefront shaping correction. That element is added to
attempt to “cancel” the effect of the scatterer by precisely choosing how each cell
interacts with light. Since this correction can only be valid for a small bandwidth, a
bandpass filter is added.

So to exactly know what pixel distribution is required in order to correct the
recreated image for a scatterer, the genetic algorithm is used [5]. It is used to “learn”
the best pixel configuration for the SLM by evolving over multiple iterations and
building on its past experience. First, we start with a point source at a distance R
from the SLM.

From this, a single speckle in the output image is selected. Now, the task given
to the genetic algorithm is then to simply try to maximize the intensity around at
the chosen point. It first starts with a random pattern, but after few generations, the
speckle intensity ends up being enhanced.

Initially, speckle is chosen in the output image. Here, the output image is the
map (graph) generated by the GA software that is capable of plotting various pixel
points representing the SLM along with the corresponding mapping of the speckle at
the center of the map (having [x, y] coordinates [0, 0]). The genetic algorithm then
randomly selects various pixels on the SLM for optimizing the intensity produced
at the speckle. Further, the “initial population” is generated by the GA. The GA
then calculates the light intensity at the speckle based on a cost parameter. Here,
the cost parameter is defined as the cumulative distance of various selected pixel
points from the speckle (center) plotted on the GA map. Further, the GA undergoes
iterative crossover and mutation steps in order to output an optimized result for the
newly generated offspring set in comparison to the initially generated population
set. Here, optimized distance along with the number of connection links originating
from the speckle and terminating at various pixel points decide the pixel arrangement
and their corresponding configuration in order to achieve maximum light intensity
at the speckle—implying, based on the final output (map) generated by the GA,
two parameters decide the type of pixel configuration for that particular SLM: (1)
Optimized distance between the speckle and various pixel points and (2) Number of
connection links between the speckle and pixel points.

Once that is done, any object in the vicinity of the optimized point source will be
imaged live (Fig. 3).
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Fig. 3 Block diagram showing the steps of GA for SLM

4 Electronic See-Through Skin

Further, it is important to zero-in on the structural framework of the see-through skin.
The see-through skin is made up of transparent structure on its upper portion of the
membrane. Just below the transparent section, the SLM is embodied that performs
the task of modulating the wavefront of the light rays coming from the object hidden
from the direct view. Further, just beneath the SLM, the see-through skin is provided
with a light source, so that the elements lying below the see-through skin are made
visible.

The significant part of this innovation is that it does not use any lasers orX-rays, but
employs natural incoherent light source to perform the imaging and currently avail-
able hardware. Without any high-end complications in pricy hardware and complex
procedures, the proposed technology seems fit to pave the way for research in many
fields like medical imaging, etc., without much difficulty (Fig. 4).

In Fig. 4, the electronic see-through skin is wrapped around the leg. The upper
portion of the membrane is made transparent to observe the elements below the skin
from top of the see-through skin. Now, the light source at the lowest portion of the
membrane is turned on. As the conventional incoherent light source is turned on, it
travels through the natural human leg skin and beyond. After multiple reflections and
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Fig. 4 “Electronic see-through skin”

refraction due to bodily organelles like blood vessels, cells, blood, WBC, ligaments,
etc., the light rays reach the other end of the leg. On detection of light rays at the other
end of SLM, the GA runs its course. As the SLM undergoes optimization, the light
rays are eventually streamlined and the internal body components become visible on
the upper transparent portion of the see-through skin.

Here, it is important to note that, as light reaches the other end, there are sensitive
detectors in the SLM that detect even the slightest of incoming light rays from a
distance and then optimize its optical path. The SLM starts its operation only when
the light rays from the other end reach its surface.

5 Simulation Results

The simulation results of the evolutionary genetic algorithm for the optimization of
SLM are disclosed in the below section.

The algorithm implemented in this paper follows the below steps:

1. Selection (Random pixel points)
2. Crossover (Cross point)
3. Mutation (Swap mutation)
4. Optimization (Iterative crossover and mutation).

The algorithmbegins by plotting the speckle on theGAgeneratedmap ([x, y] coor-
dinates at [0, 0]) that needs maximum light intensity so as to make the speckle visible
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from the see-through skin. Next, the algorithm randomly selects a fixed number of
pixel points and localizes them on the map.

Snapshot 1
Snapshot 1 discloses the plotted speckle (0, 0) at the center of the map along with the
randomly selected and localized pixel points (1, 2, 3, 4, 5, 6, and 7) for producing
maximum intensity at the target speckle.

Snapshot 2
Snapshot 2 discloses the “initial population” generation step, wherein the population
set for the localized pixel points is generated and the cost parameter (i.e., sum of

Snapshot 1 Step-I
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distance of all pixel points from the speckle based on [x, y] coordinate position of the
pixel points on themap) for each solution is calculated. The calculated cost parameter
(i.e., in the above example the distance is 1111.997 units, 1222.689 units and so on)
for each solution set along can be observed in the left section of the above snapshot
(UI).

Snapshot 3
Snapshot 3 discloses the solution generated by the first iterative run of crossover and
mutation. The cost parameter for the generated solution (i.e., in the above example the
newly generated distance metric after first crossover and mutation is 785.682 units
based on x, y coordinate position of the pixel points on the map) can be observed

Snapshot 2 Step-II
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in the left section of the snapshot (UI). However, the GA algorithm does not stop
here, the various newly generated solutions undergo repeated crossover andmutation
until the optimized result is obtained. Thus, all the older generations are killed and
the newer offsprings are retained as offsprings yield better optimized result (i.e.,
minimum cost) or vice versa, i.e., the newly generated offsprings are killed in case
the cost parameter of the parental generation is minimal in comparison to that of the
offsprings.

Snapshot 4
Snapshot 4 discloses the final output of the GA algorithm, wherein optimized result
for the SLM (i.e. pixel points) that produces maximum light intensity at the speckle

Snapshot 3 Step-III
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is obtained. As per the implemented GA methodology, by performing multiple
crossover and mutation operations, minimal cost parameter is obtained (i.e. as
observed at the center of the UI). Here, the optimized result for the initially localized
pixel points is 666.978 units. Along with the distance metric, a number of connection
links originating from the speckle (0) and terminating at various pixel points (1–7)
decide the pixel arrangement and their corresponding configuration. This implies,
for achieving optimal light intensity at 0, the pixel configuration is altered in such a
way that the pixel points can possibly change the phase of the light rays falling on
them.

Snapshot 4 Step-IV
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Table 1 Simulated
optimization results

Randomly selected
pixels

Optimized cost
parameter

Phase change (�)
possibilities

9 599.112 units � (2)

12 785.261 units � (4)

8 660.398 units � (3)

14 1183.897 units � (3)

18 1043.420 units � (5)

Consider the above use case—the optimized cost parameter of 669.978 units is
obtained. Now, in order to achieve bright spot at 0, consider the connection links from
speckle 0 to each pixel point end traversed by the link. For each such connection link,
the pixel points would be configured in such a way that they would be able to change
the phase of incoming light rays at a predefined angle. Connection links in the above
case along with the phase change configuration for those links are as below:

1. 0 5   Φ = 0º (change phase by 0º) 
2. 0 1 (0 – 7 – 2 – 1) Φ = 90º (change phase by 90º) 
3. 0 3 (0 – 4 – 3) Φ = +180º (change phase by +180º) 
4. 0 6   Φ = - 90º  (change phase by -90º) 

Hence, as seen above, all the pixel points lying on the single connection link are
configured in one manner, i.e. they are arranged in such a way that the light rays
incident on those pixels would undergo a specific phase change. For example, as in
the connection link [0 1 (0 – 7 – 2 – 1)],all the respective pixels lying on this
link (i.e., 7, 2, and 1) are configured to bring about a phase change of about � = 90°
on any incoming light ray. This arrangement is made in such a way that the speckle is
easily visible from the see-through skin. The following table gives some optimization
results for the implemented evolutionary GA obtained through simulation performed
on “Visual Studio 2008” software platform, by using C# language (Table 1).

6 Applications

The proposed see-through skin has a relatively simple operative technique as it does
not require the use of coherent light such as lasers. It could be used in a variety
of applications that necessitate imaging or microscopy through turbid tissue or
inhomogeneous media or living tissue, etc.

The research proposal enables numerable possibilities that could one day become
a reality, such as what if we could see the activity unfolding within an egg and
thus observe how a chick grows in high resolution and in real time, thanks to the
ability disclosed in the research proposal to completely cancel out the effects of shell
scattering? What if we could see-through the walls? What if we could see-through
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an atom, the activity of sub-atomic particles? This could possibly open up an avenue
for unraveling the mysteries of quantum mechanics, and the universe. We are not
quite there at that point yet, but the research proposal brings the possibility closer
than ever before.

7 Conclusion

The research proposal discloses optimization of the SLM by using evolutionary
genetic algorithm for advanced wavefront control as they pass through the “Electric
See-Through Skin.” The proposal validates the feasibility of the SLM that yields
optimized results for a localized set of pixel points of the SLM. The optimized SLM
helps to maximize the light intensity at the speckle (i.e., hidden object) that allows
the see-through skin to recreate the image of the speckle that is not in the direct
view. Hence, the research opens up a new paradigm that could significantly benefit
medical imaging, quantum physics, etc.
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Retrieval of Videos of Flowers Using
Deep Features

V. K. Jyothi, D. S. Guru, N. Vinay Kumar, and V. N. Manjunath Aradhya

Abstract This paper presents an algorithmicmodel for the retrieval of natural flower
videos using query by frame mechanism. To overcome the drawback of traditional
algorithms, we propose an automated system using a deep convolutional neural
network as a feature extractor for the retrieval of videos of flowers. Initially, each
flower video is represented by a set of keyframes, then features are extracted from
keyframes. For a given query frame, the system extracts deep features and retrieves
similar videos from the database using k-nearest neighbor and multiclass support
vector machine classifiers. Experiments have been conducted on our own dataset
consisting of 1919 videos of flowers belonging to 20 different species of flowers. It
can be observed that the proposed system outperforms the traditional flower video
retrieval system.
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1 Introduction

Designing a system for the retrieval of videos is a significant research area. Research
in video retrieval is growing rapidly due to the increase in Internet technology
and storage capacity [1]. Most of the current video retrieval systems use tradi-
tional features such as edge [2], colors [2], bag-of-features [3], SURF descrip-
tors [4], Texture [5], SIFT features [6], global and local geometric data informa-
tion [7]. Retrieval of flower videos using traditional handcrafted features is tedious
and requires experienced experts. To overcome these drawbacks, we propose an
automated system using Deep Convolutional Neural Network (DCNN) as a feature
extractor for the retrieval of videos of flowers.

DCNN has drastically improved the performance of computer vision and pattern
recognition systems [8]. Initially, deep learning techniques have proposed for the
classification of images [9, 10] and recognition of objects [11]. They are also used
for the classification of videos [12]. Further, they are used for image retrieval [13, 14].

Flower video retrieval systems are applicable in the field of floriculture and useful
in searching flower videos of users’ interest for medicinal use, cosmetics, and deco-
ration [15]. To automate the searching process designing and developing a flower
video retrieval system is essential. Designing a flower video retrieval system is a
challenging task when the videos of flowers are captured in different ecological
conditions [16]. Flowers in the video include challenges like different viewpoints,
scale variations, occlusions, and multiple instances [17].

2 Proposed Methodology

It includes three stages, namely, preprocessing, deep feature descriptors, and retrieval.
Figure 1 shows the structure of the proposed flower video retrieval system.

2.1 Preprocess

In preprocessing, the system converts video to frames and resizes the frames into
256 × 256 for further processing.

Let DBF be a database which consists of a collection of ‘N’ number of videos of
flowers and can be written as

DBF = {FV1, FV2, FV3, . . . , FVi, . . . , FVN} (1)

Then any video FVi in Eq. (1) consists of a set frames in ‘n’ number and can be
written as follows,
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Fig. 1 Structure of the proposed flower video retrieval system [1]

FVi = {f1, f2, f3, . . . fi, . . . fn} (2)

Then, keyframes are selected to represent the video and are explained in
Sect. 2.1.1.

2.1.1 Selection of Keyframes

The selection of keyframes from a video is a vital field in video retrieval. The video
contains redundant information, therefore it increases the computational burden. This
can be avoided by a compact representation of a video. The most distinguishable and
essential frames of each video of the database can be selected via a keyframe selection
mechanism [18]. The selection of the most essential frames is an important process
to design a flower video retrieval system.

In the proposed model, keyframes of the flower videos are selected using a Gaus-
sianMixtureModel (GMM) clustering approach [17]. Here, the similar frames of the
flower video are clustered using a block-wise entropy feature and GMM algorithm.
The keyframes selected from a video FVi can be defined as

FVi = {
k1, k2, k3, . . . ky

}
(3)

where KFVi is a selected set of keyframes from the GMM clustering approach and
‘y’ says the number of selected keyframes among ‘n’ number of frames shown in
Eq. (2).
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Fig. 2 The framework of a convolutional network used for flower video retrieval

2.2 Deep Feature Descriptors

Features are extracted fromdeep learning techniques in layer-wise. It starts the extrac-
tion of low-level features from the lower layer. The output obtained from the previous
layer is passed to the next layer. In the higher layer, it extracts parts and objects of
the patterns. From an input image, DCNN architecture extracts features without
depending on human designing feature extraction methods [19]. To design a flower
video retrieval system, in the presentwork,we have utilizedAlexNet [20] architecture
for the extraction of deep features, the batch size is fixed to 32 and a fully connected
layer is used. Figure 2 shows the framework of AlexNet architecture utilized in the
proposed system. It is an eight-layered architecture. The functions in layers include
Convolution, Pooling, and Rectified Linear Unit (ReLU) [21]. The convolution func-
tion passes a set of masks and it activates features. The function of the pooling is,
it simplifies the output of the convolution function, by performing non-linear down-
sampling. In the proposed system the max. The pooling mechanism of the AlexNet
architecture is applied. ReLU maps all negative values to zero for faster processing.
In the AlexNet architecture, the layers conv1 to conv5 are convolutional layers and
the remaining fc6 to fc8 are fully connected layers. The number of kernels utilized
in each layer is shown in Fig. 2.

2.3 Retrieval

The videos in the database are represented as keyframes for the process of retrieval.
For a given query frame of the video to recognize the similar videos, the system
applies K-Nearest Neighbor (KNN) [22] and Multiclass Support Vector Machine
(MSVM) [23] classifiers. Once the query finds the identity of the class, then the
videos belonging to that class are retrieved.

Let the query video be QT, it contains ‘p’ number of frames say QT = {f1, f2,
f3,…, fp}, if we consider any frame as a query then the proposed system extracts
DCNN features from query frame. And compares with the DCNN features of each
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(a) (b)

Fig. 3 Comparison of proposed deep learning versus traditional approach: a Accuracy and
b Precision

(a) (b)

Fig. 4 Comparison of proposed deep learning versus traditional approach: cRecall and dF-measure

keyframe of the video in the database using KNN and MSVM algorithms. The KNN
and MSVM are explained in Sects. 2.3.1 and 2.3.2, respectively.

2.3.1 K-Nearest Neighbor

KNN is a supervised algorithm and is used for the classification of patterns. It applies
the nearest neighbor approach to classify a sample. It essentially involves finding the
similarity between the test pattern and every pattern in the training set.

For a given test pattern, the KNN algorithm finds the closest neighbor and assigns
a class label. Let there be ‘m’ training flower videos and its corresponding class
labels can be defined as (FV1, C1), (FV2, C2), (FV3, C3),…, (FVm, Cm), where FVi is
represented with ‘d’ number of DCNN features and Ci is the class label of ith video.
If a query frame be ‘p’ then D(p, FVk) = min{dist(p, FVi)}, where i = 1 to n, ‘p’ is
assigned to the class Ck associated with FVk.



610 V. K. Jyothi et al.

2.3.2 Multiclass Support Vector Machine

Support Vector Machine (SVM) is a supervised learning algorithm. Initially, SVM
is designed to classify a problem consisting of two classes [24]. It works based
on an optimal hyperplane, it generates maximum margin between two classes. In
the proposed work, the dataset consists of multiclass of videos of flowers; there-
fore, support vectors are generated for all the classes to train the model. Each class
separates from all other classes using these vectors to predict the class of the query.

To classify a pattern inmulticategory classifier, it computes ‘L’ linear discriminant
functions and is defined as

gi (x) = wt x + Ti

where i = 1,.., L, w is the weight vector and Ti is the threshold. Assigns ‘x’ to ωi if
gi (x) > g j (x) for all j �= i .

3 Dataset

Dataset is a basic requirement to design any pattern recognition andmachine learning
applications. It is essential to test the efficiency of the automatic machine learning
system designed. To design an efficient flower video retrieval system, a flower video
dataset is required for the conduction of experiments. Due to that there is an unavail-
ability of the benchmark dataset in the literature; our own dataset is created. We
have collected the videos of different species of flowers and each species include
subspecies. Videos are captured using Canon camera of 16 megapixels. The dataset
consists of 1919 videos of 20 different species, in which each class consists of 35–
160 videos of flowers, captured in the duration of 4–60 s in the real environment
during sunny, rainy, and winter seasons. Figure 5 shows the sample videos collected.
The retrieved videos from the proposed deep learning system are shown in Fig. 6.

4 Experiments and Results

This section presents the retrieval performance of the proposed system. To test
the efficacy of the retrieval system, our own dataset is used. In the training phase,
keyframes are selected for the representation of a video. In the testing phase, the video
frame is considered as a query. Deep features are extracted from both keyframes and
a query frame. To identify the class of the query frame, the systemmatches the query
with keyframes of the video using KNN andMSVM classifiers. Once the query iden-
tifies the class, then the system retrieves related videos to that class. The retrieved
videos from the proposed deep learning system are shown in Fig. 6. To evaluate the
proposed system, the measures, namely, accuracy (A), precision (P), recall (R), and
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Fig. 5 Samples of videos of flowers with large variations in intraclass from 20 species

F-Measure (F-M) are used and are given below.

Accuracy = Total number of videos retrieved correctly

Total number of query videos
(4)

Precision = Total number of correctly retrieved flower videos

Total number of flower videos retrieved
(5)

Recall = Total number of relevant flower videos retrieved

Total number of similar flower videos in database
(6)

F-Measure = 2 ∗ Precision ∗ Recall

(Precision + Recall)
(7)

Tables 1 and 2 show the average retrieval results obtained usingKNN andMSVM,
respectively.

4.1 Comparative Study

The proposed deep learning system is compared with the traditional flower video
retrieval system [5]. In [5], the videos are retrieved with the combination of features
strategy, the features utilized are Scale Invariant Feature Transform (SIFT), Gray
Level Co-occurrence Matrix (GLCM) and Local Binary Pattern (LBP). Experiments
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Fig. 6 Retrieved videos from the proposed deep learning retrieval system

Table 1 Result analysis using K-Nearest Neighbor algorithm

Train–Test in % A P R F-M

30–70 91.19 99.23 99.48 99.36

40–60 91.92 99.10 99.40 99.25

50–50 92.60 99.28 99.28 99.28

60–40 95.14 99.10 99.10 99.10

70–30 96.17 100 98.19 99.09

80–20 96.97 100 96.40 98.17

90–10 97.90 100 100 100

are conducted on individual features, the combination of two features, and the combi-
nation of all the three features. For the combination of features SIFT + GLCM +
LBP the system achieved good results. Further, to improve the results of [5], we
have proposed the present retrieval system. The comparison between the proposed
system of KNN andMSVM approaches with the traditional approach [5] of retrieval
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Table 2 Result analysis using Multiclass Support Vector Machine (MSVM)

Train - Test in % A P R F-M

30–70 90.58 96.76 100 98.35

40–60 92.85 95.14 100 97.51

50–50 92.29 96.18 100 98.05

60–40 94.70 95.28 100 97.58

70–30 96.51 100 100 100

80–20 96.87 100 100 100

90–10 97.27 100 100 100

of videos of flowers are shown in Figs. 3 and 4. The results show that the proposed
system generates good results than the traditional system [5] (Figs. 5 and 6).

5 Conclusion

In this paper, we presented the retrieval of videos of flowers through a query by frame
mechanism using DCNN feature descriptors. Videos are represented with keyframes
in the training phase to avoid the computational burden, and keyframes are considered
for the extraction of features. For a given query frame, the system retrieves similar
videos using KNN and MSVM in the retrieval stage. We have made a comparative
study to show the superiority of the proposed system.
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Analysis of Students Performance Using
Learning Analytics—A Case Study

Manjula Sanjay Koti and Samyukta D. Kumta

Abstract Utilization of digital tools has been increased enormously in our daily
learning activity by generating data on a huge scale. This huge amount of data
generation provides exciting challenges to the researchers. Learning analytics effec-
tively facilitates the evolution of pedagogies and instructional designs to improve and
monitor the students’ learning and predict students’ performance, detects unusual
learning behaviors, emotional states, identification of students who are at risk, and
also provides guidance to the students. Data mining is considered a powerful tool
in the education sector to enhance the understanding of the learning process. This
study uses predictive analytics, which help teachers to identify student’s at risk and
monitor students progress over time, thereby providing the necessary support and
intervention to students those are in need.

Keywords Learning analytics · Classification · Educational data mining

1 Introduction

Learning Management System uses various technological tools in teaching and
learning thereby, enhancing the learning process. The students get benefits from
Learning Management System as it provides the space to perform their academic
activities and collaborate with their peers and teachers. While by doing so, a huge
amount of information is gathered by LMS regarding students interaction with their
peers, systems, teachers, contents of the course, etc., [1]. This information that is
hidden can be extracted to obtain knowledge that helps in making decisions by those,
who take care of the education program thereby improving the students’ performance.
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There is a drastic growth in digital learning information and educational data.
Hence the greatest challenge now is to transform educational data into meaningful
information and knowledge. This, of course, affects learning behaviors in students
and the teachingmodes of teachers along with the decisionmaking of people who are
involved in education and resource allocation. In order to extract meaningful infor-
mation, it is necessary to represent the stored information in the most comprehensive
manner [2]. The people who are involved in learning activity will able to identify the
most important aspects of learning to make effective decisions [3].

Research needs to be done in students academic performance, and this perfor-
mance is driven by factors viz., academic atmosphere, studying habits, skills with
respect to education and personality traits, which helps to optimize students’
academic performance and this can be achieved through learning Analytics,
Academic Analytics, and Educational Data mining [4]. The data which has collected
pertaining to student academic performance has to be analyzed through educa-
tional data mining and learning analytics, where the information extracted from
the educational data can be used in decision making for the education sector [5].

In educational data mining, the emphasis is laid on techniques and methodologies
while learning analytics deals with applications. The attributes of learning analytics
can be shared with educational data mining, where the learning analytics helps in
predicting the students who may quit the course or it can also be used to predict,
which student needs special attention to improve the performances [6]. Currently,
online teaching and learning have become a trend, many learning platforms that are
available in education. The learners get benefits from the smart learning environment
as it provides instant adaptive support by analyzing the needs of individual learners
from various perspectives. Accordingly, most of the researchers are trying to explore
the usage of education data in analyzing scientific and effective learning.

Learning analytics is a multi-disciplinary field involving machine learning,
artificial intelligence, information retrieval, statistics, and visualization. Hence,
it has emerged as a latest research field which focuses on computational techniques
to measure the student practices. In general, Learning analytics is defined as the
measurement, collection, analysis, and reporting of data about learners and their
contexts, for purposes of understanding and optimizing learning and the environment
inwhich it occurs [3, 5, 7]. The student learning process in a learning environment can
be analyzed by taking into account the static and dynamic information of students and
their learning patterns. Since it is more flexible and real-time availability of the data
and personalized, many ongoing research works are observed in learning analytics
[1]. Learning analytics uses techniques such as prediction, clustering, outlier detec-
tion, relationship mining, social network analysis, process mining, text mining, a
discovery with models, Gamification, machine learning, and statistics, etc. [8].

Themain advantage of Learning analytics is its flexibility, personalization and real
time availability of data [9]. Learning Analytics can be categorized as descriptive,
diagnostic, predictive, and prescriptive analytics. Fig. 1 depicts the different types of
learning analytics.

Data mining is used in descriptive analytics to give complete details for the histor-
ical question such as “What has happened?”. Diagnostic analytics analyzes the data
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Fig. 1 Different types of learning analytics

or content, and answers to the question “Why did it happen?”. Predictive analytics
utilizes the statistical models to understand the future, to understand the question
“What could happen?”. Finally, prescriptive analytics uses algorithms related to
optimization and simulation, tries to predict the possible outcome and also answers
the question “What should we do?”. Predictive analytics in education is used to
analyze the students’ performance. The stakeholders who are involved in learning
analytics gets benefitted based on their vision and mission [10]. Certainly, they can
improve the students’ performance, and the teaching process of teachers. This leads
to improvements in course models by the researchers. The newer methods of deliv-
ering educational information and the decision process are taken by educational
institutions in order to achieve their goals [6].

The learning analytics has four components namely

i. Learning Environment- Where huge data is produced by the stakeholder.
ii. Big Data- Huge amount of dataset and repository of information.
iii. Analytics- Consists of various analytical techniques
iv. ACT- Optimization of Learning analytic environment by considering the

objectives to be achieved.

Figure 2 presents the framework of learning analytics and its life cycle. A tremen-
dous amount of data is collected in the learning environment. This big data can be
analyzed using various methods which helps in discovering interesting and mean-
ingful patterns in the educational dataset [11]. The analytical techniques make use
of quantitative and statistical analysis. Interpretation of this analysis can be used
to achieve the objectives. In this paper, one of the stakeholders is considered as a
student where they produce an enormous amount of data in the learning environ-
ment. The student performance in the learning process is identified and analyzed
using predictive analysis. The stakeholders take appropriate decisions based on the
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Fig. 2 Learning analytics
framework and lifecycle Learning 

Environment 

Big Data 

Analysis 

ACT 
Learning 
Analytics

results obtained through analysis [3]. This paper is organized as Sect. 1 introduc-
tion to the topic of research and deals with importance of learning analytics, Sect. 2
deals with literature survey, Sect. 3 deals with the methodology, Sects. 4 and 5
presents the results and conclusion respectively.

2 Literature Survey

A lot of researches have been reported and have provided interesting results in
predicting the students’ academic performance. Several studies have utilized the
data comprising of a non-academic parameter.

The authors in [12] explain the use of the classification algorithm to predict the
students’ academic performance in a big data environment and also the different
classification methods are used to compare its accuracy. In [5, 13] the author Billy
suggests that learning analytics can be used with other platforms such as the learning
management systems where instructors can access various kinds of information
online for providing feedback and support to students. The authors Isabela and
Avanide explain the different dimensions in LA such as the types of the data to
be collected to conduct the analysis, what is the relationship of these data, the stake-
holders, objectives of the analysis, and techniques used to conduct the analysis. In
[9] the authors considers that educational data mining is another analytic possibility
to take into account in learning process. The authors in [3, 14] discuss different tools
available to carry out the learning analysis such as general-purpose dashboards, ad
hoc defined tools, learning analytics tools to analyze specific issue learning analytics
framework and tools, etc. Based on this perspective the present study includes
analyzing student’s difficulty in scoring marks in respective sessions. In [15] authors
explain how LA plays an important role across all educational sectors to find out the
data which will tell us exactly what we need to know from learning methodologies in
the education field. They also mention that educational technologies are not all easy
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to implement and educational practices are difficult to change. Wherein the push
for LA in the education sector resolve most of the problems faced by an institution.
The authors Austushi and Komoni [8] gave the suggestions to the lectures based
on real-time learning system. This supports the teaching and learning process adap-
tively based on the situation in on-site classrooms and immediate improvements in
the lecture plan. In [16] authors, compares the prediction algorithms used in classifi-
cation techniques like Logistic Regression, Naïve Bayes, Random Forest, and KNN
to predict their overall performance outcomes and these techniques in the study are
able to make a prediction on the performance of the students. In the present study, we
are using the KNNClassification algorithm to predict the student performance. In [7,
17] the authors discuss the different methods of Data Collection, Methods of Data
Analysis such as Classification and regression, Evidence of Research in Learning
Analytics, and authors also showed evidence where LA improves learning support
and teaching has been dominating across all the year from 2012 to 2018.

3 Methodology

In this, we predict student performance by analyzing the student behavior patterns
in the learning environment. We have considered online survey, log files, class atten-
dance, and analyzing the examination grades which includes internal and external
grades. R is a very powerful language that is widely used for data analysis and statis-
tical computing. The student dataset for our study is considered from UCI machine
repository. This dataset comprises 115 observations and 17 instances from log data
file which contains information for each student-ID shows whether the student has
logged in session or not, final grade and internal grade file contains the marks in the
final and internal examination. In this study we have used R studio framework to
classify the records.

3.1 Dataset Description

The dataset contains 115 observations of Student Result, Student Internal Exam, and
LogData which has been taken from theUCImachine learning repository. In Student
Result Dataset we have 115 observations and a total of 17 instances. The variables
are Student-ID, (Exam-Sessions) ES1.1, ES1.2, ES2.1, ES2.2, ES3.1-ES3.5, ES4.1,
ES4.2, ES5.1-ES5.3, ES6.1, ES6.2, and TotalMarks. Adding each session marks
we have reduced the variables to total 7. The new variable is renamed as “ES1”,
“ES2”, “ES3”, “ES4”, “ES5”, “ES6”, and “FinalTotal”. The Exam Session Marks
of ES1 and ES2 are with maximum marks of 5, where the marks for ES3, ES4, ES5,
and ES6 are with 10,25,15, and 40, respectively. The marks range is corrected with
the Normalization method in the implementation. The class labels are given based
on the marks obtained by the students in both internal and external marks. From
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Student Internal Exam Data we have 7 variables named Student-ID, (S-Session) S1,
S2, S3, S4, S5, and S6. The Log data contains the log information for each students’
individual sessions, which is used to analyze the time spent by the students in each
session in the learning process.

3.2 Data Preparing

Data collected from the student dataset is the preprocessing technique which consists
of cleaning the data, instance selection, normalization, transformation, and feature
extraction and solution [4]. The erroneous values existed in the dataset have been
converted into either upper bond or lower bond.

3.3 Data Selection

Data is selected from six various sessions of assessment where each session has a
different allocation of marks. Based on the log data and the Internal marks obtained
by the students the class labels considered are “FCD”, “PASS”, and “FAIL”. The
main objective is to analyze failures in the test sessions, analyzing the reason for
students’ failure in various courses and this certainly helps the teachers in improving
their teaching-learning process which leads to improvising the learning ability of the
student.

3.4 Classification Model

We have used the K-Nearest Neighbor classification to predict student performance.
KNN is a non-parameterized method of classification and it is also known as lazy
learners or instance-based learning. The steps involed in KNN are (i) Determine
the parameter K (ii) Calculate the distance between the instances and all training
samples (iii) Sort the distance and determine nearest neighbors based on the kth
minimum distance (iv) Gather the category γ of the nearest neighbors (v) Use
simple majority of the category of nearest neighbors as the prediction value of the
query instance [18].

The classification is a two-step process. The first step is the learning phase of the
classifier model. The dataset used in the learning phase is called as training data. The
training data consists of a class label. The model will be built using the training data
and KNN classifier algorithm, and it is applied to the test data to assign the class
labels.
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4 Results

The training and testing data sets are applied to the KNN classification model using
R with the R Studio framework. The results have shown that the testing values
and prediction values are accurate with 97 %. The accuracy of the KNN model is
calculated using correlation analysis which is a method of statistical evaluation that
is used to study the strength of a relationship between actual results and prediction
results. The model successful prediction result is shown in Table 1 with the first six
samples. The graph in Fig. 3 shows the accuracy of the classification model with
actual and Prediction values.

The class labels FCD, PASS, and FAIL are assigned with numbers 1, 2, and 3
respectively.

The students’ failure analysis in the subject is done by analyzing individual session
marks. The following figures show the students’ scores in all six sessions. Figures 4,
5, 6, 7, 8, and 9 give a complete picture of each sessionmarks. Session-1 and session-3
are found to be scoring sessions for students. The maximum number of students have
scored full marks. Where in session-2 and session-4, students have scored average
marks. Therefore teachers need to concentrate on rectifying the students’ inability
to understand the concepts in this session. Maximum numbers of students are found
to score very less score in session-5 and session-6. The failure student’s data was
analyzed with their log information and internal examination data with session-5 and

Table 1 Sample result of
classification model

Obs Actuals Predictions

1 1 1

2 3 3

3 2 2

4 3 3

5 1 1

6 1 1

Fig. 3 Accuracy of actual and predicted values of classification model
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Fig. 4 Students’
performance in section-1

Fig. 5 Students’
performance in section-2

Fig. 6 Students’
performance in section-3
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Fig. 7 Students’
performance in section-4

Fig. 8 Students’
Performance in section-5

Fig. 9 Students’
performance in section-6
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session-6. It has been found that the failure percentage in internal exam for session-5
and session-6 is 29 % and 30 %, respectively, matches the fail percentage of final
marks obtained by the students. This analysis from internal exammarks and log data
for session-6 and session 5 shows that students did not utilize the available resources
and scored less in internal exams. This results in a failure in the final examination. The
analysis also helps the tutor to overcome the increasing numbers of failure students
in respective sessions. Institutes can change the learning and teaching process to
improve the students’ performance.

5 Conclusion

Learning Management System generates huge data about learners and learning. The
importance of learning analytics lies in analyzing and detecting various patterns
in the data which leads to the development of methods in supporting the learners
learning experience. This study is done to analyze students learning patterns by
considering their logs, internal assessment, and external marks results. We have
used the KNN classifier to predict the students’ academic performance by using
R tool. KNN predicts the class labels of the student taking into account various
parameters from the student data set. The results indicate that the performance of
students and also analyze the students who need mentoring and improve them in
individual sessions. This improves the quality of education in the institutions.
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A Case Study on Distributed Consensus
Problem on Cloud-Based Systems

Ganeshayya Shidaganti, Ritu Pravakar, M. Shirisha, and H. R. Samyuktha

Abstract Fault tolerance is a vital element in cloud computing to achieve high
performance. In cloud computing fault tolerance particularly cluster management,
network discovery and consistent system master node replication, consensus and
coordination play a major role. This paper provides a comprehensive overview of
the topic of fault tolerance, i.e., the problem of consensus in cloud computing; high-
lighting the important concepts along with the explanation of Byzantine Agreement
problem and consensus problems in multi-agent systems. There are multiple algo-
rithms/protocols like RAFT and PAXOS available to approach this problem. We
present generalized consensus implementation by solving consensus for dual failure
nodes. We also describe Apache Zookeeper as our coordination service to obtain
consensus in a distributed system.

Keywords Paxos · Raft · Byzantine agreement · Apache zookeeper · Zab

1 Introduction

Cloud computing has revolutionized the software Information Technology delivery
model by allowing the obtainability of different softwares, technologies, and infras-
tructural resources as distributed services that can be used on request over the internet.
A cloud network requires excellent collaboration by several clusters of nodes and
servers that are located in different locations to effectively execute client requests
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and all of them are expected to exchange information with each other [1]. However,
the service’s performance is hampered by its vulnerability to failures due to the
scale of operation. Cloud computing services can be used to their maximum poten-
tial when cloud service providers deal effectively with performance-related issues
such as availability and throughput [2]. Paxos protocols and applications provide the
problem of decentralized consensus with a fault-tolerant solution, attracting consid-
erable attention along with creating a lot of confusion [3]. Distributed systems rely
on dependencies such as Apache Zookeeper or Raft. While these systems differ with
the features, they solve the basic fundamental problem: Agreement. Processes in a
distributed system need to decide on a leader and also a lock holder. Having access
to a consensus implementation, systems coordinate processes in a more effective
manner, e.g., when managing the replica sets of Kafka.

This paper is organized as follows. Section 2 defines the related work describing
consensus in distributed system and in multi-agent systems. Section 3 introduces
Byzantine Agreement (BA) problem and an example of generalized consensus
problem in cloud computing environments. In Sect. 4, we categorize the usage
patterns of coordination in the cloud and examine the infrastructure of Google to
look into how Paxos protocols and systems are used. The aim is to provide insights
into the current consensus problem solutions as well as the problems that need to
be addressed. Here, we also consider a few approaches that can be used for more
productive solutions along with identifying important methodologies for research
with respect to the topic considered.

2 Related Work

2.1 Consensus in Distributed Systems

Figure 1 depicts the protocols which are developed to deal with the consensus in
distributed systems, which are: Paxos, Raft and Zab. The detailed explanation of
each is explained in the following sections.

Fig. 1 Representational
diagram
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2.1.1 Paxos

Paxos protocols along with frameworks provide solution which is fault tolerant
to the problem of distributed consensus along with gaining substantial attention
distributed consensus causing major uncertainty. Paxos ensures safety (consistency)
and is usually used where durability is required (for example, replicating a file or
database) in which the amount of long-lasting state may be large. The protocol
attempts to make progress even during periods when there is no response to some
limited number of replicas [4].

Unfortunately, there are two major drawbacks to Paxos: One thing is Paxos is
extremely hard to understand. Another issue with Paxos is that it is not suggestible
for real-time implementation [5].

2.1.2 Raft

Raft is an algorithm of consensus to handle a replicated file. It generates a multi
Paxos result which is similarly productive like Paxos, but its design’s unlike Paxos
[5]. Raft is more comprehensible which lays a proper base for developing real-time
systems. It also segregates the key features of consensus like leader election, replica-
tion of log, safety, and so on. Here, it also foists impactful level of coherency which
lowers the total states that must be examined. Here, a new methodology is employed
which allows us to modify the cluster membership, using the concept of overlapping
majorities thus ensuring protection. Raft, which proved more comprehensible than
Paxos is providing a better basis for building the system [5].

2.1.3 Zab

Zab is an atomic broadcast protocol as it enables the nodes to carry out the function-
alities in the same order for the same set of transactions (state updates). It implements
a fundamental backup scheme where a primary process conducts server operations.
Zab also propagates the proper step by step changes in the state to backup processes
[5]. Zab allows multi-state changes by making sure that at most one primary will
broadcast and at the same time will assimilate state changes into specific state along
with using synchronization phase while a new primary is formed.

The assumption that each change in state is gradual in comparison to the previous
state is crucial to Zab’s layout, so there is an implicit reliance on the order of changes
in the system. Finally, Zab uses a state change identification scheme that facilitates a
process with finding out the left out changes easily which provides effective recovery
[6].
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2.2 Consensus Problem in Multi-agent Systems

User can use and download resources in cloud computing at any time by using any
smart device with internet but should handle complex computing processes when
accessing very large data storage facilities. Multi-Agents System (MAS) method-
ology is the perfect way for rapidly evolving flexible, scalable systems. In a multi-
agent system, two different attack scenarios are identified: attacking agent dynamics
(closed-loop dynamics) and attacking agent communications. Mathematics plays an
important role in dealing with consensus problem of multi-agent systems like graph
theory, matrix theory, and control theory.

A system of linear multi-agent is usually subjected to two types of attacks.
Connected and disconnected are two types of topologies. Themain issue is to achieve
a secure consensus tracking for multi-agent systems with both the topology. To
improve security performance, the attacks must be on the nodes in such systems [7].

At certain times consensus needs to be reached at different user preferences. In a
framework, consumers are expected to buy energy to a platform and producers are
expected to sell energy to the platform [8].Minimizing a global network cost function
guarantees a secure multi-agent systemwith an optimal control effort. It is found that
Riccati equation isn’t effective when it comes to the success of consensus. Linear
Matrix Inequality (LMI) is preferred over this which also considers the constraint of
consensus achievement.

This can be used to impose a structure which is controller specific upon the
adjacent sets as an extra Linear Matrix Inequality (LMI) curtailment. Thus, each
controller needs to know only the information it receives from the neighbors with
which it is associatedwith the graph representation of the system. Finally, the optimal
solution obtained involves all the constraints imposed thus suggesting an optimal
global solution with global cost function.

2.3 ZooKeeper and Consensus

ZooKeeper is responsible for distributed synchronization acrossmultiple nodes since
it implements a protocol for distributed consensus [9]. A leader election protocol like
Paxos is used by Zookeeper internally to select the master node. Clients can connect
to any of the nodes in Zookeeper service and additional nodes forward facts which
are agreed upon bymajority back to clients.Master intervenes to update shared states
and all updates are ordered by timestamps.

When a majority of nodes recognize an update, a quorum of nodes is said to
hold it. Fact agreed upon by quorum is returned back to clients. Newest update is
used when multiple states are updated on an individual node [10]. Leader election
is held again if the elected leader by Zookeeper cluster fails. The cluster continues
to function normally after the leader election.
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3 Byzantine Problem

A Byzantine fault is a computer system condition, particularly distributed computer
systems, where there are failed components and information about them is incom-
plete. Byzantine fault tolerance aims at defending against system component failures
irrespective of symptoms that preclude other system parts from agreeing to an agree-
ment among them which is necessary for the exact operation of the system [11]. In
order to reach consensus, it requires separate right nodes where some of those nodes
may be incorrect. Notably, if there’s no impact or influence from components which
have turned corrupted, a distributed system can achieve stability in terms of results
[12].

3.1 Example: Executing Generalized Consensus Problem
of Cloud Computing

In the example below nodes 3 and 6 are malicious and node 5 is dormant. Malicious
nodes give unpredictable values when they participate in the intermediate stages
while dormant nodes might crash or send faulty values (Fig. 2).

Figure 2 explains dormant nodes hold the value λ for any incoming values and
also send λ to other nodes. Malicious nodes are not completely dead, instead,
they manipulate the values. Correct nodes hold and send the values they received
correspondingly.

Values:
1: Serving request
0: Not serving request
λ: Dead node

Fig. 2 Example cluster A
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Table 1 Initial values

Table 1 tells about the initial values at each node. The values of each node are not
yet communicated between the other nodes.

Table 2 describes the first round, where each node sends its respective values to
all other nodes including itself. Here, in this table, the values stored in a particular
node are depicted.

In the second round, the values stored at each node are again communicated with
all the other nodes. Table 3 shows how values at node are communicated with other
nodes.

In Table 4, node 4 is selected and the corresponding values stored for each node
are shown in the table.

In level 2, the values stored at node 4 are again communicated with other nodes.
Table 5 shows the level 2 representation for node 4.

The self-node values are omitted and the final mg-tree is obtained using majority
voting method.

As values represented in level 2, now there is a set of values for each, fromwhich a
final value for the node to be determined. As mentioned in Table 6, through majority
voting method the final Vote(4) = 1 considering the vector (1, 1, 1, 1, 1, 1, 1, 1)
as obtained in the previous step. Similarly we calculate the majority vote for all the
nodes stored in the node A1.

As determined for node 4 using majority voting method, the value for each
node is determined in the same way. Table 7 shows the final value for each node
correspondingly.
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Table 2 First round

Table 3 Second Round

All the nodes in Level A will have the same values when calculated as above.
Hence the majority value is 1 for node A1. Similarly, all the nodes in level A will
have their respective values what they have agreed upon initially. At the end of the
majority voting method, the faulty node don’t have any effect on the majority value
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Table 4 Node 4 values (node 4 selected)

Val
(4)
=1

41 42 43 44 45 46 47 48

1 1 1 1 λ 0 1 1

Table 5 Level 2 for node 4

agreed upon by all the nodes. Here malicious nodes 3, 6, and dormant node 5 affected
intermediate stages but not the final value which is 1.

Similarly, the whole procedure is repeated in level B, and then the corresponding
request is served accordingly.

4 Applications in Google

ACoordination service which was also faulted tolerant was required for Google File
System. Hence Paxos was adopted by GFS to implement GFS lock service. It was
named Google Chubby. It increased the interest of the industry in Paxos systems for
fault-tolerant coordination.

Coordination and group management systems are at the bottom of the stack. The
cluster manager for Google is Borg [13], whichmanages thousands of jobs in various
clusters fromdifferent applications. For each job and running task submitted, Chubby
is used by Borg as a Paxos store for holding metadata. Paxos is used to write the
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Table 6 Majority voting

Vote Vector Final Vote

41 (1,0,1,λ,0,1,1) 1

42 (1,1,1,λ,0,1,1) 1

43 (1,1,1,λ,1,1,1) 1

44 (1,1,0,λ,0,1,1) 1

45 (1,0,1,1,0,1,1) 1

46 (1,1,0,1,λ,1,1) 1

47 (1,1,0,1,λ,1,1) 1

48 (1,1,0,1,λ,0,1)                             1

Table 7 Final values

Node 1 2 3 4 5 6 7 8

Final vote 1 0 λ 1 λ λ 0 1

hostname and port of all the tasks in Chubby and thus provides a naming service. It
also implements Paxos for leader election, replication of master and as a queue of
newly submitted jobs which helps scheduling.

For Linux containers Kubernetes [14] is Google’s new open source project for
cluster management. Kubernetes preserves state such as metadata of the cluster and
membership of the resource pool. The stack’s second layer includes many compo-
nents for data storage.Google File System (GFS) is themost essential storage service.
Bigtable [15] is a structured data distributed storage system developed by Google.

It relies heavily on Chubby to ensure that there is a total of one active manager,
metadatamanagement, groupmembership, andmanagement of configuration.Mega-
store [16] is a database of the cross datacenter. It is the biggest system that has been
deployed. It uses Paxos to duplicate primary user’s data on each writes through data
centers. This expands Paxos to synchronously replicate multiple write-ahead logs.
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5 Conclusion

In this paper, the distributed consensus problem in the cloud-based systems is
depicted through an example describing the generalized consensus issue. There are
many fault-tolerant protocols like Paxos, Raft, Zab, etc., where each of them has
certain limitations. A brief idea about these protocols is mentioned in this paper.
Here, we are representing that common value can be achieved by all correct nodes in
a cloud computing environment topology even though there are somemalfunctioning
nodes present. Implementations such as Paxos and Raft are efficient solutions but for
cloud-based systems Zookeeper implements Zab. We have also done a case study on
various applications by Google to provide fault-tolerant coordination service.
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An IoT Framework for Healthcare
Monitoring and Machine Learning
for Life Expectancy Prediction

Anna Merine George, Anudeep Nagaraja, L. Ananth Naik, and J. Naresh

Abstract The beginning of the IoT era, shrinking of devices and the concept of
intelligent independently learning machines have led to improvements in the quality
of human life. The application of machine learning to IoT data has led to the automa-
tion of the creation of analytical models. One key area of research has seen such a
revolution in the health care sector. This work aims to design a wireless healthcare
system that detects patients vitals using sensors, transfers data to cloud, and predicts
the approximate life expectancy using machine learning techniques. The notion of
the Internet of Things (IoT) interconnects devices and offers effective health care
service to the patients. Here the IoT architecture gathers the sensor data and transfers
it to the cloud where processing and analyses take place. Based on the analyzed data,
feedback inputs are sent back to the doctor and using the present pulse rate of the
patient, nominal or approximate value of life expectancy is predicted using machine
learning algorithms.

Keywords Wireless sensor · Healthcare · Thinkspeak · Arduino ·Machine
learning

1 Introduction

Internet of Things (IoT) is the association of physical devices such as sensors and
actuators to enable remote access to objects. It is anticipated that by 2020 more than
50 billion objects will be linked to the internet [1, 2].

IoT is the unification and integration of communication devices to enable a new
generation of assistance services. The hype surrounding IoT is complemented by the
application of Machine Learning making meaningful correlations, better decisions,
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Fig. 1 Block diagram for machine learning [8]

and predictions based on learned user patterns and analysis of data collected.Machine
Learning algorithms are grouped as supervised, unsupervised, and reinforcement
learning depending on the learning style.

Machine learning relies on computational models to find natural patterns in data
to learn and make decisions and predictions. The algorithm depends on the number
of samples available for learning. They can be used to predict the energy load or
battery life of IoT devices.

Supervised learning trains the model using a known set of input and output data
to make reasonable predictions and decisions. Machine learning algorithm makes a
trade-off in terms of training speed, memory usage, accuracy, and transparency on
new data. Figure 1 shows the block diagram for machine learning.

Machine learning can be used when:

• Mathematical equations and rules are complex.
• The equations and rules related to a task are changing.
• The kind of data keeps changing as in the case of energy demand prediction.

Regression models make predictions about variables based on the behavior of
variables and their trends. Pattern classification is to assign discrete class labels to
particular observations as consequences of a prediction. Figure 2 shows the detailed
workflow for machine learning model development and real-time implementation.

1.1 Common Classification Algorithms

k-Nearest Neighbor: Here the predictions assume that objects adjacent to each other
are alike. The algorithm works well in those applications where the memory usage
of the trained model and prediction speed is of less concern.

Support Vector Machine: The algorithm classifies data by finding the best hyper-
plane between two ormore classes. It is best used for data that has exactly two classes
and high dimensional non-separable data.
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Fig. 2 Detailed flow diagram for machine learning model development and real-time implemen-
tation [9]

Naïve Bayes: The algorithm categorizes new data based on the highest probability
of it fitting to a particular class. It is best suited for small dataset having many
parameters.

2 Related Work

Sarfraz Fayaz Khan, in the year 2017 [3], proposed that the staffs and doctors were
given a chance to improve and adopt new services using Wi-Fi. This is done by
using the Internet of Things hardware which is fused with the Wi-Fi module of the
RFID, NFC tags, and some small sensor nodes. The different ways in which IoT can
be implemented in healthcare institutions and the combination of microcontrollers
with the sensors added to improve efficiency is discussed in this paper. The result
includes robust output against medical emergencies. The work, however, focused on
RFID-based health monitoring that restricts the coverage area.

Nilanjan Dey [4] proposed that the internet of things can be converged with
the healthcare sector to transform into more advanced and efficient services. The
conjunction of the Internet of Things technology and medical field makes a great
impact in the healthcare sector. IoT has physical devices network, embedded system,
sensor, servers, software, and network connectivity to communicate remotely and
collect data from the system components. IoT integrates the automation, sensor
networks, embedded system, these facilities make IoT a great convenience. He also
mentioned the healthcare application supported with IoT system can be connected
and used anywhere, anytime, and at any place of our convenience which leads to the
smart healthcare usage.
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Prasanth [5] introduced a user-friendly desktop application for monitoring the
health status of the patient themselves.

Luca Catarinucci [6] proposed the designing of health care system which collects
the patient’s health condition and environmental conditions at real time and sends
to the control center where it is analyzed and sends an alert based on the emergency
condition. The RFID-based system reduces manpower and allows online monitoring
of medical reports.

Moeen Hassanalieragh et al. in 2015 [7] proposed an IoT-based smart health care
systemwhere the physical and mental health status is collected by various embedded
or environmental sensors. These data are processed and analyzed and made available
always. It aids in reducing the cost of healthcare by simultaneously improving the
quality of services.

3 Methodology

The project is implemented usingArduinoUno, LM35 temperature sensor, an analog
heartbeat sensor, esp8266 Wi-Fi module and Thing Speak as the cloud platform as
shown in Fig. 3. The temperature is measured in degrees and the heart rate in bpm.
Emergency conditions are defined for pulse rate greater than 100 and lesser than 40
and based on the pulse rate values a machine learning-based predictive analysis is
done where data is fed to a controller in real time so that the controller takes decision
based on the previous data values and gives the average life expectancy of the patient.

Fig. 3 General block diagram
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3.1 Steps Involved in Transferring Data to Cloud

Temperature and heartbeat data are acquired by biosensors, preprocessed, and trans-
mitted through suitable communication platform. Sensors are connected to the
network through immediate data aggregator or concentrator. The components of data
transmission system are responsible for transmitting the patient records from home
to the data center of healthcare organization. Often a storage/processing devices in
vicinity of client, is referred to as Cloudlet. Cloudlet is local processing unit which
is used to transfer to cloud in case of any limitations such as lack of connectivity.
Distinct components of cloud processing are Storage, Analysis, and Visualization.

Steps involved in transferring data to cloud include

Step 1: Setup the ThingSpeak, i.e., create an account on ThingSpeak website.
Step 2: Prepare and build ESP8266 hardware for appropriate communication.
Step 3: Write the code to send data from Arduino to ThingSpeak.

• Connect the ESP8266 Wi-Fi module using AT commands.
• The data will be sent over HTTP connection. Define SSIO, Password, API Key

to ThingSpeak.

Step 4: Run the code.

3.2 Steps Involved in Predictive Analysis Using Machine
Learning Algorithm

Predictive analytics uses new statistical patterns and machine learning algorithm
to analyze past data and predict future ones. Predictive models are developed in
MATLABwith classification algorithms and tested using K-fold validation. Figure 4
shows the block diagram for predictive analysis using Machine Learning.

4 Results

Figure 5 shows the results of the temperature sensor in temperature versus timewhich
is uploaded in the thinkspeak cloud.

Figure 6 shows the results of the pulse sensor in pulse rate versus time which is
uploaded in the thinkspeak cloud.

Figure 7 is used to indicate an optimum patient condition (green light) when the
pulse rate of the patient is between 40 and 100.

Figure 8 is used to display an emergency condition using red light when the pulse
rate is below 40 or greater than 100.

Figure 9 is used to indicate the approximate life expectancy of the patient obtained
using classification learner. When the pulse rate is below 40 or greater than 100, the
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Fig. 4 Flow chart for
Predictive analysis using
machine learning

Fig. 5 Temperature sensor
data uploaded to cloud

Fig. 6 Pulse sensor data
uploaded to cloud
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Fig. 7 Optimum condition
indication

Fig. 8 Emergency condition
indication

Fig. 9 Approximate life
expectancy based on
machine learning
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life expectancy of the patient will be lower and the doctor will be intimated about an
emergency condition.

5 Conclusion and Future Scope

The patient’s temperature and heartbeat rate are measured and monitored in the
cloud (ThingSpeak). For pulse and temperature variations the optimum (GREEN)
and emergency conditions (RED) are obtained. Using prediction-based regression
model approximate life expectancy of the patient is obtained. The developed system
can be used to detect tumors and several abnormalities in the brain. More research
needs to be carried on security algorithms and data privacy as IoT is managed and
run by multiple technologies and multiple vendors. The present system requires the
sensors to be connected to the body, whereas in future contactless devices can be
built. Moreover, self-powered and low power health monitoring systems need to be
designed.
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A Study on Discernment of Fake News
Using Machine Learning Algorithms

Utkarsh, Sujit, Syed Nabeel Azeez, B. C. Darshan, and H. A. Chaya Kumari

Abstract Due to recent events in world politics, fake news, or malevolently estab-
lished media has taken a major role in world politics discouraging the opinion of the
people. There is a great impact of fake news on our modern world as it enhances
a sense of discretion among people. Various sectors like security, education and
social media are intensely researching in order to find improvised methods to label
and recognize fake news to protect the public from disingenuous information. In
the following paper, we have conducted a survey on the existing machine learning
algorithm which is deployed to sense the fake news. The three algorithms used are
Naïve Bayes, Neural Network and Support Vector Machine (SVM). Normalization
is used to cleanse the information before implementing the algorithm.

Keywords News · Fabricated media · Influence · Misleading ınformation · Naïve
Bayes · Neural network · Support vector machine · Normalization method
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1 Introduction

With the advancement of technology, unclassified facts are available to everyone for
free. This is a leap in the advancement of mankind but at the expense of blurring the
lines between true media and maliciously fabricated media. News, stories or hoaxes
created intentionally to misguide readers can be defined as fake news. Fake news can
be deliberately created in order to influence one’s views, promote a political agenda
or to cause a misperception which can be profitable to certain business communities.
It can deceive a person by personifying a trustedwebsite or by using analogous names
and addresses of reputable organizations. Conventionally, we always got broadcast
information from trusted sources, journalists and media which essentially need to
trail certain codes of practice. With the invent of online news broadcasting, there are
very little editorial standards leading ungenuine news movement.

Due to the circulation of news and facts through socialmedia and other networking
sites, it is often difficult to differentiate among credible and fake information. Due to
the generation of an excess of information and little knowledge among the general
public about the working of the internet, hoax news generation has found immense
growth. The increasing outreach of these stories is majorly due to social media sites
where tremendous data is generated. It acts as a platform for the public to discuss
events that have occurred leading to the formation of various conspiracy theories.

The associations monitoring the online frameworks have made it mandatory to
contact beast onlookers before streaming any content on a website, blog or profiles.
Business communities, diverse substance markers/traders have channelized the fake
news generation into their favour. Counterfeit news can be emphasized as a profitable
business, publicizing pays for distributors who generate and distribute stories that
travel throughout the web. The more breakthroughs a story gets, the more money
online news creators make for driving the web traffic in the light of this news. So, it
becomes an essential criterion to categorize a news article as true or false, so as to
improvise the quality and accuracy of news public receives each day. In this work,
we mainly put forth the approaches to discernment fake news. The rudiment method
being Naïve Bayes and the sophisticated methods are Neural Network and Support
Machine Network (SVM).

2 Related Work

Trustworthiness, believability, reliability, accuracy, fairness, objectivity can be used
to define the credibility of the information.

Contents of fake news acknowledge people to believe falsified information and
sometimes it can be a sensitive message. These messages upon being received,
disperse rapidly among communities. The dissemination of hoax stories adversely
affects various people beyond specific clusters. Themain confusion is due to the inca-
pability to separate believable and unbelievable data being circulated via socialmedia
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Fig. 1 Sentiment analysis
flow diagram

outlets. Presence of fake news imposes a greater threat to one’s life and property.
Fake new proliferation can take place due to misinformation, that is the distributor
believes the news is true or due to disinformation, which occurs when the distributer
intentionally circulates a hoax [1, 2].

For example, fake news generated states that, Donald Trump donates his entire
$400,00 salary to re-establish cemeteries. This could possibly not be true as he cannot
donate his entire annual salary for this cause, as he has already assigned first quarter’s
worth of his salary for a different initiative under Department of Veterans Affairs.

As shown in Fig. 1 researches use mostly sentimental study [2] and segregation
to detect the hoax stories, nonetheless, it always depends on the dialect’s context [3].

2.1 Machine Learning Methods

2.1.1 Naïve Bayes

It is a straightforward machine learning algorithm. It is a very prominent calculation
that can be deployed to determine the accuracy of news is credible or not, by utilizing
multinomial NB and pipelining ideas. Normal standards are persuaded by the number
of algorithms, so it cannot be the main calculation for formulating such classifiers.

Naïve Bayes is a simple method to detect whether a news is fake or not.
It is a type of calculation which is applied in content characterization. The utiliza-

tion of token is mainly concerned with detecting whether the news is reliable or
unreliable in Naïve Bayes classifier. After that, the exactness of the information is
obtained by applying Bayes postulate.
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Naïve Bayes Formula and Details
The next concept is the equation for Naïve Bayes order that exploits the likelihood
of the past occasion and distinguishes it with the current occasion. Each and every
likelihood of the event or occasion is determined. Finally, the general likelihood of
the news that is contrasted with dataset is determined.

Along these lines on computing the general probability, we can get the estimated
esteem and can recognize whether the news is genuine or fake

P(X|Y) = P(Y|X) · P(X)
/
P(Y) (1)

To find the probability of a circumstance, given X when event Y is assumed to be
TRUE.

2.1.2 Support Vector Machine

In the mid-60’s scientists proposed the primary Support Vector Machine (SVM).
The model can simply coordinate classification and it misses out the most practical
issues that are being facedwhile classifying. In the early 90’s researchers, established
SVM that promotes discontinuous classification. This made SVMmore efficient for
users. Radial Basis Function is used in our implementation. The clarification we
implement in this part is two Doc2Vec feature vectors which are adjacent to each
other. If their addressing chronicles are relative, the detachment is figured by the bit
limit, regardless of addressing the principal partition. The formula is as follows:

K
(
x, x ′) = exp

(
− x − x ′2

2σ 2

)

It precisely addresses the required dependency and it is a regular kernel for SVM.
We use the speculation familiar in [4] with executing the SVM. The guideline

thought of the SVM is to disconnect multivariate classes of data by the vastest
‘street’. This target can be addressed as the improvement issue.

argmax
w,b

{
1

w
min
n

[tn
(
wT∅(

xn) + b
)]}

s.t.tn(w
T∅(xn) + b ≤ 1n = 1, 2, . . . N

At that point, we utilize the Lagrangian function to dispose of limitations.

L(w, b, a) = 1

2
w2 −

N∑

n=1

an
{
tn

(
wT∅(xn) + b

) − 1
}

where an ≥0, n = 1, N.
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At long last we take care of this improvement issue utilizing the raised
advancement devices gave by Python bundle CVXOPT.

2.1.3 Neural Network

Huge Feedforward networks or rather multilayer perceptron’s can be regarded as
the most critical learning models establishments. CNNs and RNNs are only certain
remarkable examples of Feedforward networks. Controlled AI assignments are
implemented using these networks. This is where we undeniably understand the
possible outcome, we need our network to perform. These can be noted as fundamen-
tals for rehearsing AIs. It is to mainly structure the description of different business
applications, regions, for example, PC vision and NLP that was basically influenced
by the nearness of these networks.

The rule focus of a feedforward network is to incorrect some utmost f*. For
instance, an apostatize work y = f*(x) maps an information x to a worth y. It depicts
a mapping y = f (x; θ) and learns the estimation of the parameters θ that outcome in
the unsurpassed work deduce.

We mainly comprehended two feedforward neural networks. One of them by
using TensorFlow and the other one using Keras. Present-day NLP applications
deploy neural frameworks on the huge scale [5], instead of using straight models
like SVM’s and logistic regression that revolved around progressive techniques.
Three hidden layers are used in our neural framework. For introductory analysis,
we deployed Rectified Linear Unit (ReLU), which is regarded to be appropriately
suitable for NLP applications [5].

It has a constant magnitude feed of x R 1 × 300

h1 = ReLU (W1x + b1)

h2 = ReLU (W1h2 + b2)

y = Logits(W3h2 + b3)
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3 Discussion

3.1 Limitations of Existing System

There are some limitations in the studied systems and they are mentioned below:

1. Naïve Bayes

• In Naïve Bayes it makes a strong assumption on the distribution of data.
• If a variable has a category which was not observed on training dataset, then

the model will give (assign) the result as zero (0).
• Naïve Bayes is also known as a bad estimator, so the output is not taken too

seriously.

2. Support Vector Machine (SVM)

• The main drawback of SVM algorithm is that there are several important
parameters that need to be set correctly to get the best classification.

• It is not suitable for large datasets.
• It does not perform very well when target classes are overlapping.
• The algorithm will over-fit, if the number of features is much greater than the

number of samples also it does not provide probability estimates.

3. Neural Network

• The artificial neural network requires processors with parallel processing
power according to their structure. For this reason realization of hardware
is essential.

• No clue about how results are acquired (obtained), so you cannot know what
causes the output and how it is obtained.

• ANNworks with numerical data, so problems have to translate into numerical
values.

• It works on large datasets so the training time is very high and the duration of
the network is unknown.
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4 Proposed System

In Fig. 4 the system architecture is shown which uses the state of the art algorithm
LongShort TermMemory(LSTM) to overcome the drawbacks proposed by the above
stated algorithms.

4.1 Data

Kaggle is the source for extracting dataset for our implementation model [2]. The
dataset consists of about sixteen thousand six hundred lines of data extracted from
numerous reports available online.

A lot of pre-processing is done on the dataset in order to get it ready for the
implementation. This can be clearly notable in the source code [3] that will be
performed to set up training models. The attributes that our dataset have, are as
follows:

• id: This attribute refers to the exclusive identification
• heading: This is the label of the news report
• editor: editor of the news columns
• script: This is the data of the report which can be partially written.
• marker: To mark whether the source is credible or not
• F: un-credible
• T: credible.

4.2 Data Cleansing and Attribute Retrieval

Data Cleansing refers to the task of transformations applied to our data before it can
be considered apt to feed it to the algorithm. The technique used to convert the raw
data into clean, usable data set is often referred to as data pre-processing. Usually,
when we tend to collect data from various sources, it is in the raw form. It is not
feasible for analysis, hence it must be pre-processed to match our needs. In Fig. 2,
the seuqential steps for data preprocessing is shown which involves collection of
data, structuring the data into a proper format, performing preprocessing and then
performing graphical analysis of the results.
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Fig. 2 Data pre-processing

4.2.1 Need for Data Pre-processing

• Information arrangementmust be regarded as highly specificwhenever aMachine
Learning venture is taking place. This leads to better outcomes. Few of the
machine learning models prefer data to be organized in a predetermined format
for processing.

• Information collection through various sources and streams is highly necessary
as it accounts for running more than one Machine Learning and Deep Learning
calculations that can be executed in one informational index pertaining to the
selection of the best algorithm for deployment.

The pre-processing of data involves

• Removing of unrelated texts
• Removing empty cells
• Removing stop words
• Truncating data without labels.
• Converting all text to lowercase.

Upon performing these steps, we obtain a CSV file, which is fed to Doc2Vec
algorithm as an input.

4.3 Doc2Vec

The main agenda of Doc2Vec is to generate a numeric representation of a document,
irrespective of its length. Words are in logical structure, but documents are not.
Hence an alternative method must be devised for numeric representation creation.
A Doc2Vec as shown in Fig. 3 can be utilized in order to perform this task. As an
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Fig. 3 Doc2Vec

initial step of preparation, a lot of records must be collected. For each word, a word
vector W is produced. For each archive, record vector D is assigned. The model
also formulates loads of data for SoftMax concealed layer. In the case of derivation
organize, another manner can be emphasized. This leads to fix loads of ascertaining
document vector.

Word2Vec communicates with documents by connecting vectors of individual
words. This, however, leads to loss of all word request data. AWord2Vec is generated
by the Doc2Vec by the involvement of a ‘document vector’, that yields a portrayal
containing some information about the document overall. This enables the familiarity
of the data about the word request. We are expecting an output that differentiates the
unpretentious contrasts between content documents. Hence, conservation of word
request data makes Doc2Vec very useful for our application.

4.4 Text Encoding and Word Embeddings

It is necessary to convert text data into vector representation in order to feed words
into a machine learning algorithm. One of the methods is to use word embeddings.

In order to understand Word embeddings in simpler terms, it can be expressed as
writings that are changed over into numbers and there might be diverse numerical
representations of similar book. It is prominently stated that for unknown reasons,
manymachine learning calculations and practically all Deep Learning infrastructures
are not capable of formulating sentences or plain context in a rudimentary manner.
They need figures so as to carry out a particular given task, be it order relapse and so
on in expansive standings. After the extensive degree of knowledge being extracted
from content organization, it is amost basic task to remove data out of it and assemble
applications. Some certifiable utilization of content applications are—slant scrutiny
of audits by Amazon and so on, collection or broadcast characterization or clustering
by Google, and henceforth.
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Word Embeddings cluster and describe words by making attempts to utilize a
lexicon to a vector. The following example separates the sequence of words intomore
probable subtleties to have a reasonable view. Investigating the model—sentence =
’Word Embeddings are Word changed over into numbers’. A word in a sentence can
be considered to be ‘Embeddings’ or ‘numbers’ and so on.A lexicon can review every
single one of kindwords in the sentence. Along these lines, a lexiconmay resemble—
[‘Facts’, ‘and’, ‘figures’, ‘will, ‘represent’, ‘numbers’]. Vector description of a word
might be a one-hot encoded vector where 1 represents the position where the word
exists and 0 wherever else. The vector portrayal of ‘numbers’ in this organization as
per the above lexicon is [0, 0, 0, 0, 0, 1] and of altered into [0, 0, 0, 1, 0, 0].

4.5 The Long Short-Term Memory (LSTM)

Hoch Reiter ad Schmid Huber proposed the Long Short-TermMemory (LSTM) unit
[6]. It can be regarded as an extensively useful tool in describing serialized objects.
This is because it makes a gauge by explicitly taking the past data and utilizes that
to put together the present commitment. The content of the news we are concerned
about is usually serialized. The adjuration pf sentences are critically based on the
words. So, the LSTM model is best preferred for our implementation idea.

It is a general idea to schedule our events of the day, based on appointments based
on work. Whenever we encounter an important task, we adjust it with fewer priority
works, that can be performed later. Using LSTMs, the information drifts through
a mechanism that is referred to as cell states. This enables LSTMs to selectively
remember or forget things. There are mainly three dependencies for a particular cell
state information. We can instantiate this for predicting stock prices for a particular
stock.

For a particular day, the stock pricewill be detected based on the following factors:

• The previous day trend of stock which can be a downtrend or an uptrend.
• The traders compare previous day’s stock price before buying them, so it is

necessary to address the value of stock on the previous day.
• It is necessary to consider the factors that mainly affect the price of stock in the

present day. The influencing factors can be a policy that is implemented by a
company which is widely unaccepted, drop in the profit of a company or a change
in the high position of a company unexpectedly.

The dependencies can be generalized as follows:

• The state of the previous cell, that is the information that was present in the
memory previously.

• The hidden state’s previous cell information which is regarded as the output of
the previous state.

• The current time step taking in the new information
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Fig. 4 System architecture

Since the request for thewords is significant for the LSTMunit, we can’t utilize the
Doc2Vec for pre-processing on the grounds that it will move the whole archive into
one vector and lose the request data. To forestall that, we utilize the word embedding
(Fig. 4).

5 Conclusion

Fake news makes it difficult for the general public to believe in what is right and
what is wrong because the rumours make it hard to identify the truthiness of a fact
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[6]. Due to the failure of the capability of furnishing a legible content, a corpus used
in IBM’sWatson led to the let-down of the initial archetype examination in late 2016
[7]. A tremendous idea needs to be formulated to detect the proliferation of truth and
fake news through various streams [8]. A model built on this purpose will prove to
be definitely useful in this modern era [9, 10].

Fake news can be identified using machine learning methods. In this experiment
machine learningmethods used areNaïveBayes,NeuralNetwork andSupportVector
Machine (SVM)which detects the fake news with high confidence.We can for future
enhancement use Long Short-TermMemory (LSTM) to improve the results as LSTM
works like the human brain. It keeps the information which is useful and discards
the unnecessary information which is false or is not required.
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Detection of Diseased Plants by Using
Convolutional Neural Network

M. Maheswari, P. Daniel, R. Srinivash, and N. Radha

Abstract Agricultural takes a major percentage in a country’s economic growth.
Crop production plays an essential role in agriculture. Countries’ economical growth
rate is reduced due to less crop production. Foods are essential for every living being,
since we need proper food for survival. Hence, it is essential for every farmer to
cultivate a healthy plant to increase the crop production. However, in nature, every
plant can get attacked by some sort of disease but the level of damage occurred to
the crops are different for every plant. If a fully matured plant get affected by a
simple disease, it will not affect the full plant but if a small plant gets affected by the
same disease, it causes severe damage to the plant, aswe cannotmanuallymonitor the
plants and cannot detect the disease occurring in the plants everyday.Hugemanpower
is needed tomonitor every plant in the farm so it needs time formonitoring every crop
in thefield. In this paper, image recognition using conventional neural network (CNN)
has been proposed to reduce the time complexity and manpower requirement. The
proposed algorithm accurately detects the type of diseases that occurs in the plants.
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1 Introduction

Western Asia is considered to be the birthplace of agricultural revolution where wild
ancestors of wheat and barley and domesticated animals like goat, sheep, pig, and
cattle are found. The period from 7500 to 6500 B.C. was the period of discovery of
agriculture. Agriculture in India is considered as a primary activity because a large
chunk of the population in India depends on farming for their livelihood. In India,
more than 70% of the population is depending on agriculture in one form or the
other. The present populace is around 1000 million which is relied upon to balance
out at around 1500 million by the center of the present century. This pattern of popu-
lace development made disturbing circumstances as the extent of expanding region
under development is limited. The importance of agribusiness can be estimated by
the offer of farming in national salary and work design and so forth. Knowing the
significance of agribusiness, the farming area can be connected with the modern
division [1]. According to data published by the Ministry of Food Processing Indus-
tries recently, Harvest and postharvest loss of India’s major agricultural produce is
estimated at Rs 92,600 crores approximately. The new spending plan for the farming
segment expanded to 44% from Rs 24,909 crore in 2015–’16 to Rs 35,984 crore in
2016–’17 [1].

2 Proposed Algorithm

Due to heavy loss in the crop productivity, everyday farmers are facing severe prob-
lems in the crop production. These are happening due to the increase in the disease
on the plants and so it causes the loss in the productivity. Hence in the large farming
lands, the plants with the disease cannot be identified easily by the human-races. So
we decided to improve the crop productivity by introducing a PLANT DISEASE
DETECTOR which will be useful for every farmer. It helps in identifying the plants
with the disease and gives the severity level of the attacked disease. We also include
a special method to give an alert to the farmers through mailing them the notification
message that includes the image of the plants with the disease and the affected area
and gives the tips to cure the disease or to remove the crop from that area. We use
Tensor flow library for object detection and SMTP library for the mailing process.
Tensor flow library used to detect the disease occurred in the plants through training
the datasets by CNN. We mainly use CNN for accuracy and clear classification of
the image sets. SMTP files include mailing process if the disease is detected, then
automatically the mailing process is called and then they are delivered to the receiver.

Detection of disease by visualizing through our own eye is difficult. Therefore in
the field of agriculture, detection of disease plays an important role in visualization of
plants through computer-based automation. These automatic disease detection will
be beneficial in the field of crop cultivation. An automatic detection of those diseases
are identified just by analyzing with the datasets provide to the machine. In plants,
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some general diseases are brown, black, and yellow spots, and others are fungal,
viral, and bacterial diseases. Image recognition is a technique to identify the area of
affected plant disease and to determine the difference in their color of the affected
area [2].

Digital Image Processing is a growing technology which is helpful to enhance
the quality of the image [3]. Image recognition is the process of identifying people,
objects, places, and letters by the process of machine learning. These can be achieved
using Neural networks for the machine to learn the images. In this paper, it is
proposed to identify the disease that occurs in the plants by using Convolutional
Neural Networks [4, 5]. There are several types of Neural networks Convolutional
neural network outperforms the other neural networks in terms of memory occupan-
cies and performances. The neural network works in a similar way like neurons of
the human brain in the way how it stores information and passes the information
to us fast. The same neural network can be used for the prediction of glaucoma
in medical images [6] and in wireless sensor networks for optimizing the network
performance [7]. The information that we are feeding to it are the inputs they get split
into numerous tiles. The tiles are get matched with the hidden layers that we have
trained from the datasets that we have. The hidden layer consists of the convolutional
layer and pooling layer [5]. The convolutional layer is the main block of the neural
network, when we give an image as an input. The pooling layer has the work to form
a cluster of neuron to carry the outputs into a single neuron. In this, max pooling is
common to do these works. Then a single neuron carries the information and gives
the output from the output layer [8, 9].

When we use CNN in the detection of disease that occurs in the plants, it produces
us a minimum error rate hence the object can be classified perfectly. The network
is trained with 800 database that includes all diseases that occur in the plants. They
used 120 images for every 10,000 iterations [4, 10]. The conventional neural network
structure is given in (Fig. 1).

Fig. 1 Structure of conventional neural network
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Fig. 2 Training of CNN

In this paper,we address another important aspect ofConvolutional neural network
architecture design, which is feasible due to the use of very small convolution filters
in all layers. During the training of the images, they are computed to the trained set
as RGB images from each pixel [4, 11]. The training method of CNN is shown in
(Fig. 2).

The convolutional neural network is trained on the newly trained set. We can train
the dataset from the training set and also they are tested from the test sets. The neural
structures have five hidden layers, there is no overlap between any trained and test
datasets [12, 13]. The connection between the layers of CNN is shown in (Fig. 3).

The completely associated layer contains neurons of which are specifically asso-
ciated with the neurons in the two contiguous layers, without being associated with
any layers inside them. Here, the images from the camera are the input to the
neural networks [14]. The output layer gives the information if the images provided
matches while training the datasets [8]. The output layer can also be able to identify
the severity level of the disease occurred to the crops. The information we provided
can give an error if all the information are represented at a time, so the output gives the
specified information of the input we fed. For example, if the hidden layer contains
two units one that occurs in leaves and other that occurs in fruits or vegetables or
crops and we are feeding an image of some plants which have the disease in leaves,

Fig. 3 Connection between the layers of CNN
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Fig. 4 Layer structure of CNN

then the first hidden layered units value get increased and the other units values are
decreased, if input is given as the plant having a disease that occurs in whole plants,
then their values are summed and gives the output from the values [8]. The complete
layer structure of CNN is shown in (Fig. 4).

In the working process of Neural network, the images are split into small tiles of
images and they are transmitted to the neurons as the information. In CNN, not every
neuron is going to carry all information; any one neuron accepts the inputs in the
form of small layers of the subsection. In the subsampling area, the tiled images are
stored in the form of arrays and these featured arrays are then mapped in the pooling
layer and they are carried as one single information to the output and provide the
accurate classification of disease. The featured selection process helps to give fast
information and execution and higher classification. This technique produces more
accuracy than other detection techniques. In first, the trained image of the neural
networks is taken that have some bacterial, viral, and fungal diseases in plants.
The experimental detection gives the classification of the images with the automatic
detection of the disease occurred in the plants. Based on the best performance results,
it is well capable of detecting or classifying the disease accurately around 99% [15].

3 Tensor Flow Object Detection API

Tensor Flow’s Object Detection API [16] is an incredible asset that makes it simple
to develop, train, and convey object identification models. In the majority of the
cases, preparing a whole convolutional organize without any preparation is tedious
and requires extensive datasets. This issue can be fathomed by utilizing the benefit of
exchange learning with a pre-prepared model utilizing the Tensor Flow API. Before
diving into the specialized subtleties of executing the API, how about we examine
the idea of exchange learning. Exchange learning is an exploration issue in machine
discovering that centers around putting away the information picked up from taking
care of one issue and applying it to an alternate yet related issue. Exchange learning
can be connected in three noteworthy ways; Convolutional neural system (CNN)
as a settled component extractor: In this strategy, the last completely associated
layer of a CNN is evacuated, and whatever remains of the CNN is treated as a
settled element extractor for the new dataset. Adjusting the CNN: This technique
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is like the past strategy; however, the thing that matters is that the loads of the
pertained arrange are tweaked by proceeding with backpropagation. Pre-prepared
models: Since present day CNN takes a long time to prepare without any preparation,
usually to see individuals discharge their last CNN checkpoints to help other people
who can utilize the systems for calibrating. For instance, [17]Tensor FlowZoo5 is one
such place where individuals share their prepared models/checkpoints. In this trial,
we utilized a pre-prepared model for the exchange learning. The benefit of utilizing a
pre-prepared model is that as opposed to building the model without any preparation,
a model prepared for a comparative issue can be utilized as a beginning stage for
preparing the system. Numerous pre-prepared models are accessible. This analysis
utilized the COCO pre-prepared model/checkpoints SSD [18]. Mobile Net from the
Tensor Flow Zoo [17, 19]. This model was utilized as an introduction checkpoint for
preparing. The model was additionally prepared with pictures of traffic lights from
Image Net. This calibrated model was utilized for induction. Steps involved in [16]
Tensor flow object detection API is shown in (Flow chart 5).

771 images have been used over of diseased plants as dataset. For training, 650
images have been used and for testing, 121 images. The dataset, training, and testing
images have been shown in (Figs. 6 and 7).

4 Image Annotation

For labeling image, Label Image has been used [20]. Label Image is a graphical
image annotation tool. All the images have beenmanually labeled for test and training
dataset. The severity level of the disease is also classified that may be useful to feed
the correct amount of fertilizer to the crop. The Label Image is shown in (Fig. 8).

The images are saved in the XML format for example

<?xml version="1.0"?>
<annotation>
<folder>train</folder> 
<filename>image010.jpg</filename> 
<path>C:\tensorflow1\models\research\object_detection\images\train\im
age010.jpg</path> 
<source><database>Unknown</database></source> 
<size><width>448</width> 
<height>448</height> 
<depth>3</depth></size> 
<segmented>0</segmented> 
</annotation> 
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Flow Chart 5 Design flow
Image Annotation

Collect Data set

Tensor flow record creation

Label Map

Pipeline Configuration

OMP parameter       
configuration

Training

Inference

XML FILE FORMAT

Training images play amajor role in image recognition. The images have been trained
until the loss becomes below 0.05. This is quite accurate. The loss graph is shown
in the below image. This graph was plotted automatically with the help of the tensor
board (Fig. 9).

In the proposed model, it is designed such that the notification alert will be sent
to the user if the accuracy of the disease is above 80%. The above statement will
be suitable for both low severity and high severity condition. The sample run of the
model is shown in Figs. 10 and 11.

The inferencing video was first changed over into edges utilizing MoviePy, a
Python* module for video altering. These arrangements of casings are given to our
model prepared utilizing exchange learning. After the edges go through the Object
Detection pipeline, the jumping boxes will be drawn on the distinguished casings.
These edges are at long last converged to frame the surmised video. For notifications,
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Fig. 6 Images of training DATASET

Fig. 7 More images of training DATA SHEET
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Fig. 8 Labelling image

Fig. 9 Loss graph

we have used SMTP (Simple Mail Transfer Protocol) [21, 22]. In that notification,
we attached the defected plant image and some suggestions for that.

5 SMTP

SMTP is a protocol used for mailing purpose which is sent by the sender and received
by the receiver through the host line. It is connected with our code for disease identi-
fication to find if any disease that occur in the plant, and if the disease severity level
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Fig. 10 Sample run image
before recognizing

Fig. 11 Sample run image
after recognizing

is above and equal to 80%, then it will send the message to the receiver mail provided
in the code [23]. There are two modes of SMTP models; they are

• End to end method,
• Store and forward method.

In these two methods, the store and forward message through the sender to the
receiver is used. The mail can be sent with the header, body title, and images to the
receiver. To do this process, we have to change some of the settings in the sender’s
mail settings. If we have done two-step verification on Gmail, we have to OFF the
Two-step verification. We have to ON the less secure app allowance as shown in
Fig. 12.

Now by using the SMTP library in the code by installing the SMTP by “pip install
smtplib” command [23, 22]. Next, we can create the mailing code and we need to
provide the sender and receiver’s mail address. Next, we need to provide the common
server for login to our mail.

server=smtplib.SMTP('smtp.gmail.com',587) 
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Fig. 12 Image for less secure app ON condition

We need to provide the sender’s mail with the password then only we can send
mail to the receiver what we need to send as a message. If we need to attach images,
we can insert attachment in the code [22].

If any disease occurs that is identified by the system, then the image is get captured
by the system and they get ready to be mailed to the receiver we have provided. The
mail contains the header, body content, and attachments of image. When the image
gets captured they are attached with the mail automatically and the header provides
which disease has occurred and the body content provides the ideas to prevent the
plants from disease or to remove the disease. By those suggestions, we can protect
the other plants from getting affected [23].

6 Conclusion

From this concept, we have concluded that by using this detection method, we can
identify the diseased plants soon and this reduces our time of identifying the diseased
plants by our own eye. The system has been tested with the different set of images
and it easily detects the disease just by keeping camera pointing on the plants or
using auto bots with circulating cameras moved across the plants, it captures the
images of the diseased plants and sends to the receiver immediately. It acts as an
efficient system by reducing our clustering time on finding the disease and the area
of infection. It serves as a good tool for identifying the disease in the plants. The usage
of the object detection for the identification of disease in plants helps to improve the
accuracy of identification. Everyday, the technology provides new techniques and
methods to easy our work. However, automation is the best in technologies but not
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used for agricultural purposes and it will be very helpful in the field of agriculture.
We use the automation here for the automatic identification of the plant diseases and
deliver the image of those plants with which area the plant is present and give the
suggestions to avoid the disease in the future to the user by mailing them.
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Emoticon: Toward the Simulation
of Emotion Using Android Music
Application

Aditya Sahu, Anuj Kumar, and Akash Parekh

Abstract Music unquestionably affects our emotions.We tend to listen tomusic that
reflects our mood. Music can affect our current emotional state drastically. Earlier,
the user used to manually browse songs through the playlist. Over the period, recom-
mendation systems have used collaborative and content-based filtering for creating
playlist but not the current emotional state of the user. This paper proposes an
idea of an android music player application which recommends songs after deter-
mining the user’s emotion by facial recognition at that particular moment using deep
learning techniques. And create a playlist by considering the emotion of the user and
recommending songs according to the current emotion of the user.

Keywords Convolutional neural network ·Music application · Emotion
recognition

1 Introduction

We know from psychology, that music induces emotional responses in human beings
and it has tremendous application in the current research [1]. Emotion recognition
research helps to analyse the process of listening and human interaction with the
help of human robots and it will be a more efficient technique [2, 3]. Here, several
techniques of emotion recognition have been discussed such as smile, angry, sad,
neutral, disgust and fear.

Happy emotion helps to hear happy music with high beats and in sad emotion,
can able to listen to slow motion songs. The main focus of this research work is to
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design an efficient yet simple android music player which recommends and plays
songs based on the current emotional state of the user. This paper consists of basically
two modules, Emotion module and Android module. Emotion module detects the
emotional state of the user.Androidmodule integrates theEmotionmodule in android
platform and recommends a playlist according to the output of emotion module and
song database using firebase.

2 Related Work

Many works have been done in the field of emotion detection and how music can
affect the user’s emotion. There are several articles and papers which describe how
music can affect our emotion. According to Annemiek Vink’s paper, music can be
used for therapy as well as psychological treatment [4]. It described how music can
drastically change one’s emotional state. Tanner Gilligan and Baris Akis published
a paper on Real-time emotion detection using CNN [5]. They used the data from
Cohn-Kanade dataset and their own custom images to train their model. Their model
achieved an outstanding accuracy of 97%. Another paper uses the same dataset as
well as MMI dataset using FeatEx block as the main component in their Neural
Network Architecture [6].

Another paper focused on facial muscles [7] moments using neural networks to
recognisefine-grained changes in facial expressionbasedon theFacialActionCoding
System (FACS) action units (AUs) [8]. Another paper by Dachapally, Prudhvi Raj
uses Autoencoder Units concept on JAFFE dataset with an accuracy of 86.38% [9].

As we can see, several past works have been done on emotion recognition through
various datasets like Cohn-Kanade, MMI, JAFFE, etc but, this paper proposes an
application of emotion recognition process to be integrated to the android application.
This will allow a totally exceptional user experience with on-spot emotion detection
and recommendation of songs.

3 Proposed Work

The proposed model takes input, i.e. the facial expression of the user from the front
facing camera of themobile phone. The image is passed to theEmotionmodulewhich
is stored in the form of .pb file. The preprocessing of the image takes place such that
the image will be converted into Grey-scale 48 × 48-pixel image. According to the
trained Emotion module, it determines the percentage of all emotions and takes the
maximum emotion. Then, the feed function is called which outputs the predicted
result. The output will be used to create a playlist of the songs from the database
and stores it in the temporary buffer. Later, the temporary buffer will be used to
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Fig. 1 Work flow of the
proposed model [4]

create a playlist object in the android application. The graphical representation of
the workflow is given in Fig. 1. In order to implement this, we consider the following
modules.

3.1 Emotion Module

1. Dataset: FER refers to facial emotion recognition as this study deals with the
general aspects of recognition of facial emotion expression. Fer2013 dataset has
been taken from Kaggle Competition held in 2013 [10]. The dataset is already
defined in such a way that label for each image is given either training or testing.
So here there is no need for splitting of data manually. It has 28,709 training and
3,589 testing image information. Each image has a dimension of 48 × 48 pixel;
thus, the whole dataset contains 48× 48= 2304 pixel values for each individual
image. Target attribute gives the numerical value from 0 to 6 according to the
emotion(0=Angry, 1=Disgust, 2=Fear, 3=Happy, 4=Sad, 5=Surprise, 6=Neutral).
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Fig. 2 Number of emotion
instances

Dataset is not normalised as the ratio of number of each instance is differentwhich
can be observed in Fig. 2. For example, the number of Happy images is much
more compared to other emotions as well as the number of Disgust images is
very less compared to other emotions.

2. Convolutional Neural Network: A multi-layered convolutional neural network
is programmed to evaluate the features of the user image [11, 12]. CNN is the
deep learning algorithm that takes input, i.e. an image as an array of pixels which
is in a range of 0–255. The matrix is passed through many layers of CNN to get
a class score.

3. Activation functionReLu: It is widely used activation function in deep learning,
what this function does is that it takes the maximum of input x and converts all
negative values to zero, i.e. threshold at zero [13].

The Emotion module is implemented in Python programming language. This
uses a sequential model of keras, and after building it, three 2D convolutional neural
networks and a Fully connected neural network are added to process the FER dataset.
In the first Conv2D() layer, the first argument passed is the number of output channels,
i.e. 64 output channelswith 5× 5 as kernel_size and finally, it is suppliedwith the size
of input layer (48, 48, 1). Next, a 2DMax Pooling layer is added with pool size (5, 5)
and stride as (2, 2) in x and y direction, respectively. For the next convolutional layer
again, a Conv2D() layer is added with 64 output channels with 5 × 5 as kernel_size
with a 2D Max Pooling layer is added with pool size (3, 3) and stride size as (2, 2).
Again in the third convolutional layer, a Conv2D() layer is added with 128 output
channels with 3 × 3 as kernel_size with a 2D Max Pooling layer is added with pool
size (3, 3) and stride size as (2, 2). Also, in all the above layers, Rectified Linear
Unit (ReLu) is taken as the activation function. Now since convolutional layers are
built, the output is flattened in the Fully connected layer by using Dense() layer and



Emoticon: Toward the Simulation of Emotion … 677

20% of the data is dropped out. Figure 3 graphically represents the architecture of
CNN. Here Softmax is used as the Activation function. At last, while compiling the
model, Adam Optimizer is used with Categorical_crossentropy as loss functions.
For training purpose, 20 epochs and 256 batch_size is used which gives an accuracy
of 80.35% for the training set. Some of the computational examples of emotion
detection using our Emotion module in python language are given in Fig. 4.

Fig. 3 Architecture of proposed CNN

Fig. 4 Computational results for happy and angry
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3.2 Android Module

A .pb (protobuff) file is created of the trained Emotion module, which can be copied
to assets folder in the android app. Another file with the labels of the target values,
i.e. 7 emotions are created. This file tells the android application about the possible
outputs of themodel. The androidNDK is used to inferencewith the TensorFlow. The
Java code then calls functions in our native library through the Java Native Interface
(JNI) interface. The model is fed with an image either from the camera of the device
or from the gallery. The TensorFlow Classifier then takes the image and converts
it into a 48 × 48-pixel grayscale image and sends the images to the classifier. The
classifier determines the output percentage for each emotion on the image. Then it
selects the highest percentage and shows that as the emotion for the image.

Once the emotion has been fetched and returned, the music player is active. In
android, a Media Player class is used to handle all the operations regarding any
media operations. Since the already trained module is used which is stored in .pb
file. The time taken to recognise emotion is just one second. The songs used in the
applications are all copyright free songs and are stored in the firebase cloud storage.
The songs selected are in such a way that it would counter any negative emotions and
would promote a positive emotion. Here for emotions ‘Fear’ and ‘Disgust’, we try to
recommend spiritual and funky music, respectively, to counter these emotions. For
other emotions, we recommend songs that suite their genre. Jolly for ‘Happy’, Slow
beat for ‘Sad’, Heavy metal for ‘Angry’, Jazz/Country for ‘Surprise’ and Ambient
for ‘Neutral’. Every song stored has a unique URI (uniform resource identifier). The
songs are already sorted into different emotions and stored in the cloud storage. Once
the emotion of the image is determined, then the folder for that emotion is selected
and a song is fetched at random from all the available songs. The song is fetched
and stored in the buffer for the Media Player class for android. The buffer is used to
create the playlist in the music player. Now talking about the creation of playlist, the
current research on emotion-based recommendation system focuses on collaborative
and content-based filtering. But here we use a combination of number of hits per
song for each user and random generation, i.e. selecting songs randomly from the
database to recommend and add it to the playlist of songs.

4 Result Analysis

An emotional facial recognition-based music player has been proposed and imple-
mented using the android platform. The result of the proposed idea is highly
promising. The quick response time of the application makes it suitable for real-
time application. Although the dataset is not normalised and there are huge differ-
ences in the number of instances in emotions, we were able to achieve a remarkable
accuracy of 80.35% while training the neural networks. Talking about testing, an
accuracy of 57.81% was achieved while taking all 7 emotions into consideration.
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Figure 5 describes the comparison between three models, the proposed model and
two of them taken fromMinh-An’s paper [14] on the same dataset. Dachapally [14]1

model is originally not trained on FER dataset, but this paper implements it on FER
dataset, and results are given. Whereas the Minh-An Quinn [14]2 model has been
implemented on FER dataset with some preprocessing and using Subtracting Mean
concept to get higher accuracy. So our model stands in between, implemented with
the original FER-2013 dataset without any preprocessing.

Figure 6 plots confusion matrix, which describes that our precision is high for
Happy, Surprise and Disgust for test data. Figure 7 is the snapshot of Application
developed, which predicts the current state of the user with the use of front facing
camera.

Fig. 5 Comparison table

Fig. 6 Confusion matrix generated by the proposed model
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Fig. 7 Snapshots for neutral and happy emotion from the android application

5 Conclusion

Wecan conclude that our proposedmodule achieved agood accuracyof 57.81%while
testing. Also, this ideology of real-time emotion recognition for prediction of songs
seems to be the upcoming state of the art. We also recognise room for improvement.
It would be interesting to see how the android module works for a dynamic song list
instead of a fixed database. Also, we would like to build a recommendation system
using content-based filtering to make it more robust. In the future work, we would
like to extend our model to a dataset which provides colour images that will allow us
to investigate the efficiency of pre-trained models such as AlexNet [15] or VGGNet
[16] for facial emotion recognition such that it is compatible for mobile applications.
We also plan to increase the accuracy of our emotion module.

Informed Consent Informed consent was obtained from all individual participants included in the
study. We have used the author’s photo in the result section.
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Multi-document Text Summarization
Tool

Richeeka Bathija, Pranav Agarwal, Rakshith Somanna, and G. B. Pallavi

Abstract In today’s world, there is a massive amount of data being continuously
generated every minute. This data can be utilised to gain a large amount of informa-
tion that can have numerous uses. However, it is difficult to obtain this information
because of the speed and volume of data being generated. One of the tools that can
be useful in extracting useful information from textual data is a text summarization
and analysis tool. Many text summarization tools are being developed but largely
focus on summarising a single document effectively. This project aims to create a text
summarization tool using abstractive and extractive text summarization techniques
that can extract the relevant and important information frommultiple documents and
present it as a concise summary. The tool also performs multiple analyses on the data
to obtain more useful information and make inferences based on the contents of the
input textual data. This tool has various use cases as it can greatly reduce the time
spent in gathering information from a large number of different documents such as
surveys and feedback forms from various sources by providing an effective summary
and analysis of the relevant data in these text documents.

Keywords Text summarizer · Abstractive summarization · Extractive
summarization · ROUGE · BERT
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1 Introduction

With the advent of new fields like data science and big data, the world is clearly
becoming more data-centric. It has become apparent that data about various business
processes in organisations across almost all industries contains useful information
that can be used to improve the organisation’s performance and give it an edge
over other competitors in that field. Therefore, it is becoming increasingly common
that organisations look into data to obtain useful information like skill sets required
by the employees to succeed in particular roles, trends in customer purchases and
interactions, the risk associated with the projects being planned, etc. Organisations
also obtain integral data through surveys and feedback forms presented to their
own employees as well as to customers or the general public. The main challenge
associated with using this data is that data is being generated at an incredible rate
and volume constantly. A large amount of this data is not useful and it is very time
consuming and requires a large amount of effort to extract the right information. This
can be greatly reduced through a summarization tool built to generate a summary of
only the useful information present in this large store of data.

A large amount of research is beingdone in various text summarization techniques.
Text summarization can be widely divided majorly into two categories—Extractive
andAbstractive Summarization. Summarization can also be used tomake the process
of conducting surveys better. Surveys tend to collect a lot of data and it takes time
to find the results of the survey. People try to make surveys as objective as possible
so that they are easier to analyse. This results in restricting the user’s answers to
the options that are provided by the surveyor. If we present more subjective type
questions, we can extract more information from the user’s answer. This project
aims to help surveyors reduce the time taken to analyse subjective answers by using
techniques of text summarization (Fig. 1).

Fig. 1 Types of text summarization [1]
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2 Related Work

There are two major types of text summarization [2]:
Extractive summarization—In this method, the most important sentences from

a document are selected and included in the summary verbatim. The sentences are
included from their parent document without making any changes. There are many
different techniques that are used to perform extractive summarization. There are
three main tasks involved. First, we construct an intermediate representation of the
text. Next, we score the sentences based on the representation. And then we finally
have to select the relevant sentences [3].

Abstractive summarization [4]—In thismethod, the document is studied and inter-
preted as a whole to understand its contents. The summary created consists of newly
generated sentences that are not from the parent document but are still grammati-
cally correct and convey the tone and meaning of the most important parts of the
parent document. Abstractive summarization is generallymodelled usingAttentional
Encoder–Decoder Recurrent Neural Networks [5].

Extractive summarization is a simpler process than abstractive summarization
but it is more grammatically limited as the contents of the summary are restricted to
sentences from the parent documents. For a summarization tool that takes multiple
and varied documents as input, it is important to give weight to all of the documents
in the final summary. Therefore, using an extractive approach to select sentences
from all the documents and an abstractive approach to combine these sentences into
a concise and coherent summary is the most appropriate approach.

Text summarization as a field is becoming more and more popular in terms of
research as well as practical applications. Therefore, there are many significant
developments in the tools and techniques of summarization.

Text summarization tools are being used in various fields including:
Media monitoring—to help deal with problems of information overload and

content shock, summarization tools have been developed [6].
Inshorts—This is a news delivery app that selects the trending news stories domes-

tically and internationally. The app obtains information about each story from the
Internet and other news sources and summarises this information into a short 60-word
article to cover each of the stories.

Financial research—Investment banks go through large amounts of market infor-
mation to drive their decision making. This has led to the development of text
summarises tailored to financial documents like earning reports and financial news.
This can help analysts quickly determine market trends [7].

The summarization tools being developed have different architectures and
features. Each of these has its own advantages and can be used in particular use
cases. Some of the most common and successful text summarization models being
used are

Sequence to sequence models—The most successful approach to abstractive text
summarization has been the seq 2seq model. In this method, there is an encoder–
decoder architecture. The encoder and decoder can be developed using Recurrent
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Neural Networks (RNNs) and Long Short Term Memory (LSTM). The input docu-
ment is first sent to the encoder, word by word, which processes the document and
stores the contextual information in its hidden and cell states of its neural network.
These states are passed to the decoder which generates the summarised text by
predicting the next word in the summary using the previously generated words and
the state information from the encoder network.

Structure-Based Approach—In this approach, there is a fixed structure for the
final summary. The important information from the input text is selected and fit
into the specified structure without altering its meaning to obtain the final summary.
The structure can be (1) a template for the final summary, (2) a tree-based structure
where similar sentences are grouped together in a single tree, (3) an ontology-based
structure where different entities in the domain of input documents are modelled and
the relationships between them are determined or other structures. The final summary
can easily be obtained after the correct construction of any of these structures.

Semantic-Based Approach—In this approach, the input document is first
converted into a semantic representation of itself. This representation is then fed into
a Natural Language Generator that is used to create coherent sentences that represent
the semantic information which creates the required summary. The semantic repre-
sentation can be done as (1) multimodal semantic model where the representation
is done as important concepts in the text and their relationships using ontology, (2)
information item model in which the information items are obtained by performing
a syntactical analysis of the text and their importance is noted, (3) semantic graph
model where the document is initially represented as a rich semantic graph which is
then reduced in complexity to a simpler semantic graph using certain heuristic rules.
From any of these semantic representations, we can use natural language generators
to obtain the final summary.

3 Proposed System

The proposed system is a generic tool that can be used to summarise and analyse
multiple paragraphs. With small variations, it can be fit into various use cases and be
applied effectively for different kinds of users.

The system can be divided into 3 major subsystems:

1. React app for the front end.
2. The backend services—RESTful exposed via an API gateway.
3. Database layer.

The front end makes API calls to the API gateway using HTTP. The backend
services are independent, each with its own database. This separation of concerns
aligns with the microservices architecture that is proposed for this tool (Fig. 2).

The main functionalities provided by this tool are

1. User authentication—This service provides the necessary user authentication
feature. It is necessary to distinguish the types of users—Surveyor, Respondent.
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Fig. 2 Microservices architecture

2. Survey Creation—This service enables surveyors to create new surveys with the
required questions. The surveyor can also select any of the suggested questions
to add to his survey.

3. User responses—Each of the users are sent a link through which he can answer
the questions selected for him by the surveyor. The responses are collected and
stored in the database.

4. Summarization—The responses recorded for the surveys are summarised and
displayed. The surveyor can also viewany froma list of contextualised summaries
to gain more information. This will be done using the techniques of multi-
document text summarization [8]. In our application, wewill first have to perform
multi-document text summarization. There could be information overlap between
the documents since some of the user’s answers to a particular question could
be similar. We aim to use the technique of Multi-Sentence Compression (MSC)
to solve the above problem [9]. Another technique that we can use to combine
the sentences is ILP-BasedMulti-Sentence Compression. This approach is better
than MSC because it prevents redundant information from being included in the
summary. It uses an inter-sentence redundancy constraint and hence generates
better summaries that are more informative [10].
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This tool can then be modified to meet user’s requirements in various ways
including

1. Surveys and Feedback forms for end-users—Surveys are very commonly used
to obtain the opinions of various people through the same questions and useful
information can be gleaned by going through all the answers. For example, organ-
isations can learn a lot of useful information about the good features and flaws
in their products by obtaining feedback from customers through surveys. The
various responses to a survey can be provided to the summarization tool as an
input. The tool can then provide an overall summary of what the opinion is based
on the received answers as well as useful analytics on the answers provided such
as the trends in customer behaviour. Thus, the useful information contained in
a large number of answers can be quickly obtained and used to make decisions.
There is no need to spend time analysing various individual responses.

2. Training needs analysis—Organisations often need to determine the skills
possessed by their employees and what they need to be trained to improve the
productivity of the organisation. This is done by making questionnaires and
conducting interviews with the employees to obtain data which is then analysed
to determine the training needs of employees in various roles throughout the
organisation. This process requires a large amount of effort and time which can
greatly be reduced by using the summarization tool. The answers given by the
employees to the questionnaires and interviews can be given to the tool as input.
The tool can then analyse and summarise all the answers to provide the final
training requirements—the employees that need to be trained, what they should
be trained on and how long the training process should take.We can also perform
some sort of sentiment analysis of the user responses. There are many techniques
that can be used to perform sentiment analysis as mentioned in [11]. Therefore,
the tool can be used to greatly simplify and quicken the training needs analysis
process that is performed at various organisations.

3. BERT: Bidirectional Encoder Representations from transformers. It is an open-
source tool by Google which specialises in NLP tasks like question answers and
natural language inferences. The unique feature of this tool is that it views a
sentence in two directions from left to right and from right to left in contrast to
all previous approaches. This new approach has shown significant improvement
in accuracy [12].

BERT is bidirectional in the sense that it processes an entire sentence at once
rather than the traditional sequential approach. Hence it can also be called as non-
directional. BERTmakes use of attentionmechanism. The attentionmechanism takes
two sentences and relates parts of one sentence with another and it finds out which
parts of a sentence correlate with which parts of another sentence. This mechanism
is useful in machine translations. However, if a sentence is related to itself, i.e. if the
correlation between a part of a sentence is found with respect to every other part of
the same sentence, then it is a bidirectional model. The BERT model has the biggest
set of parameters and is trained on the biggest corpus amongst its competitors. This
model shows a significant increase in accuracy with an increase in training steps.
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The converging time for this model is slower compared to its competing models but
it outperforms them with some basic steps of pre-training.

4 Result Evaluation Methods

With the increase in popularity of text summarization techniques, the importance of
the evaluationmethods of summarization has also increased. The evaluationmethods
aim to determine the quality of summarization. The different types of quality metrics
are [13]

1. Extrinsic Evaluation: It is a metric to identify how useful the summarization
output is for the execution of other tasks like answering questions, relevance
assessment and sentiment analysis.

2. Intrinsic Evaluation: The quality is determined internally during the process of
summarization. Intrinsic evaluation can be used to determine how informative
summarization is and the quality of summarization.

The most recent and popular tool to evaluate how informative the summarization
is Recall Oriented Understudy of Gisting Evaluation (ROUGE) [14].

ROUGE-N: computes the length of the common unigrams, bigrams or n-grams
between the output and a reference output or the original text.

ROUGE-W: is a weighted longest common subsequence that is based on the
longest common subsequence approach but gives more weightage to sequences with
close proximity.

F-score: is a comparative analysis between an ideal summary and the summariza-
tion output.

ParaEval: evaluation method for paraphrases in the summarization output.

5 Conclusion

Our project aims to help users perform and analyse surveys in an easy and effective
manner. The project uses NLP techniques to summarise multiple survey responses to
provide one single response that includes all the key points from all the surveys. This
makes it easier for the surveyor to view the results of the survey. The surveyor does
not have to spend a lot of time reading each and every answer. We also provide many
different types of analysis that can be useful to the surveyor. This project makes use
of the concept of multi-document text summarization to make the whole process of
conducting and analysing surveys very easy.

Some of the future enhancements involve
Automatic generation of surveys: Based on the user’s previous surveys, and the

type of survey the user requires, templates for surveys can be suggested automatically.
This makes the process of creating new surveys much easier.
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Automated Training Needs Analysis for companies: TNA is a very important
process in many companies. This process involves conducting multiple surveys and
interviews to gauge the training needs of the employees. This type of analysis gener-
ally has one specific end goal in mind that needs to be accomplished. The TNA
consultant then has to draft surveys and questionnaires while keeping the end goals
in mind. The responses of surveys and questionnaires need to be analysed and a
Needs Analysis document must be generated. This document is then used to create a
training plan. The whole process of TNA can be automated by using this tool.We can
even try to automate the generation of questions if some documents like the Business
Process Documents are available that have the information of the process flow.
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Cognitive Computing Technologies,
Products, and Applications

N. Divyashree and Prasad K. S. Nandini

Abstract Cognitive computing has made industries and business organizations to
operate in a different paradigm with respect to the use of technology right from
carrying business operations to high-level decision-making strategy. The ability of
human experts in any field to think and make right decisions varies from person to
person which creates the demand and necessary requirement of a high skilled person
in an industry, but it becomes difficult for any human when it comes to obtaining
useful insights to carry out business operations and to take right decisions from a huge
amount of data that gets generated every day. Different technologies and platforms
are necessary to process almost petabytes of data and make proper use of it to obtain
patterns and insights.

Keywords Cognitive science · Cognitive computing · Artificial intelligence ·
Machine learning

1 Introduction

The word Cognition is obtained from the Latin word Cognosco (“con” means with
“gnosco” means know) which means “conceptualize” or “recognize”. Cognitive
science is a study of the interdisciplinary field [1] (cognitive psychology, cognitive
linguistics, biology, psychological science, computer science, and neuroscience) on
the human brain (mind and intelligence). Human cognition involvesmemory, percep-
tion, concept formation, concept association, concept recognition (involves pattern
recognition), consciousness, andmental ability to understand and solve any problem.
For instance, the way a person tries to remember a learned concept in different ways
and tries to link what is learnt to any previously encountered situations or examples.
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Cognitive computing [2] is a discipline under science which does all the effort
with a theme of human psychology andmental ability behind it. Cognitive computing
is yet another subfield under Artificial Intelligence (AI) that makes use of Machine
Learning (ML), Natural Language Processing (NLP), Human–Computer Interaction
(HCI), sentiment analysis, vision, Artificial Neural Networks (ANN), and big data
technologies to build a successful, self-learning information processing models that
simulate human cognition and intelligence.

The goal of cognitive computing systems is not to substitute humans but to mimic
the human thought process along with an extraordinary capability of processing
complex and the large amount of data that no human brain can process or retain so as
to assist human experts in the better decision-making process. Cognitive computing
tries to explore and implement human cognition concepts to solve vast problems
through penetration into the complexities of big data. Cognitive Computing Consor-
tium (CCC) has mentioned the following features that describe/identify a cognitive
system [3].

1.Adaptive: Cognitive systems should have the ability to learn and adapt in real time
be it the data gathering or understanding goals as surrounding environment change
in order to get desired results.

2. Interactive: Cognitive systems must be able to understand the requirements of
humans, take input from humans, and interact with its own system components like
processors, interconnected devices, and services to provide appropriate results.

3. Iterative andStateful: Cognitive systemsmust be able to retain and use previously
encountered knowledge/situation and use it on present problems statements if it
occurs similar or incomplete.

4. Contextual: Cognitive systems must be able to identify the requirements and
extract only necessary information from multiple sources of any data types (struc-
tured, unstructured, semi-structured data) that suits the problem context such as
syntax, meaning, time, place, or domain.

This paper tries to explain the idea behind Cognitive computing areas where
Cognitive computing can be and are successfully implemented, about different cogni-
tive computing companies, their products and solutions for business that requires
sloution through cognitive computing.

2 Technologies That Aid Cognitive Computing

2.1 Artificial Intelligence

AI is a study on how to mimic human intelligence through machines. AI can be
classified into three different levels:

• Narrow AI,
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• General AI, and
• Strong AI

A system is said to exhibit AI if it has the capabilities of problem-solving and
learning abilities from examples.

2.2 Machine Learning

ML is a branch under AI, where an algorithm/program learns from historical and
existing data without being explicitly programmed calledMachine LearningModels.
ML algorithms.

Individual or combinations of these algorithms are used to buildmodels to perform
complex tasks like prediction forecasting, analytics, estimation, etc.

2.3 Natural Language Processing

NLP deals with deciphering unstructured data to extract, understand, analyze,
and process meaningful information to drive intelligent solutions. Different ML
algorithms are employed to build NLP systems.

NLP is used in several areas like speech recognition, sentiment analysis, customer
service, advertisement, text summarization, text analytics, social media monitoring,
etc. Trends that impact NLP are machine learning algorithms, Deep learning,
semantic search, and Cognitive communication.

2.4 Computer Vision

Computer vision deals with the automation of high-level understanding and
information gathering from digital videos and images. According to BritishMachine
Vision Association and Society for Pattern Recognition (BMVA) [4], “Computer
Vision is concerned with the automatic extraction, analysis and understanding of
useful information from a single image or sequence of images”. Computer vision is
used in many fields like

• Biometrics • Agriculture

• Image restoration • Forensics

• Robotics • Transport and many more

• Augmented reality • Facial recognition

• Security and surveillance • Autonomous vehicles
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2.5 Human–Computer Interaction

Human–Computer Interaction (HCI) deals with designing of technologies and
interfaces that assist interaction between human and computer in a novel way and
also tries to mimic human–human interaction as well. According to Association
for Computing Machinery (ACM), “Human–Computer Interaction is a discipline
concerned with the design, evaluation and implementation of interactive computing
systems for human use and with the study of major phenomena surrounding them”.
Examples of HCI include

• Graphical User Interface(GUI) • Natural language question and answering

• Voice User Interface (VUI) • Google voice search

• Facial recognition systems

3 Cognitive Computing Companies and their Products

3.1 Sparkcognition

Sparkcognition is a leading AI solution company [5]. It has provided many software
solutions for customers namely, Analysis of complex data stores, providing action-
able insights, Automation and identification of optimal responses, and Infrastructure
protection against cyber threats.

i. Areas where Sparkcognition has provided solutions

• Aviation • Financial services

• Maritime • Manufacturing

• Defense • Energy and utilities

• Cybersecurity • Federal industry

• Oil and gas • Telecommunication

ii. Products/solutions of Sparkcognition

• SparkPredict • DeepNLP

• DeepArmor • Darwin
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3.2 SparkSecure

SparkSecure is a Cloud-based platform developed by Sparkcognition [6] which
augments and optimizes cybersecurity team performance. SparkSecure is an inno-
vative approach that combines cognitive analysis with big data and large security
corpus through IBM Watson. SparkSecure automatically collects large amounts of
security data of both structured and unstructured data in the form of natural language
or in the form of server logs through IoT (Internet of Things)and applies its patented
Machine Learning algorithms for Cognitive analysis to understand about the data and
performs detection of insider threats, malicious software and identifying bot traffics
in weblogs.

3.3 Mindfabric

Mindfabric is yet another Cognitive security analytics platform [7] developed by
Sparkcognition for protection against cyber threats. Industries that are connected
to mobile devices and servers in the cloud are very vulnerable to cyber threats
that no humans can possibly contend due to its diverse nature. Mindfabric collects
digital information (be it the infrastructure security data or real-time data through
IoT devices), and automatically builds cognitive models to learn from data and
project/predict outcome (be it for constantly updating security policies, prevention
of disasters before occurrence, or prediction of system failure) into the future.

3.4 Microsoft Cognitive Services

Microsoft Cognitive Services provides APIs (Application Programming Interface)
with inbuilt AI algorithms for apps, bots, and websites [8]. Microsoft Cognitive
Services has a collection of around 25 tools (collection of AI algorithms and
APIs) that allows developers to include various features like sentiment detection,
emojis, vision, etc., to the applications with no requirement of prior knowledge on
machine learning. E.g., Skype, Crotona, and Bing provide features like conversation
translation, understanding of spoken words, and intent.

Azure [9] is a cloud-based platform developed by Microsoft for managing appli-
cations and services by providing Infrastructure as a Service (IaaS), Software as a
Service (SaaS), and Platform as a Service (PaaS).

i. Cognitive Services provided by Azure

• Vision • Language

(continued)
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(continued)

• Speech • Search

• Knowledge • Anomaly detection

3.5 IBM Watson

IBMWatson is a supercomputer named after its founder Thomas J. Watson. Watson
is a cloud-based suite of applications, enterprise-ready AI services and tools [10].
Watson has several applications that apply Cognitive computing as the underlying
technology. IBM has provided AI-based solutions in several fields like advertising,
IoT, health, customer engagement, financial services, education,Media, collaborated
solutions for teamwork, and talent management solutions.

i. Some APIs developed by IBM Watson

• Watson assistant • Natural language understanding

• Watson openScale • Personality insights

• Visual recognition • Watson studio and many more

• Tone analyzer

3.6 Numenta

Numenta [11] is a company that works on machine intelligence technology and
applications based on neocortex principles. Numenta has developed an open-source
project called NuPIC (Numenta Platform for Intelligent Computing) using an
underlying technology called HTM (Hierarchical Temporal Memory).

i. Commercial products created by Numenta

• Grok (for anomaly detection, and for reduction of downtime in business)
• Cortical.io (natural language processor)
• Hierarchical Temporal Memory (HTM) an open-source technology inspired

by the neocortex.

ii. Some of the example applications available under NuPIC

• Stock monitoring
• Rogue behavior [12]
• Geospatial tracking [13]
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3.7 Expert System

Expert System [14] is a company that develops Text analytics software and Cogni-
tive computing software using AI algorithms to explore and understand the intended
meaning of written language and provides solutions like insights gaining, better
decision-making, customer engagement, automation of processes that are informa-
tion intense, andmitigation of operational risks. Solutions provided byExpert System
are Knowledge management, Corporate intelligence, Entity extraction software,
Cognitive automation, and Automatic classification.

i. Products developed by Expert Systems

• Cogito cognitive technology • Cogito studio

• Cogito intelligence platform • Cogito for underwriting

• Cogito discover • Biopharma navigator

• Cogito claims • API and Integrations

• Cogito answers

3.8 Cisco Cognitive Threat Analytics

Cisco Cognitive Threat Analytics is a cloud-based service [15] to detect malicious
attacks and suspicious web-based traffic for the websites. Cognitive threat analytics
is able to analyze nearly ten billion web requests per day and zeroes in malicious
activities using statistical models and machine learning models for analyzing web
traffic and device behavior over networks.

3.9 HPE Haven OnDemand

Haven OnDemand [16] is introduced as Machine learning as a service by HPE
(Hewlett Packard Enterprise) on Microsoft Azure as a Cognitive computing service.
Haven OnDemand provides services and collection of nearly more than sixty APIs
that are developed using machine learning algorithms for data scientists and enter-
prise application developers to extract and analyze multiple data formats from big
data in a faster and easier way for building data-rich applications.
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3.10 CognitiveScale

CognitiveScale [17] is an AI-powered cognitive foundation company and is first in
the world to release a cognitive platform called Cortex. Cortex software augments
machine intelligence to human intelligence to enhance business operations and
customer experience by simplifying business processes including development,
deployment, and management by provision cognitive insights for business actions.

i. Products by CognitiveScale

• Engage AI
• Amplify AI

3.11 Deepmind

Deepmind [18] is a leader company in the world for its research in Artificial intelli-
gence and its applications. Deepmind has built many relationships-time applications
using AI technology.

i. Projects of Deepmind

• Deepmind health • Games

• Deepmind for Google • Differential neural computer

• Deepmind ethics and society • Deep Q-Network

4 Application Areas of Cognitive Computing

• Law firms • Personal shopping bots

• Industrial sector • Customer support bots

• Financial sector • Travel agents

• Education • HealthCare

• Customer behavior analysis • Security

These are some of the application areas where cognitive computing is currently
being applied, but not limited to.
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5 Conclusion

SparkCognition, SparkSecure, Mindfabric, Microsoft Cognitive Services, IBM
Watson, Numenta, Expert System, Cisco Cognitive Threat Analytics, HPE Haven
OnDemand,CognitiveScale, andDeepmind are themain companies that are currently
contributing to cognitive computing, but not limited to. Cognitive computing tech-
nologies can be used to only those areas which generate a large amount of data and
cognitive decisions to be made out of it.
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Breast Cancer Prognosis Using Machine
Learning Techniques and Genetic
Algorithm: Experiment on Six Different
Datasets

S. Jijitha and Thangavel Amudha

Abstract The strategy used in this research is to select the best features using the
genetic algorithm from various breast cancer dataset for getting better prediction
results using machine learning algorithms. This research involves two main phases.
One is feature selection using Genetic Algorithm (GA) and second is breast cancer
prediction using Logistic Regression (LR) and k-Nearest Neighbor techniques (k-
NN).

Keywords Genetic algorithm · Feature selection ·Machine learning · Breast
cancer prediction · Logistic regression · k-NN

1 Introduction

Breast cancer is one of the diseases which cause a number of deaths every year across
the world. Early detection of such type of disease is a challenging task in order to
reduce several deaths. Various techniques of machine learning and data mining are
used for medical diagnosis, supported by prediction in the fields of chronic diseases
like cancer. For prediction; most possible datasets should be considered because
of the unique features each dataset holds to predict cancer, with good accuracy.
This is only possible with critical features selection from intricate Breast cancer
datasets. Machine learning (ML) with Genetic Algorithm (GA) is the methodology
of prediction and selection used in this research work. The objectives of this research
work are,

• To develop a Genetic Algorithm based selection framework to select the best
features from various benchmark datasets to predict breast cancer.
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Table 1 Breast cancer datasets

Datasets No. of attributes No. of instances No. of class/diagnosis

Breast Cancer
Wisconsin–Diagnosis
dataset(BCWD)

32 569 2

Breast Cancer
Wisconsin–Original
dataset (BCWO)

11 699 2

Breast Cancer
Wisconsin– Prognosis
dataset(BCWP)

34 198 2

ISPY1 clinical trial
dataset (ISPY1)

17 169 2

Breast cancer dataset
(BCD)

5 569 2

Breast Cancer Coimbra
Dataset (BCCD)

10 116 2

• Toapply themachine learning algorithms,LogisticRegression (LR) andk-Nearest
Neighbor (k-NN) for breast cancer prediction from the features selected by GA
and to evaluate their performance.

The multiplicity of features in a dataset is one of the ultimatums in the diagnostic
system. Irrelevant and redundant features can increase the confusion in classification
algorithms and leads to inaccuracy [1, 2]. A method to deal with this challenge is
feature selection [3, 15]. Table 1 display the datasets used for this research work,
which includes breast cancer survival datasets, breast cancer tumor identification
datasets, follow-up (recurrence or non-recurrence) datasets and blood result analysis
dataset for breast cancer. Thismodel evaluated onWisconsin breast cancer databases,
Breast CancerCoimbra dataset, Breast cancer dataset and ISPY1 clinical trial dataset.

2 Review of Literature

Aalaei et al. [3] addressed a comparison for feature selection especially for breast
cancer diagnosis by using a wrapper method with GA-based on feature selection and
PS-classifier. The dataset used for this work is Wisconsin breast cancer datasets. PS-
classifier, artificial neural network (ANN) andgenetic algorithmbased classifier (GA-
classifier) are the 3 classifiers used for evaluating the usefulness of the anticipated
feature selection method for 3 different datasets. Wisconsin diagnosis breast cancer
(WDBC), Wisconsin breast cancer dataset (WBC) and Wisconsin prognosis breast
cancer (WPBC) are the 3 datasets. The comparison results for all the 3 datasets were
produced. The result concluded that feature selection can outdo the specificity and
sensitivity, the accuracy of the 3 classifiers.
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Pawlovsky et al. [4] draw up a paper on the prognosis of breast cancer using
k-Nearest Neighbors (kNN). Dataset from UCI repository is used for deriving 73%
accuracy on the reappearance of cancer.

Agarwal and Saxena [5] published an article on machine learning and effective
models for finding out cancer tumors. Basic steps are followed to prepare a very
strong machine learning program to spot malignant or benign tumor using Python
and its open source libraries. Logistic Regression and KNN classifier are used for
this purpose.

3 Materials and Methods

3.1 Dataset Description

• Breast Cancer Wisconsin-Diagnostic dataset (BCWD)

This benchmarked dataset is available inUCIMLRepository [6, 7]. It is a quantitative
dataset with features of breast masses. The dataset includes 30 features and 569
instances and one binary classification variable to diagnose Malignant or Benign
tumor from the breast mass. Dr. Wolberg, Street and Olvi are the creators of this
dataset. The attributes which are distributive were obtained from a digitized image
of a fine needle aspirate (FNA) of a breast mass. They describe the properties of the
cell nuclei present in the image. The case diagnosis includes 357 cases of benign
breast tumor and 212 cases of malignant breast cancer. This is a tumor identification
dataset.

• Breast Cancer Wisconsin—Original dataset (BCWO)

Benchmarked dataset available in UCI ML Repository [6–9]. Original Wisconsin
Breast Cancer Database has the number of instances of 699 and features is 10. Dr.
William H. Wolberg is the creator of this dataset. This dataset reflects the chrono-
logical grouping of data from 1981 to 1991. It represents the numerical details of
clump thickness, cell size and shape, nuclei etc. and one diagnosis column to find
Malignant or Benign tumor. This is a tumor identification dataset.

• Breast Cancer Wisconsin—Prognostic dataset (BCWP)

Prediction models based on these predictors can potentially be used as a biomarker
of breast cancer if they are accurate. This dataset predicts the presence and absence
of cancerous cells.

• Breast cancer data set (BCD)
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This a subset of breast cancer Wisconsin (Diagnostic) dataset with 5 attributes for
diagnosing Malignant or Benign [10, 11]. This dataset also identifies the tumors.

• ISPY1 clinical trial dataset (ISPY1)

The I-SPY TRIAL (Investigation of Serial Studies to Predict Your Therapeutic
Response With Imaging and Molecular Analysis) are changing the way new treat-
ments are developed for breast cancer, making available new, better andmore person-
alized treatments, faster. All data for the 222 patients treated for breast cancer in the
ISPY-1 clinical trial was obtained from the cancer imaging archive and the Breast
Imaging Research Program at the University of California at San Francisco (UCSF).
To facilitate the dissemination and reproducibility of this analysis, the raw data and
all codewere posted at thewebsitesData.World andGithubwhich are available under
an MIT license [12]. It has the survival status as the outcome and 17 other attributes.
This dataset has the features of the survival data from breast cancer patients.

3.2 Feature Selection Using a Genetic Algorithm

The working of the Genetic Algorithm reflects in the process of natural selection for
finding the fittest individuals selected for reproduction in order to generate offspring
for the next generation. GA is search-based algorithms since they search for the best
gene for the next generation from the population.

Genetic Algorithm is used to select the best subset of features in the preprocessing
step to improve the quality of the final result. A criterion to get the candidate solu-
tions and fitness values with larger values will be considered. These solutions are
considered as population in GA. An individual in the population is each solution
and these individuals will have the best fitness values. Then these individuals are
grouped together to generate off-springs at random which in-turn makes the next
population. Behind the process of making next generation, there are two processes
called cross-over and mutation. For every iteration, a better solution will be created,
maybe less good than the previous one in certain cases.

In feature selection prediction, to identify whether a feature is included or not
in the feature subset is represented binomial that is by binary values. The values
for fitness could be the appraisal of the performance of a model or the accuracy of
classification [13]. Table 2 shows the operators and parameters used for the feature
selection using genetic algorithm.

3.3 Breast Cancer Prediction Models

The expansion of computer programs which can access data and use it to learn
by themselves is where ML mostly focuses on. The first step in ML process is
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Table 2 Genetic algorithm
parameters

Sl. no GA parameters Values

1 Population Based on the data size

2 Number of generation 10–50 generations

3 Selection Tournament selection

4 Crossover One point crossover

5 Mutation Bit flip mutation

6 Termination criteria End of the iteration

data collection. It could be by observations or direct or indirect experiences or by
instructions given by the programmer. After collecting the data, the next step is
to study the data to find patterns and based on these patterns; learn to make better
decisions in the future. This is where the computers learn by themselves, without any
external interventions or support or assistance. The computers will learn to take and
adjust their own actions according to the situations. Two types of ML algorithms are
often catalogued as supervised or unsupervised [14]. Supervised ML can be applied
when the system has to learn from the past and apply it to the presently available
data with labeled samples for predicting future events [16, 17]. The two machine
learning algorithms, used form comparison, are Logistic Regression and k-Nearest
Neighbor.

Logistic Regression

Even though Logistic Regression (LR) is a sub-part of linear regression, in Python
it is considered as a classification algorithm in machine learning. LR is a statistical
technique to analyze a dataset which has one or more independent objective variables
that could decide the end result. The outcome of the prediction probability of LR
could only bebinomial distribution.The result is basedon the dichotomous dependent
variable. Binomial predictions can only have two values- 1 or 0 / True or false. So
it is used in the area of categorizing alive/dead, win/lose, pass/fail, spam/not spam,
healthy/sick and so on.

k-Nearest Neighbor

The k-Nearest Neighbor algorithm is very easy to carry but can perform extremely
complex tasks at hand. For a dataset, k-NNcan forecast the assessment of a variable of
interest for each element of a target. The plurality vote of its neighbors is considered
by k-NN while classifying an object. On gaining efficient votes then the object will
be assigned simply to the class of that single nearest neighbor.

For evaluating classification accuracy, metrics of accuracy, sensitivity and speci-
ficity have been calculated by the use of confusion matrix [18]. They are calculated
from

Accuracy = T P + T N

T P + T N + FP + FN
× 100 (1)
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Sensitivity = T P

T P + FN
× 100 (2)

Specificity = T N

T N + FP
× 100 (3)

4 Results

The strategy discussed above was applied to six different types of datasets. Table 3
displays the relevant features selected using genetic algorithm. Table 4 displays the
Accuracy of LR and k-NN (in %), with and without feature selection. Table 5 shows
the sensitivity and specificity of LR and k-NN, with and without feature selection.

Table 3 Selected features by
genetic algorithm

Datasets No. of selected features

Breast Cancer Wisconsin—Diagnosis
dataset (BCWD)

12

Breast Cancer Wisconsin—Original
dataset (BCWO)

7

Breast Cancer Wisconsin—Prognosis
dataset (BCWP)

19

ISPY1 clinical trial dataset (ISPY1) 7

Breast cancer data set (BCD) 3

Breast Cancer Coimbra Data Set
(BCCD)

3

Table 4 Accuracy of LR and k-NN

Datasets Accuracy

Without feature selection With feature selection using GA

LR k-NN LR k-NN

BCWD 96.5 79.02 98.24 95.1

BCWO 97.83 95.6 99.27 98.55

BCWP 71.42 76.27 86.2 78.33

ISPY1 92.85 95.23 97.05 97.61

BCD 91.98 92.39 93.85 94.73

BCCD 75.86 54.16 79.16 58.33
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Table 5 Sensitivity and specificity of LR and k-NN

Datasets Sensitivity Specificity

Without feature
selection

With feature
selection using GA

Without feature
selection

With feature
selection using GA

LR k-NN LR k-NN LR k-NN LR k-NN

BCWD 98.64 96.59 99.73 97.68 89.09 50.9 95.23 92.72

BCWO 98.72 98.42 99.46 100 96.66 91.02 97.87 96.66

BCWP 83.33 93.61 99.63 97.82 38.46 0 27.27 23.07

ISPY1 99.65 99.64 99.87 100 92.1 97.36 96.42 94.73

BCD 80.95 88.88 83.72 94.11 99.72 94.44 100 95

BCCD 88.88 33.33 75 55.55 70 61.11 83.33 66.66

5 Discussion

The objective was to implement Genetic Algorithm for selecting the best features
subset from the existing attributes available in the different types of datasets and apply
the selected features in the prediction models of Logistic Regression and k-NN. Six
various types of secondary datasets are used for the comparison. For each dataset,
the features are selected using GA to produce better accuracy in machine learning
prediction. Both LR and k-NN shows improvement inaccuracy. Out of 6 datasets,
k-NN scored better accuracy in almost 2 datasets. They are ISPY1 clinical trial
dataset and Breast cancer dataset. All other datasets show the improved accuracy in
Logistic regression model which is higher than the accuracy rates of k-NN. In case
of sensitivity, logistic regression with feature selection is showing almost higher
sensitivity rates other than the two datasets. In the case of specificity, the results are
the same. So this work has arrived at the conclusion that the Logistic Regression
model with GA selected features is capable of accurate breast cancer prediction.
Table 6 displays the comparison of accuracy with the considered existing paper with

Table 6 Comparison of results with existing and proposed

Dataset ANN [3] PS-Classifier [3] GA-Classifier [3] This work

With feature
selection

LR k-NN

BCWO 96.7 96.9 96.6 99.27 98.55

BCWD 97.3 97.2 96.6 98.24 55.1

BCWP 79.2 78.2 78.1 86.2 78.33

ISPY1 – – – 97.05 97.61

BCD – – – 93.85 94.73

BCCD – – – 79.16 58.33
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the proposed work which shows feature selection with prediction models proposed
shows better accuracy than the others.

6 Conclusion

In this work, we compared the breast cancer prediction accuracy of two machine
learning techniques, logistic regression and k-NN by using the best features selected
by genetic algorithm. Six various types of secondary datasets are used for the compar-
ison. For each dataset, the features are selected using GA to produce better accuracy
in machine learning prediction. Both LR and k-NN shows improvement in accuracy.
Logistic Regression with feature selection using GA obtained better accuracy than
k-NN. Out of 6 datasets k-NN scored better accuracy in 2 datasets. All other datasets
show the improved accuracy in LR model which is higher than the accuracy rates of
k-NN. So this work has arrived at the conclusion that LR model with GA selected
features is capable of accurate breast cancer prediction.

Informed consent: Informed consent was obtained from all individual participants
included in the study.
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Detection Classification and Cutting
of Fruits and Vegetables Using
Tensorflow Algorithm

Rupal Mayo Diline D’Souza, S. R. Deepthi, and K. Aarya Shri

Abstract This paper presents automatic fruit and vegetable recognition and chop-
pingmechanism.Thiswork aims to reduce the time taken for cutting fruits andvegeta-
bles in a large kitchen. This mechanism has two parts. The first part of the system
is based on image processing, which consists of capturing an image of the object,
comparing it with the images stored in the database, and identification of objects.
For doing this, Tensor flow algorithm is used and the accuracy obtained is more than
90%. The second part of the project is the segregation of the fruits/vegetables and
cutting them depending on the requirement.

Keywords Identification of fruits and vegetables · TensorFlow · Nvidia graphics ·
Cuda · Cutting mechanism based on type

1 Introduction

Human beings are taught from their childhood to identify fruits and vegetables.
But when it comes to the large kitchen where dozens of fruits and vegetables are
brought in, the cutting process takes lots of time. Especially while cutting these
fruits/vegetables in different shapes. In order to reduce the time taken to cut these
fruits and vegetables, an automated system is designed which can identify different
types of fruits and vegetables and cut them according to the requirement. There
are different methods proposed for identifying fruits and vegetables [1]. The most
commonly used techniques are color and shape based analysis methods [2] for image
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detection, TensorFlow algorithm is used. Tensorflow is an open-source platform
developed by Google. A hardware system is designed which has a conveyor belt
where these fruits/vegetables to be cut are placed and the camera mounted on the
conveyor belt captures the image and sends it for preprocessing and identification.
Once the fruit/vegetable is identified depending on requirements, it can be cut. For
cutting these fruits/vegetables in different shapes, four types of blade are designed.

There were some other systems proposed that uses Artificial Neural Network
(ANN) for automatic identification and sorting of fruits. In this paper, the TensorFlow
algorithm is used for fruit classification and a cuttingmechanism is also implemented.

2 Related Works

In the paper titled “Faster R-CNN ImplementationMethod for Multi-Fruit Detection
Using Tensorflow Platform” [3], the author proposed a Deep learning concept using
Faster Region-based Convolutional Neural Network (Faster R-CNN) to detect and
classify different fruits.

Kanade et al. [4] proposed a method to classify the ripeness level of fruit as green,
ripe, overripe, and spoiled using Computer Vision System. This developed system
analyzes RGB color distribution and classifies fruits using Principal Component
Analysis (PCA).

The paper titled “AModifiedCannyEdgeDetectionAlgorithm for Fruit Detection
& Classification” [5] uses a method to recognize fruits by extracting features like
color and shape. Canny Edge Detection (CED) algorithm is used to identify and
classify the fruit.

In paper [6], the author reviewed some image processing approaches used in the
classification of fruits.

Seng [7] proposed a method that classifies and recognizes fruit images with the
help of nearest neighbor classification. The author makes a comment that the results
obtained are greatly affected by the scalar values, fruit size, which is selected by the
consumer. The system tester plays a vital role in determining the accuracy of the
recognition results.

The book titled “Deep Learning Classifiers with Memristive Networks” provides
an explanation of the deep learning concepts. Deep Learning can be used for a wide
variety of applications like object classification and detection. This book also explains
how deep learning concepts can be built using memristive systems [8].

The paper titled “Automatic Fruit Recognition from Natural Images using Color
and Texture Features” discusses a method for classifying different types of fruits
efficiently and precisely with the help of a SVM [9].

The book titled “Learning TensorFlow” by Hope, Resheff, and Lieder gives guid-
ance on image processing, and comparison of the object is done using Tensorflow
[10].
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In the paper [11], the author developed a cost-effective hand-operated elephant
apple cutter by considering themachine parameters like capacity, machine efficiency,
and loss percentage. The developed cutter can be used for commercial applications.

3 Proposed Method

The proposed method of fruit recognition consists of various stages like image
acquisition, preprocessing of the images, feature extraction, and classification using
TensorFlowAlgorithm. The cutting mechanism is controlled by using Arduino UNO
based on the data obtained from the image processing and classification technique.
The block diagram for the fruit cutting and recognition system is shown in Fig. 1.

The detection and cutting system consists of a USB webcam for image acquisi-
tion, PC inbuilt with NVIDIA GPU for feature extraction and classification, and an
Arduino Uno Controller to interface the object detector model with the cutting and
segregation mechanism.

In the detection phase, the first step is image acquisition which is done with the
help of a webcam. The acquired image is sent for feature extraction phase where the
characteristics or attributes of an image are extracted.

For the image classification, the following steps are performed. A database is
created by capturing images of different types of fruits or vegetables for the training
process. The image of a fruit or a vegetable to be cut is captured using a webcam
for recognition. The TensorFlow algorithm is used for fruit identification. This algo-
rithm performs classification by comparing it with the database. To use TensorFlow
algorithm, several environment variables have to be set up and several libraries and
files need to be installed. To NVIDIA, GPU system was used for implementing the
TensorFlow. After fruit recognition, its name will be displayed on the monitor of the
PC and then the fruit is sent to cutting. A mechanical system is designed to cut fruits
or vegetables based on their type. After a fruit or vegetable is cut, it is segregated
according to its type (Fig. 2).

The cutting and segregation system consists of a conveyor belt along with Wiper
Motor, Shafts, Bearings, Clamps, Sheet metal, pneumatic cylinders, Blades, and tray.

Fig. 1 Block diagram for fruit recognition and cutting system
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Fig. 2 Fruit detection and
classification

The conveyor belt is of size 1 m length and 0.15 m breadth. The fruit or vegetable to
be cut is placed at one end of the conveyor left side where the webcam is attached to
capture the image of fruit. The image thus captured goes through a series of steps for
recognition of the type of fruit. Separate blades are used in the cutting process, i.e.,
each blade of particular shape for each fruit. Once the cutting process is complete,
segregation is done. Four different fruits are considered for the experiment namely
apple, potato, guava, and ivy gourd (Fig. 3).

4 Experimental Results

The model with conveyor belt, cutting tool, and segregation mechanism has been
designed and implemented. The Tensor Flow algorithm is considered for classifi-
cation which provides the high computational speed and used for real-time appli-
cations. Interfacing of object detector model with the mechanical system is done
through serial communication with Arduino controller (Fig. 4).
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Fig. 3 Fruit cutting and
segregation mechanism
model

Fig. 4 Detection of fruit
placed on the conveyor belt
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Fig. 5 Four types of blades used

Fig. 6 Automated
fruit/vegetable cutting
process

Once the fruit is detected, depending on the requirement, the type of blade can be
selected to cut it. Four different types of blades are designed for this purpose (Figs. 5
and 6).

Once the cutting process is done, then the fruit is collected in the tray placed at
the end of conveyor belt. İf there are more than one fruit or combination of fruits
and vegetables, it can be detected and cut accordingly. In this paper, Apple, Guava,
potato, and ivy gourd are detected (Figs. 7 and 8).

5 Conclusion and Future Work

In order tominimize the labor, cost, and time for cutting of fruits and vegetables in the
large kitchens, a system is designed. This system identifies apple, guava, potato, and
Ivy gourd and cuts it into different shapes. Here, the fruit/vegetable is first placed on
the conveyor belt. A webcam is attached along the conveyor belt which captures the
image of the object; here fruit or vegetable and sends it for processing. TensorFlow
software is used to identify the object. Once the fruit/vegetable is identified, then it
will enter the cutting mechanism. A cutting mechanism is designed with four blades,
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Fig. 7 Collecting of fruit
which is cut

Fig. 8 Detection of Apple

each used for giving different shapes for fruits or vegetables. Once the cutting is done,
the fruits and vegetables are segregated according to the type. Arduino board is used
to interface the object detector model with the cutting mechanism. Air compressor is
used to pass the compressed air to the pneumatic cylinder for cutting and segregation
mechanism, and the wiper motor is used to control the conveyor belt.

The work can be improved further by including the peeling mechanism along
with the existing system. This system is used for the cutting of fruit/vegetable in
large kitchens; in order to use this in household kitchens, a compact device has to be
designed. This system can be further extended to identify more fruits and vegetables.
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Detection of Counterfeit Cosmetic
Products Using Image Processing
and Text Extraction

Siddharth Mehta, Prajakta Divekar, Aditi Kolambekar,
and Amol Deshpande

Abstract The growing popularity of the cosmetics industry has made it vulnerable
to duplication and counterfeiting. One in every five individuals purchases counter-
feits cosmetics. Consumption of such cosmetics can be harmful to health. Theymight
sometimes contain chemicals such as arsenic or other carcinogenic chemicals. The
packagings of the counterfeit products are designed in such a manner that someone
can barely differentiate it from the original one. The packaging of the duplicate prod-
ucts differs from that of the original in terms of certain features such as dimension,
font style, font size, color, and ingredients. This paper reports the development of a
system that uses the application of image processing and text extraction techniques
that will enable a user to determine the authenticity of the test product. The system
uses the features of the authentic product and compares them with the features of the
test product to determine its authenticity. The system has been tested with some of
the counterfeit and original cosmetic products.

Keywords Authenticate · Cosmetics · Image processing · Text extraction ·
Preprocessing techniques ·Web portal

S. Mehta (B) · P. Divekar · A. Kolambekar · A. Deshpande
Bharatiya Vidya Bhavan’s Sardar Patel Institute of Technology, Mumbai, India
e-mail: mehtasiddharth2512@gmail.com

P. Divekar
e-mail: prajaktadivekar70@gmail.com

A. Kolambekar
e-mail: kolambekaradati23@gmail.com

A. Deshpande
e-mail: amol_deshpande@spit.ac.in

© Springer Nature Singapore Pte Ltd. 2021
V. Suma et al. (eds.), Evolutionary Computing and Mobile Sustainable Networks,
Lecture Notes on Data Engineering and Communications Technologies 53,
https://doi.org/10.1007/978-981-15-5258-8_67

721

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5258-8_67&domain=pdf
mailto:mehtasiddharth2512@gmail.com
mailto:prajaktadivekar70@gmail.com
mailto:kolambekaradati23@gmail.com
mailto:amol_deshpande@spit.ac.in
https://doi.org/10.1007/978-981-15-5258-8_67


722 S. Mehta et al.

1 Introduction

Today, cosmetics are widely used, by individuals of all genders and demographics.
A significant number of cosmetics seen in the market are counterfeit. With more

and more duplication, counterfeit cosmetics have become increasingly difficult to
detect with the human eye. Compounding this problem is the fact that these cosmetics
are sold at a fraction of the price of the original cosmetics. Thus, consumers are
frequently attracted to these counterfeit products. This motivates the authors to study
the aspects related to original and counterfeit products and implement a system to
distinguish between the two using the image processing technique.

On careful observation, the counterfeit product differs from the original product
in terms of

• Dimensions of the packaging
• Overall packaging and its color
• Font style and font size of the text
• Ingredients
• Hallmark sticker

In the case of the example depicted in Fig. 1, with the left one being original and
the right one being counterfeit, careful observation shows that the counterfeit product
has broader and different colored packaging, no hallmark sticker, slightly different
font style, and absolutely no text written on the product itself.

It is extremely difficult to detect the differences between these two products with
a naked eye. The differences between the original and the duplicate products are far
too subtle. However, when image processing techniques are used to compare these
two products, these differences can be spotted efficiently as discussed in this paper.

Currently, there are no user-friendly systems in place that can detect these coun-
terfeit products. At the same time, mobile phones are extremely common and are
used by almost everyone today.

This project aims to build a user-friendly and efficient system to detect counterfeit
cosmetics, by capturing the image of the product using a mobile phone. The user
is expected to take pictures of the test product with the help of their mobile phone,
and the system uses image processing and text extraction techniques to detect a
counterfeit product.

Images of the test product are captured using a phone camera and uploaded on the
web portal, with each image being used for a particular test. The physical features
of the packaging of the product are compared to those of the authentic product.
The system then calculates the degree of authenticity, and if that is above a certain
threshold, the product is classified as original, else is classified as counterfeit. Also,
dimensions of the packaged product are detected and compared with that of the
original product. Similarly, salient features of the text are recognized, such as the
set of ingredients or the type and size of the fonts, and are compared with the same
features of the original product. Keeping all of this in check, the counterfeit products
are detected.
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Fig. 1 Diagram depicting original and counterfeit versions of the same product [8]

The work is motivated by considering the need to build a system in place that can
protect a consumer from firstly unintentionally harming themselves by purchasing a
cosmetic product. Secondly, this system is being built to protect the consumer from
fraud, and also to raise awareness among the consumer against counterfeit products.
The system aims to

• Design a simple and efficient system that can detect a counterfeit product.
• Apply image preprocessing techniques efficiently in order to obtain accurate

results irrespective of the quality of the user uploaded image.
• Detect the authenticity of the product directly through its packaging.
• Identify the ingredients of the products through its packaging.
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• Raise customer awareness against fraud.
• Caution the consumer about any harmful ingredients that the product that the

cosmetic may contain.

2 Related Work

The proposed solution uses the image of the product to determine its authenticity.
It is based on image processing techniques which involve image preprocessing as
well as image analysis with respect to text recognition and text extraction, image
classification based on the extracted text. The input image is also further used to
detect dimensions of the actual product.

2.1 Image Preprocessing Techniques

The Gaussian filter has advantages over a Bilateral filter in the presence of increasing
noise. Bilateral filter, though known to preserve edges better while denoising, fails
to perform well in the presence of noise which can be concluded from the results
and observations made in [1].

This paper [2] aims to find a good trade-off between high image smoothing quality
and fast processing which finds many applications in real-time image processing.
These requirements aremet by using Local Binary Patterns andGraphical Processing
Unit. LBP is used to analysze local texture around the central pixel, and the result
is used to decide the size of Gaussian kernel. The overall smoothing performance of
Gaussian filters is indicated by measuring the Peak Signal-to-Noise Ratio (PSNR)
before and after the processing. The paper discusses results after applying 3× 3 and
9 × 9 Gaussian kernels and concludes on the use of large and small kernels.

The bilateral filter is implemented using MATLAB, provides a easy and simple
way to blur the image. The results are analyzed by using two performance merits—
Mean Square Error (MSE) and PSNR which conclude the accurate and reliable
denoising technique using bilateral filter [3].

A novel texture-based design of the multilateral filter is described, and its advan-
tages over a conventional bilateral filter are discussed [4]. The limitations of conven-
tional filtering technique, failing to preserve edges with similar color, can be success-
fully overcome using the proposed multilateral filter. This technique makes use of
the additional spatial texture to preserve clear region boundary. The paper concludes
improved performance using multilateral filter based on the comparisons made [4].
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2.2 Text Detection and Text Extraction

A business card reader application using Optical Character Recognition (OCR)
engine Tesseract is described, which plays a significant role in extracting text from
various image formats such as Joint PhotographicExpertsGroup (JPEG) andPortable
Network Graphics (PNG) [5]. It uses a high resolution smartphone camera to capture
the image and to further extract the text on it. The proposedmethod provides an accu-
racy of up to 74% in terms of both data detection and text recognition. This system
implements Scrum methodology and after each sprint completion performance is
tested and improved further. It uses User Interface (UI) kit framework for imple-
menting interfaces, Audio Visual (AV) foundation framework to configure i-phone
cameras, and Core image framework for image processing alongwith Tesseract OCR
for text detection and classification.

The described system uses Open-source Computer Vision (OpenCV) and
Tesseract OCR for real-time license plate detection [6]. It describes the effects of
using image preprocessing techniques such as thresholding alongwith image filtering
methods such asmedian blur. The software performance is further improved by using
Neuro Fuzzy networks to minimize errors and to improve the ability of the system
to predict results based on previous predictions.

This system [7] proposes new methods to extract text from shadowed images to
further improve the performance ofTesseractOCR. Startingwith contour detection of
text from the binary image, it then deletes the salt-pepper noise from shadowed areas
using a double filtering algorithm. Projection method removes the noise between
the texts, and the median filter removes the noise between characters to produce
optimum results.

Kikuchi et al. [8] Propose a stereo vision system to detect the dimensions of
the object. The system detects objects from the stereo images and consists of blob
extraction and size calculation. It uses image preprocessing techniques followed by
object detection and image segmentation. It provides a considerably faster approach
for object detection using cameras aligned at a specific position and with a particular
orientation. The error between the results obtained and actual data is negligible.

2.3 String Matching for Product Classification

This paper [9] describes a novel and fast string matching algorithmwhich is essential
in network security. The proposed algorithm is based on evaluating the weight of
the search pattern by adding the weights of individual characters. A sliding window
equal to the length of the search pattern covers the entire text and compares the
weight of the characters encountered. The calculated weight is then compared with
the weight of the search pattern to produce results. The paper compares the results
of the proposed algorithm with BM and Brute Force algorithm and concludes that
the proposed algorithm has constant search time independent of pattern length.
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2.4 Contour Detection Techniques

As contour detection holds significant importance for 2D image processing, a novel
algorithm for contour transversal based on morphological operations is described
here [10]. The technique detects a pixelwide contour around objects in binary images.
Thismethod provides faster contour detectionwith slight compensations in accuracy.
The method is evaluated on manually created ground truth contours. For accurate
contour detection, the width of the object must be greater than 3 pixels.

This paper [11] describes an automated method for road detection using a region-
based active contourmodel and distance transform. It requires image preprocessing to
increase the contrast between different contours and the use ofmedian blur to enhance
the quality of the original image. The proposed system is effective in detecting all the
contours along with some cases false contour detection. The method has limitations
while processing complex or high resolution images.

2.5 Structural Similarity and Color-Tone Similarity

The use of Structural Similarity (SSIM) and Color Similarity (CSIM) is done to
compare two images with respect to hue, brightness, contrast, and color space.While
the structural similarity index provides similarity measurement of grayscale images,
it cannot be used to understand the role of color information. PSNR is used as a perfor-
mance indicator before and after image smoothing. The system uses fixed Gaussian
kernel size and concludes on the kernel size required for processing different images.

3 Proposed Work

3.1 Process Flow Model of the System

The system is based on image processing algorithms that compare two images to give
a final verdict stating the authenticity of the product under test. The proposed system
facilitates the user to conduct three tests viz. Similarity check, Dimension detection,
and Ingredient matching. These tests are made available on a web portal which can
be accessed by any user with a mobile phone. Each test needs distinct images to be
captured considering some specific guidelines. Each of the three tests has a threshold
value of result depending on which authenticity of the product is predicted. The users
that want to determine the authenticity of the product must upload the images of the
same on the web portal which is accessible on the browser. The user is expected to
capture the images of the test product from different orientations such as front view
and back view for similarity test, product imagewith a reference object for dimension
detection, and image of the ingredients for ingredient matching. The image/s for each
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test are to be uploaded on aweb portal using amobile phone camera and in a particular
format. Instructions to be followed while capturing the image as per the system’s
requirement are made available for the user.

As delineated in Fig. 2, the uploaded image will be compared with the database of
the original product. The proposed system consists of a database containing informa-
tion about various parameters of the original products of different cosmetic brands.
The database mainly includes

• Images of the packaged product from different orientations—front view and back
view.

• Dimensions of the packaged product.
• Text extracted (ingredients) from the packaged product.

At the end of each test, appropriate results will be displayed.

Fig. 2 Process flow diagram of the proposed work
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4 Algorithm and Preprocessing Techniques

4.1 Image Preprocessing Techniques

Gray scaling and filtering are the preprocessing techniques applied to the input image
before conducting each test viz. Dimension detection, Similarity check, and Text
extraction. These techniques can be explained in detail as follows:

• Gray scaling: It is a technique by which a colored image is represented using
multiple shades of gray which can be manipulated by the computer. The result
of the operations performed on the gray scaled image of the product is shown in
Fig. 3,where all the images depicted have been gray scaled. Conventional software
and hardware systems can represent the image only in a limited number of shades
of gray usually 16 or 256. Gray scaling typically uses large amounts of memory as
each dot is represented using either 4 or 8 bits. This is a preprocessing technique
which involves the removal of all the color information and representation of each
pixel in terms of intensity and illumination.

• Filtering: Filtering process is an integral part of image preprocessing as it tends to
eliminate as much noise as possible from the image while preserving its quality.
The presence of noise in the image can lead to misleading results in contour

Fig. 3 Result of different preprocessing techniques (Parenthesis) a Result of median blur, b Result
of Gaussion blur, c Result of erosion, and d Result of Dilation



Detection of Counterfeit Cosmetic Products … 729

detection and edge detection which can affect the process of dimension detec-
tion. Filtering process plays an important role in obtaining maximum accuracy
in the results of different tests irrespective of the quality of the uploaded image.
Following filtering techniques are used to preprocess the uploaded image before
each test is conducted. The choice of the filtering technique depends on the noise
level, intensity distribution, and the resolution of the input image, as discussed in
[1].

1. MedianBlur Filter: It is an averaging technique inwhich each pixel is replaced
by the median of the pixels in a kernel area of that pixel. This technique
makes the overall image smoother, with an aperture size of kernel X kernel.
The smoothing operation results in noise removal from the input image. For
the system under consideration, median blur filter is used as a preprocessing
technique for mainly two tests—Dimension detection and Text extraction.
This filtering technique provides accurate results in 90% of the cases. The
result of median blur is shown in Fig. 3a.

2. Gaussian Blur Filter: The Gaussian Blur filter is used to reduce the image
detail noise. In this technique, an image is multiplied by a Gaussian Blur
function matrix, which results in producing an overall effect of viewing the
image through a translucent screen. TheGaussian functionwith small variance
is generally used, whereas a Gaussian function with a larger variance is used
for image segmentation [2]. The Gaussian function in two dimensions is

G(x, y) = 1

2πσ 2
e

−(x2+y2)
2σ2 (1)

where x and y are the coordinates of the pixel in the image, and σ is the standard
deviation of the distribution. Gaussian filter response is a function of Gaussian Vari-
ance and it is independent of the variance of signal-to-noise ratio of the image under
consideration\cite{singhal}. Gaussian filter proves to be effective in the presence of
significant noise levels or images with low Signal-To-Noise Ratio. Figure 3b shows
the result of Gaussian filtering.

4.2 Dimension Detection

Other than the above-mentioned techniques, dimension detection requires the
following preprocessing techniques:

• Erosion: Erosion is a technique which removes pixels from the image boundary
and makes the boundary clear. The result of erosion can be observed from Fig. 3c.
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• Dilation: Dilation is a technique which tends to make the boundaries of the image
sharper by comparing the values of neighboring pixels. The dilated image of the
product is shown in Fig. 3d.

• Contour Detection: Contour detection plays an important role in image prepro-
cessing since most of the image information is contained in the edges. Contour
detection in the proposed system makes use of filtering and blurring techniques
which separates the object in the image from its background [4]. Different filtering
techniques produce different results based on the presence of noise, with some
filters resulting in blurring the edgeswhile others resulting in preserving the edges.
Contour detection has a significant effect while determining the dimensions of the
product in the image under consideration [5]. Among all the detected contours,
only one is of utmost importance which depicts the contour of the test product.
That contour is selected according to the following algorithm.

• Algorithm for Contour Selection: For determining the dimensions of the object
in the image, contour detection plays a significant role [6]. Every object in the
image has its contour associated with it which is detected in the preprocessing
itself. But for the system under consideration, the test image consists of two
objects of interest—one being the product itself while the other being a reference
object. The algorithm is designed to discard all the detected contours excluding
the contours of two objects which in this case are the coin and the product.
After selecting two contours of interest, the height and width of each contour
are calculated [7]. For the reference object, i.e., the coin, actual dimensions are
already known to the system and hence the algorithm calculates a ratio of the
calculated dimensions of the coin with respect to the original dimensions. This
ratio is further used to detect the dimensions of the test product in the user uploaded
image.

4.3 Similarity Check

After converting the uploaded image into grayscale and applying appropriate filtering
techniques, the following algorithm is used to detect the structural similarity between
the packaging of the original product and the test product.

This is one of the significant tests for authenticity check. This step is used to
check for structural differences between the captured images of the test product and
those of the authentic product. The structural difference can be extracted using the two
functionsSSIM(Structural Similarity Index) andMSE (MeanSquareError) available
in Python. The SSIM compares the two images with respect to hue, brightness,
contrast, and color space. Another function CSIM is the same as SSIM but can be
used for the colored images also. While the MSE gives the mean-square difference
between both the images.

While the structural similarity index provides similaritymeasurement of grayscale
images, it cannot be used to understand the role of color information. Peak signal-to-
noise ratio is used as a performance indicator before and after image smoothing. The
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system uses a fixed Gaussian kernel size and concludes on the kernel size required
for processing different images [8].

4.4 Text Extraction

• Thresholding: Thresholding being the most important image segmentation tech-
nique is used to distinguish the desired object from its background [9]. After
converting the test image into grayscale format, different thresholding techniques
can be applied to the image in order to separate only the desired portion of the
image from the background. The thresholding technique can be chosen depending
on the quality of the image, color of the background.

• Algorithm: The algorithm is divided into two parts—Text extraction and text
matching which are implemented in Python. The algorithm detects the text
embedded in the image and can read all the image types. Also, a similarity score
out of 100 is obtained, which is a metric to gauge how similar the extracted text
is in comparison to the text extracted from the original product in the database.

5 Web Portal

The web portal has been developed using flask framework provided by Python. The
modules such as WTF-forms, flask-login, werkzeug, and flask-bcrypt are used to
provide the various facilities such as form fields, registration for user, debugging,
and hashing, respectively.

The application under consideration facilitates to carry out various tests in order
to determine product authenticity. A user interactive environment is developed where
the user can upload images of the packaged product under test such as front view
and back view of the product, product image with a reference object for dimension
detection, and image displaying product ingredients.

Other facilities such as new user registration, log in for existing users, and account
information are also incorporated in the web portal. The verification of credentials
of a user is also performed on the web portal.

Each of the tests which determines the product authenticity is associated which
different image processing techniques. User can go for any of the mentioned tests
and view the results on the web portal itself. The process flow and logic behind
determining the authenticity is written in Python.
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Table 1 Similarity check between images of the same products

Test no. Images of the same product MSE SSIM

Test 1 Original product with distortion (flash ON) 826.05 0.77

Test 2 Original product on a different phone 670.52 0.73

Table 2 Similarity check between images of different products

Test no. Images of the different products MSE SSIM

Test 1 Fake product 2016.92 0.59

Test 2 Fake product with distortion (flash ON) 3378.01 0.50

6 Results and Analysis

6.1 Similarity Check

As discussed earlier, MSE and SSIM are the available methods for similarity
check. Various experiments are performed with the various categories of images for
conducting the Similarity check test. For checking similarity, the product package
of one of the brands (say brand1) is used. From Table 1, it is clear that the similarity
cannot be 100% for the image of the same product. If the image is captured by the
same camera but under the different light conditions, then the similarity index will
become 77%. The similarity index will become 73% if the same image is captured
from another camera, that is, with different pixel resolution. While the results of
Table 2 show the result similarity of the counterfeit product with the original, more
than 50% which is due to the exact duplicate design of the product package.

The user is prompted to upload the captured image of the front view of the product.
Once the image is uploaded, the system authenticates the image with the front view
of the original product, against which the test product is supposed to be tested. The
result of the authentication is then displayed to the user, as shown in Fig. 4.

6.2 Dimension Detection

The actual dimension of the brand1 are
L = 2.6 inch and H = 7.8 inch (from front view), where
D = Distance of the product from the reference object,
L = Length obtained in inches,
H = Height obtained in inches.
From Table 3, it is clear that the result is more accurate if the distance between

the reference object and the product is 5 cm.
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Fig. 4 Similarity check on
the web portal

Table 3 Detected
Dimensions of the Product
with varying distance from
the camera

D (cm) L (inches) H (inches)

5 2.7 7.8

7 2.7 7.6

9 2.6 7.5

11 2.6 7.3

13 2.7 7.6

15 2.6 7.5

17 2.9 8.2

21 2.6 7.5

23 2.9 8.1

Now, the front and the back views of the test product are already available on the
portal which was uploaded for earlier test. The system now automatically detects the
dimensions of the product using the uploaded images. The length and the breadth of
the product are returned as markers on the uploaded image in a separate window, as
shown in Fig. 5.
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Fig. 5 Dimensions of the product as displayed on the web portal

6.3 Text Extraction and Detection

For efficient text extraction, the different preprocessing techniques are applied to
the different images, based on parameters such as text color, background color,
and ambient light. In the preprocessing, the type of image smoothing filters such
as Gaussian blur, Median blur, and bilateral filter varies according to the image.
Also, the size of kernel and the thresholding techniques vary according to the image
properties.

Fig. 6 Result of text extraction displayed on a web portal
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Figure 6 shows one such instance when white-colored text appears against a black
colored background. The right half of Fig. 6 shows one such instance whereas the
left half of Fig. 6 shows the output of text extraction.

7 Conclusion and Future Scope

The proposed system is capable of authenticating an original product from a coun-
terfeit product. The authenticity of the product under test is not determined by a
single test but by using a series of tests which provide reliable results with justifi-
cation for each test. Dimension detection, ingredient matching, and similarity check
provide significant data to predict the authenticity of the given product. In the case of
dimension detection, the accuracy of the system depends upon the distance between
the packaging and the reference object in the image and also the angle of capturing
the image. While for similarity check, the results depend upon the resolution of
the camera through which image is captured and the brightness level of the image.
Similarly, for ingredients matching, the results depend upon the image quality, font
style, and font size of the text written on the packaging. The overall system perfor-
mance can be improved further by using better stringmatching algorithms and image
smoothing techniques.

The result of each test prominently depends on preprocessing techniques used.
The preprocessing techniques vary from product to product according to the image
quality, product color and size, and ambient lighting. While applying filtering as a
preprocessing technique, the kernel size is determined based on the quality of the
uploaded image.

After considering a number of products for each of the three tests, the threshold
for concluding a product to be authentic is as follows. The difference obtained from
the Similarity Check should be less than 20%. The difference between the detected
dimension of the test product and that of the original product should be less than 0.3
inches. The ingredient matching percentage should be greater than 90%.

The system provides an adequate solution to the problem and will go a long way
in protecting the end consumers as well as vendors from fraud and counterfeiting.

In order to make the system more efficient, the restrictions on the user should
be minimized. Thus overall system performance can be improved further by
incorporating machine learning and artificial intelligence.

This system can be modified to recommend appropriate cosmetics based on the
consumer’s previous uses and preferences using Machine Learning. With the exten-
sive data set the system has at its disposal, the system can recognize the product that
the consumer uploads and recommend amore suitable product from its database. This
improves the consumer experience as well as provides them with adequate market
intelligence on the product that they wish to purchase.
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4. Leventić H., Keser T, Vdovjak K (2018) A fast one-pixel wide contour detection method for
shapes contour traversal in binary images. In: 2018 international conference on smart systems
and technologies (SST), Osijek, 2018, pp 11–14. https://doi.org/10.1109/sst.2018.8564595

5. Zhang Y, Wang X, Peng L (2013) Text based bilateral filter for color image edge preserving.
In: 2013 5th IEEE international conference on broadband network & multimedia technology,
Guilin, 2013, pp 49–52. https://doi.org/10.1109/icbnmt.2013.6823913

6. Yasir MM, Noor R, Hasbi H, Azman A (2012) Stereo vision images processing for real-time
object distance and size measurements. 659–663. https://doi.org/10.1109/iccce.2012.6271270

7. Dangiwa BA, Kumar SS (2018) A Business card reader application for iOS devices based
on Tesseract. In: 2018 international conference on signal processing and information security
(ICSPIS), DUBAI, United Arab Emirates, 2018, pp 1–4. https://doi.org/10.1109/cspis.2018.
8642727

8. KikuchiH,HuttunenH,Hwang J,YukawaM,Muramatsu S, Shin J (2012)Color-tone similarity
on digital images. 1–4. https://doi.org/10.13140/rg.2.1.5055.6565

9. Lu H, Guo B, Liu J, Yan X (2017) A shadow removal method for tesseract text recognition. In:
2017 10th international congress on image and signal processing, biomedical engineering and
informatics (CISP-BMEI), Shanghai, 2017, pp 1–5. https://doi.org/10.1109/cisp-bmei.2017.
8301946

10. Palekar RR, Parab SU, Parikh DP, Kamble DP (2017) Real time license plate detection
using openCV and tesseract. In: 2017 international conference on communication and signal
processing (ICCSP), Chennai, 2017, pp 2111–2115. https://doi.org/10.1109/iccsp.2017.828
6778

11. Singla N, Garg D (2012) String matching algorithms and their applicability in various
applications. International J Soft Comput Eng (IJSCE) 1

https://doi.org/10.1109/icip.2013.6738231
https://doi.org/10.1109/icaccs.2017.8014612
https://doi.org/10.1109/sst.2018.8564595
https://doi.org/10.1109/icbnmt.2013.6823913
https://doi.org/10.1109/iccce.2012.6271270
https://doi.org/10.1109/cspis.2018.8642727
https://doi.org/10.13140/rg.2.1.5055.6565
https://doi.org/10.1109/cisp-bmei.2017.8301946
https://doi.org/10.1109/iccsp.2017.8286778


Multiclass Weighted Associative
Classifier with Application-Based Rule
Selection for Data Gathered Using
Wireless Sensor Networks

Disha J. Shah and Neetu Agarwal

Abstract The twenty-first century has seen an explosion in the amount of data that
is available to decision-makers. Wireless Sensor Networks are everywhere contin-
uously collecting and feeding data to various systems. Translating these enormous
amounts of data into information and making decisions quickly and effectively is a
constant challenge that decision-makers face. Decision Support Systems that analyze
data using different approaches are constantly evolving. There are many techniques
that analyze these large datasets collected fromWireless Sensor Networks. Associa-
tive Classifier is one such technique which combines Associative Rule Mining along
withClassification to find different patterns generated from large datasets.A common
challenge associated with sensor data is that it is unstructured and heterogeneous. In
this research, a Multiclass Weighted Associative Classifier with Application-based
Rule Selection is proposed which translates unstructured and heterogeneous data
into a set of rules that enable decision-makers in any domain to make decisions.

Keywords Wireless sensor network · Data mining · Associative classifier

1 Introduction

Wireless Sensor Network is used in several domains like military [1, 2], environment
monitoring [3–5], healthcare monitoring, habitat monitoring [6, 7], object tracking
[8, 9], disaster management [10], etc., and it generates diverse and voluminous data
in different formats which may be structured or unstructured. This raw data needs to
be efficiently analyzed to generate information which will help in decision making.
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KnowledgeDiscovery Databases (KDD) is a process which takes raw data, processes
it, and produces valuable information. The process consists of data cleaning, data
integration, data transformation, data mining, and data evaluation and implementa-
tion [11]. Data mining helps to discover and extract hidden and novel patterns from
gathered data. Different approaches of data mining are clustering [12–15], associ-
ation mining [16, 17], frequent patterns [18–21], sequential patterns [22–24], and
classification [25, 26].

Association is a technique used to identify the relationship between two or more
items. Association Rule Mining are if-then statements that show the probability
of relationships between data items within large datasets. The Apriori Algorithm,
AIS Algorithm, and SETM Algorithms are some of the techniques used to search
frequently used itemsets [27–29]. Classification is a technique that helps to construct
a classifier for large datasets. Some techniques for classification are Naive Bayesian
Classifier, Support Vector Machines, Decision Trees, Neural Networks, and C4.5
[30]. An approach of combining Association Rule Mining and Classifier is known as
Association Classification. The main aim of Associative classifiers is to use associa-
tion rules to link attribute valueswith its class labels. In recent years,many associative
classifier techniques likeCBA,CMAR,CPAR, etc,. are being recommended [31–34].

The main issues for integration of association and classification are efficiency,
accuracy, and scalability. In associative classifier, all items are given the same
importance. It also avoids the difference between the number of transactions and
its importance. To overcome this problem, weights can be given to attributes to tell
its importance to the user [35–37].

The paper is divided into four sections. Section 2 focuses on the related work.
Section 3 indicates the proposed Associative classifier for data mining for data
gathered using wireless sensor network and Sect. 4 emphasize on conclusion.

2 Related Work

Different Associative Classifiers have been used in many domains having large
datasets. This section shows how associative classifiers have been used in different
scenarios like MCAR [38], MAC [39], MMAC [40], CMR [41], and CWAC [42].

Thabtah et al. [38] proposed Multiclass classification based on Association Rules
(MCAR) which discovers items and rules in one phase. It has also introduced a
rule ranking technique that minimizes the use of randomization when a choice point
would be between two or more rules.

Abdelhamid et al. [39] showed that how Multiclass Associative Classification
(MAC) Algorithm generates less number of rules compared to MCAR in order to
enable the user to understand it.

Thabtah et al. [40] provided an approach for Multiclass Multilabel Associative
Classification (MMAC) which produces classifiers that contain rules with multiple
labels and multiple evaluation measures for accuracy rate. It also discovers the rules
in one scan a ranking technique which ensures effective rules.



Multiclass Weighted Associative Classifier … 739

Zhou [41] presented Classification based onMultiple Classification Rules (MCR)
that generates many classification rules and provides more accuracy and efficiency
in classification.

Ibrahim and Chandran [42] proposed Compact Weighted Class Association Rule
Mining (CWAC) a classifier that uses HITS algorithm which does not require preas-
signed weights. It prefers information gain attribute and generates all the rules based
on an attribute.

3 Proposed Multiclass Weighted Associative Classifier
with Application-Based Rule Selection of Data Gathered
Using Wireless Sensor Networks

As proposed in [43, 44], there are numerous applications of wireless sensor network
where each application generates a huge amount of data. Each application needs to
collect the data, analyze it, and do mining for decision making. The system aims to
construct a multiclass classifier model which effectively uses the data gathered by
different locations of an application ofWSN. The data are distributed among various
locations in WSN. This proposed system implements distributed data mining where
the data are distributed over various locations.

The proposed algorithm is basically divided into three steps: Data Cleaning, Rule
generation, and Classifier Builder. In the first step, a training data file is taken as
an input and data preprocessing is implemented. Step 2 generates rules based on
appropriate weights and importance. In the final step, it selects the generated rules
and based on that, a classifier is generated effectively. The general diagram of the
proposed Associative Classifier is depicted in Fig. 1.

The dataset will be taken as input from different applications like Weather moni-
toring, Health care monitoring, Agriculture monitoring, etc. The dataset would be a
location application-based dataset. The data shown in Table 1 is a sample training
dataset of weathermonitoring application. Here, the dataset D has n distinct attributes
namely A1, A2, A3, …, An.

The first process in this system is data cleaning. Data cleaning is the process to
ensure that the data is consistent, complete, correct, and usable. Cleaned data can be
categorical or continuous data. For continuous attributes, a discretization technique
is to be implemented.
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Fig. 1 Diagram of the proposed multiclass weighted associative classifier



Multiclass Weighted Associative Classifier … 741

Ta
bl
e
1

T
ra
in
in
g
da
ta
se
to

f
w
ea
th
er

m
on

ito
ri
ng

tim
es
ta
m
p

bo
ar
di
d

te
m
p_
m
ax

te
m
p_
m
in

te
m
p_
av
g

lig
ht
_m

ax
lig

ht
_m

in
lig

ht
_a
vg

hu
m
id
ity

_m
in

hu
m
id
ity

_m
ax

hu
m
id
ity

_a
vg

m
od
el

la
tit
ud
e

lo
ng
itu

de
el
ev
at
io
n

12
/1
5/
20

14
01

:4
0:
00

A
M

50
8

21
.6

21
.6

21
.6

96
.4

96
.4

96
.4

41
.2

41
.2

41
.2

E
N
V

−3
7.
81

34
08

14
4.
97

94
92

30
.1

12
/1
5/
20

14
01

:4
0:
00

A
M

50
5

23
.2

23
.2

23
.2

93
.5

93
.5

93
.5

48
.3

48
.3

48
.3

E
N
V

−3
7.
81

30
73

14
4.
98

04
06

29
.9
1

12
/1
5/
20

14
01

:4
5:
00

A
M

50
7

21
.6

21
.6

21
.6

97
.2

97
.2

97
.2

44
.8

44
.8

44
.8

E
N
V

−3
7.
81

49
22

14
4.
98

22
58

38
.7
9

12
/1
5/
20

14
01

:4
5:
00

A
M

50
2

21
.3

21
.3

21
.3

97
.4

97
.4

97
.4

45
.3

45
.3

45
.3

E
N
V

−3
7.
81

46
1

14
4.
97

90
18

22
.5
7

12
/1
5/
20

14
01

:4
5:
00

A
M

50
1

22
.9

22
.9

22
.9

97
.4

97
.4

97
.4

43
.1

43
.1

43
.1

E
N
V

−3
7.
81

48
08

14
4.
98

09
99

29
.9
6

12
/1
5/
20

14
01

:5
0:
00

A
M

50
8

21
.3

21
.3

21
.3

96
.4

96
.4

96
.4

41
.2

41
.2

41
.2

E
N
V

−3
7.
81

34
08

14
4.
97

94
92

30
.1

12
/1
5/
20

14
01

:5
5:
00

A
M

50
5

23
.2

23
.2

23
.2

93
.5

93
.5

93
.5

47
47

47
E
N
V

−3
1.
81

30
73

14
4.
98

04
06

29
.9
1

12
/1
5/
20

14
01

:5
5:
00

A
M

50
7

21
.6

21
.6

21
.6

97
.2

97
.2

97
.2

44
.5

44
.5

44
.5

E
N
V

−3
7.
81

49
22

14
4.
98

22
58

38
.7
9

12
/1
5/
20

14
01

:5
5:
00

A
M

50
2

21
.6

21
.6

21
.6

97
.4

97
.4

97
.4

45
.3

45
.3

45
.3

E
N
V

−3
7.
81

46
1

14
4.
97

90
18

22
.5
7

12
/1
5/
20

14
02

:0
0:
00

A
M

50
1

23
.5

23
.5

23
.5

97
.4

97
.4

97
.4

43
.7

43
.7

43
.7

E
N
V

−3
7.
81

48
08

14
4.
98

09
99

29
.9
6



742 D. J. Shah and N. Agarwal

Input: N applications, Training Dataset (D[n]) a set of distributed datasets 
of N applications, S minSupport, C minConfidence, W weights 

Output: Set of classification rules 

Scan D[n] for data preprocessing
Do

For each transaction, check inaccurate data 
 If found 

Perform data cleansing
Else

Read Next transaction

 For each attribute, check datatype 
 If continuous 
  Convert using Discretization technique 

else
Read Next attribute

Until no items are found 

Scan D[n] to apply weights
Do 

Apply Weights to each transaction
Until no items are found

Scan D[n] for set S of frequent items
Do
 For each item I in S 
  If (sup(I) > minSupport) 

S ← S ∪ I
Next

Until no items greater than minSupport found

Scan D[n] for set C of classes
Do
 For each item I in S 

If (con(I) > minConfidence) 
Generate rules
C ← C ∪ I

Next
Until no items greater than minConfidence found

Rank all rules that are generated.

Remove all rules I′ → C′ from S where there is higher rank rule and I ⊆ I′.
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The proposed technique gives weights to attributes to give importance to transac-
tions. Then minimum support and confidence are given by the user. This will help
in generating rules and building classifiers. Each item is compared with minimum
support and if the item is greater than the minimum support, then the item is added
in frequent item set.

Once an item has been identified as a frequent item, the algorithm finds all the
rules. The multiple set of classes are added and compared with minimum confidence.
Here, when two rules with identical confidence are found, both the rules are taken
into consideration. Rules are generated and added in the classifier. Rule ranking and
rule pruning play an important role in any associative classifier. The rules are added
in the class which has high confidence. In the end, once the rules are generated and
ranked, each rule which does not fulfill the condition is removed from the class. In
the end, a set of R rules are generated from the classifier.

4 Conclusion

In this paper, we have proposed how Application-based Association Classifier can
be used for data gathered using Wireless Sensor Network. In this system, any WSN
application location-based dataset can be used which can provide decision-makers
with rules that are more meaningful in decision making and can compare with
previous results. This technique can also be used in anydomain like Finance,Defense,
Agriculture, Non-Profit Organizations, etc.
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Void-Aware Routing Protocols
for Underwater Communication
Networks: A Survey

Pradeep Nazareth and B. R. Chandavarkar

Abstract Underwater Acoustic Sensor Networks (UASNs) is a technology used in
several marine applications like environment prediction, defense applications, and
discovering mineral resources. UASNs has several challenges like high bit error rate,
high latency, low bandwidth, and void-node problem during routing. In the context of
routing protocols for underwater communication networks, the void-node problem is
one of the major challenging issues. The void-node problem arises in the underwater
communication during the greedy-forwarding technique, due to which packet will
not be forwarded further toward the sink. In this review paper, we analyze the void-
node problem in underwater networks and issues related to the void-node. Also,
we elaborate on the significant classification of void-handling routing protocols. We
analyze both location-based and pressure-based void-handling routing protocols.

Keywords Underwater communication · Void-node · Routing protocols

1 Introduction

About 70% of the earth’s surface is covered by water, and oceans are the primary
source of water. Even though oceans are playing a significant role in many aspects
like military and commercial activities, we know little about it. Therefore, it is crit-
ical to explore the ocean for different applications like coastal surveillance, environ-
mentalmonitoring, underwater resource exploration, and disaster detection [1–4].All
these applications find relevance to the underwater communication network. Sensor
nodes present in UASN collect data from the underwater environment. Further, relay
nodes forward the received data from other sensor or relay nodes. For a long time,

We would like to thank the Science and Engineering Research Board (SERB), Govt. of India for
providing financial support (Ref. No. EEQ/2018/001036).

P. Nazareth (B) · B. R. Chandavarkar
Wireless Information Networking Group (WiNG), Department of Computer Science and
Engineering, National Institute of Technology Karnataka, Surathkal, Mangalore 575025, India
e-mail: pradeep.nitk2017@gmail.com

© Springer Nature Singapore Pte Ltd. 2021
V. Suma et al. (eds.), Evolutionary Computing and Mobile Sustainable Networks,
Lecture Notes on Data Engineering and Communications Technologies 53,
https://doi.org/10.1007/978-981-15-5258-8_69

747

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5258-8_69&domain=pdf
mailto:pradeep.nitk2017@gmail.com
https://doi.org/10.1007/978-981-15-5258-8_69


748 P. Nazareth and B. R. Chandavarkar

ocean sensing and data collection are limited to the surface and nearby water due to
limitations of wire-line (cabled) instruments. Due to advancements in wireless tech-
nologies over the past few decades, underwater wireless communication is recom-
mended to collect sensed data from the ocean. In underwater, radiowaves require low-
frequency results in higher energy consumption. Optical waves are suffering from
scattering. Thus, Radio and optical waves are not suitable for long-range commu-
nication [1, 5]. Acoustic communication is ideal for underwater communication for
long-range communication. Some of the significant challenges of designing UASNs
are the limited bandwidth of only a few kbps, limited energy, high bit error rate, and
void-node during routing.

Void-node problem is a severe problem in underwater routing. It occurs in the
greedy routing strategy. Void-nodes in underwater routing results in packet drop
if suitable void-node handling strategy is not defined. This survey paper reviews
the problems of void-node in underwater and issues related to void-node. Also, we
elaborate on the important categorization of routing protocols that are capable of
handling void-node. We analyze location-based and pressure-based void-handling
routing protocols.

The following sections are organized as follows: In Sect. 2, we provide more
insight into void-node. Section 3 describes and analyzes various state-of-the-art
routing protocols capable of handling void-node problem. Section 4 discusses some
of the research gaps in existing protocols in the literature, and Sect. 5 contains the
conclusion.

2 Void-Node in UASNs

A typical void-node scenario is shown in Fig. 1. UASNs consist of anchored nodes
that collect information and propagate it to relay nodes. Both anchored nodes and
relay nodes are equippedwith an acoustic modem and deployed in the 3D underwater
environment. UASNs includes one ormore sink nodes, deployed at the water surface.
UASNcontains one ormany sink nodes. Sink nodes are deployed at thewater surface.
Sink node has an acoustic modem that enables communication with an underwater
relay or sensor nodes. Radio modem is used to communicate with the terrestrial
network.

In a greedy-forwarding technique, every node transmits packets to a neighboring
node with distance to the sink closer than itself (highest positive advancement) [4,
6, 7]. The non-availability of positive advancement node to any neighbor results in
itself a void-node or local maxima node or stuck node. The void-node can emerge
in underwater in convex or concave shapes. With reference to Fig. 1, node f is a
concave void. The advancement of the neighboring node is computed as described
as follows:

Let Xi be the node that has a packet to forward. Xj be a neighboring node, Xj is
in the transmission range of Xi, and S is the sink node. The node Xj its advancement
toward the sink S with respect to Xi can be calculated as follows [8]:
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Fig. 1 Void-node scenario
in underwater [4]

ADV
(
X j

) = D(Xi , S) − D
(
X j , S

)
(1)

whereD(X,S) is the distance fromnodeX to the sink S.ADV(Xj) is the advancement of
node Xj toward the sink. In location-based routing, D(X,S) is the Euclidean distance
between node X and S. Suppose X(Xx, Xy, Xz) are the 3D coordinates of node X and
S(Sx, Sy, Sz) are the 3D coordinates of node S. Then Euclidean distance between
node X and S can be calculated as per Eq. (2):

D(X, S) =
√
(Sx − Xx )

2 + (
Sy − Xy

)2 + (Sz − Xz)
2 (2)

In pressure-based routing, D(X,S) is the difference in depths of nodes X and
S. Then one of the nodes which are having the highest advancement in candidate
forwarding set will be selected as next hop. Candidate forwarding set CXi of node
Xi is calculated as follows [9]:

CXi = {X j ∈ NXi : ADV
(
X j

)
> 0} (3)

where NXi is the set of neighboring nodes of Xi . An empty CXi indicates node Xi is
void-node.

The distance between nodes is not only the reason for the void-node situa-
tion. The number of other factors, alone or in combination, are responsible for
it. Some of the reasons for the void-node are ship movement between/over the
nodes, sparse deployment of nodes, and noise. Packets received by a void-node
will not be forwarded further toward the sink and dropped by the void-node if
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void-handling/recovery/processing mechanisms are not defined. If the void-node
scenario is not handled properly, the performance of UASNs will be affected. Some
repercussion of the mishandling of void problems are as follows:

• Packet loss
• Increased end-to-end delay
• Increased hop-count
• looping during routing

Hence, it is essential to define the proper application dependent void-handling
strategy. A node that forward the packet to a void-node is referred to as a trapped
node [9]. In Fig. 1, node f is void-node because it is not having any neighbors with
positive advancement. In Fig. 1, nodes s, a, b, c, d, and e are trap nodes because
packet forwarded by all these nodes are stuck at void-node f . The area covered by
f-g-h-i-j-k-l-m-n-f (as shown in Fig. 1) is called a communication void region.

3 Void-Handling Routing Protocols

In literature, many underwater void-handling (void-aware) routing protocols are
proposed and classified based on various criteria. Though, one of the main classifi-
cations is based on whether nodes in UASNs require 3D location information or not.
Based on it, routing protocols are classified into two types: Location- and Pressure-
based routing protocols, as shown in Fig. 2. In location-based routing protocols,
underwater nodes must be aware of their 3D location by using localization mech-
anisms [10]. Next hop (or relay) is selected based on 3D locations of the node,
its neighbors, and the sink node. In the pressure-based routing protocols, decisions
on the next-hop selection are taken based on the only depth information of nodes.
Nodes themself can easily obtain the depth of the node by pressure gauge embedded
on it. Further, both location-based and pressure-based routing protocols are classified
into opportunistic routing and non-opportunistic routing. Opportunistic routing is a
scheme in which a subset of neighboring nodes is involved in packet forwarding
[4, 11]. The following sub-sections present a significant classification of routing in
detail.

3.1 Location-Based Routing Protocols

This sub-section discusses location-based void-handling (void-aware) routing proto-
cols. Some of the location-based void-handling routing protocols are Vector-Based
Void Avoidance (VBVA) [12], Adaptive Hop-by-Hop Vector-Based Forwarding
(AHH-VBF) [13], Routing protocol, Focused Beam Routing (FBR) [14], and
Directional Flooding-based Routing (DFR) [15].
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Fig. 2 The classification of void-aware routing protocols

A. Vector-Based Void Avoidance (VBVA):

In VBVA [12], packet forwarding is based on a vector-based approach. Initially, the
routing path of packets is defined by a vector between source and the sink node,
similar to the routing approach used in Vector-Based Forwarding (VBF) protocol
[16]. In VBVA routing, every node in UASN is aware of the 3D location information
of the source, the sink, and itself. During routing in VBVA, it may face void-node.
Based onwhether it is convex void or concave void, it selects the appropriate recovery
mechanism to recover from void-node. When a void is a convex void, it tries to
recover by a vector-shift mechanism. In Fig. 3a, node s and d are the sender and
the sink nodes, respectively. Node s forwards the packet through the

−→
sd . Node s

will wait for overhearing the forwarding of the same packet by the nodes present
within its forwarding vector until predefined time expires. If it does not overhear
the transmission of the packet within a predefined time, it will conclude that it is
a void-node. To recover from void, it broadcasts vector-shift control packet, asking
neighbors s and b to change current forwarding vector to

−→
ad and

−→
bd . Neighbors a

and b repeat the same procedure to forward the packets. If the sender does not find
any neighbor during vector-shift, this scenario indicates that the sender is a concave
node. The back-pressure mechanism is used to recover from a concave node until it
finds a suitable node capable of performing vector-shift, as shown in Fig. 3b.
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Fig. 3 Void-handling in VBVA A Vector-shift mechanism B Back-pressure mechanism [12]

Conclusion: VBVA is a reactive void-handling underwater routing protocol
without the need to store additional information about neighbors and the void-node
status of neighboring nodes. Even in the large underwater network, it is capable of
handling the void-node problem. The major drawback of VBVA is, void-recovery
mechanism activated only after the data packet trapped at void-node. It results in a
higher delay in delivering the packet in the void-node scenario.

B. Adaptive Hop-by-Hop Vector-Based Forwarding (AHH-VBF)}:

AHH-VBF [13] is a location-based routing protocol. It requires every node in UASN
to be aware of the 3D location of itself, the sink, one-hop neighbors, and the sender
of the packet. It is based on Hop-by-Hop VBF (HH-VBF) [17]. In HH-VBF, the
direction of the vector is changed from hop to hop. In AHH-VBF, in addition to
changing the direction of vector hop-by-hop, the radius of the vector can be changed
based on the density of network topology. In the case of sparse topology, the radius
of the vector is increased to cover many candidate nodes. AHH-VBF is also capable
of adjusting transmission power according to the density of topology.

Conclusion: Adapting the radius of vector and transmission power, small void-
nodes can be efficiently handled. However, AHH-VBF is not able to handle larger
void-holes in the network. Adaptive transmission power control efficiently manages
the energy of the node.

C. Focused Beam Routing (FBR):

FBR [14] exploits the power control mechanism to conserve the energy of the
sending/forwarding node. Every node knows its 3D location. FBR uses Request to
Send (RTS)/Clear to Send (CTS) control packets to select the next hop. RTS packet
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includes the location of the sender/forwarder and the sink node. CTS packet contains
locations of the node which receive the RTS packet and address of the node from
which it receives RTS. A receiver of the RTS packet sends the CTS packet only if
it is having positive progress toward the sink. Initially, a sender broadcasts an RTS
packet at the lowest power. If the sender failed to receive any CTS packet in response
to transmitted RTS, it indicates that in the transmitted region, there are no suitable
nodes to forward the packet as per the greedy-forwarding strategy. Thus, the sender
re-transmits the same RTS packet at the next higher power level so that it can find
a suitable forwarding node in the new transmission region. If the receiver of RTS is
suitable for forwarding the packet according to greedy-forwarding, it sends the CTS
packet. In the case of many CTS packets received by the sender, it will find a suitable
candidate node which is having the highest positive progress toward the sink as the
next hop and forwards the data packet to selected next hop. Upon receiving the data
packet by the selected next hop, it will use the same procedure to select its next hop.

Conclusion: The FBR is an energy-efficient protocol due to the usage of the power
control mechanism. However, in sparse network topology, selection of next hop is
time-consuming.

D. Directional Flooding-based Routing (DFR):

DFR [15] is the location-based routing protocol. It follows a receiver-based routing
approach. DFR requires each node to know the 3D location of the neighbor, the sink,
and its own. One of the main features of DFR is it uses the quality of the link to
decide the flooding zone. In the case of good link quality, a smaller flooding zone
to be used, resulting in few candidate nodes involved in becoming forwarder. If link
quality is poor, larger flooding zone is used so that more nodes participate in packet
forwarding.

Conclusion: DFR is capable of handle void-node problems. DFR is scalable to a
large network. However, in the case of poor link quality or void-node scenario, the
flooding zone becomes huge and results in many nodes involved in forwarding the
same packets due to the hidden-node problem.

3.2 Pressure-Based Routing Protocols

This sub-section elaborates on pressure-based routing protocols. These protocols rely
on the depth of the node; it can be obtained through the pressure-sensors embedded
on the node.

A. Location-free Link State Routing (LLSR):

LLSR [18] is a beacon-based routing protocol. It uses hop-count as the primary
parameter to ensure the progress during routing while selecting next hop by avoiding
void-node. During the beacon dissemination phase, every node prepares beacon and
broadcasts a beacon with hop-count, path quality, and the pressure. The path quality
is the number of redundant paths available toward the sink. The pressure depends on
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the depth of the node deployment, obtained through pressure-sensors. The beaconing
process is initiated by the sink node, with hop-count and pressure value equal to 0,
path quality as 1. The receiver of the beacon updates its next hop to the neighbor
node, which is having minimum hop-count value. If more than one nodes have same
hop-count value, then it considers neighbor with higher path quality among them
as its next hop. If there is a tie between path quality of those nodes, it considers
node with lowest pressure value among them as the next hop. Further, these nodes
propagate the beacon, so that all nodes in the network update their next hop. To
reflect the changes in topology, beacons are exchanged at regular intervals. If a node
detects itself as a void-node, it sends a beacon with hop-count value as infinity and
path quality as 0. Upon receiving the beacon, neighbors make appropriate changes
in their routing table.

Conclusion: The LLSR is effective in detecting and avoiding void-node by using
depth information and positive progress. It is a loop-free routing algorithm with the
capability of handling node movement. LLSR is not using opportunistic routing.
Instead, it forwards data packets only to a selected next hop. Thus, it will not ensure
reliability. LLSR is not considering link quality during the process of selecting the
next hop. In LLSR, path quality has given more priority over the pressure (or depth)
of the node; this may result in a higher end-to-end delay.

B. Inherently Void-Aware Routing (IVAR):

IVAR [19] is a receiver-based routing protocol. It will overcome some of the limi-
tations of LLSR by using opportunistic routing. The hop-count and depth of nodes
decide the suitable forwarding node. The beaconing process obtains the hop-count
of each node. The sink node initiates the beaconing process. Initially, the sink node
prepared a beacon with hop-count value 0 and broadcasts the beacon. Upon receiving
the beacon, neighboring nodes are updating their hop-count information. Further,
nodes are propagating the beacon so that all nodes in the network obtain their hop-
count information. To maintain up-to-date information about the topology, beacons
are sent at regular intervals.When a node broadcasts packets, all neighborswith lower
hop-count value are potential candidate nodes to forward the packets, as shown in
Fig. 4. Node s is the sender, hop-count (hc) of corresponding nodes are shown in
Fig. 4 Even though it has two neighboring nodes, b and c, there is the only node b
that will be the potential candidate to forward the packet. Since the only node b is
having a lower hop-count (hc) value than sender s. If there is more than one potential
candidate to forward the packets, there is a need to avoid the transmission of the
same packet by more than one node. This can be achieved by using their depth as the
second parameter to decide the forwarding timer of candidate nodes. A candidate
node with the least forwarding timer value, whose timer expires first, will forward
the packet first. Other nodes in its close vicinity are suppressing the transmission of
the same packet after overhearing, to avoid the duplicate transmission.

Conclusion: It is a receiver-based routing protocol. It requires only hop-count and
depth information of the node to decide the forwarding node. When a void-node or
trap node receives the packet, it simply drops the packet since their hop-count value
is equal or more than the sender. However, if candidate nodes are not present in each
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Fig. 4 Next-hop selection in
IVAR

other’s vicinity, there is a chance of transmission of duplicate packets which also
results in a hidden-node problem. Duplicate packet transmission and hidden-node
problem waste a considerable amount of energy of nodes.

C. Opportunistic Void Avoidance Routing (OVAR):

OVAR [20] is similar to IVAR except, OVAR follows a sender-based routing
approach, and nodes in networks hold one-hop information. It avoids the limitations
of IVAR by avoiding the duplicate packet transmission and hidden-node problem.
In OVAR, the sender node selects the set of candidate forwarding nodes within the
vicinity of each other. The number of nodes in the forwarding set is adjusted based
on dense or sparse topology.

Conclusion: Although it overcomes the problems of hidden-node and duplicate
packet transmission problems, the beacon period is critical in the correctness of the
routing path. If the beacon period is too small, frequently beacon to be transmitted
results in higher energy dissipation during beaconing. If the beacon period is too
large, then hop-count information may be invalid.

D. Depth-Controlled Routing (DCR):

DCR [21] is based on the topology control mechanism. DCR requires location infor-
mation of all nodes. X-Y coordinates are detected through Autonomous Underwater
Vehicle (AUV) and Z coordinate obtained through on\-board sensors present in the
individual nodes. DCR adjusts the depth of the disconnected (isolated) or void-node
so that those nodes can communicate with suitable neighbors as per the greedy-
forwarding mechanism. DCR works in two phases. First, it detects void-nodes and
then, in the second phase, finds the candidate nodes and adjusts the depth of the void-
node so that it can communicate with a suitable neighbor. To detect all void-nodes, a



756 P. Nazareth and B. R. Chandavarkar

centralized Depth-first search algorithm is executed by all sink nodes as a root node.
A node that is not reachable from any of the sink nodes or the sum of its distance
to all sink nodes is zero are non-reachable nodes to sink. All such nodes are sorted
from shallow water to deep water. In the second phase, starting from shallow water,
a void-node at the center of the cylinder of a specified radius considers nodes reach-
able to sink as candidate nodes. Distance between void-node and all candidate node
is calculated. The void-node will be moved toward a candidate node that requires
minimum displacement.

Conclusion: In DCR, there is no void-recovery technique. Void-node is handled
through node movement to the proper depth. Although there are some limitations
like localization, detection of the void and depth adjustment of detected void-node
require a considerable amount of time. Further, localization is costly in terms of
energy consumption.

E. Hydrocast:

Hydrocast [22] operates in two phases greedy-forwarding based on pressure and
void-recovery. In greedy-forwardingbasedonpressure, all nodes receive the packet to
determine their progress toward the sink.Anode nearer to the sink havemore progress
andhigh priority. Initially, the nodewith higher priority forwards the packet, and other
lower priority nodes hear the packet transmission and suppress their transmission.
If all higher priority nodes fail, then lower priority nodes will forward the packet.
It can be done using the setting of a backoff timer. A higher priority node has a
lower backoff time. To recover from void-node, every node can find its void status
by comparing its and neighboring node depth. If a node is void, then it proactively
finds the recovery path with a node having least-negative progress toward the sink.

As shown in Fig. 5, nodes b and e are void-nodes. Node b has two neighbors, nodes
c and d. Node b selects d as its next hop because it is in the least-negative progress

Fig. 5 Void-node recovery in Hydrocast [22]
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than node c. Accordingly node e selects g as its next hop. Thus, every void-node is
ready with their recovery path.

Conclusion: In Hydrocast, void-nodes proactively maintain recovery paths.
However, void-handling in deep water was not addressed in protocol.

F. Channel-Aware Routing Protocol (CARP):

CARP [23] is an underwater routing protocol, it selects the next hop based on link
quality. The successful packet forwarding ratio to the neighbor is maintained, and
that information is used in the selection of next hop. Apart from link quality, CARP
also uses hop-count to route the packets around the void region, residual energy of
nodes, and buffer size in selecting the next hop.

Conclusion: CARP is an efficient routing protocol for dynamically changing
underwater conditions by considering link quality in the selection of the next hop.

G. Interference-aware routing (Intar):

Interference-aware routing (Intar) [24] consists of two phases, the network setup
phase and the data forwarding phase. During the network setup phase, the beacon is
generated by the sink node and propagates throughout the network. Thereby every
node updates its neighbors, hop-count of their neighbor, and Euclidean distance to
the neighbor in the neighbor table.

In the data forwarding phase, every node identifies a Potential Forwarding Node
(PFN). PDFs of a node are neighboring nodes present at lower depth. Further,
sender/source node i finds the cost-function (CFn) of its every PFN node j. The
CFn is computed as follows:

CFn(i, j) = D(i, j)

Hop( j) ∗ Neighbor( j)
(4)

where D(i, j) is the Euclidean distance between source/sender i to PFN node j,
Hop( j) is the hop-count distance between PFN node j and the sink, and Neighbor( j)
is the total number of neighbors to PFN node j. Finally, the source/sender node selects
a PFN node with maximum CFn value as its next hop and forwards the data packets
through the selected node.

Conclusion: Intar selects next hop from PFN having the least hop-count value
which results in the selection of non-void-node as next hop.

4 Research Gaps

The features of the void-handling routing protocols are shown in Table 1. The
location-based void-handling protocols are not efficient in terms of energy utiliza-
tion due to the exchange of many control signals for localization compared with
pressure-based routing. The void-handling strategy may be proactive or reactive or
preventative. Proactive or reactive approaches have higher overhead. Routing can
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Table 1 Features of the void-handling routing protocols

Protocol Void-handling
method

Beacon
oriented

Void-recovery
approach

Opportunistic
routing

Architecture

VBVA Back-pressure
and vector-shift

No Reactive Yes Single sink

AHH-VBF Change in the
width of the
pipe and
transmission
power
adjustment

No Preventative Yes Single sink

FBR Transmission
power
adjustment

Yes Preventative No Single sink

DFR flooding zone
adjustment
based on link
quality

No Hybrid No Single sink

LLSR Hop-count Yes Preventative No Single sink

IVAR Hop-count Yes Preventative Yes Single sink

OVAR Hop-count Yes Preventative Yes Single sink

DCR Depth
adjustment

Yes Preventative No Multiple sink

Hydrocast Recovery path No Proactive Yes Multiple sink

CARP Hop-count Yes Preventative No Single sink

Intar Hop-count Yes Preventative No Multiple sink

be opportunistic or non-opportunistic. In opportunistic routing, a subset of neigh-
boring nodes receives the data packets to forward. Among them, single/few nodes
will forward the packet. If the transmission fails, other nodes will forward packets.
The major pros of opportunistic results in improved reliability. On the other end,
opportunistic routing causes duplicate packet transmissions if nodes are not in each
other’s communication range and results in the hidden-node problem, waste of node
energy. In non-opportunistic routing, a node selects its next hop and then forwards
packets to it. It may not ensure high reliability. The routing protocol architecture
may be a single sink or multiple sinks. If protocol architecture supports multiple sink
nodes, it is enough to deliver the packet to anyone sink out of many available sink
nodes.
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5 Conclusion

In this paper,we discussed the challenges and negative impacts of void-node in under-
water communication. Themajor classification of Void-aware protocols is discussed.
Further, next-hop selection criteria, void-handling strategy, and their pros and cons of
each void-handling routing protocols are theoretically analyzed. Each void-handling
routing protocols have pros and cons. It is important to select appropriate routing
protocols depending on the application. In the end, some research gaps are discussed.
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A Comprehensive Survey on Content
Analysis and Its Challenges

Ankitha A. Nayak and L. Dharmanna

Abstract In recent years the explosive development and growth of video technology
and multimedia have created a new challenge in the field of computer vision. The
tremendous increase in multimedia exchange like video, audio, image, etc., through
the internet and other social media has led the way to content analysis. Content
analysis is a technique to interpret textual data, multimedia data, and communication
artifacts. In this paper we have provided an overview of content analysis and the
more profound interpretation of video content analysis in a different area is shown.
Specifically, in this paper, we have focused more on affective content analysis, its
methodology, trends, and challenges.

Keywords Affective content analysis · Content analysis · Direct approach ·
Emotion descriptor · Image · Video

1 Introduction

The advancement of network-based technologies andmultimedia service has steadily
promoted multimedia content in the network. This advancement has led to more
difficulty in organizing, analyzing, and searching for required media content. And
it is observed from the survey that content analysis can be used to overcome these
issues.

Content analysis is a research approach to describe textual, multimedia data, and
communication artifact. It is an efficient and replicated method to study different
patterns in communication. The view of content analysis differs from domain to
domain. It uses various analytical strategies to identify leading trends in data. Basi-
cally, Content Analysis consists of four steps: (1) Identification of data source: In this
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phase, an appropriate data source is identified and analyzed. And the identified data
should be able to answer all the raised queries. (2) Data categorization: In this phase,
the refining of data is carried out. Here ambiguous data is removed. And the refined
data are further categorized as a group. (3) Code data: This phase mainly works on
decision rule. Based on the preliminary review, it decides the actual group the data
belongs. (4) Access Reliability: In this phase, inter rate reliability is decided. (5)
Result analysis: The outcome is reviewed and analyzed in this phase. The overview
of content analysis methodology is shown in Fig. 1.

In general, the content analysis is carried out in two approaches, quantitative and
qualitative approach, as shown in Fig. 2. The Quantitative approach explains data in
terms of numeric and statistics. And Qualitative approach is exploratory research to
analyze the descriptive data.

Since content analysis can be achieved on multimodal data like text, video, audio,
image, etc., in this paper, we have primarily focused on Image and Video Content
Analysis. The paper is organized as follows: in Sect. 2, we have discussed existing
work on Image content analysis with a comparative study. In Sect. 3, the detailed
survey on the Video content analysis approach and its methodology in a different
area is outlined. Section 4 is about gaps, challenges in affective content analysis, and
in Sect. 5 conclusion is outlined.

Fig. 1 Overview of content
analysis methodology
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Fig. 2 Overview of content analysis two different approach

2 Affective Image Content Analysis

A digital image is an array of a square aligned pixel in the form of rows and columns.
It is a binary representation of visual information. Since there is rapid growth in
photography technology, the need for image content analysis is expanded. In this
section, we presented a brief review of existing work in image content analysis.

Sicheng Zhao et al. surveyed the affective image content analysis in [1]. They
outlined research trends and methods in affective content analysis using different
emotional representation model. The proposed Analysis of Image content module
consists of three steps, (1) Human annotation (2) Visual feature extraction (3)
Mapping between recognized emotion and visual features. In this paper, they summa-
rized the emotion model, emotion feature extraction, and emotion distribution
learning.

Zang et al. [2] designed a system to extract emotion from images in emerging news
topics. The extracted emotion from the image is classified as positive, negative, and
neutral. Thework is carried out using two facial image data set. It is observed that high
consistency is shown in facial expression for positive emotion and low correlation
for neutral emotion. Mittal et al. conducted a survey on Image sentimental analysis
using deep learning technique in [3]. In this paper, they have given an outline of
existing work and analyzed suitability and limitation of the model used for image
content analysis.

Garcia [4] explored the deep neural network for affective content analysis in the
image. He used the semi-supervised model to overcome the challenges like lack
of available data, unknown stimulus feature, and individuality of annotation and
uncertainty of data. The classification accuracy achieved is 50%. He concluded that
the deep learning model not only gives better classified output but also bring proper
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insight for visual information and emotion in the image. Bao et al. [5] proposed
an Image system called ThuPIS for clinical mental health diagnosis. The system is
used to diagnose different emotional reactions of people with different psychological
states. The analysis is carried out using images captured in a specific time slot.

Li et al. [6] proposed a new approach to classify emotion in color image using
a semi-supervised hierarchical classification algorithm. In this approach, two level
classification is carried out using SVM and Adboost technique. The work concen-
trated on extracting three groups of features. Rao et al. [7] designed an emotion
classification method based on Multi Scale block. This approach uses multi Instance
learning technique. In this technique, the first extraction of the image block is
achieved using pyramid segmentation and linear iterative clustering technique. Later
each extracted block is represented using a bag of visual words method. To achieve
the affective gap, probabilistic latent semantic analysis is used. Comparative Study
on Affective Image Content Analysis is shown in Table 1.

3 Video Content Analysis

Video is a set of frames with attributes like size, speed, and clarity. Video Content
Analysis is the methodology of identifying and analyzing temporal and spatial
content. The video has different features to analyze like theme, emotion or partic-
ular user required data. Video Content Analysis is the trending and exciting area of
research in recent years. Since the video is entertaining and informative multimedia,
analyzing the content of the video is beneficiary for the consumer. Video Content
Analysis has a vast spectrum of applications like safety enhancement, facial recog-
nition, health care, home automation, smoke detection, intelligent recognition, and
so forth. In many existing research work several machine learning, Data Mining, and
Deep Learning models are combined with video processing to analyze the content
of the video.

The structuredvideo content analysis canbedone in twoways. (1) Spatio-temporal
structural analysis: Analyzing the content of video using pixel structure and objects
of the same class is known as Spatio-temporal Structure Analysis. (2) Multimodal
structure analysis: The chronological order event like running, jumping or speaking
are combined with audio. Analyzing these kinds of features is known as Multimodal
Structure Analysis. In most of the current work, it is seen that the video content
analysis consists of the main four processes: Structure Analysis, Feature Extraction,
Abstraction, and Indexing [8].

• Feature Extraction: The technique of extracting ROI from videos like color,
shape or texture is known as Feature Extraction.

• Structure Analysis: In this process, temporal structure information of video is
extracted and organized according to their relation and order.

• Video Abstraction: The process of presenting a piece of brief information about
video structure is known as Video Abstraction.
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Table 1 Comparative study on affective image content analysis

Reference Objective Methodology Emotion Descriptor Remarks

Zhao et al.
[1]

Survey on
affective
image content
analysis

Discussed the
emotion model,
emotion feature
extraction

Not mentioned Not mentioned

Zang et al.
[2]

Affective
classification
of facial
images

mRmR-feature
extraction
SVM-classifier

Positive, Negative,
Neutral

Positive emotion
accuracy—85%
Negative emotion
accuracy—33.3%
Neutral emotion
accuracy—39.4%

Mittal et al.
[3]

Survey on
image
sentimental
analysis using
deep learning

Deep learning Not mentioned Not mentioned

Garcia [4] Neural
Network
model for
affective
content
analysis

Neural network
semi supervised
model

Not mentioned Classification
accuracy—50%

Bao et al.
[5]

Image system
for mental
health
diagnoses

MMPI Positive
Negative

Positive emotion has
more accuracy

Li et al. [6] Classify
emotion in
color image

Semi supervised
hierarchical
classification
algorithm
SVM, Adaboost

Static image, dynamic
image, heavy and light
image, warm and cool
image

Better accuracy than
the existing system

Rao et al.
[7]

Emotion
classification
based on multi
scale block

Linear iterative
clustering
technique

Positive
emotions-amusement,
awe, contentment,
excitement
Negative emotions -
Anger, Disgust, Fear,
Sad

Classification
efficiency increased
by 5.1% compared
to the existing
system

• Indexing: The method to generate video indices from extracted features, parsed
video for clustering process or other process is known as Indexing.

Further, in this paper, we are presenting a detailed survey on Existing Sports video
content analysis and affective video content analysis with a comparative study.
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3.1 Sports Video Content Analysis

In this section, we are discussing existing work on sports video content analysis, the
algorithm used and efficiency achieved by each work.

Shih et al. [9] surveyed on video content analysis for sports. They have provided a
different view on themes and techniques available for sports video content analysis.
The work is carried out by dividing a video content into three groups namely, event,
context-oriented, and object. Finally, they have summarized challenges and future
work in the discussed area. Guan et al. [10] developed a novel method to analyze
and synthesize sports video based on visual content. In this technique, the analysis
of video is achieved by automatic and manual interception of video. The analyzed
video is stored in a separate folder. The group of pictures stored in the same folder is
further used for content analysis. It is observed that the proposed method is an easy
and efficient way to analyze sports video content.

Huayong et al. proposed a new approach for the sports video retrieval technique
in [11]. The approach is designed for multimodal data. In this technique, the analysis
is carried out for both video and audio feature. Video stream analysis is achieved
by Shot by shot indexing. Audio analysis is achieved using audio energy called
Interesting level. The designed approach has 91% precession value and 97% recall
value which shows the designed approach is efficient and robust.

Russo et al. [12] contributed to work on the classification of sports video based on
action. In this work, they have combined convolution and recurrent neural network
with the deep neural network to achieve high accuracy. The accuracy achieved by the
proposed system is 96.61%. Russo et al. [13] proposed an approach to classify five
distinct classes of sports. In this work features extracted from the CNN model are
combined with RNN temporal analysis. The accuracy achieved by this is 96.66% for
different frame sequences. Comparative Study on Sports Video Content Analysis is
shown in Table 2.

3.2 Affective Video Content Analysis

In general, the video content is analyzed and retrieved in two different levels. They
are

• Cognitive Level
• Affective Level

The cognitive video content analysis intent to extract the information from the
video,which defines the fact. AffectiveVideo content analysis points at the extraction
of feeling and emotion type in the video. In this section, we reviewed the affective
content analysis. The survey is categorized based on the direct and implicit approach.
The direct approach focus on analyzing affective content directly from visual and
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Table 2 Comparative Study on Sports Video Content Analysis

Reference Objective Methodology No. of dataset Remarks

Shih et al. [9] Survey on sports
video Content
analysis

Survey Not mentioned Not mentioned

Guan et al. [10] Novel method to
analyze and
synthesize sports
video

Automatic and
manual
interpretation of
video

Not mentioned Better accuracy
than the existing
system

Huayong et al.
[11]

Sports video
retrieval

Shot by shot
indexing

3 data set 91% precession
value

Russo et al. [12] Classification of
sports video

Convolution and
recurrent neural
network

2 data set 96.611%

Russo et al. [13] Classification of 5
different sports

CNN and RNN
temporal analysis

50 data set 96.66% for
different frames

audio features of the video. The implicit approach focus on extracting the affective
content from user response during video consumption

Affective Video Content Analysis- Direct Approach

In this section, we have discussed various work carried out on the direct affective
content analysis.

Ashwin et al. [14] proposed a novel hybrid classifier named SVM-RBM classifier.
Using audio-visual features this classifier finds the emotion for both stored video data
and live streaming video. Compared to RBM and SVM, it is observed that the SVM-
RBM classifier gives a better output for the annotated data set. Hanjalic et al. [15],
proposed a new method “dimensional approach to affect” in multimedia content
analysis. In this method, the affective content is feeling and emotion in the video
towards a viewer, and the detected affective feature points are plotted in 2D emotion
Plane. As an output, two curves are obtained representing arousal and valence video
characters.

Hanjalic [16] designed an approach to analyze the excitement level of the user
while watching the video. The approach is designed to enhance user comfort. In this
methodology, the excitement level is calculated using motion activity and feature
selection density cut. The excitement is calculated based on two levels comparability
and smoothness. Kang [17] proposed a new technique to find the emotional events
like sadness, fear, and joy from video data using the relevance feedback scheme.
In this approach, the user is asked to give feedback on the video and the emotional
content of the video. Further, this feedback is taken as data set. The system is trained
to detect the emotion from the video and the data stored. In this technique, the low
level features like color and motion is used to analyze the emotions.

Zheng et al. [18] proposed a model named visual-aural attention based on video
content analysis approach. This method is used for automatic detection of highlights
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in the video. The visual and aural affective features are extracted from the highlighted
section. A fusion strategy called ordinal decision is used in this methodology to form
the attention curve for a video by identifying a change of human attention while
watching the video. Furini [19] designed a novel mechanism ViMood to enhance
and improve the indexing of video. In this approach, the indexing of the video is
improved by integrating objective and subjective emotion. This approach indexes
every emotion in a video. The objective is achieved by combining twomethodologies
on-the-fly viewers’ emotion annotation and low level feature analysis. Comparative
Study on Affective Video Content Analysis is shown in Table 3.

Affective Video Content Analysis- Implicit Approach

In this section, we have discussed various work carried out on Implicit affective
content analysis.

Zhu et al. [21] designed a new approach to identify the user emotion from EEG
signals and stimulus video together. In this methodology from each channel of EEG
signal, both visual and audio features are extracted. Statistical analysis and canonical
correlation analysis is used to select the extracted features. SVM is used as a classifier
for further construction of EEG feature. Shahnaz et al. [22] proposed a newmethod to
recognize the emotion of music videos based on wavelet analysis of empirical mode
decomposedEEGsignals. In this approach,DWT is applied to selected intrinsicmode
function which is the outcome of EMD operation. The variance, kurtosis, skewness
of a suitable DWT coefficient is used to form the feature vector. The feature vector
is reduced and fed to SVM to perform emotion classification.

Wang et al. conducted a research to connect human brain waves with mind predic-
tion [23]. In this approach, the brainwaves aremeasured using the lowpass, high pass,
and notch filter. The captured signals are converted to DC and sent to the computer.
The signals are processed and passed to support vector machine for classification.
The classified signatures are processed by the Genetic Algorithms method. Later
processed signals are categorized. Through this approach, it is possible to measure
emotion and brain wave signal for a specific disease.

4 Challenges and Proposed Methodology

In this survey, we observed some of the gaps and challenges in the current work. The
observed difficulties are discussed in brief in this section.

4.1 Challenges and Gaps Analyzed

In image content analysis, it is observed that understanding image content and context
is difficult. Most of the current work is discussed either about the metadata of images
like tags, description or contexts like a pattern, pixel relationship. Approaches on



A Comprehensive Survey on Content Analysis and Its Challenges 769

Table 3 Comparative study on affective video content analysis

Reference Objective Methodology Emotion
descriptor

Remarks Platform

Ashwin
et al. [14]

Video affective
content analysis

SVM-RBM
classifier, Feature
extraction

Not specified 78% accuracy Machine
learning,
python

Hanjalic
et al. [15]

Affective
content analysis
like
emotion/feeling

Arousal
modelling,
Valence
modelling,
Motion activity

Arousal and
valence

Arousal,
valence and
affective curve
is obtained

MATLAB

Hanjalic
et al. [16]

To find
excitement of
user while
watching video

Density of cuts,
motion activity
and block based
motion estimation

Arousal and
valence

Excitement
level extracted
and labelled for
different
sequences

MATLAB

Kang [17] Emotional event
detection using
relevance
feedback

Using low level
features,
histogram
difference, short
term memory
model

Fear,
sadness, joy

Detection rate
with 76%
accuracy

MATLAB

Zheng
et al. [18]

Visual Aural
attention
modelling from
video highlight
extraction

Visual Arousal
and valence
arousal attention
model, support
vector machine

Not specified Encouraging
result with 86%
accuracy.

Not
specified

Furini [19] Computation of
objective and
subjective
emotion

Pultchick model,
video
segmentation,
emotion
visualization, 5
point likert scale

Joy, sad,
surprise

Viewers’
evaluation is
done on 3
factors:
satisfaction,
ease of use and
perceptiveness
and obtained
result with
mean 4, 3, 3
respectively

Not
specified

Hanjalic
et al. [20]

Affective video
content analysis

2D emotion
space, mapping
low level feature
with valence and
arousal curve

Arousal and
valence

Separate
arousal and
valence curve is
achieved with
affect curve

MATLAB
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the context and content analysis of the image are presented in few papers and the
accuracy achieved is 85–86%. Interpretation of both the content and meaning of the
image can increase efficiency.

Videos and Images consist of a group of object, emotion recognition for a group
of objects is another challenging task. In video content analysis, a more accurate
and efficient result is obtained by using machine learning algorithms and CNN. And
maintaining GPUMemory is a challenging task in the CNN platform. No efficiency
or execution time analysis is achieved for current literature work, and the approach
discussed can be considered as better if adaptability and execution time is better.

It is observed that an increase in the dataset is decreasing the efficiency of the
current approaches. Most of the procedure is using the SVM classifier for the content
classification. In the machine learning algorithm, it is essential to pick a proper plan,
algorithm, and data set. A very less novel algorithm and approach are seen in the
existing system.

Since we are focusing on affective content analysis of video, the current approach
is working on a single modality. Very few techniques work on the multi-modality of
video and the efficiency achieved is not satisfying. The classification and analysis of
the content is performed separately, which increases the execution time.

5 Conclusion

In this paper, we have illustrated a thorough review of the content analysis approach.
Different field of content analysis is discussed. The existing algorithm and method-
ology in image content analysis and video content analysis is analyzed and discussed
briefly with a comparative study. The more focus is given on affective content anal-
ysis in image and video. The main contribution of this paper is the gaps, limitations,
and challenges of the current system which are illustrated.
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Abstract Blockchain is one of themost promising technologies for innovating busi-
ness ecosystems in tourism. Blockchain enables secure, reliable, and efficient decen-
tralized management systems without trusted third parties which are a core part of
centralized management systems. Many tourism business activities have been doing
under globalized and decentralized environments. Thus, It is necessary to do research
regarding applications of blockchain technology to the tourism industry for building
sustainable tourism business ecosystems. The purpose of the present paper is to
examine application cases of blockchain and smart contract to the tourism industry
and to identify the opportunity to innovate existing tourism business ecosystems.
Stakeholders of tourism business ecosystems are able to innovate their ecosystems
being conducive to their business using blockchain technology. Application cases of
blockchain to tourism such as TripEcosys and TravelChain can be helpful to tourism
business managers who seek new opportunities for innovative businesses.
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1 Introduction

Blockchain is one of themost promising technologies for innovating business ecosys-
tems in tourism. Blockchain enables secure, reliable, and efficient decentralized
management systems without trusted third parties which are a core part of central-
ized management systems. A variety of industrial sectors, as well as finance and
cryptocurrency, have been introducing and applying blockchain technology with the
smart contract because of uncertainty releasing, transparency improvement, trust-
building, and transaction cost reduction. Many tourism business activities have been
doing under globalized and decentralized environments. Thus, It is necessary to do
research regarding applications of blockchain technology to the tourism industry for
building sustainable tourism business ecosystems.

The purpose of the present paper is to examine application cases of blockchain
and smart contract to the tourism industry and to identify the opportunity to innovate
existing tourism business ecosystems. After this introductory section, Sect. 2 intro-
duces the concept and current trends of blockchain-related technologies. Section 3
identifies the opportunity to innovate business ecosystems in tourism through
blockchain technology. Section 4 examines application cases of blockchain and smart
contract in tourism and its business ecosystems. Section 5 concludes and suggests
implications.

2 Blockchain and Smart Contract

2.1 Bitcoin and Blockchain

Bitcoin is the first cryptocurrency based on blockchain [1]. Components of
blockchain technology are as follows:

• Distributed peer-to-peer network: Unstructured P2P network using flooding
algorithm and TCP/IP.

• Public key cryptography and hash algorithm: Elliptic-curve cryptography (ECC),
SHA-256 hash algorithm, and Merkle tree for verifying data integrity.

• Consensus algorithm:Amethodof consensus decisionmaking amongparticipants
which are nodes of the blockchain network, where a new block which is a set of
valid transactions for a given time is added to the existing blockchain. There
are various consensus algorithms such as proof-of-work (PoW), Proof-of-stake
(PoS), Delegated proof-of-stake (DPoS), and Tendermint.

• Smart contract: a self-executing contractwith the agreement of contractural parties
in the case of satisfying common contractural conditions written in computer
codes containing a set of rules.

• Distributed ledger: storage of transaction records that are consensually shared,
replicated, and synchronized among participants in a distributed network.
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Each block is composed of a header and a list of transactions represented as a
Merkle tree. Each block contains a hash value of the previous block, a hash value of
the block, a nonce, a timestamp, and a list of transaction data. Blocks are chained
chronologically in the blockchain using a hash. The hash function has two character-
istics: one-way function and unique value. If any data of a block are changed, the hash
value should be changed. In order for an actor of a node in the blockchain network
to change the content of a block, he or she must change all block of the blockchain.
Thus, in reality, it is computationally hard to tamper the distributed ledge, although
each node of the blockchain network stores a copy of the ledger. Cryptography and
digital signature assure security services such as authenticity, confidentiality, data
integrity, and non-repudiation.

Blockchain is classified into three categories as follows:

• Public blockchain: Known as permissionless blockchains such as Bitcoin and
Ethereum.

• Private blockchain: Permissioned blockchain such as Hyperledger Fabric.
• Consortium blockchain: A shared ledger can be operated by multiple banks.

2.2 Ehereum and Smart Contract

Ethereum is a programmable blockchain and an open platform based on blockchain
technology with a cryptocurrency (Ether, ETH). Ethereum enables a community
of developers who are protocol developers, blockchain researchers, miners, and
applications, developers, to build and deploy decentralized applications for various
areas of finance, game, and other markets. Ethereum ultimately seeks to create “a
World Computer: a huge network of many private computers that run various internet
applications without any third parties [2].”

Since Szabo [3] introduced the concept of the smart contract which is defined
as “a computerized transaction protocol that executes the terms of a contract”, the
smart contract has been diffused and extended a blockchain functionality. Smart
Contracts. Smart contracts are stored on blocks of the blockchain as scripts. There
are many computer programming languages for smart contracts such as Java, C++,
Python, and JavaScript. Solidity which is turning complete scripting language is used
to write smart contracts in Ethereum. Ethereum virtual machine is used to execute
smart contracts [4].

3 Tourism Business Ecosystems

Business ecosystems are defined asmutually dependent systemswhich are composed
of various actors such as partners, suppliers, customers, financial organizations, trade
associations, standards bodies, labor unions, government, and quasi-governmental
organizations as stakeholders [5, 6]. Moore [7] viewed the business ecosystem as an
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Fig. 1 Tourism business ecosystems

economic community which is in the same boat and has a shared fate in the busi-
ness world. The business ecosystem includes competitors as its actor [5]. According
to [5], productivity, robustness, and niche creation are three measures of the busi-
ness ecosystem health. They suggested three players including keystones, physical
dominators, and niche operators [5].

Figure 1 shows tourismbusiness ecosystems based onMoore’s [7] study regarding
business ecosystems.Core businesses of tourismbusiness ecosystems include accom-
modation services, food & beverage services, travel transportation services, trans-
portation supporting services, rental services, recreation & sports services, and
souvenir retailers, as well as online& offline travel agencies and reservation services.

4 Application Cases of Blockchain to Tourism Industry

There are various application areas of blockchain to the tourism industry such as
improving trust among partners, facilitating better disintermediation, securing travel
transactions, and providing trustworthy loyalty programs, traceable tourism products
and activities, and reliable online travel reviews [8].

Blockchain technology enables tourism consumers to achieve the optimization of
their experiences through their personalized services from travel service providers.
Customers as travelers increasingly become co-creators of travel businesses by
forging more cooperative relationships in tourism ecosystems [8]. Travel customers
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Table 1 Application areas of blockchain technology

Areas Overviews

The whole trip and travel reservations There are some limitations for applying public
blockchains to whole trip processes because of
scalability and speed of transaction validity

Travel identity This area of tourism is suitable to apply
blockchain

Payments of travel transactions This is a suitable area under the collaboration of
various financial organizations

Loyalty services This service is a suitable area under the
collaboration of various travel service
organizations and financial institutions

Guarantee of reservation and payments This area is partially suitable to apply blockchain

Ticketing This area is also partially suitable to apply
blockchain but has some risks for processing
legacy systems

Business to business payment & settlement This area is suitable to apply private or
consortium blockchain

Inventory management Blockchain and smart contract can be used to
control inventory in the tourism industry

Tour exchange Currency exchange for travelers across the
partner’s ledgers

Source [9, p. 9]

can play a role of proactive actors having controllability or influence over tour-
related information and content. According to [8], Decentralized systems based on
the blockchain technology improve following functionalities rather than existing
centralized systems in the tourism industry: transparency because of providing full
auditability and traceability; securing travel-related transactions; disintermediation
in travel activities; new opportunities for building creative loyalty programs to travel
service providers; enhancing food tourism traceability and baggage tracking through
a smart contract paying automatically for any overweighting luggage; authentic and
reliable online reviews.

Table 1 shows suitable application areas of blockchain to the tourism industry [9].

4.1 TripEcoSys

TripEcosys is a project building a travel platform enabling the following func-
tions: Travel blog, social travel review, adverting service for travel service providers,
and cryptocurrency. “TripEcoSys is a decentralized travel ecosystem that supports
community building and social interaction with cryptocurrency rewards” [10].
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TRIP-TALK is a platform based on blockchain providing a tour blog allowing
travelers to log their tour stories and travel experiences, and to have the cryptocur-
rency called Tripcash as an incentive. One of the Triptalk features is to evaluate users’
reputation through a Triptalk voting mechanism [11].

TripPay is a cryptocurrency based on Ethereum aiming to secure the interoper-
ability enabling to merge, divide, and exchange of the travel assets. Furthermore, the
project is developing an open APIs for providing interconnection to partners who
may employ to programmatically get interactions to their wallet.

4.2 Travelchain

TravelChain is a blockchain-based travel platform inwhich travel-related participants
can share their data and experiences. All players in the tourism marketplace can
develop their travel service like a hotel, reservation, and trip schedule management
by using APIs of the TravelChain and can access to data exchange for providing
personalized services. Travelers receive TravelTokens as rewards for sharing their
own data. Data in the Travelchain are stored with ontology standards and rules.
Travelchain uses DPOS (delegated proof-of-stake) as the consensus algorithmwhich
appends a block to the blockchain for validating secure transactions. TravelTokens
is a cryptocurrency and employed as a payment token for all transactions in the
Travelchain ecosystem.

About 20% of travel data is opened to players of the tourism market, whereas,
80% of the data are stored in servers of a few enterprises such as Google, Apple, and
Amazon. TavelChain aims to allow users or players of the tourism market who are
registering to theTravelChain system to use travel data for providing their customized
services.

4.3 DeskBell Chain

DeskBell Chain is a blockchain-based platform project for marketing in areas of
hotels and travel businesses basedon the existingDeskBell servicewhich is a business
service for hotels with mobile and service applications. DeskBell Chain aims to help
hotel businesses offer information to travelers and interact with them via encrypted
chat [12].

Ethereum based DeskBell token is used as not only the currency for monetization
of all operations on the platform but also used to reward participants and players on
the DeskBell system.



Applications of Blockchain and Smart Contract … 779

4.4 Winding Tree

Winding Tree is a decentralized travel distribution platform based on the blockchain
and smart contract. It connects travel service providers and consumers by allowing
participants to use a set of smart contracts, open APIs, and Lif token as a
cryptocurrency, which is operating on the Ethereum platform [13].

4.5 TravelFlex

TravelFlex is a cryptocurrency based on blockchain supporting a decentralized social
travel network. It aims to reduce the high fees of currency conversions for realizing an
efficient travel network and also to serve as an escrow service for secure transactions
between travel service providers and travelers [14, 15].

5 Conclusions

Blockchain technology contributes to improving transparency, security, trust, conve-
nience, and transaction cost reduction through decentralized management. Stake-
holders of tourism business ecosystems are able to innovate their ecosystems being
conducive to their business using blockchain technology. Application cases of
blockchain to tourism such as TripEcosys and TravelChain can be helpful to tourism
business managers who seek new opportunities for innovative businesses.
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Friendship and Location-Based Routing
in Delay Tolerant Networks

Nidhi Sonkar, Sudhakar Pandey, and Sanjay Kumar

Abstract The network with the delay tolerant capabilities enables communication
in the environment where intermittent connectivity or peer-to-peer connection is
available. Routing for these networks is a challenging problem, therefore, the concept
of Social Delay Tolerant Networks has been proposed by researchers. Friendship is a
property of Social DTNwhere the friendship between nodes is used for transmission
of a message between nodes. The problem arises in friendship-based routing is when
any node doesn’t have any friend it cannot send the data to the destination. Therefore,
we are proposing a novel algorithm for routing based on friendship and location to
overcome the problem in friendship based routing by adding the location-based
similarity which is another social property of DTN with friendship based routing
algorithm. Therefore, Delivery probability is heightened and the average latencies
caused to find a friend can be decreased.

Keywords Delay tolerant networks · Social DTN · Friendship · Similarity ·
Delivery probability · Delay · ONE sımulator

1 Introduction

Network paradigm with the tolerable delays [1] is a type of paradigm with the capa-
bility to communicate in sparse networks where the peer-to-peer connectivity is
lacking. Networks with tolerable delays are useful in the wireless networks where
such types of problems exist like intermittent connectivity, long and variable delay,
etc. DTNs solve this type of problem by using a store-carry-forward technique [2].
DTNs gain much attracted as it well suited for the challenging network areas which
are Terrestrial Network, Military Network, Space Network, and Maritime Network,
etc.

The routing options in the network with delay tolerance is quite tedious and
complicated due to intermittent and sparse connectivity, Social Networks a property
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is useful to ease the challenges of routing and for a node to select relay nodes.
Facts of social characteristics are used in social networks like how human beings
communicate, meet, and transfer their talks to each other [3]. Social Delay Tolerant
Networks adopt the social behaviors of humans because they carrymobile phones and
when two people meet their mobile phone can easily get communicate to each other
that means one mobile can transfer data to other easily. There are multiple properties
of Social DTN like Community [4], Centrality [5], Friendship [6], Similarity [7],
Interest [8], and Selfishness [9], etc.

In this article, we are using the property of Friendship and Location-based Simi-
larity for proposing new algorithms for routing in Networks with the delay tolerance.
The problem occurs in Friendship based routing [10] is, if the source node would
not meet with the friend of destination node then delivery would fail and no commu-
nication could be initialized. Therefore, we introduce the concept of location-based
similarity with the friendship based routing, so usually when the data point at the
source is not able to meet to the friend of destination then conveys the information to
the node which is going to the similar location as the destination and if the relay node
finds the friend of destination then it forwards the message to the destination other-
wise it direct transmit message to the destination. Therefore, by the proposed routing
scheme the delivery probability can be increased and the delay can be reduced.

The paper is arranged accordingly: The overview of previous work is presented
in Sect. 2. The design of the proposed routing scheme is presented in Sect. 3. In
Sect. 4, we discussed simulation and results. In Sect. 5, we conclude the paper by
the conclusion and future work.

2 Related Works

The portion discusses about the general routing algorithms in Delay Tolerant
Networks and then, the path identification based on the social behaviors that follows
the put forth and the features of the network based on its social behaviors especially
in Delay Tolerant Networks. In DTN routing Schemes firstly, we discuss Multicopy
based routing schemes. The initial routing scheme in DTN is Epidemic [11] routing,
put forth endures high bandwidth, buffer space, and energy even though it enjoys
heightened delivery rate at minimized latency. Therefore, new routing schemes were
put forth for bringing down the replicated counts with a heightened delivery ratio.
Which are wait as well as spray [12], and spray and wait at multiperiods [13]. The
First scheme is considered in a single copy based DTN routing scheme is PROPHET
[14], in which the history of encountering of the node is considered for prediction of
future movement of the node. For, e.g., the node visiting numerous locations there
are probabilities of visiting the same node/location in the future. MaxProp [15] This
routing scheme achieves better performance when limited resources are available.

In Social-basedDTN routing Schemesmany recent types of research have focused
on social-based routing algorithms (mainly a human with mobile phones) to get the
effective routing algorithm in Delay Tolerant Networks. We discuss them as follows:
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Authors in [16], used both similarity and betweenness centrality to form novel
algorithms for path identification that has better performance. In [17], Authors
proposed a novel algorithm for identifying the paths named Bubble Rap in where
every datapoint (node) have two rankings that are global and local. This algorithm
got high attention due to the high delivery ratio. An epidemic with routing that is
based on the community is provided in the [18]. The effect of the socially selfish
routing algorithm is presented in [19]. The paper proffers a new routing that relies
on social behavior algorithm to overcome the problem in the routing relying on the
friendship. The algorithm uses the property of the social DTN friendship and simi-
larity to propose a new algorithm in which location is calculated by Marcov model
[20]. The methodology of the proposed routing algorithm is presented in the next
section.

3 Proposed Methodology

Figure 1 shows the model for Friendship and Location-based routing, in this model
when any node comes in the contact range of another node they share information
with each other. The information includes Encounter time, contact history, previous
transmission history, etc. For transmission node first, check for friendship and if
friendship does not exist then only, the node goes for location-based similarity. That
means it overcomes the problem of Friendship based routing that if any node doesn’t
have any friend they can also transfer messages by transferring the message to a
node that is going to the location of friend of node or destination. The methodology
to calculate friendship between two nodes and to predict the location of the node is
defined as follows:

3.1 Friendship Between Nodes

Friendship is a concept of sociology which defines a close relationship between two
persons. Delay Tolerant Network used this concept in nodes, two nodes are called as
friends if they have long-lasting connectivity with regular meeting [3]. In sociology,
if two people have common properties like similar interests, similar actions, and
they meet frequently with each other then only they can be friends [21]. DTN is also
inspired by sociology two nodes can be friends if they have similar contact history
[22] or common interest [23]. In this article, we are using a similar contact history
for defining the friendship between two nodes.

For analyzing the relationship between nodes we have to analyze the quality of the
link between twonodes. Tofind the better link quality that gives the better relationship
between nodes we are using three features of behavior of node: Longevity, high
frequency, and regularity. That is the friendship between twonodeswill be strongest if
they have frequent and regular connectivity with long-lasting. Here the term frequent
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Fig. 1 Model for proposed methodology



Friendship and Location-Based Routing in Delay Tolerant Networks 785

and regular are different, twonodes not regular but frequent or regular but not frequent
(like once in a week) and still called as friend but friendship is weaker in this scenario
than the nodes meet regular and frequent both. All nodes can find link quality with
other nodes by their contact history and forward the messages which have higher
link quality than others.

3.2 Location-Based Similarity

The MobySpace or Ecludean virtual space has been proposed for taking decision for
routing in DTN [24], in this method routing decision is taking place by selecting the
node which has similar mobility pattern to the destination node. For characterization
of the mobility of any node historic information about contacts is used that the node
already had. We can calculate the probability by the history of each node that they
can move in the location of the destination or not. For example, if a person goes to
office every day at a particular time then we can get the probability that any day he
can go to that location. Another example is, a student goes to school at a particular
time from home to school and after school, he goes to tuition from home to tuition
classes. İn this way can find the probability of going to particular location of any
node that is similar to destination or not.

The limitations of this method are the prediction is only based on probability not
accurate. For example, we only consider that a person every day arrived in particular
location but if due to any reason he can not go to office in that day we could not send
the data to that node. Therefore, we are extending this work of location prediction
by Artificial Intelligence, so we can predict the location of node accurately.

3.3 Forwarding Strategy

In the proposed routing algorithm we are using a friendship based routing algorithm
with location-based similarity for recovering the problems in friendship based routing
scheme. The problem in friendship based routing is when any node does not have
any friend they could not send data to the destination for this we consider that if any
node wants to send message who does not have any friend also can send the data.
For this, we are taking the location-based similarity scheme for routing, that is, when
any node does not have any node they can send data by the node who are going the
location of the destination. For forwarding strategy an algorithm has been proposed
which is as follows:

Proposed routing algorithm

[Input: History of all nodes, Encounter Time, Destination node.]
[Output: Data transferred to the destination.]
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1. Get information about nodes that comes in the range of contact.
2. Find the friendship between nodes and the destination.
3. if the node has a friendship with the destination
4. find the node that has the closest friendship
5. transfer data to that node
6. else
7. find the node that is going to the location of the destination
8. transfer the data which is having the highest probability
9. Deliver data to the destination.
10. End

4 Simulation and Results

ONE Simulator abbreviated as Opportunistic Networking Environment Simulator
is designed especially for routing in Delay Tolerant Networks. We are using ONE
simulator for simulation of the proposed strategy of routing to estimate the functions
of that strategy of routing that was out forth is better than existing algorithms. The
parameters used in the multi hop DTN routing algorithm for maritime networks are
given in Table 1.

Figure 2 shows the impact of a number of nodes to probability, it is obvious
that friendship and location-based routing gives higher delivery probability than
friendship-based becausewhen any nodewhowant to sendmessage to the destination
and cannot find the node that is friend of destination who can also send the data
with no delay by sending the data to the node that is going towards the destination,
therefore, average latency is brought downby proposed routing algorithmas shown in
Fig. 4. The minimized delay increases as the node count opportunity for transferring
data increases, therefore, when the node count and buffer size increases, the delay
decreases as shown in Figs. 3 and 5.

Table 1 Simulation
parameters

Parameter Value

Transmit range 100 m

Buffer size 20–100 MB

Node count 21–100

TTL (Message) 300 min

Size of message 100 b

Simulation time 5000 s

Number of locations 25
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Fig. 2 Number of nodes versus delivery probability

Fig. 3 Buffer size versus delivery probability

Fig. 4 Number of nodes versus average end to end delay
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Fig. 5 Buffer size versus average end to end delay

5 Conclusion and Future Work

In this paper, we considered the problem in friendship based routing algorithm and
proposed a new routing algorithm by adding the location-based similarity in friend-
ship based routing, so that the node who does not have any friend can also send the
message to the destination. All the nodes can transmit data to the destination, there-
fore, data delivery probability increased and delivery delay is decreased because all
the nodes can transmit data immediately even they do not have any friends.

In the future, we can use Artificial Intelligence techniques to detect the location
of nodes accurately and for finding friendship and we can use this algorithm in real
physical nodes for finding the real accurate results.
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Abstract Nowadays the usage of digital technology has been increasing exponen-
tially. At the same time, the rate of malicious users has been increasing. Online social
sites like Facebook and Twitter attract millions of people globally. This interest in
online networking has opened to various issues including the risk of exposing false
data by creating fake accounts resulting in the spread of malicious content. Fake
accounts are a popular way to forward spam, commit fraud and abuse through an
online social network. These problems need to be tackled in order to give the user a
reliable online social network. In this paper, we are using different ML algorithms
like Support VectorMachine (SVM), Logistic Regression (LR), Random Forest (RF)
and K-Nearest Neighbours (KNN). Along with these algorithms we have used two
different normalization techniques such as Z-Score and Min-Max to improve accu-
racy. We have implemented it to detect fake Twitter accounts and bots. Our approach
achieved high accuracy and true positive rate for Random Forest and KNN.
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1 Introduction

In this contemporary world, people are being dependent on Online Social Networks
(OSNs). As many users are attracted and showing more interest to use OSN in
their work-life or for personal uses. This gives an opportunity for the spammers to
target people by collecting sensitive information by creating fake accounts. Fake
accounts are being created in order to hide their identity and to accomplish their
targets [1]. Bucket et al. [2] presented a supervised discretization technique known
as Entropy Minimization Discretization (EMD) based on attributes, they have used
the Naïve Bayes algorithm to evaluate the fake accounts in twitter. This technique
can even be applied for all OSNs, for this process, they proposed their own dataset
with 16 attributes. Finally, they presented three different evaluation criteria’s before
discretization and after that is an increase in accuracy, results from 85.5% to 90.41%
and they showed that Naïve Bayes works perfectly for discrete values. To identify
fake accounts in OSN Naman et al. [3] proposed a different model in a step by
step process firstly they gathered the information and cleaned it. Then created some
fabricated accounts. Therefore, theyvalidated the data and then injected fake accounts
by creating new attributes. At this stage, supervised ML techniques are applied and
finally, results are evaluated. In this process, they analyzed, identified and abolished
fictitious bot accounts. This model helped them to identify fake accounts created by
humans from a real one.

These activities motivated the researchers to analyze the abnormal activities of
Facebook and Twitter users by detecting and studying them. Furthermore, in recent
years banks and financial providers in the U.S are even analyzing Twitter and Face-
book accounts before granting the loan [4]. Whereas to create a Robust Fake account
detection model Yeh-Chen and Shyhtsun [5] proposed a strategy to analyze user
activity by collecting several popular pages which are at an ease to be attacked.
They used collector filter accounts to analyze if any malicious activities like spam
keywords, extreme promoting a particular company, etc. to verify whether they are
among the selected group. Then the model is trained. They used threeML algorithms
namely Random Forest (RF), C4.5 decision tree algorithm, Adaptive Boosting by
giving a cluster of features as input for testing the model and a rank score is produced
as output, which produces the probability to be a fake account. In this model, the
RF classifier performed the best according to the correction rate and their model
performed well in the real-world without any overfit problem.

In the present scenario, researchers are using various techniques to analyze fake
accounts on OSN platforms by using various attributes. Some analysts detected
fake accounts in OSN using a user profile. Some other analysts detected by using
both sentiment analysis and user behaviour. Furthermore, some researchers used
ego networks to analyze the clusters in the social networks and even their tweets.
Some crawling tools are also used to extract the data which is available publicly [6].
Qiang et al. [7] proposed a new OSN user system known as Sybil Rank which is
dependent on ranking the users using the social graph. In this model, social rela-
tionships are bidirectional which helps to detect fake accounts in large scale OSN’s.
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Mauro et al. [8] proposed a new approach according to empirical analysis and struc-
ture of typical social network interactions and their statistics to detect fake accounts
created in OSN’s. They analyzed from a dynamic point using social network graphs
within the content of confidentiality threats. Kaur and Singh [9] proposed a wide
range of approaches like supervised, semi-supervised and unsupervised methods.
Besides this to detect anomalies in data mining and social networking domain they
even analyzed according to cluster-based, proximity-based and classification-based
networks. Yazan et al. [10] presented an Integro which is a robust and scalable
defencemachine byusing distinct classification theory. Theymainly analyzed the real
accounts which accepted the fake requests and the process in the Integro system that
takes place from user-level activities with the help of supervised machine learning
algorithms. Finally, Integro uses probability in order to rank user accounts. Tsik-
erdekis and Zeadally [11] proposed a method using nonverbal behaviour in order
to detect and identify deception in online social media. In this paper they used
Wikipedia as an experiment and their method achieved a high detection accuracy
than other methods. They even demonstrated how developers and designers had
overcome these nonverbal data in analyzing the deceit by increasing the reliability
in online communications. The proliferation of hoaxes, fake news and deceptive
online data in Indonesia had cast a tremendous effect on Jakarta election which is
already divided [12]. According to the statistics, the political advertising spending
on Facebook by sponsor category between 2014 and 2018 have been increased. As
per the findings, in the measured period, non-profits spent approximately US$ 2.53
millions sponsoring political advertising on Facebook, this demand for online social
network giving opportunity for the hacker to spread fake news [13]. Twitter has also
become an important outlet for administration and significant for state U.S. commu-
nications [14]. In CBC news Facebook shared that 955 million active monthly users
in 8.7% users could be false accounts or facade. Fake accounts are being mainly
used for businesses or for the spamming purpose only [15]. Estee and Jan [16]
proposed a feature-based engineering model to detect bots in the social media plat-
forms (SMPs) by extracting attributes such as follower-count and friend-count and
showed an advanced successful score of 41.5% in identification of fake identities
fabricated by human using SMPs. However, analyzing an account as genuine or fake
in any social network is a complicated task and the various attacks like fake profiles,
social engineering, fake news and profile compromise are increasing in the online
social network. Hence there is a need to improve and implement new techniques.
One of the well-known techniques used in recent days is data mining, which was
user friendly in reading reports and significant approach, minimizing the errors and
controlling in the standards of data sets.

In this paper, we are using a data mining approach which can be used in a wide
range of areas including images, businessmarketing, transactions, banking, hospitals,
medicine, insurance, monitoring video, satellites, e-mail messaging and repositories.
Datamining ismainly used to extract the data from a collection of data and transforms
it to a structure which is understandable for future use like Classification, Clustering,
Regression, Association Rules, Prediction and Sequential patterns. Our approach
is based on Classification with normalization, Association Rules and Prediction by
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using ML algorithms. There are eclectic algorithms but we have approached super-
vised learning algorithms such as Random Forest (RF), Support Vector Machine
(SVM), Logistic Regression (LR), K-Nearest Neighbour (KNN) and by collecting
datasets from Twitter users and online [19]. By using these datasets we performed
preprocessing and classification to the data by improving the true positive rate in
order to predict the fake accounts on Twitter.

2 Related Work

Cao et al. [1] created a system which used pipelining to group accounts into clusters;
they implemented a cluster level model to detect fake accounts by giving cluster level
features for ML algorithms as input. They proposed a generic pattern encoding algo-
rithm to compute statistical features. Pipelining is based on three levels; firstly they
implemented a Cluster Builder for cluster account score, secondly profile features
were utilized for feature extraction and evaluate ML, thirdly account scorer is gener-
ated after training and evaluatingMLmodels on newdata. They used three algorithms
like SVM, RF and LR. Among those three, RF gave the best result for all metrics
95% and even for the out-of-sample testing data 97%.

Using an ML algorithm Sarah et al. [4] implemented a new classification algo-
rithm SVM-NN by combining SVM and NN (Neural Networks) along with the
Management Information Base (MIB) baseline dataset to improve the efficiency for
detecting bots and fake twitter accounts, they used dimension reduction and attribute
selection methods. This new technique used a very tiny fraction of attributes even
though they are able to classify correctly about 98% of the twitter accounts in their
dataset.

Apart from traditional methods Myo and Nyein [6] proposed a new method by
creating their own blacklist by data collection, preprocessing, extracting topic and
keywords from Honeypot dataset. In order to show the difference between fake
accounts and legitimate accounts, first, they have done feature extraction. They have
extracted features from the user which is available publicly. Then they classified
the data using decorate which is a specially designed artificial training example for
meta-learner to build a diverse ensemble classifier. They have added a classified
data to this ensemble to increase the rate of accuracy. This method is repeated until
they have reached the maximum iteration and achieved their desired committee size.
Twitter APIs are collected and this blacklist is used in the attribute extraction process.
Finally, classification is done as real or fake. Their method has reached an accuracy
of 95.4%, while the true positive value is 0.95.

In the previous papers, researchers used cluster-based features, network-based
features, keyword and Profile analysis, classification algorithms due to crawling
problems, network-based and profile features are difficult to extract. In this paper,
we are implementing an account level detection by applying supervised learning
methods to a twitter dataset beside this Z-score andMin-Max normalization ismainly
used to improve the accuracy for SVM, LR, RF and KNN to detect the fake accounts.
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3 Proposed Work

The proposed work comprises of four steps, (i) data classification, (ii) data prepro-
cessing, (iii) data reduction or transformation and (iv) Algorithm selection. These
steps are described below.

3.1 Data Classification

Data classification is characterized as the process for deciding the appropriate type,
origin of data and appropriate resources for collecting data. In the data classification
step, the data is selected from various Twitter accounts. We collected twitter datasets
for analysis and to test our model, the dataset consists of different attributes such as
name, status-count, friend-count and followers-count.

We selected these columns as feature attributes status-count, friends-count,
followers-count, sex-code, favourites-count, Lang-code.

3.2 Data Preprocessing

We used machine learning algorithms in this process to convert and analyze the
available raw data into feasible data. It is mainly used for better and accurate results.
For instance, some algorithms like Random Forest do not support null values or they
need a particular format. In such a case data preprocessing is a necessary step. Then
we extracted two Comma-Separated Value (CSV) files fake and genuine users, we
combined both files by sampling noise in the data and then feature labels were added
as 0/1 to distinguish fake or real.

We selected particular columns as feature attributes status-count, friends-count,
followers-count, listed-count, sex-code, favourites-count, Lang-code and then we
have removed columns havingmore null values sex-code, Lang-code, and normalized
the data for better accuracy.

In this method, we distributed the information for training and testing purpose
at 80:20. To represent the values in the confusion matrix, the model is trained
with x-train and y-train data, and then it is trained with test data for precision and
recall values. Graphs are represented as Area under ROC Curve (AUC) and Receiver
operating characteristic curve (ROC).
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3.3 Data Transformation

It is a method of converting information from one format or structure into another
format. For tasks such as data integration and management, data transformation is a
crucial step to improve accuracy. In ourmodel, we used two normalization techniques
for data transformation.

Normalization in Data Mining

We are using two data normalization techniques such as Z-Score, Min-Max, it is
mainly usedwhen dealingwithmultiple attributes on a different scale and to scale the
information into a smaller range, it is commonly applied for classification algorithms
to improve the performance rate, so the attributes are normalized to bring on the same
scale.

Z-Score: Z-Scores are mainly based on the mean value and standardized score
these scores are linearly transformed data value with a mean of 0 and the scores have
been given a common standard. It helps to understand the rate of a score as per the
normal distribution of the data.

Min-Max: In this method, linear transformation is performed on original data,
according to this minimum values of that feature is transformed as 0 whereas
maximum values are transformed into 1 and remaining values have been changed
into decimals between 0 and 1.

3.4 Algorithm Selection

K-Nearest Neighbour

K-Nearest Neighbour (KNN) is the type of supervised learning method. It is used
for both pattern recognition along with classification. In KNN, a specific test tuple
set is compared to the training data set already available which is identical to the
test data set. It calculates the distance between the training data and the testing
data using the Euclidean distance function. Class membership is the output of the
KNN classification. Therefore, KNN classification has two stages, the first is the
determination of the nearest neighbours and the next step is the determination of
classes using the neighbours.

The working process of KNN classifier is defined below

1. Distance between the attributes is calculated from testing and training data sets.
2. Training data is sorted according to the distance values.
3. Obtain the neighbours (k) which are approximately close to the testing data.
4. Majority class of training data is added to the testing data.

The Euclidean distance between the training data set and testing data set is esti-
mated using Eq. (1) where pi stands for an element of training dataset and qi stands
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for an element of testing dataset. This D(p,q) derives the smallest distance k and
locate the corresponding data.

D(p, q) =
√
√
√
√

n
∑

i=0

(pi − qi )2 (1)

Random Forest Algorithm
The Random Forest consists of a large number of individual trees which functions
as an ensemble individual tree that divides a random forest class prediction, and the
class with the most votes is our model’s prediction.

Random forest (RF) is similar to bootstrapping algorithm along with Regression
tree Classification and Decision Trees(CART). We have 1000 observations of 10
parameters in the entire population. RF attempts to create several CART models
with different initial variables with samples. For example, it chooses randomly from
the sample of 100 observations and randomly 5 are selected from initial variables
to design a CART model. This procedure is repeated 10 times and each observation
is analyzed finally. A final prediction is also a function of each prediction and this
prediction is simply a mean value.

Support Vector Machines (SVM)
Support Vector Machine (SVM) is also a type of computer algorithm that can be
trained to assign labels to the objects. It is a powerful tool for solving both classifica-
tion and regression problems. It is one of the supervised learning methods and one of
the best-known classificationmethods. SVMs are based on statistical learning theory,
which is used to solve two-class binary problems without the loss of generality.

The main objective of SVM classifiers is to locate the decision boundaries like
hyperplanes, which produces the separation of classes optimally and is mainly used
to resolve the linear problems besides this it can be extended to handle nonlinear
decision problems. SVM’s features is a good generalization performance, lack of
localminima and sparse solution distribution. It is based on the principle of Structural
Risk Minimization (SRM) that minimizes the generalization error.

Logistic Regression
Logistic Regression (LR) is a type of linear algorithm,which is themethod of relating
dependent and independent variables using a logistic distribution functional form.
The regressionmodel can bemathematically designed by describing the likelihood of
certain events Eq. (2). It obtains a linear relationship between the output and input.
LR measures the probability of class inclusion for one of the data set’s different
categories. This is used for modelling the binary response data. If the response is in
binary, it takes the form of success and indicates failure. Consider data, weights and
class label 1/0.

P(c = ±1|d, a ) = 1

1+ exp(−c(aT d + b))
(2)



798 P. Kondeti et al.

Fig. 1 Fake account detection strategy using data mining techniques

The proposed technique has been represented in the form of a flowchart in Fig. 1.

4 Results and Experimentation

Thehardware used to implement this programme is a laptopwith i5 processor, 500GB
Memory and 4 GB Ram. The Software used for this implementation is Anaconda,
and the language used is Python. The dataset used in this program is taken from
twitter online repository. The result of this technique is obtained and measured using
the following metrics.
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Table 1 Confusion matrix Class 1
Predicted

Class 2
Predicted

Class 1
Actual

TP FN

Class 2
Actual

FP TN

Confusion Matrix
In the area of machine learning, confusion matrix solves the statistical classification
problem. Confusion Matrix is often used to discuss the functioning of the classifica-
tion system of an algorithm on a collection of testing data that is defined for the true
positive values. It is also called as an error matrix.

This allows ambiguity between groups to identify easily, e.g. one class is often
mislabelled as another. Maximum performance measurements are obtained from the
confusion matrix (Table 1).

Here,

• Class 1: Positive
• Class 2: Negative

Description of Terms

• Positive (P): positive values(for instance: is a ball).
• Negative (N): If the values are not positive (for example: is not a ball).
• True Positive (TP): If the prediction is positive, but the observed values are even

positive.
• False Negative (FN): Examined as positive, and the predicted value is negative.
• TrueNegative (TN): If the examined values are negative, but predicted as negative.
• False Positive (FP): Examined values are negative, and predicted as positive.

Accuracy for detecting fake accounts can be obtained by using TP, TN, FP and
FN from Eq. (3).

Accuracy Prediction =
T P + T N

T P + T N + FP + FN
(3)

AUC and ROC curve is an efficiency calculation at various threshold rates for
the classification issues. ROC is a curve of likelihood and AUC is the degree of
separability factor. This shows the design value that can differentiate between classes.
The model predicts accurately as 0’s and 1’s if the AUC is higher and it distinguishes
better between accounts as fake or real.

Based on the techniques described before, we assessed our strategies with ML
classifiers, which includes Random Forest, Logistic Regression, KNN and SVM. In
this experiment for testing the model we selected the datasets from twitter, these
datasets are preprocessed and split into 80:20 cross-validation process this split data
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is used for testing and training the algorithms.We applied our technique to the testing
data as per the analysis Random Forest and KNN performed well with high accuracy
(98%). By applying Z-Score Normalization SVM and Logistic regression, accuracy
rate had been increased as shown in Fig. 2.

To calculate the performance of the classifier, we generated a ROC curve, based
on true positive and false-positive rate. The rank allocated to each account is based
on the results of a particular classifier, so we tested the reliability by concentrating
on a different range of ranks to see if our method works better by the rank created by
our classification system. We used the ROC curve which shows the cut off for a test,
whereas the best cut off has the highest true positive ratewith a low false-positive rate,
as shown in Fig. 3. ROC curve based on 80:20 split and account-level classification
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(a) Z-Score Normalization (b) Min-Max Normalization

Fig. 2 Accuracy prediction using machine learning algorithms by account level

(a) Z-Score Normalization (b) Min-Max Normalization

Fig. 3 Comparison of supervised algorithms using ROC curve learning
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Table 2 80:20 split account level testing performance

Z-Score normalization Min-Max normalization

Algorithm AUC Algorithm AUC

KNN 0.932 KNN 0.934

Random Forest 0.931 Random Forest 0.931

Logistic Regression 0.715 Logistic Regression 0.626

SVM 0.788 SVM 0.528

worked well with RF and KNN by giving a 93% true positive rate with both types
of the normalization techniques, however, SVM and Logistic performance are very
low in Min-Max normalization when compared to Z-Score. On the other hand, we
even focused on AUC. It can provide an integrated probability of performance with
comparison to all possible classification thresholds. AUC is the rate at which the
model is ranked random positive more than a random negative.

Table 2 shows the AUC precision for four algorithms at the account level, this
shows that the identification of each algorithm is more accurate for every single
account.When compared to the other algorithms we can observe that Random Forest
and KNN are giving the highest accuracy.

5 Conclusions and Future Work

Finally, we conclude that our research has been done to analyze, detect and remove
the fake accounts created on Twitter, but our method can be applied to other datasets
from OSN platforms such as Facebook and LinkedIn. Due to the ease of ML algo-
rithms, fake accounts can be analyzed using differentML classifiers. In this paper, we
have used SVM, KNN, Random forest, logistic algorithms along with Z- Score and
Min-Max normalization techniques to predict fake users. By using these techniques
we have improved the accuracy to 98%. As future work, this can be extended by
implementing feature selection for this method or to cluster the accounts into groups
and develop an efficient model by analyzing more data to improve the accuracy for
predicting the fake account in OSN.
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Multi-objective Task Scheduling Using
Chaotic Quantum-Behaved Chicken
Swarm Optimization (CQCSO) in Cloud
Computing Environment

G. Kiruthiga and S. Mary Vennila

Abstract Task scheduling is a challenging process with the increasing number of
requests from the clients in a cloud system. Achieving efficient task scheduling
with multiple objectives is much required in this modern era. A novel Chaotic
Quantum-behaved Chicken Swarm Optimization (CQCSO) based task scheduling
approach is presented in this paper. CQCSO is developed by applying chaotic theory
and quantum theory to the standard Chicken Swarm Optimization to overcome its
problem of premature convergence and local optima. CQCSO algorithm models the
task scheduling as an optimization problem and solves it by formulating a multi-
objective fitness function using task completion time, response time and throughput
to ensure maximum Quality-of-service (QoS) satisfaction and minimum SLA viola-
tions. CQCSO identifies the task order and optimally schedules them to the suitable
virtual machines with better performance. Experiments were conducted in CloudSim
to evaluate the CQCSO approach and it provided efficient task scheduling than the
prior existing algorithms.

Keywords Cloud computing · Task scheduling · Chaotic Quantum-Behaved
chicken swarm optimization · Quality-of-service · Multi-objective problem

1 Introduction

Cloud computingparadigmhas attracted attention inmajor scientific,mobile commu-
nication, medical and business fields of the recent big data revolution. Cloud
computing provides an on-demand computing model to access the convenient shared
resources including the networks, storage, applications, servers and services [1].
Cloud computing model has the ability to dynamically allocate adequate resources
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to each task from different users [2] and handle multiple tasks or jobs simultane-
ously from various regional users through scalable virtual resource allocation. This
property enables the cloud users to obtain high performance services through the
cloud optimization of the resource allocation to the users’ tasks. As task scheduling
is dependent on physical resource usage and has a direct influence on the QoS and
customer satisfaction, the policymaking for efficient task scheduling becomes crucial
in any cloud environment under certain specified constraints [3]. The vitality of the
task scheduling scheme depends on the simultaneous balance between the users’
necessities and the consumption of physical resources. Also, there occurs a converse
relativeness in the pricing model for task processing time and task computation time
[4]. The cloud clients often need superior service at affordable service charge while
the service provider looks for providing better service with maximum profit. Yet,
when the makespan of the workflow tasks is reduced, the cost will be increased as
this process consumes more resources to reduce the task completion time. Hence the
task scheduling problem remains as a NP-hard problem for which a good solution
must be obtained to improve the performance at both the user-level and server-level
based on good scheduling policy [5].

The primary intention of a good task scheduling policy is minimizing the cost and
the completion time. To realize this objective, many researchers have contributed
to the development of significant task scheduling using heuristic methods based
on user requirements [6]. However, different users may have different requirements
which are challenging to handle in dynamic cloud resources. Themulti-objective task
scheduling algorithms were employed for overcoming such challenges using opti-
mization algorithms [7–9]. However, due to the poor search abilities and low conver-
gence rate,most existing optimization algorithms return below-par performance [10].
This paper has focused on resolving this problem by developing a hybrid frame-
work for multi-objective task scheduling. The major improvements of this paper are:
(i) Considering throughput, response time and task completion time in cloud envi-
ronment for formulating task scheduling problem as multi-objective optimization
problem; (ii) The development of novel Chaotic Quantum-Behaved Chicken Swarm
Optimization (CQCSO) algorithm by improving standard Chicken SwarmOptimiza-
tion (CSO) [13] by using the chaotic theory and quantum mechanics for multi-
objective task scheduling. Evaluations are made using the CloudSim framework
over the Planet Lab tasks.

2 Related Works

Task scheduling can be based on single objective or multiple objectives. Single
objective approaches can only optimize either the cost or time [11–13]. However, in
an efficient cloud computing model, it is essential to consider many QoS objectives
leading to multi-objective task optimization problem. Studies have been presented
using optimization algorithms to obtain the best task scheduling based on multiple
objectives. He et al. [14] introduced an adaptive task allocation strategy using an
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improved PSO algorithm based on energy, cost, processing time and transmission
time. Reddy and Kumar [15] proposed a multi-objective task scheduling algorithm
using whale optimization based on resource utilization, QoS and energy objectives.
However, thesemodels have less service availability and less searching capability and
increases the overall execution time. Bindu et al. [16] proposed energy aware task
scheduling using multi-objective GA by considering makespan and energy along
with data transfer time as objectives. But, poor searching ability and premature
convergence of GA negatively influences the performance.

Kaur and Kadam [17] developed a scheduling model using a selection and diver-
sity enhanced multi-objective bacteria foraging optimization algorithm (MOBFOA).
It considers makespan, resource usage cost and flow time as the objective param-
eters. Gomathi et al. [18] presented a novel Epsilon-fuzzy Dominance sort-based
Composite discrete Artificial Bee Colony optimisation (EDCABC) considering
makespan, cost and resources. Torabi and Safi-Esfahani [19] developed hybrid CSO
and improved raven roosting optimization based dynamic task scheduling framework
to minimize time and maximize throughput. Kumar and Venkatesan [20] developed
hybrid genetic-ant colony optimization based scheduling by combining the ACO
and GA. Jacob and Pradeep [21] proposed a task scheduling approach considering
deadline violation rate along with cost and makespan using hybrid cuckoo particle
swarm optimization (CPSO) that combines the cuckoo search optimization and PSO
algorithm. Abdullahi et al. [22] developed a scheduling strategy using a combina-
tion of symbiotic organisms search (SOS) and chaotic optimization. Although these
models solve the premature convergence problem, the computation complexity is
high for very large workloads due to the extensive search processes.

From the literature study, it can be concluded that the existing multi-objective
scheduling strategies have become the staple for efficient cloud task scheduling
with minimized makespan and cost. However, those approaches are also limited by
certain drawbacks like high computation complexity, larger time consumption and
limited searchability of the considered optimization algorithms. These problems are
considered in this research paper and an efficient multi-objective scheduling strategy
is designed by using a hybrid optimization algorithm in the form of CQCSO.

3 Multı-objective Problem Formulatıon

Multi-objective scheduling problems must satisfy one or more conflicting objec-
tive functions based on multiple parameters. In the proposed CQCSO, the multi-
objective task scheduling problem is modelled as an NP-hard optimization problem
which is solved by task completion time, response time and throughput parameters.
These three parameters are particularly selected in CQCSO as it directly impacts the
makespan and cost. CQCSO considers response time and completion time together
in order to avoid the congestion problems. These problems are mainly due to lack
of prior consideration of the completion time of current tasks and due to the long
waiting time. When considering these two parameters, the congestion problems can
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be minimized. Mathematically, the problem of multi-objective optimization can be
defined as

F(x) = w1 × CT + w2 × RT + w3 × Th (1)

where CT is the completion time of tasks, RT is the response time, Th is the
throughput of the VMs and w1, w2, w3 denote weights assigned to the parameters
such that w1 + w2 + w3 = 1 and w1 ≥ 0, w2 ≥ 0, w3 ≥ 0. For minimizing comple-
tion time and response time but improving the throughput, the weights are assigned
accordingly. The three objective parameters can be calculated based on the time and
successful task execution. For a systemmodel with task set T = {t1, t2, . . . tn}with n
tasks in task queue and resources set R = {r1, r2, . . . rm}withm resources in resource
pool (VMs), the parameters can be computed as:

CTir =
N∑

i=1

Fti − Sti , 1 ≤ i ≤ N ; 1 ≤ r ≤ M (2)

RTir =
N∑

i=1

Subti − Wti , 1 ≤ i ≤ N ; 1 ≤ r ≤ M (3)

Thir =
N∑

i=1

Succ tasks

Total time
, 1 ≤ i ≤ N ; 1 ≤ r ≤ M (4)

where CTir denote completion time of task i on r-th VM, RTir denote response time
of task i on r-th VM, Thir denote throughput of the resource r, Fti represent finishing
time of task execution on r-th VM, Sti represent starting time of task execution on
r-th VM, Subti denote task submission time, Wti represent the task waiting time,
and Succ tasks are the successfully completed tasks on the resource.

4 CQCSO Based Multi-objective Task Scheduling

The dynamic task scheduling is performed for an independent set of tasks generated
from thePlanetLabworkload traces. First, the standardChickenSwarmOptimization
is discussed followed by the suggested changes to it using the chaotic theory and
quantum theory.
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4.1 Applying Quantum Theory and Chaotic Search Process
to CSO

CSO is modelled on the social hierarchy characteristics of the farm chickens [10]. In
the farms, the chickens flock together as a group with the rooster acts as the leader
of this group. Each group selects the leader rooster based on its ability to search
the best food source while other hens and chicks are the members. Chicken Swarm
Optimization is modelled based on this hierarchy. In the proposed CQCSO, the
standard position equations will be modified using the quantum theory and chaotic
search equations. First, the position of the rooster, hens and chicks will be updated
based on a Gaussian distributed attractor point to improve the convergence rate of
the algorithm. The position update equation based on the attractor is given as

pi, j = ϕt
j L

t
best, j + (

1 − ϕt
j

)
Gt

best, j (5)

ϕt
j = ε1u1

ε1u2 + ε1u2
(6)

where Lt
best, j represent local best solution vector element after t iterations, Gt

best, j
denote global best solution vector element at t; ϕt

j represent convergence factor
formed by positive constants ε1, ε2 and uniformly distributed random numbers
u1, u2, u3.

β is the contraction–expansion coefficient that influences the algorithm
conquering rate and it is estimated as

β = β0 + (tmax − t) × (β1 − β0)

tmax
(7)

where t and tmax are initial and maximum iterations; β value is initially 1.0 which
decreases until 0.5. Mean best (Mbest) location is computed as the average of the
local best (Lt

best, j ) solutions. İt is estimated using

Mt
best = 1

N

N∑

i=1

Lt
best,i (8)

The original attractor point pi, j is represented as the mean and the standard devi-
ation. This value will be equivalent to the average length from mean best to the local
best of the quantum element. Therefore, a new attractor point is given by

Npti, j = N
(
pti, j , M

t
best − Lt

best,i

)
(9)

Finally, the new position update equation will be given as
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xt+1
i, j = Npti, j ± β

∣∣∣Mt
best, j − xt+1

i, j

∣∣∣ ln(1.0/ui, j ) (10)

In this equation, the chaos theory is applied to replace the uniformly distributed
random number ui, j . It is done by employing the Logistic map concept as

θn+1 = ξθn(1 − θn); θ ∈ (0, 1), 0 < ξ < 4 (11)

Here ξ is a regulator constraint and θn is a chaotic factor. During the preliminary
stage, θ0 must be θ0 ∈ (0, 1) and θ0 /∈ (0.25, 0.50, 0.75). The logistic map is chaotic
only if ξ = 4. Depending upon all these changes, the final equations for updating
position will be

xt+1
i, j = Npti, j ± β

∣∣∣Mt
best, j − xt+1

i, j

∣∣∣ ln(1.0/θi, j ) (12)

where θi, j is calculated as in Eq. (11).
Based on these update equations, the positions of the rooster, hen and chicks will

be modified to form the proposed CQCSO to improve the convergence rate and avoid
local optima problem.

4.2 Chaotic Quantum-Behaved Chicken Swarm Optimization

The chicken initial population of size X is defined. RX, HX, CX and MX
denote the roosters, hens, chicks and the mother hens, respectively. The chicken
with high fitness are only assigned as leader roosters, while the worst fitness
chickens will become chicks. All X chickens are represented by their locations
xti, j (i ∈ [1, . . . , X ], j ∈ [1, . . . , D]) at time step t %G (t is a smaller portion of G
time-stamp) and search food in a D-dimensional space. The optimal position of the
chickens are modified using a Gaussian distributed attractor point pi, j . The location
of the rooster is updated using

xt+1
i, j =

[
Npti, j ± β

∣∣∣Mt
best, j − xt+1

i, j

∣∣∣ ln(1.0/θi, j )
]

× (
1 + Randn

(
0, σ 2

))
(13)

where σ 2 =
{

1, i f fi ≤ fs,

exp
(

( fs− fi )
| fi |+ε

)
, otherwise,

s ∈ [1, X ], s �= i

where xti, j is the best position until previous iteration t, Randn
(
0, σ 2

)
denote

Gaussian distribution with null mean and standard deviation σ 2. s is a rooster’s
index and f is the fitness value based on Eq. (1). The location of the hens is updated
by

xt+1
i, j =

[
Npti, j ± β

∣∣∣Mt
best, j − xt+1

i, j

∣∣∣ ln(1.0/θi, j )
]
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+ [
S1 × θi, j × (

xtr1, j − xti, j
) + S2 × θi, j × (

xtr2, j − xti, j
)]

(14)

Here S1 = exp( fi − fr1)/(abs( fi ) + ε)) and S2 = exp( fr2 − fi ). r1 ∈
[1, . . . , X ] denote rooster index, while r2 ∈ [1, . . . , X ] denote randomly selected
hen’s index r1 �= r2. The location of the chicks is updated by

xt+1
i, j =

[
Npti, j ± β

∣∣∣Mt
best, j − xt+1

i, j

∣∣∣ ln(1.0/θi, j )
]

+ FL × θi, j
(
xtm, j − xti, j

)
(15)

where xtm, j denote i-th mother hen’s position (m ∈ [1, X ]. FL(FL ∈ (0, 2)) indicate
uniform random distribution metric. It is set between 0 and 2 to improve the swarm
diversity and obtain a better convergence rate.

Algorithm 1 summarizes the proposed CQCSO for task scheduling. The proposed
CQCSO algorithm begins by initializing the chicken population. Then the task
scheduling problem is mapped into the CQCSO. The tasks are assigned as chickens
and the VMs are assigned as hierarchy groups. Then the fitness is estimated for each
chicken and the positions are updated. Finally, the best scheduling is achieved at
the end of the maximum iterations. The time and computation complexity of this
algorithm is also lesser.

Thus CQCSO algorithm is much suitable for the cloud task scheduling. It is very
useful in real-time cloud-based applications like emails, social media, web services,
onlinemarketing, cloud healthcare, IT consolidated services, etc. The use of CQCSO
based scheduling minimizes the waiting time and enables hassle-free services from
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the customers’ point-of-view. This will also help the service providers serve more
customers at a time and increase their customer pool along with the reduction of
service maintenance cost.

5 Performance Evaluatıon

The performance of the CQCSO based task scheduling strategy is evaluated using
CloudSim 3.0.3 simulator over the independent tasks generated from the Planet lab
workload traces. Planet lab workload consists of CPU utilization of VMs from more
than 500 servers around the world. The experiments are conducted on Intel ® core
i5 processor with 1.8 GHz frequency CPU, 8 GB RAM and Windows 10 operating
system using Eclipse and JDK 1.8. The CloudSim simulation settings are given in
Table 1.

As the three objective parameters contemplated in thiswork, performance compar-
isons are made in terms of task completion time, response time, throughput, CPU
utilization and Bandwidth utilization. Table 2 depicts the experimental results of the
proposed CQCSO algorithm when the number of VMs is set as 20 and numbers of
tasks are varied from 25 to 100.

Table 1 CloudSim settings Entity type Parameter Value

Data center Number of datacenters 1

Type of data center Heterogeneous

Link delay (milliseconds) 10–100

Bandwidth (Gbps) 1–10

Host Number of host 5

Number of cores 1–4

Host RAM (MB) 4096

Host Storage (MB) 1000000

Host bandwidth (bps) 10000

VM Number of VMs 20–100

CPU (MIPS) 1000-10000

RAM (MB) 512

Bandwidth (bps) 1000

Number of cores per VM 1

Task Number of tasks 1000

Task length (MI) 200–1000

Task size 200–600

Number of iterations 5–25
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Table 2 Performance results of CQCSO (VM = 20)

No. of tasks Task
completion
time (ms)

Throughput
(bps)

Response time
(seconds)

CPU utilization
(%)

Bandwidth
utilization (%)

25 24.15 44.337 0.01458 11.20 0.667

50 49.64 129.994 0.0275 12.23 1.531

75 74.43 160.588 0.0390 16.70 3.083

100 99.50 187.905 0.05295 26.149 5.82

Table 3 Performance results of CQCSO (VM = 100)

No. of tasks Task
completion
time (ms)

Throughput
(bps)

Response time
(seconds)

CPU Utilization
(%)

Bandwidth
utilization (%)

200 199.07 2256.244 0.10568 17.975 8.652

400 399.11 3652.310 0.2142 21.444 19.703

600 588.27 4345.155 0.3207 28.763 37.831

800 799.74 4988.534 0.4252 37.950 64.565

1000 984.03 5001.0626 0.5254 47.548 93.9

The results obtained for 20 VMs scenario shows that the proposed CQCSO has
linear performance in the dynamic cloud environment. The values of the performance
metrics have increased consistently towards increasing task count. When the system
performance metrics are consistent varying, the algorithm is effective. This demon-
strates that the proposed CQCSO has achieved the desired objective of efficient task
scheduling for a smaller workload.

Table 3 depicts the performance values of the proposed CQCSOwhen the number
of VMs is set as 100 and numbers of tasks are varied from 200 to 1000.

Similar to Table 2, the results obtained for 100VMs scenario in Table 3 shows that
all performance metrics are consistently increasing. This validates that the CQCSO
can enable better task scheduling even for a larger workload.

To further validate CQCSO, the simulation results of the CQCSO is assessed
and equivated with other optimization algorithms based on task scheduling models.
The existing task scheduling models considered for performance comparison are
ACO [9], GA [16], GA-ACO [20] and CPSO [21]. Comparisons are made for these
methods in a scenario with the 20 VMs and varying task count from 25 to 100.
Figure 1 shows the Task completion time comparison of the considered scheduling
models for 20 VMs. It is evident from the plot that the efficiency of the CQCSO
outperforms the other compared models with reduced task completion time. This
can significantly reduce the cost and overall execution time of the system.

Figure 2 shows the Response time comparison of the optimization-based task
scheduling algorithms for 20 VMs. From the plot, it is understood that the CQCSO
has minimal response time than the other scheduling models. This performance
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Fig. 1 Task completion time
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directly reduces the delay of execution and the resources wasted for queuing. The
major reason for this positive change is the improved convergence rate of CQCSO.
Likewise, Fig. 3 depicts the throughput values of the optimization-based scheduling
models for 20 VMs. From the figure, it can be justified that CQCSO achieves
improved throughput. The better resource utilization of the proposed approach is

Fig. 3 Throughput
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evident from the improved throughput rate and it is due to effective task alloca-
tion of CQCSO with minimum cost and lesser computation complexity. It can be
concluded from the simulation results that the proposed CQCSO achieved optimal
task scheduling in most scenarios in the cloud environment.

6 Conclusıon

This paper aimed at developing an efficient task scheduling strategy using an
advanced multi-objective optimization algorithm. The proposed CQCSO algorithm
has been developed by integrating the chaotic theory and quantum theory into the
standard chicken swarm optimization. This proposed algorithm was intended to
improve the task scheduling based on multiple parameters namely task completion
time, response time and throughput with better QoS. The experimental results were
obtained and comparedwith that of existing optimization-based task scheduling algo-
rithms. This comparison results showed that the CQCSOhas better performancewith
minimized task completion time, reduced response time and increased throughput
than the existing algorithms. In the future, the proposed algorithm can be improved
by integrating other feasible optimization concepts. Also, the inclusion of other
objectives like energy will also be examined.
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ARIMA for Traffic Load Prediction
in Software Defined Networks

Sarika Nyaramneni, Md Abdul Saifulla, and Shaik Mahboob Shareef

Abstract Internet traffic prediction is needed to allocate and deallocate the resources
dynamically and to provide the QoS (quality of service) to the end-user. Because
of recent technological trends in networking SDN (Software Defined Network) is
becoming a new standard. There is a huge change in network traffic loads of data
centers, which may lead to under or over-utilization of network resources in data
centers. We can allocate or deallocate the resources of the network by predicting
future traffic with greater accuracy. In this paper, we applied two machine learning
models, i.e., AR (autoregressive) and ARIMA (Autoregressive integrated moving
average) to predict the SDN traffic. The SDN traffic is viewed as a time series. And
we showed that the prediction accuracy of ARIMA is higher than the AR in terms
of Mean Absolute Percentage Error (MAPE).

Keywords SDN traffic · Internet traffic prediction · Autoregressive ·
Autoregressive integrated moving average

1 Introduction

Due to the recent technological trends like cloud computing, the massive growth of
e-commerce, mobile app-based ecosystems, the Internet of Things, etc., the amount
with which new data is generated is overwhelming. Organizations should be ready
to cater to the changes in the network traffic. If we forecast the network traffic
then the network resources can be allocated or deallocated accordingly. In tradi-
tional networks, the logic resides in physical switches hardcoded into them and
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because of this, it’s a very difficult task to scale existing networks for highly dynamic
network traffic, security, and privacy policies. As the network devices like switches,
routers, firewalls, etc., keepon increasing, coupledwith changing security andprivacy
policies the network becomes more complex.

In traditional networks, the task becomes complicated because of the limited
set of device configuration commands. As the networks become more complex the
task becomes more complicated which requires external tools and ad hoc methods
to configure the network devices. SDN paradigm addresses these limitations by
separating the data plane and control plane and making the control plane centralized.
This centralized view of the network facilitates easy maintenance and up-gradation
of the network [1–3]. In the initial step, we understand the type of statistics that could
be collected in SDNs and how new information can be obtained from the collected
data. In the next step, we employ an effective Machine Learning (ML) technique for
traffic load prediction in SDN Data Centers [4, 5].

The organization of the paper follows as Related Work in Sects. 2 and 3 discusses
the prediction technique used in this paper. Section 4 describes the experiments and
analyzes their performance. Section 5 concludes the paper.

2 Related Work

Moayedi andMasnadi applied the ARIMAmodel to predict and detect the anomalies
in traditional network traffic. They simulated the network with the random process,
ARIMA process without trend, ARIMA process with trend, and ARIMA process
with anomalies and they applied autocorrelation function and partial autocorrelation
function on these [6]. Balaji, Yong Zeng, Kaushik Deka, and Medhi have proposed a
framework to provide bandwidth dynamically by developing a Seasonal autoregres-
sive Conditional Heteroskedasticity (ARCH) basedmodel for the traditional network
[7]. Faisal Iqbal, Md. Zahid, etc., were searched for a predictor that has higher accu-
racy and lower complexity of computation and lower consumption of power.And they
concentrated on three different classes of predictors like classic time series, artificial
neural networks, and wavelet transform-based predictors and they evaluated these
different predictors by applying on real network traces (CAIDA traces, University of
Auckland Traces, Bellcore Research Traces) [8]. Boutaba, Salahuddin, etc., summa-
rized the different time series forecasting, as well as non-time series forecasting
applied on network traffic [9].

3 Prediction Technique

Time series is a collection of data at a certain period of time. Time series data can
be used for the forecast. Forecasting can be done on time series data and non-time
series data [10]. The time series data will consist of a sequence of data (observation)
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with respect to time. The analysis of the time series data gives a good understanding
of the data and provides the components that can be used to predict the data. Mainly
three components are considered for prediction, they are, Level, which is average of
the observations, Trend, which says the observations are increasing or decreasing,
Seasonality, which means if there are any repeating traits in the given time series.
Apart from these three components, there is another component, i.e., Noise, which
can be outliers or unusual values. The series is aggregate of all these four components,
where level and noise will be present in all the time series data and the other two
are optional. The model can be seen as a combination of all these four components
additively or manipulatively or even a complex combination of these components.

3.1 Autoregressive Integrated Moving Average (ARIMA)

The time series forecasting technique used in this paper is ARIMA (Autoregres-
sive integrated moving average), the variant of the Autoregressive moving average
(ARMA) [6]. ARMA has two parts autoregression and moving average. In Linear
regression the output is modeled based on the linear combination of input values,
we can use previous values like values at previous two timestamps (t–1) and (t–2)
to predict the value at next timestamp (t), like

W (t) = x0 + x1 ∗ W (t − 1) + x2 ∗ W (t − 2) (1)

here x0, x1, x2 are coefficients of the AR model.

As the model uses the previous time stamps of the same input variable to predict
future value it is called autoregression. Moving average is used to smooth the data
by removing the noise from the data, it’s a simple method frequently used in time
series forecasting. It calculates new values using the original observations in time
series, the window size is the observations it uses to calculate the average and the
window moves and again average is calculated, hence it’s called moving average.

newobs(t) = avg(obs(t − 2), obs(t − 1), obs(t)) (2)

So, autoregression along with Moving average is called ARMA. This method
does not consider the trend or seasonality in data, so, it is suitable for the data where
we don’t have any trend or seasonality.

ARIMA models the future value as a linear function (ARMA) of differenced
(I) observations at prior time stamps. So it combines autoregression (AR), Moving
average (MA) and with a preprocessing step to difference, the observations called
integration (I). This method is useful for data with trends [6]. The general form of
the ARIMAmodel is ARIMA (p, d, q), for observable random variable yt as follows:
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yt =
p+d∑

i=0

Φi yt−1 +
q∑

k=1

θkεt−k + εt (3)

where {Φi }p+d
i=1 is an autoregressive parameter, {θk}qk=1 is the moving average

parameter, p order of autoregressive, d order of differencing, q order of moving
average.

4 Experiments and Performance Analysis

We generated and captured SDN traffic for this experiment by using a mininet
emulator but it is not a real-world dataset, and as SDN dataset is not publicly avail-
able, we downloaded and used a traditional dataset, i.e., 20031207-000000-0.gz
which is of 24 hours continuous traffic trace released by the University of Waikato
for this experiment [11]. After converting cumulative statistics of SDN traffic to
timely statistics the behavior of SDN traffic and the traditional traffic remains the
same.

In this paper, we applied autoregressive (AR) and ARIMA (Autoregressive inte-
grated moving average) two-time series forecasting models on the dataset with
different sampling intervals, i.e., 1 second, 1 minute, and 10, 15, 20, and 30 minutes
to predict the SDN traffic.We predicted the traffic in terms of bytes.Wemeasured the
prediction accuracy of these two models using the Mean Absolute Percentage Error
(MAPE). MAPE should be less than 20% for the good prediction model. MAPE can
be calculated with the formula

MAPE = 100

N

N∑

i=1

(
At − Pt

At

)
(4)

Here At is actual and Pt is predicted data and N is the number of inputs.
Before going into the experiment it is good practice to verify the dataset used for

the experiment is predictable or not, this can be done by using lag plot, if the lag plot
grows diagonally for the given time series data then that time series is predictable.

Figure 1 represents the lag plot for the dataset with a 1-second sampling interval,
which we used for the experiment. This plot says that the dataset is predictable
because all the points have grown diagonally in the plot. Now we can apply the
prediction models on the selected dataset.

Figure 2 shows the autoregressive (AR)model prediction accuracy for the dataset.
Here x-axis denotes the time in seconds and bytes denoted by the y-axis, and the red
line is the predictions, blue line is the actual traffic, we can see the prediction accuracy
of AR is very low. Figure 3 represents the prediction accuracy of ARIMA on the
datasetwith a 1-second sampling interval, and here also the time in seconds is denoted
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Fig. 1 Lag plot for 1-second sampling interval

Fig. 2 AR result plot for 1-second sampling interval

by the x-axis and the y-axis denotes the bytes and Fig. 3 shows that the prediction
accuracy of ARIMA model is more than the AR model.

Now, the same dataset is resampled to a 1-minute sampling interval, such that
time series is having a minute gap between readings instead of seconds. From Fig. 4
(lag plot for the dataset with 1-minute sampling interval) even though the dataset is
resampled to 1 min still it is predictable.

AR model prediction accuracy is shown in Fig. 5, here we can observe that there
is a substantial amount of error in predicted values the same as sampling interval of
1 second, however, it is less in comparison. After that, we applied ARIMA to predict
SDN traffic. Figure 6 shows the prediction accuracy of ARIMA, here we can observe
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Fig. 3 ARIMA result plot for 1-second sampling interval

Fig. 4 Lag plot for 1-minute sampling interval

that the prediction accuracy of ARIMA is better than AR.
Again we resampled the dataset to 30 minutes sampling interval and Fig. 7 shows

the lag plot for the resampled dataset, in this plot, there are some outliers which
reduce the accuracy of prediction. Still, it can be predictable because more points
are on the diagonal.

Figure 8 shows the autoregressive (AR) model’s prediction accuracy for the
dataset. Here the time in minutes is represented by the x-axis and bytes represented
by the y-axis, and the red line is the predictions and the blue line is the actual
traffic. Figure 9 represents the prediction accuracy of ARIMA on the dataset with
30 minutes sampling interval here also the time in minutes is indicated by the x-axis
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Fig. 5 AR result plot for 1-minute sampling interval

Fig. 6 ARIMA result plot for 1-minute sampling interval

and the throughput in terms of bytes indicated by the y-axis. From Figs. 8 and 9 we
can say that the prediction accuracy of AR model is lesser than ARIMA. Likewise,
we applied these twomodels on the remaining 10, 15, 20 minutes sampling intervals.

Table 1 describes themeasures of prediction accuracy of AR andARIMA in terms
ofMeanAbsolute Percentage Error (MAPE)whenwe apply on the dataset with three
different sampling intervals (seconds, 1 minute, 10, 15, 20, 30 minutes). From this
table, we observed that the MAPE value of ARIMA is less than 20% for the 1, 10,
and 15 minutes sampling intervals of the time series and the AR model MAPE value
is large (MAPE >20% is not considerable).



822 S. Nyaramneni et al.

Fig. 7 Lag plot for 30-minutes sampling interval

Fig. 8 AR result plot for 30-minutes sampling interval

5 Conclusion

In this paper, we applied and compared twomachine learningmodels namely, autore-
gressive (AR) and Autoregressive integrated moving average (ARIMA) to predict
the SDN traffic with different sampling intervals. According to the Table 1 ARmodel
is not preferable for the SDN traffic prediction (because MAPE is >20%) So, among
these two models, ARIMA is preferable for the SDN traffic prediction (MAPE is
<20% for 1 Minute, 10 Minutes, and 15 Minutes sampling intervals). In order to
improve the accuracy of prediction, we will apply the other prediction models in the
future.
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Fig. 9 ARIMA result plot for 30-minutes sampling interval

Table 1 MAPE values of AR and ARIMA

Sampling interval of time series MAPE (Mean Absolute Percentage Error)

Autoregressive (AR) model Autoregressive Integrated
Moving Average (ARIMA)
model

1 Second 65.414 24.671

1 Minute 66.726 18.569

10 Minutes 69.398 18.372

15 Minutes 66.221 19.159

20 Minutes 67.869 21.645

30 Minutes 63.713 27.072

Informed consent: Informed consent was obtained from all individual participants
included in the study.
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Improved Logistic Map Based Algorithm
for Biometric Image Encryption

Mahendra Patil, Avinash Gawande, and D. Shelke Ramesh

Abstract Tumultuous maps are ordinarily favored for the age of arbitrary numbers
in encryption calculations because of high arbitrariness, capriciousness, aperiodic,
and affectability. These calculations are completely required upon the underlying
qualities and bear high correspondence to cryptographic calculations. Right now,
the proposed encryption calculations are dependent on improved strategic guide
for biometric picture encryption. The proposed calculated guide is improved to
conquer its lacuna concerning haphazardness, irregular dispersion, unbound, and
little parameter space. Besides the proposed calculated guide produces arbitrary
numbers dependent on ongoing factors, haphazardly chose qualities and the last
numbers are diffused arbitrarily through XOR activity. Trial results on different
biometric uniquemark pictures exhibit better encryption parameters and around level
histogram of the encoded pictures that expand trouble during unapproved unscram-
bling. The proposed calculation can be viably considered for multi-biometric unique
mark picture encryption in government and nongovernment associations because of
its less intricacy and less encryption time.

Keywords Calculated map · Encryption algorithm · Biometric images ·
Encryption time

M. Patil (B)
Faculty of Engineering, Pacific Academy of Higher Education and Research University, Udaipur,
India
e-mail: apmahendra@yahoo.com

A. Gawande
Sipna College of Engineering & Technology, Amravati, Maharashtra, India

D. Shelke Ramesh
Shivajirao S. Jondhale College of Engineering Dombivali (E), Mumbai, India

© Springer Nature Singapore Pte Ltd. 2021
V. Suma et al. (eds.), Evolutionary Computing and Mobile Sustainable Networks,
Lecture Notes on Data Engineering and Communications Technologies 53,
https://doi.org/10.1007/978-981-15-5258-8_76

825

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5258-8_76&domain=pdf
mailto:apmahendra@yahoo.com
https://doi.org/10.1007/978-981-15-5258-8_76


826 M. Patil et al.

1 Presentation

Expanding quantities of biometric pictures are acquired, put away, transmitted, and
checked in different associations. The utilizations of biometric pictures, for example,
iris, face, and unique mark incorporate day-by-day participation checking frame-
works, brilliant passage frameworks, access to savvy individual correspondence
frameworks, banking, UIDAI, and so on. Because of the significant uses of biometric
pictures, encryption of these pictures is critical from the security point of view that
may bring about loss of individual andmonetary data. In thismanner, it is important to
build up a safe, however, less mind-boggling encryption calculation that gives better
encryption parameters and takes less encryption/unscrambling time. An encryp-
tion calculation has been extensively planned by examined researchers/designers
for different types of information prior and is subject to enthusiasm for a long time
due to its need. Along these lines, extensive investigation has occasioned in standard
calculations or strategies like Data Encryption Standard (DES), Advanced Encryp-
tion Standard (AES), RC4, and RC6. Actually, it is for the most part seen that the use
of these calculations, for example, DES, AES, RC6, and so on for picture encryp-
tion was not helpful with required parameters. Subsequently, it is comprehended
that the picture encryption calculations stay divergent as contrasted and informa-
tion encryption plans for the explanation that pictures information are ordinarily
huge in size, likeness in information, needs extra period for encryption, and like-
wise needs a proportionate amount of period for unscrambling. Computational over-
head like complex numerical tasks, trigonometry, logarithms, changes makes the
good old encryption calculation unsatisfactory for present picture encryption and
decoding [1–3]. Various arrangements built up on spatial or time and recurrence
or change space strategies are prescribed for picture encryption [4–7]. Spatial or
time area strategy utilizes antiquated encryption calculations despite the fact that
recurrence space utilizes changes, for example, DCT, DWT, DFT, and FFT. Anyway,
the basic thought is to revise pixel areas in the pictures to be encoded by turbu-
lently produced change orders utilizing different methods [8–10]. Two noteworthy
highlights of prevailing encryption systems or calculations are dissemination and
disarray. Thusly, it is constantly needed to devise a plan or strategy or algorithm that
can include additional dispersion and disarray properties. Likewise, it is tentatively
seen that basic highlights of biometric pictures are the significant bottleneck in the
usage of customary encryption plans. Consequently, these customary frameworks
are inadmissible for picture encryption. In this way, the motivation is to devise a plan
to scramble biometric pictures skillfully without relinquishing fundamental high-
lights. To improve the security of biometric pictures, a biometric-based cryptosystem
approach is vital that consolidates cryptography and biometrics is basically required.
This component through a biometric cryptosystem is comprehended to improve
the security of biometric pictures during its handling. Basically, the measure is the
quantity of pixels change rate (NPCR) and bound together normal evolving power
(UACI) in pixels between two information and scrambled pictures [11]. Thirdly,
entropy of the info and encoded pictures that propose a range of pixels’ esteems
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secured, for instance, 0–255 (8) and 0–128 (7). The proposed encryption calcula-
tions are dependent on improved strategic guide for biometric picture encryption.
It was tentatively seen that the proposed strategic guide based encryption calcula-
tion takes high keyspace, entropy roughly equivalent to eight (8) for 8-piece dark
pictures and around zero connection on a level plane, vertically and askew contiguous
pixels. Another noteworthy bit of leeway of the proposed encryption calculation is the
perfect qualities for NPCR, UACI, and entropy it offers. Furthermore, it is likewise
tentatively seen that the histogram of the encoded picture is practically level. It obvi-
ously builds the trouble in the unscrambling process for an unapproved individual or
who doesn’t have a decoding key. The proposed calculation or methodology can be
applied for multi-biometric picture encryptions in government and nongovernment
association because of its less multifaceted nature and less encryption time. The
paper is organized as follows: Segment I and II presents and audits encryption calcu-
lations applied for biometric pictures separately. Segment III portrays the proposed
improved strategic guide based encryption and decoding methodology in the points
of interest. Trial results are discussed in Area IV and concluded in Sect. 5.

2 Related Work

Numerous analysts, researcher, architects, and designers have recognized that “1D
disordered mapping calculation” have been determined to have numerous security
glitches because of its straightforward game plan and poor cryptographic execution.
Enormous advances in cryptanalysis recommend 2D sine or calculated confused
mapping. Turbulent maps are generally favored for the age of arbitrary numbers
in encryption calculations because of high irregularity, flightiness, aperiodic, and
affectability. These calculations are completely reliant upon the underlying qualities
and bear high correspondence to cryptographic calculations. It is without a doubt
necessitated that strategic guide be improved to beat its lacuna concerning arbitrari-
ness, irregular conveyance, unbound, and little parameter space. In this manner, “2D
sine regulated mapping calculations” [10] that are impacted after the strategic and
sine maps are important to daze lacunas of a strategic guide. A calculation depen-
dent on two independent disorganized premise capacities with beginning states can
altogether utilize wanted disarray and dispersion. These arbitrary numbers acquired
through disorganized maps are utilized for adjusting pixel areas and differing the
estimations of pixels. Along these lines, new pixel plan either its area or esteem or
both in the scrambled biometric picture will be altogether unique as for input picture
that makes encoded biometric picture hard to split. To additionally add the secu-
rity to the information of biometric picture, select OR (XOR) tasks and vertical/level
turns can be acquainted that makes it safe with different differential assaults. Another
“2D calculated iterative riotous guide” with “unbounded breakdown (ICMIC) course
mapping dependent on course tweak coupling model” [12, 13] was illustrated. The
presentation assessment of exploratory outcomes delineated that the calculation has
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the advantages of hyper turbulent conduct, wide confusion range, and high multi-
faceted nature.A picture square encryption systembuilt upon turbulentmaps portions
the picture into squares and scrambled with a selective or activity and disorderly
window [14–16] which obviously demonstrates that it has a huge keyspace, and
the resultant encoded pictures have homogeneous histograms. A few calculations
scramble the information biometric picture utilizing changes, for example, Arnold
change to rearrange pixel positions. It likewise adds security to the information
picture and results have demonstrated better clamor assault properties. Anyway, the
great calculated guide calculation with wanted disarray and dissemination properties
may smother the upsides of scramblers.

3 Improved Logıstıc Map Based Encryption Algorıthm

Right now, 2D improved calculated guide based methodology for encryption of
unique mark pictures is discussed next to the unscrambling system. Strategic maps
are for the most part alluded as the wormhole model. A straightforward 1D strategic
guide numerical articulation can be expressed as

x(i + 1) = µ x(i) (1− x(i)) (1)

where x ∈ (0, 1) and µ ∈ (0, 4) are characterized as strategic guide parameters.
The estimations of calculated guide parameters are characterized inside the endorsed
run that makes the created numbers aperiodic, irregular, and they don’t combine.
Though the calculated guide parameters outside the recommended range might be
deterministic and unite too scarcely any qualities. We have 1D strategic guide by
presenting new parameter y ∈ (0, 1) alongside x that adds greater security to the
calculation. The number arrangement produced through these three parameters x, y,
andµ is irregular, aperiodic, and doesn’t combine. It is important that the estimations
of the parameters should be in the endorsed run.

3.1 Encryption Procedure

1. Let B be the 8-piece dark scale input biometric unique mark picture of size p ×
q. The stages expanded in the encryption of the biometric unique mark picture
are as per the following. Reset the clamorous parameters µ, x(0), and y(0). Reset
N is the quantity of redundancies, I = 0.

2. Acquire irregular number succession utilizing clamorous improved strategic
guide, reiterations, and overhead parameters as follows:

x(i + 1) = µ x(i) (1− x(i)) (2)



Improved Logistic Map Based Algorithm … 829

y(i + 1) = (µ + µ y(i))x(i) (1− x(i)) (3)

x(i) = (floor(x(i) ∗ 256)) mod m (4)

y(i) = (floor(y(i) ∗ 256)) mod m (5)

We have set the estimation of parameters x(0), y(0), and µ to 0.23, 0.564, and
3.89, which are called calculated parameters and m × m is the size of the infor-
mation biometric picture. These strategic parameters are constrained by y(i) and
µ together. In this way, the created yield grouping is aperiodic, unpredictable,
and arbitrary. At long last piece selective OR activity is applied to make it
progressively secure.

z(i) = x(i) XOR y(i) (6)

3. Horizontal stage move, jth section of the information biometric unique finger
impression picture to nth segment of the yield picture, where n is gained from
the jth estimation of the irregular number z.

4. Vertical stage move, jth line of a level plane permutated input biometric unique
finger impression picture to nth column of the yield picture where n is gained
from the jth estimation of the irregular number z. ObtainedEc(p, q) is the encoded
picture through flat and vertical changes.

5. Gray-level dissemination utilizing two XOR tasks

E1(p, q) = bitxor(Ec(p, q), z(m − 1)) (7)

E(p, q) = bitxor(E1(p, q), z) (8)

6. Repeat the procedure forN number of reiterations, I = I + 1. The resultant scram-
bled picture (E) can be put away and transmitted with no issues. The arbitrary
vector z shapes the key of the encryption that can’t be produced until the strategic
parameters are known. Little change in strategic parameters totally changes the
arbitrary arrangement and doesn’t accomplish precise unscrambling.

3.2 Decryption Procedure

The complete procedure of decoding is expressed with the required advancements.
Let E be the 8-piece dark scale scrambled biometric unique finger impression picture
of size p × q.

1. Reset the disorganized parameters µ, x(0), and y(0).
2. Reset N is the number of reiterations, I = 0.
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3. Acquire arbitrary number succession utilizing tumultuous improved calculated
guide, reiterations, and overhead parameters as follows:

x(i + 1) = µ x(i) (1− x(i)) (9)

y(i + 1) = (µ + µ y(i))x(i) (1− x(i)) (10)

x(i) = (floor(x(i) ∗ 256)) mod m (11)

y(i) = (floor(y(i) ∗ 256)) mod m (12)

We have set the value of parameters x(0), y(0), and µ to 0.23, 0.564, and 3.89
which are called as logistic parameters andm×m is the size of the input biometric
image. These logistic parameters are controlled by y(i) and µ jointly. Thus, the
generated output sequence is aperiodic, complex, and random. Finally, bitwise
XOR operation is applied to make it more secure.

z(i) = x(i) XOR y(i) (13)

1. Gray-level diffusion using two XOR operations:

E1(p, q = bitxor(E(p, q), z) (14)

Ec(p, q = bitxor(E1(p, q), z(m − 1)) (15)

2. Vertical stage move, jth column of the info biometric unique mark picture to nth
line of the yield picture where n is gained from the jth estimation of the arbitrary
number z.

3. Horizontal stage move, jth section of the vertically permutated input biometric
unique mark picture to nth segment of the yield picture where n is gained from
the jth estimation of the irregular number z.

4. Obtained D(p, q) is the scrambled picture through flat and vertical stages.
5. Repeat the procedure for N number of reiterations, I = I + 1.

The total methodology for encryption and decoding of the biometric picture
through the disorderly calculated guide is laid out.
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4 Experimental Results

Investigational results for visual testing, entropy assessment, pressure attack, and
noise ambush are jumpedon themixedpicture usingmuddleddeterminedguide based
picture encryption plan with various degrees of perplexity and scattering (Fig. 1).

4.1 Visual Testing

No pictographic closeness between the info and scrambled pictures was seen that
totally shows the goal of encryption calculation. The deliberate estimations of NPCR
and UACI are portrayed in Table 1.

Fig. 1 Visual testing

(a) Input Images (b) Encrypted Images
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Table 1 NPCR and UACI
values

Fingerprint image NPCR UACI

1 99.56 27.16

2 99.57 28.24

3 99.58 28.10

4.2 Noise Attack

Right now, salt and pepper commotion of thickness 0.1 was brought into the scram-
bled picture utilizing the confused strategic guide. Figure 2 portrays the boisterous
encoded input picture and its decoded partner pictures. The investigational results
totally exhibit that the clamor assault characterized as salt and pepper or drive
commotion impacts the encoded picture which is portrayed in the picture shown
in Table 2.

Fig. 2 Noise testing

(a) Input Images (b) Decrypted Images
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Table 2 Noise and
compression attack

Fingerprint image Noise attack Compression attack

Correlation coefficients

1 0.91 0.9

2 0.91 0.89

3 0.9 0.89

4.3 Compression Attack

Right now, a special scrambled biometric unique mark picture was compacted to
JPEG/JPG position and some time ago unscrambled utilizing the confused calculated
guide. Figure 3 shows the info biometric unique mark picture that was scrambled
utilizing tumultuous calculated guide and the unscrambled picture got in the wake
of coding and interpreting utilizing the JPEG/JPG calculation. In this manner, it is
totally shown that pressure doesn’t extensively upset the unscrambling procedure and

Fig. 3 Compression testing

(a) Input Images (b) Decrypted Images
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Table 3 Entropy values Fingerprint image Input image’ Encrypted image

1 6.47 7.99

2 6.28 7.99

3 6.5 7.99

Table 4 Comparison of
biometric image encryption
methods

Algorithms NPCR UACI Entropy

Rubik’s cube [17] 98.77 26.4 7.94

chaotic sine map [18] 99.61 32.67 7.99

Logistic chaotic map 99.57 27.83 7.99

is very viable. Table 2 presents estimations of connection coefficients acquired among
the first biometric unique finger impression picture and deciphered accordingly with
the presentation of commotion and pressure assaults (Table 3).

4.4 Entropy Analysis

Comparative assessment of three significant encryptions techniques, for example,
Rubik’s Cube Principle, Sine Chaotic Map, and proposed Logistic Chaotic Map is
portrayed in Table 4. Results shows that the proposed disordered calculated guide
based picture encryption conspire for unique mark biometric pictures is better in
terms of all encryption parameters.

5 Conclusion

The research work finalized the clamorous calculated guide based picture encryption
plot for unique mark biometric pictures right now. To improve the encryption gain
investigation recreations are analyzed by using the parameters such as pressure,
testing, assault commotion, and clamor. The calculation utilizing disordered strategic
guide is for the most part appropriate for biometric unique finger impression picture
encryption. The proposed calculation is incredible to pressure assault and delights
all picture encryption parameters, for example, NPCR, UACI, and entropy.

Informed consent Informed consent was obtained from all individual participants included in the
study.
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Laila Sultana Rumi, Rafat Karim, and Tasfia Tabassum

Abstract Recently, a strong security system is very important for a safe banking
system. To prevent hacking of important information of bank and client, a secure
banking system is a must. This paper deals with a strong security system using a hash
function and two different asymmetric algorithms (DSA and RSA) at a time, it will
enhance data security. We are using RSA and DSA encryption algorithm to secure
our system from unauthorized access. In RSA and DSA, we have to generate two
keys called Public and Private Keys. If we use the signer’s private key for encryption,
then we have to use the signer’s public key for decryption. The system will verify
by confirmation and certificate and the sender will be sent an OTP via mobile phone
of the receiver to confirm the authentication. This is the most efficient data security
system to save the bank from hacktivism.
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1 Introduction

In this modern era, we are exchanging our important information, files over the
Internet very fast and easily. It is the easier way to exchange our information via
internet and it is the easiest path hacker can follow to stealing our information to
achieve their motive. If we talk about the banking system, the picture is the same.
So, a strong security system is must everywhere. At present, we need to ensure
data security and confidentiality of the client’s data in order to maintain the client’s
confidence in the banking system. Whenever we talk or think about a secure and
strong security system, the first thing that comes to our mind is Cryptography.

Cryptography is the method of transforming plain text into incomprehensible text
or code, which cannot be readable by any unauthorized use without the sender and
receiver. Cryptography plays a fundamental role to build up data security and secrecy
of data from third-party access. Cryptography ensures some individual security
conditions before giving access to any user in any system.

Authentication: The mechanism of verifying a valid system user.

Privacy/confidentiality: Assuring that no one else can learn about the data or
information except the valid receiver.

Integrity: Ensuring that the recipient receives the intact and unedited message of the
sender.

Non-repudiation: The process is used to confirm that the sender actually sent this
message and the valid recipient receives it.

In different types of Cryptographic algorithms, we are going to use Public-Key
Cryptography (PKC) and Hash Function along with One-Time Password (OTP) to
design the security system.

Public-Key Cryptography (PKC)

Public-key cryptography or Asymmetric cryptography is the method of encrypting
and decrypting data using the public key and private key, respectively [1]. This paper
includes two popular asymmetric algorithms RSA (Rivest–Shamir–Adleman), DSA
(Digital Signature Algorithm) [2].

RSA (Rivest–Shamir–Adleman)

The RSA algorithm is the foundation of a cryptographic system that is used for
security reasons. It allows asymmetric encryption and it is popular for secure data
transmission process over a wireless network like the Internet. RSA is the most
popular encryption algorithm that is used in the banking security system.

DSA (Digital Signature Algorithm)

To provide strong data security, DSA is used to prove user authentication. DSA is
an asymmetric key algorithm and it creates a digital signature. It helps to secure
sensitive data by issuing a distinctive identity to its signers. The sender uses the Hash
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function to generate a message digest using a private and public key pair, signs it
digitally with his signature, and sends it. The receiver has to use the sender’s public
key to decrypt the signature [3]. It helps to prove the authenticity of the sender and
data.

Hash Function

Hash function is an arithmetical conversion that is used for data encryption and
decryption [4].

One-Time Password (OTP)

To provide two-step verification, we use One-Time Password (OTP) in our system.
It will strengthen our security more.

2 Related Work

Some authors presents a comprehensive survey on the utilization of blockchain
technology and provided distributed security services. These services include entity
authentication, confidentiality, privacy, provenance, and integrity assurances [4, 2,
5]. At this point, we should take a serious look at banking security [6]. And [7]
Sankalp Jagga has discussed in detail the comparison of authentication technique
and encryption technique on banking security. Many encryption techniques already
have privacy insuredwith different algorithms likeDigital SignatureAlgorithm (1024
bits), Hashing, RSA Digital Signature (1024 bits) in different models [1, 8, 9]. At
present, many writers are thinking about developing a mobile security system as we
keep mobile as not only personal communication but also the companion to bank
email. So mobile can be secured by signature authentication. Vagner Schoaba [10,
11] developed a system that can secure mobile with a digital signature. And cryp-
tographic techniques developed a lot of applications in the banking industry. Arpan
says [12] that implementation of data security makes business management more
efficient. Even, OTP can be more secure in our system [3, 13].

3 Proposed System Design

Here we are going to present our recommended work in which we are presenting a
data security system for a bank based on two different asymmetric algorithm cryp-
tography to protect important data and sensitive information from leaking. In our
proposed work, the system use the following techniques or algorithm (Fig. 1):

• Hash Function,
• Asymmetric Encryption using RSA and DSA,
• One-Time Password (OTP).
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Fig. 1 Proposed system [2]

Hash Function

Hash function converts a plain text into a hash code which is unreadable for an
ordinary person [4]. It uses fixed-length hash value for data encryption or decryption
instead of keys. It ensures data integrity that the data has not been changed by any
intruder or an unauthorized user.

Asymmetric Encryption using RSA and DSA

Asymmetric encryption used two different keys, Public Key and Private Key, for
data encryption and decryption between the sender and receiver. Using two different
keys for encryption and decryption the strong security is ensured. In an encryption
process, RSA is used to encrypt the hash code one more time and attach a digital
signature with it and then send it to the specific receiver. A digital signature confirms
the identity of the valid sender.
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One-Time Password (OTP)

One-time password is used to verify that the receiver of themessage or information is
the authentic one. In this, the sender sent a code to the receiver and the code changes
every time for security reasons.

4 Methodology

4.1 Algorithm for the System

Step 1: Start the procedure.
Step 2: Send plain text and generate a hash code using hash function and encrypt

it using the signer’s private key.
Step 3: Digest the hash code and encrypted data using RSA Algorithm. It can

produce a digital signature and certificate.
Step 4: Attach the signature and certificate to generate digitally signed data.
Step 5: Then digitally signed data is divided into data and signature. Data is

produced hash function to hash code and signature are decrypted using the public
key and hash code is generated.

Step 6: If the data hash code and signature hash code are the same, then it sends
to the receiver otherwise stop the procedure.

Step 7: The receiver sends a confirmation/verify request to the sender to
authenticate the verification process.

Step 8: Sender checks the verification request and sends OTP to the receiver
mobile phone and authenticate the system.

Step 9: Using an OTP, receiver will get the plain text.
Step 10: End Procedure.

4.2 System Operation

In the proposed methodology, two different asymmetric algorithms along with hash
function and One-time password are combined in order to make our security system
more stronger so that the sensitive information and messages can be passed in a
secure way without accessing of any unauthorized use and messages will remain
safe from alteration.

We are using RSA and DSA encryption algorithm to make our system more
secure from the third-party user or hacker. In RSA, we have to generate two keys
called Public and Private keys. If the sender uses a public key for encryption then
the receiver will use the private key for decryption [11]. On the other hand, if the
sender uses a private key for encryption then the receiver will use the public key for
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decryption. On the other hand, DSA is used to generate the signature in private and
can be verified in public.

In the initial step, the sender will send a plain text using a hash function and it will
convert the text into hash code. The RSA algorithm is implemented with the hash
code obtained in the encryption process. It is also called the message digest process.

Then the message digest will be signed digitally using the signer’s private key
and adds certificate with it and then the attached data will be sent to the receiver.

As soon as the digitally signed data reaches the receiver, it will be divided into
two parts: data and signature. By using the hash function on the data, the hash code
is obtained. On the other hand, the hash code we get from the decryption of signature
using signer’s public key will be the same. When the hash code is the same, it will
generate the plain text and send it to the receiver. At the same time, the receiver will
run a verification process. It will send a verification request to the sender. Instead of
his request, the sender will send one-time password. Thus, the sender will be verified
one more time.

5 Advantages

(a) The first and most important advantage of our system is that it will provide a
safe and secure data transmission over an insecure wireless network.

(b) Due to the use of prime number factoring in RSA, it is difficult to split the RSA
algorithm. So using this algorithm will keep our data secure from alteration.

(c) Our system will make sure that any unauthorized user or hacker cannot access
the system.

(d) As we know, one-time password turns invalid in a moment so it will be almost
impossible for hackers to obtain the sensitive data and use it.

6 Future Scope

Atpresent, itmust ensure data security in any sector.Hackers are constantly becoming
more and more active. In line with them, we should also design and implement a
more strong security system. Network and security give us a huge opportunity to
work further with our system.

We will try to update our system or will implement a new security system, where
we will use four individual hash functions and a device named RSA ID, which is
used to create different codes and the code will be used in related hash method [14].

We can think about implementing a new security system not only for securing our
banking system but also for large companies, ministry, etc. We can use UTII (unique
thumb Impression Identity) with cryptography along with the one-time password to
make a strong security system.
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Table 1 Comparative study of existing system and proposed system [5]

S. No. Conventional system Proposed systems

1 In banking security system based on
symmetric encryption, a single key is used
and if any unauthorized person can obtain
that key, he will have access to read and
change the document

In our proposed system, we used
asymmetric encryption which generates
two different keys for encryption and
decryption and it is difficult to obtain two
keys at a time which makes our system
more secure

2 Password-based security system is not that
much strong and secure because the
password can be predicted

In our proposed system, we used digital
signature along with one-time password
which makes the system more stronger

3 In a conventional banking security system,
symmetric encryption is used with a hash
function that does not make the system
secure because of symmetric keys

We used hash function along with two
different asymmetric encryption in the
proposed system that provides much
better security system to secure data

7 Results and Discussion

Our system is going to give far more better performance than other conventional
systems (Table 1).

8 Conclusion

Our goal was to implement a system through which we could securely exchange
information over an insecure network. Data sharing over the Internet or wireless
network is so fast. So it has become popular and is increasing day by day. But
sometimes there are incidents like data theft and leaked confidential information of
office [15], company as well as the bank. So our paper presented a data security
system for the bank that will secure data transmission and will keep confidential and
sensitive information secure from hackers. Using cryptography along with a one-
time password makes our system more secure and reliable than other conventional
systems. It provides two-step authentication, the confidentiality of data as well as
data integrity. So we are very successful in fulfilling our goals or objectives.
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with Different Byte Number
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Abstract Nowadays, each and every system needs proper security. Only proper
security can save important documents. There are different types of security systems
that people use for safety. Digital Signature is one kind of a security system. Digital
Signature is the public key primitive of different types of message authentication.
Digital signature is one kind of technique that converts the handwritten signature
in digital data. It is one kind of cryptographic value that is calculated from the data
and a secret private key which is only known by the signer. In this paper, we want
to make the digital signature more secure by using the ED25519 algorithm, which
is an asymmetric algorithm. In this algorithm, the signature will be converted into
different byte number, which will make the security system more strong.
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1 Introduction

In the modern age, the wireless networking system is the network that can be easily
used in the security system.Wireless networking has been enjoying fast development.
Security is the most concerning part of the digital area. For each and every step of
life, we need security. Security refers to the steps that are taken to protect a place or
any type of information.

The Internet offers low cost for a security system, because of using wireless
network people can easily secure their data. The wireless network has two types of
the domain-specific network, which can easily play an important role in the security
system.

Mainly wireless network is commonly used in the security system because of easy
implementation of a security system. Wireless network contains a different type of
node, where we can easily process the data and send the data to the authorized user
[1].

Besides, the advantage of the wireless network the security system has some
disadvantages, because it has some security issue, though every security system uses
wireless network the hackers can easily find a different way to break the systems.
Nowadays, the risks to users of wireless technology have increased as the security
service has become popular for making these security systems strong we need to
focus on a different type of symmetric and asymmetric algorithm.

In this paper, we work to make the bank security system more strong by using
an asymmetric algorithm. We work with a digital signature using the asymmetric
algorithm.

Digital signature is the most secure service that is used everywhere. This secu-
rity system is a little critical offered by encryption. In traditional key management
systems, the binding between the public key and the identification of the signer is
obtained via a digital certificate [2].

Asymmetric algorithm is dealing with public and private keys to encrypt and
decrypt. One key of the pair can be shared with everyone which is known as public
key, another is the secret key that is known as a private key. One key is used in
encrypting the message and another key from the one used to encrypt the message
is used for decrypting. SSH, Open PGP, SSL, etc., are some protocols that rely on
asymmetric cryptography for digital signature function. Rivest–Shamir–Adleman is
the most used in this algorithm, which is embedded in the SSL protocols.

In RSA, we used the ED25519 algorithm. It is a part of RSA. The important thing
is that it works fast and converts the data into a byte number [3]. It is a public-key
signature system with a different type of activation part.
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2 Related Work

Secure routing protocol [4–6] used the digital signature scheme based on network
IDs in the wireless sensor network to improve the security and efficiency of the
network. Hash value also analyzed and compared it with the bit rate. SHA and MD5
techniques [7] are utilized based on the deep analysis schemewith public-and private-
key cryptographic techniques and it is applied in the wireless sensor network [8]. In
WSN, security can be more strong by hashing on the plaintext and encrypted by well
pairing multiple sender broadcast authentication hindrance [9, 10]. Some authors try
to construct a network without infrastructure by using an ad hoc network and a single
ad hoc network. They ensure their wireless security [11–13]. We are mainly focusing
on banking security to produce safe transaction [14].

3 Proposed Work

In the modern age, the digital signature is widely used in business and financial
industries as well as in the bank security system. The digital signature is nothing but
cryptographic tools that are mainly used in the security system. But sometimes the
digital signature fails to verify the signature (Fig. 1).

In this paper, we analyze some methods to solve the problem. We study the
asymmetric algorithm, which is totally different from the symmetric algorithm. We
want to propose some faster security system, for this reason, we use the ED25519
algorithm which is a part of the asymmetric algorithm. In ED25519, people can
easily secure their information. Especially for the banking security system, it is more
sweetly organize than other security system because the working process to be faster.
Customerwho deals with the bank is always in a hurry, so if the authentication system
becomes faster, the working process becomes more faster. For this purpose, we try
to make a faster security system using the ED25519 algorithm. We also use the
certificate confirmation system and one-time password which will make our security
system more effective.

4 Methodology

In asymmetric encryption, there is a different type of algorithm. Among them, the
ED25519signing algorithm is the most recommended public-key algorithm in the
security system. This algorithm is implemented using the Twisted Edwards Curve
which offers a better securitywith faster performance compared toDSAORECDSA.
Nowadays, RSA is the most widely used public algorithm [15]. If we compare it with
ED25519 then it is slower.
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Fig. 1 Proposed system [11]

Digital signature is the best algorithm because of the fast signing process. There
is also uniformly generated random seed that contains byte. In this algorithm, hashed
SHA512 is also used. In the first step, the sender sends a plain text then it will encrypt
by the ED25519algorithm. Then the plain text turns into a hash then it turns into a
random seed which contains 32 bytes, the seed is then hashed using ShA256, which
gets 64 bytes, which is then split into left part (contain 32 bytes, private key), right
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part (32 bytes). Then the plain text turns into non-determination signature (64 bytes).
First of all, digitally signed data will be divided into two parts; in the first part there
is data where we used ED25519 algorithm. The data will be turned into hash on
another part we will find a signature, where we will decrypt it. After decryption the
signature will be converted into two parts with a different byte number, if the seed
byte number matches with signature byte number then the signature will be turned
into plain text, using ED25519 then the signature will be verified with a signature
certificate and sends a request to the sender [16]. Sender sends a verification code to
the receiver phone number by using a one-time password. And by using ED25519
also the receiver obtains the plain text.

5 Algorithm for the System

The below system design is described by the following algorithm:
Step 1: Initiate the process.
Step 2: Send plain text and encrypt it using the ED25519 algorithm then generate

a random seed using a hash function.
Step 3: Convert the random seed into 32 bytes using the SHA512 algorithm, then

it can generate a signature and certificate.
Step 4: Attach the signature and certificate to generate digitally signed data.
Step 5: Then digitally signed data is divided into data and signature. Data is

produced random seed using ED25519 algorithm and signature are decrypted the
random seed in 32 bit.

Step 6: If the data random seed and signature random seed are matched, then the
message is sent to the receiver otherwise the procedure is stopped.

Step 7: The receiver will be sending a confirmation/verify request to the sender
to authenticate the verification process.

Step 8: Senderwill check the verification request and sends theOTP to the receiver
mobile phone and authenticate the system.

Step 9: Using the OTP, the receiver will get the plain text.
Step 10: End Procedure.

6 Advantages

i. For making a strong security system, we have selected the ED25519, because
of some specific advantage of it. In the EdDSA signing algorithm, ED25519
has some particular instantiation which made it more flexible and different from
other algorithms [17].

ii. The best thing is that it has slightly smaller keys with 32 bytes, and signature
size with 64 bytes. Because of its small size, it can work 30% faster than other
algorithms. It also has the ability of fast batch verification. So by using this, we
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can verify the signature easily, which saves our time, no secret branch condition
is needed in ED25519 and eventually, no secret memory access is needed [17,
18]. So the whole signing process is more secure.

7 Future Scope

In the future, we intend to add some more algorithm in the system by which can
easily notify if any hacker wants to break the system and also use some carve by
which the security system can be easily understood by the sender and user, to control
user access according to his access. So the security system can work faster and it is
difficult to hack the system for hacker.

8 Comparative Study

See Table 1.

9 Conclusion

The main purpose of this paper is to introduce a security system based on wire-
less networking using the ED25519 algorithm in the digital signature [10]. The full
authentication process will be done in an asymmetric way. The main contribution
of this research work is to authenticate a security framework, which provides better
security. In most of the security systems, a symmetric algorithm is a large security
system and is slow. But in this paper, we used a symmetric algorithmwhich is really a
faster security system. In this paper, the unauthorized problem will be easily solved.
Even a strong security system is performed in our approach so it is a little bit diffi-
cult for the hacker to hack the security system [13]. We conclude not only that it is
important to include a strong integrity check into an RSA encryption, but also that
this integrity check must be performed in the correct step with proper notification

Table 1 Comparative study between existing system and proposed system [3]

Proposed system Existing system

1. It can perform 8%faster
2. Private key length is 32 bytes (256 bits = 251

variable bits + 5 predefined)
3. No public key recovery is allowed in this

algorithm
4. In safe curve security, 11 of 11 tests passed

1. It can perform 8% slower
2. Private key length is 32 bytes (256 bits)
3. Public key recovery is possible
4. In safe curve security, 7 of 11 tests passed
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and confirmation code. We have also believed that we find a faster strong security
system.
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for a Bank Using Asymmetric Key
Cryptography Algorithm and Token
Based Encryption
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Tasfia Tabassum, and Md. Sagar Hossen

Abstract Nowadays security system is beingwithmore important issues. Inmodern
science, technology is updated day by day and we are getting insecure in our daily
life. Through this project, a digital signature authentication security system has been
designed to protect the bank fromunauthorized access. In this paper,we are producing
the most efficient and productive security system based on digital signature authenti-
cation using the asymmetric key cryptography algorithmand token-based encryption.
In this project, we are using public and private keys for encryption and decryption
data with the hash function and also provide digitally signed data, RSA algorithm to
encrypt the data. The receiver will send a certificate and confirmation request to the
sender to verify the certificate and the sender will send an OTP via phone through
the Internet to authenticate the receiver. All of these works are producing a good and
valuable security system in the banking sector.
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1 Introduction

Nowadays security is most important and is involved in every field in our day-to-day
life. Security is important in fields like banking security, office information security,
online security, social media security, etc. The computer is a major material and also
like a human part of our daily work.We all are doing our work on a computer with the
Internet while communicating with others or transfer any file, any important work
file.Whenwe transfer any file sometimes our informationmay be hacked. These days
most of the systems are based on a static password, this type of password is cushy and
easy to guess for the attack. Sometimes we used the same password in every account
like (email, bank account). Yet hackers has been apply many techniques such as poke
nose to detect and steal the password. So, we need secure communication and secure
transformation. Data security is the most significant for data communication and
data transformation on the Internet over the connected path. In our banking security
system, we also need secure data communication and transformation for banking
authentication and also for client’s data for the banking system.

So, in this paper, we want to introduce and describe a new authentication method
for banking security system based on cryptography. Cryptography is the most
effective for security purpose, but cryptography is continuously based on research.

Cryptography

It is a method of assuring or protecting information and communications through
the use of plain text or code with Encryption and Decryption, which cannot be
reached any unauthorized user without sender and receiver or only those for whom
the information is intended can be read and processed. It is built-up protection for
data security and secure data from third-party access. Cryptography gives some code
or any condition before giving any access to any user in any system. After fulfilling
the condition or code, sender and receiver may access any system.

Authentication

The process is given four identities. Asymmetric algorithm (RSA), hash function,
digital signature, and token-based encryption. Using private key and public key for
encryption and decryption data with hash algorithm also provides digitally signed
data through the Internet.

Privacy/confidentiality

Ensuring that no one can read the message, data, or any information except the
authentic receiver.

Integrity

Assuring that the recipient receives unaltered and unedited data any way from the
original of the sender.
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Non-repudiation

These mechanisms prove that the sender really sends this message and receiver
receives the unedited original message or data. We are using three types of
cryptographic algorithms:

DSA (Digital Signature Algorithm)

DSA is an asymmetric key and it is creating a digital signature. It is a signature
that is a mathematical technique used to validate the accuracy and rectitude of a
message, software, or digital document. It provides more strong data security. It is
used to prove sender and receiver authentication. The sender uses a hash function to
generatemessage digest using private and public keyswith encryption and decryption
signs it digitally with the user’s signature and send it a receiver. The receiver has to
use the sender’s public key to decrypt the signature.

Phone or Email Authentication

After digital signed an OTP code is provide on sender phone number or email. Then
the sender provides that code verification on the receiver phone number or email.

2 Related Work

Internet banking has come to the modern age as an arms race between financial
institutions and public network attackers. Banks can take clear advantage of the
solutions of some authors. Alain presented and offered high security against common
attacks [1]. If every system has two or more factoring systems in their account then
attack will be reduced and in [2–4] it is shown cryptography and encryption are more
secure in data encryption. RSA method is implemented in FPGA and the result is
much better [5]. Digital signature identities encrypted information with a private key
[6–9] that’s why information will be so much secured. Decryption and verification
in 8 steps are shown in [7]. Arpan says [10] that implementation of data security on
business management can be more efficient. Even, OTP can be more secure in our
system [11, 12] and authentication will be fluent and fast. Pranav Kumar describes
in their paper about the mechanism of secure cryptography on Wi-Fi connectivity
[13].

3 Proposed Work

In this paper, we are introducing the proposed work with four different ways of
authentication approaches to secure the banking system. For example, gold or money
in bank lockers. In our proposed work, the four authentication techniques are the
following:
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• Asymmetric encryption with private key digest with hash algorithm,
• Digital signature verification,
• Token-based validation or phone, email verification,
• Asymmetric decryption with public key digest with hash algorithm.

4 Methodology

4.1 Algorithm for the System

Step 1 Start the procedure.
Step 2 Send data by encrypting it using a hash function and private key.
Step 3 To generate a signed data using hash code and RSA algorithm.
Step 4 Send the signed data via the Internet to the receiver.
Step 5 The receiver decrypts the signed data in hash code by using a public key.
Step 6 Receiver sends a confirmation/verification request to the sender.
Step 7 Sender checks the verification request and send the OTP to the receiver’s

mobile phone and authenticate the system.
Step 8 Using the OTP, the receiver will get the plain text.
Step 9 End Procedure.

4.2 System Operation

In our day-to-day life, security is the main matter in every field. So for this security
purpose, many people used bank lockers to secure their property like gold, money. So
in ourwork,wewant tomake a banking security system that is based on cryptography.
In this cryptography-based security system,we applied asymmetric algorithm (RSA),
hash function, digital signature, and token-based encryption. Using private key and
public key for encryption and decryption data with a hash algorithm, also provides
digital singed data through the internet.

From Fig. 1, it can be seen that the sender sends data ormassage. Then the owner’s
private key is encrypted with hash code. The RSA algorithm is implemented with
a hash code obtained in the encryption process. It is also called the digest process.
Encrypted data or digest is then assigned to digitally signed data. After assigning
a digital sign, this data is passed through the Internet for decryption. Hash code is
decrypted with public key and provides plain text. Sender sends a code through the
network on phone. On the other hand, a digital signed is verify the authentication
process and send certificate acknowledgement to the sender and receiver. Receiver
send a request to the sender to provide a verification code. Sender send the verification
code through network and receiver receives the code. After all verification and send
code processes are finished, the receiver will receive a plain text. All of these work
together in a security system for providing more data security.
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Fig. 1 Proposed system

5 Advantages

(a) In our proposed work, we used asymmetric (private) key with encryption, hash
algorithm, digital signature algorithm, decryption data with public key which
makes the connection more secure.

(b) We do not only use the phone verification but also asymmetric and trusted
encryption and decryption data with digital signature verification certificate
security based on the banking technique.

(c) In our proposed work, we use a digital signature instead of a password with
combination asymmetric (private and public) key encryption and decryption
data to digest with hash algorithm to verify the digital signature using token-
based encryption which makes it more secure.

(d) This process ensures that the recipient receives altered and unedited data, which
is sent by the sender, and this data is original.

(e) Any other user cannot access any information without permission of the sender
and receiver. Strong security are approach to protect the information.
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6 Conclusion

Security is an extensive point or issue in any system like online/offline payment
system, office information transfer system, office employee system, banking security
system as there are various threats, hacker can access it easily if we get mistakewhich
affect the security system increase risk. This proposed authentication technique for
the banking security system is very secure to protect user, and banks fromany attacker
or hacker gain. The access to confidential information of user like encryption data,
digital signature, phone number, email, etc. can not be find by any hacker in easy
way. This system implements an effective authentication to reduce fraud, hacker, and
picklock and make strong customer authentication necessary to enforce security to
assist any type of institution that needs a security system [14]. Using cryptography
along with digital signature and phone verification code makes our system more
secure and predictable than other prevalent systems. It accommodates very strong
authentication, confidentiality of data as well as data integrity. Sowe are very hopeful
about our goals in this system.

7 Future Work

This paper discussed an extended new banking authentication procedure for banking
securely. In this, system two keys are used one by the receiver and one by the sender.
If you need to transfer any data 1st need to know encryption data, digest with hash
algorithm and verified it with digital signature. An OTP code is send to the sender
phone to verification it then again decryption data digest it with hash algorithm, last
stage receiver got the phone verification code from sender then receiver get the plain
text [15].

At present, it is a must to ensure data security in any sector. Hackers are more
interrogate. In this time, any hacker cannot hack the system. On the other hand, if a
hacker found the data, the hacker cannot understand because this data was encrypted,
decrypted, and verified, so the hacker didn’t hack the system on time. In this system,
we should also design and implement a more strong security system. Network and
security give us an extensive opportunity to work further with our system. If we work
on this system, the bank is provided with most powerful security system and also
achieves the client’s faith [14]. This is a unique Banking Authentication system that
provides more security than other older security systems. In this modern creation,
we need to be more updated. We will try to update our system or will implement a
new security system, where we will use individual hash function and RSA (Rivest–
Shamir–Adleman) DSA (Digital Signature Algorithm) method, which is used to
create different codes and the code will be used in the related hash method. So this
system has given an updated security system to save our bank locker.
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Accuracy Analysis of Similarity
Measures in Surprise Framework

Sanket Kamta and Vijay Verma

Abstract Recommender Systems (RS) are growing technologies, which can be
very useful for consumers in finding items of their interest on the web. Collaborative
filtering(CF), a popular approach of Recommender Systems, recommends items to
users based on other users with the same taste. The key step of the collaborative
filtering method is to compute the similarity between users and items. The success
of any recommender model hugely depends on how accurately the notion of simi-
larity has been modelled. There are many open-source Python frameworks, which
are useful in building and experimenting with RS models in the industry as well as
academics such as Surprise, Python-recsys, Case Recommender, Polara, Spotlight,
and RecQ. This work provides a brief introduction to the Surprise, a Python library
for Recommender System, explaining its architecture, implementation and main
features. Furthermore, a comparative study of the Surprise framework with other
related frameworks is provided to demonstrate the fact why it is better than other
frameworks in terms of implementing and handling new and complex recommender
models. We have evaluated the accuracy of various built-in similarity measures
provided by the Surprise framework using the real-world benchmark MovieLens
datasets (100 k and 1M). Thereafter, the accuracy of the recommendation ismeasured
in terms of Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE).
The empirical results demonstrate that Pearson-baseline outperforms other built-in
similarity measures available in the Surprise framework.
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1 Introduction

A Recommender System is a software which is used for suggesting useful items to
active users [1]. These recommendations can be in many forms, such as which games
to play, which movies to watch or which places to visit. The growth of e-commerce
websites has offered users with a lot of choices. RS helps those users to decide which
item to select from the ocean of items available on the web. The prediction process
done by the RS is dependent on the user’s desire and constraints. RS collects the data
about the users by analyzing their previous transactions and feedback for certain
items.

RS has come up as an important area of research since the mid-1990s [2]. There
has been a lot of advancement in the field of recommender system in today’s world.
RS is used in these famous internet sites like Amazon [3], YouTube [4], Netflix [5],
IMDB [6] helping the users find a suitable item that best matches their needs. A lot
of dedicated symposium and workshops are held in this field, ACM Recommender
System (RecSys) [7] being one of them.

There are various RS techniques depending on the address domain, the knowledge
used and the prediction algorithm [8]. Content-based filtering is used to recommend
items to an active user based on the user’s preferences made in the past. Collaborative
filtering is used to recommend items to an active user based on the other users with
whom it shares the same taste. CF, the most popular RS technique, is often said as
“people-to-people correlation”. Demographic filtering is used to recommend items to
an active user based on a certain common personal attribute such as sex, age, country,
etc. Community-based filtering is used to recommend items to an active user based
on the choice of its social friend. Hybrid RS combines the above techniques to
make recommendations such that the advantage of any technique is used to fix the
disadvantage of other technique. A general classification of RS is shown in Fig. 1.

Fig. 1 General classification of recommender system
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Out of the above-mentioned RS techniques, CF is still the most popular one as it
is flexible across different domains and can produce more serendipitous recommen-
dations [9, 10]. Also, there are a lot of researches going on to enhance the accuracy
of the prediction done by the RS based on collaborative filtering. In CF, finding the
similarity between users and items plays an important role and improving it may
lead to a more accurate prediction. In recent times, prediction algorithms use a lot
of invariants such as normalizing the ratings, removing bias, using fancier aggrega-
tion, etc., to further improve the accuracy of predictions. As a result of which, RS
developers are facing the problem of exponentially larger design space, which adds
to the complexity of the standard prediction algorithm.

In our work, we have presented the design, implementation, features and evalua-
tion of Surprise [11], a Python library for Recommender Systemwhich has a number
of integrated similarity measures, datasets and prediction algorithms to tackle the
problem of larger design space. We have also presented a comparative study of
why Surprise is better than other CF frameworks based on Python. Later, we have
conducted some experiments to analyse the accuracy of various built-in similarity
measures provided by Surprise.

2 Related Frameworks

The rapid growth of RS has raised significant challenges to the existing frameworks.
There are various existing frameworks on the Python environment, which are useful
in making recommendations based on collaborative filtering. We will brief some of
the most common ones—Python-recsys [12], Case Recommender [13], Polara [14],
Spotlight [15] and RecQ [16].

Python-recsys is used for implementing recommendation models based on the
two famous prediction algorithms, SVD [17] and Neighbourhood SVD. For recom-
mendation, we first need to calculate similaritywhich is done by theCosine similarity
index. Besides prediction, we can even evaluate the accuracy of the model by the
built-in evaluation metrics, MAE and RMSE. For simplicity, two famous datasets,
MovieLens and Last.fm are also provided in this library. The framework can be
downloaded from [18]. For more information, we refer the interested reader to the
online documentation and examples available at [19].

Case Recommender is an open-source Python framework published in Pypi (a
repository of software for Python), under the MIT licence. It helps in constructing
high-performance and customized recommendation models using the different vari-
eties of integrated prediction and evaluation approaches. It is structured in a form
that can support content-based, collaborative filtering and hybrid approaches of RS.
It aims at being one of the useful tools in the field of research and education, rather
than large-scale commercial operations. For more information about this framework,
the interested reader may visit [13].

Polara is a fast and flexible framework, which supports both Python 2 and Python
3 environment. This framework basically aims at recommending top-n items to users,
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taking the concept of feedback polarity into consideration. Feedback polarity is an
idea where the negative feedbacks by the users are also considered as sensitive data.
These negative feedbacks, in turn, are used to recommend items to users who have
not given any positive feedbacks (only negative feedbacks), that is how the cold-start
problem can be handled. The idea of feedback polarity was introduced in the paper. It
analyses the RS model deeply to curb any irrelevant recommendations. It also gives
us the freedom to create our own RS model by importing the RecommenderModel
class from the library. It makes use of various other Python packages like Pandas,
Numpy, Scipy and Numba, to achieve better performance. The installation guide,
along with various examples, is provided under the page [20].

Spotlight can be used to build shallow RS models (one with fewer features) as
well as deep RS models (one with a large number of features). Basically, it can be
considered as a tool for exploring and prototyping new recommendation techniques.
On the set of built-in datasets provided, we can perform implicit and explicit factor-
ization to build a sequence RS model where the model recommends items based
on the sequence of previous items a user interacted in the past. An example of a
sequence RS model is YouTube recommendation. The authors of this framework
have provided details about it in the documentation [15].

RecQ is aPython2.7.× framework for recommender systems inwhich anumber of
the state-of-the-art recommendation models are already implemented. It is platform-
independent, whichmeans it can run on any platform (Windows, Linux,MacOS).We
can also visualise the input datasetswith this framework directly. It can perform faster
computation because of the support of Numpy, Pandas and Matplotlib library. The
flexibility in its design helps researchers implement new recommendation algorithms
quite easily. The documentation of the above framework can be found in [21].

Surprise has turned out to be far more superior than other frameworks in terms
of dataset handling, the number of integrated prediction algorithms, evaluation and
similarity measures and reliability in backend support. We have shown the core
features of previous frameworks and their comparisons with Surprise in Table 1.

Table 1 Comparing Surprise to existing software frameworks for recommender systems

Frameworks Backend Integrated
datasets

Integrated
similarity
measures

Integrated
evaluation
metrics

Integrated
prediction
algorithms

Python-recsys
[12]

Divisi2 MovieLens,
Last.fm

Cosine MAE,RMSE SVD [17], SVD
neighbourhood

Case
Recommender
[13]

× × × MAE,
RMSE,
Precision,
Recall,
NDCG

Matrix
factorization
[22], SVD, SVD
++ [23], CoRec
[24], UserKNN
[25], ItemKNN
[26]

(continued)
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Table 1 (continued)

Frameworks Backend Integrated
datasets

Integrated
similarity
measures

Integrated
evaluation
metrics

Integrated
prediction
algorithms

Polara [20] TensorFlow MovieLens × Precision,
Recall,
NDCG

SVD

Spotlight [15] PyTorch MovieLens
100 k, 1 M,
10 M, 20 M
Goodbooks
10 k

× RMSE,
MRR,
Precision,
Recall

×

RecQ [16] TensorFlow Ciao,
Epinions,
Douban,
LastFM

PCC, Cosine RMSE,
MRR,
Precision,
Recall, MAP

SlopeOne [27],
SoRec [28],
SVD, SVD++,
PMF [29]

Surprise SciKits MovieLens
100 k, 1 M
Jester

PCC, Cosine,
MSD,
Pearson-baseline

MSE,
RMSE,
MAE, FCP

KNNBasic [30],
KNNWithMeans,
SVD, SVD++,
SlopeOne,
CoClustering

3 Surprise Framework

The Surprise is a Python library for Recommender System or preferably, a Python
library for rating prediction algorithm. SurPRISE (Simple Python Recommendation
System Engine) was developed at the University of Toulouse III by Nicolas Hug.
The Surprise framework is freely available under the BSD 3 Clause licence at the
URL: http://surpriselib.com/.

The Surprise library was introduced in 2017 for quick and easy prototyping and
giving better control over the experiments. In Listing 1, we have shown a simple
implementation of how we can download dataset and perform prediction for any
user in Surprise.

_______________________________________________________ 

from surprise import KNNWithMeans 
from surprise import Dataset 
d = Dataset.load_builtin('ml-1M') #downloading dataset 
tset = d.build_full_trainset() # building trainset
algo = KNNWithMeans() # using integrated prediction 
algorithm
algo.train(tset) # fitting data
algo.predict('Bob', 'Big Bang Theory') 

_______________________________________________________ 
Listing 1. Implementation of simple prediction in Surprise

http://surpriselib.com/
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Fig. 2 Architecture of
Surprise library

3.1 Architecture

In this section, we have described the architecture of Surprise framework. We have
presentedSurprise in a hierarchical formdividing each feature in the formofmodules.
For making predictions, the dataset is first loaded and separated into two classes—
train set and test set. On top of that we perform some similarity computation and
prediction algorithms to either perform recommendation or evaluate the accuracy of
prediction. The modular architecture of Surprise is shown in Fig. 2.

3.2 Salient Features

Surprise has a wide variety of features, which differentiates and overpowers it over
other frameworks. While we offer a vignette of some of the main features of interest
in Surprise, this paper is by no means comprehensive. For more information, the
interested reader may refer to the online documentation at the URL: https://surprise.
readthedocs.io/en/stable/index.html.

• Easy dataset handling

Surprise provides some built-in datasets like MovieLens 100 k, MovieLens 1 M and
Jester.We can use the Dataset.load_buildin() method to load the built-in datasets.We
can also load custom datasets from files by first defining the path of the file and then
passing it in the Dataset.load_from_file(file_path, Reader) method. This library also

https://surprise.readthedocs.io/en/stable/index.html
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gives us the freedom to load datasets from the Panda’s data frame. We need to define
the rating scale parameter and then pass it into the Dataset.load_from_df() method.

• Built-in similarity measures

Surprise provides a bunch of built-in similarity measures like cosine, Pearson, MSD,
person-baseline. An implementation of the cosine similarity is shown in the below
code snippet.

sim_option = {'name': 'pearson', 
              'user_based': False, 
              'min_support': 10} 
algo = KNNBasic(sim_option = sim_option) 

The user–user similarity is defined by ‘user_based’: True whereas item–item
similarity is defined by ‘user_based’: False.

• Built-in prediction algorithm

It provides a number of prediction algorithms such as SVD,KNN, etc. An illustration
of KNNWithMeans prediction function is shown in the below code snippet. The
algorithm is first imported and then provided with some parameters like the K-
nearest neighbour and similarity measure. Finally, the algorithm is given the test set
or train set to predict the result.

algo = KNNWithMeans(k=10, sim_options=sim_options) 
test_pred = algo.test(testset) 

• Custom algorithms are easy to implement

We can even create our own prediction algorithm. Any algorithm is nothing but a
class derived from AlgoBase and having an estimate method. The predict method
calls the estimate method. In our case, it will always predict the rating as 3.

class Predictor(AlgoBase): 
  def estimate(self, user, item): 
         return 3 
algo = Predictor() 
algo.train(trainset) 
pred = algo.predict('Bob', 'Big Bang Theory') # will  
call estimate
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• Built-in evaluation measures

Surprise provides a bunch of evaluation measures such as MAE, RMSE, FCP, etc.
We can evaluate the algorithm’s performance by first importing the accuracy module
and passing algorithm to it.

accuracy.rmse(test_pred, verbose=True) 
accuracy.mae(test_pred, verbose=True) 

4 Experiments

Experiments have been conducted to determine the accuracy of various ready-to-use
similarity measures in the Surprise library using theMovieLens datasets. For recom-
mendation purposes, we have utilized the traditional K-nearest neighbour algorithm
(implemented as KNNWithMeans in the framework). The dataset has been randomly
divided into train set and test set for evaluating the accuracy in terms of MAE and
RMSE.

4.1 Datasets

We used two stable benchmark datasets from MovieLens. MovieLens is a web-
based RS that is used for recommending movies to users, based on their previous
ratings and reviews for movies using CF. It was introduced in 1997 by GroupLens
Research, a research lab in the Department of Computer Science and Engineering at
the University of Minnesota. The brief description of the MovieLens datasets along
with the sparsity in each is given in Table 2. The term Sparsity implies the portion

Table 2 Various MovieLens
datasets

Name Year Details Sparsity

MovieLens 100 K 1998 Number of
ratings:100,000
Number of
movies:1700
Number of Users:1000

0.937

MovieLens 1 M 2000 Number of ratings:1
million
Number of
movies:4000
Number of Users:6000

0.957



Accuracy Analysis of Similarity Measures in Surprise Framework 869

of the user–item matrix that has not been rated by the user. Both the datasets shown
in the table is very sparse.

4.2 Evaluation Metrics

There are various evaluation metrics to determine the accuracy of the models. In our
experiment, we evaluated the accuracy of various similarity measures by using the
integrated evaluation metrics—the MAE and RMSE. The MAE value is calculated
by first summing the absolute errors of the N corresponding ratings–prediction pairs
and then averaging the sum. Formally,

MAE =
∑N

i=1

∣
∣ri − r̂i

∣
∣

N

RMSE value is the square root of the average of squared differences between
prediction and actual observation. Formally,

RMSE =
√

∑N
i=1 (ri − r̂i )

N

A smaller value of evaluation metrics, in our case MAE and RMSE, indicates
better accuracy.

The similarity measure is the measure of how much alike two elements are. In
our case, the similarity measure is defined as the closeness of two users in the given
dataset. There are a lot of ways to determine the similarity, but we have selected four
of the integrated similarity measures provided in the framework. Table 3 shows the
various similarity measures we used in our experiment.

4.3 Results and Discussion

In our experiment, we have utilized the user-based CF recommendation with KNN,
and the similarity measure modules have been chosen from the Cosine Vector,
Pearson Correlation, Mean Squared Difference, and Pearson-baseline one after the
other. The values of MAE and RMSE are evaluated by varying the neighbourhood
size k of an active user from 10 to 50 (at an interval of 10).

Figure 3 demonstrates MAE value against different neighbourhood sizes for (a)
MovieLens 100 k (b) MovieLens 1 M. Similarly, Fig. 4 depicts RMSE value against
different neighbourhood sizes for (a) MovieLens 100 k (b)MovieLens 1 M. It can
be observed that as we increase the value of k (number of neighbours), the accuracy
of recommendation increases. It can even be visualized that Pearson-baseline results
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Table 3 A list of similarity measures

Author’s Methods Formula

Breese et al. [31] Cosine Vector (CV) CV(u, v) =
∑

i∈Iuv rui rvi√∑
i∈Iu r2ui

√∑
j∈Iv r

2
v j

Resnick et al. [32] Pearson Correlation
(PC)

PC(u, v)

=
∑

i∈Iuv (rui − ru)(rvi − rv)
√∑

i∈Iuv (rui − ru)2
√∑

i∈Iuv (rvi − rv)2

Shardanand and
Maes [33]

Mean Squared
Difference (MSD)

MSD(u, v) = |Iuv |∑
i∈Iuv (rui−rvi )2

Pearson_baseline Pearson_ baseline(u, v)

=
∑

i∈Iuv (rui − bui )(rvi − bvi )
√∑

i∈Iuv (rui − bui )2
√∑

i∈Iuv
(
rvi − bu j

)2

0.7
0.71
0.72
0.73
0.74
0.75
0.76
0.77

0 10 20 30 40 50 60

MAE 

Cosine MSD Pearson Pearson-baseline

0.66

0.67

0.68

0.69

0.7

0.71

0.72

0.73

0 10 20 30 40 50 60

MAE

Cosine MSD Pearson Pearson-baseline

a

b

Fig. 3 a MAE on MovieLens 100 K b MAE on MovieLens 1 M
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0.9
0.91
0.92
0.93
0.94
0.95
0.96
0.97
0.98
0.99

RMSE

Cosine MSD Pearson Pearson-baseline

0.85

0.86

0.87

0.88

0.89

0.9

0.91

0.92

0.93

0 10 20 30 40 50 60

0 10 20 30 40 50 60

RMSE

Cosine MSD Pearson Pearson-baseline

a

b

Fig. 4 a MAE on MovieLens 100 k b RMSE on MovieLens 1 M

in better accuracy (in terms of MAE and RMSE) than other similarity measures.
Furthermore, in Pearson-baseline, we can observe that as the value of k crosses 30,
the accuracy of the algorithm drops or in other words, neighbourhood size of 30 may
be useful for an accurate recommendation.

5 Conclusion

In this work, we have summarized the various Python frameworks which are useful
for building RSmodels based on collaborative filtering.We have shownwhy Surprise
framework is better than other frameworks in terms of implementing and handling
newand complex recommendermodels.We even conducted an experiment to analyse
the accuracy of various built-in similaritymeasures present in the Surprise framework
using the two most popular RS evaluation metrics, MAE and RMSE. From the
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results obtained by experiment, we can say that Pearson-baseline similarity measure
outperforms other similarity measures by a wide margin. Well, in future, we will
further optimize the similarity measures to obtain a more accurate recommendation.
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Computational Method for Cotton Plant
Disease Detection of Crop Management
Using Deep Learning and Internet
of Things Platforms

Bhushan V. Patil and Pravin S. Patil

Abstract Cotton is a major crop from income point of view in India. Cotton crops
are damaged due to early fall off leaf or leaf will get infected due to diseases. Due
to sudden change in climatic conditions, plant diseases occurred either scorching
temperature in the crop filed or some pesticides will be required within a time. There
are multiple systems to detect and restrain the diseases on a cotton leaf through
soil monitoring in classification and identification of numerous diseases like bacte-
rial blight, Alternaria, and many more. After disease detection, will be provided to
the farmers using various machine learning algorithms and IoT-based system. In
this paper, the main focus is on a new deep learning method, which investigates
to automatically identify a diseased plant from leaf images of the cotton plant and
IoT-based platform in collecting various sensor data for detecting climatic changes.
The deep CNN model is developed to perform cotton plant disease detection using
infected and healthy cotton leaf images by collecting images through the complete
process used in training and validation for image preprocessing; augmentation and
fine-tuning. Different test cases were accomplished to check the performance of the
created model and make this new system economical and independent. This newly
created system gives accuracy as efficient as possible for cotton plant disease detec-
tion and restrains by improving crop production, this paper provides an innovative
path to researchers for developing a cotton plant disease identification system.

Keywords Deep learning (DL) · Internet of things (IoT) · Leaf disease ·
Convolutional neural network (CNN)
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1 Introduction

Distinct diseases in cotton crops is a serious alert that affects financial as well as
commercial influence. The disease should be correctly diagnosed and identified early
for further action to save the crop. Advancements in technologies are leading as we
are surrounded by the huge volume of smart sensors and intelligent system (IS),
interconnected through Internet and cloud platforms. Cotton is one of themost crucial
crops in Maharashtra. Numerous diseases obstruct the growth of the plant in fields
which may cause a massive loss in the quality of products. Cotton crops are damaged
due to early fall off leaf or leaf will be infected due to diseases. Plant diseases are
generally affected by various climatic conditions like scorching temperature in the
crop filed and also some pesticides will be required within a time. There are multiple
systems to detect and restrain the diseases on cotton leaf through soil monitoring in
classification and identification of numerous diseases like bacterial blight, Alternaria,
and many more [1]. After disease detection with its possible solutions, it is provided
to the farmers using various machine learning algorithms and IoT-based system. To
face problems likeMaintainable Environmentalism, unwanted reduction, and topsoil
optimization; requires numerous and heterogeneous variables gathering agricultural
data and perform analysis for developing production techniques.

Deep learning is a very popular technique due to the accuracy of results when
trained with huge data. It takes more time for training as compared to testing phase
due to a number of parameters. Different deep learning model architectures such as
AlexNet, VGG Network, GoogleNet, ResNet are the ones that use hundreds even
thousands of these residual layers to create a network and then train, ResNeXt is the
current technique for object recognition, RCNN (Region-Based CNN) used to solve
the object detection problem, YOLO (You Only Look Once). Deep Learning (DL)
is also named as deep structured learning or hierarchical learning, i.e., one of the
parts of machine learning methods is basically worked on artificial neural networks.
Learning can be differentiated into supervised, semi-supervised, or unsupervised.
The word “deep” in “deep learning” depicts data is transferred through a number
of layers. The main advantages of deep learning are to extract appropriate features
automatically.

There are innumerable deep learning models like Convolutional Neural Network,
AlexNet, GoogleNet, VGG (Visual Geometry Group) generally applied for plant and
leaf disease detection. There are various tools to experiment withDeep Learning. The
most popular are Theano, TensorFlow, Keras, Caffe, PyTorch, TFLearn, Pylearn2,
Cuda, OverFeat, etc.

Figure 1 shows an overview of the proposed system.
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Fig. 1 Overview of the proposed system

Fig. 2 Bacterial-blight-
infected
leaf

2 Diseases of Cotton Leaf

2.1 Bacterial Blight

(i) It is one of the bacterial diseases caused by Xanthomonas Campestris Pv.
Malvacearum bacteria.

(ii) Figure 2 shows infected leaf with bacterial blight [2].
(iii) It starts with dark green color and the border of red to brown or dark brown to

black color.

2.2 Alternaria

(i) It is one of the types of diseases caused by fungal of Alternaria macrospora
[2, 3].

(ii) Figure 3 shows the infected leaf.
(iii) Alternaria disease observed on the below part of leaves than the upper part with

confusion of symptoms with spots of bacterial blight.
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Fig. 3 Alternaria-infected
leaf

Fig. 4 Cercospora-infected
leaf

2.3 Cercospora

(i) The infected leaf has red spots in unpredictable shapes with different shades
of color (yellowish, purple, dark brown) spread out up to 2 cm.

(ii) Figure 4 shows a Cercospora-infected leaf.
(iii) The lesion region, Blackish leaf spot shows up through delicate veins that

influence more aromatic, seasoned leaves of developing plants [2, 3].

2.4 Grey Mildew

(i) It’s an irregular fungal disease about 110 mm diameter with light lustrous spots
[2, 3].
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Fig. 5 Grey Mildew leaf

(ii) Figure 5 shows infected leaf.
(iii) The infection appears in whitish spots.

2.5 Fusarium Wilt

(i) It caused due to Fusarium oxysporum [2, 3].
(ii) Figure 6 shows Fusarium Wilt infected leaf.
(iii) The infected plant is shadier green and show down as the yellow dark color of

the leaves.

Fig. 6 Fusarium Wilt
infected leaf
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3 An Artificial Neural Network (ANN)

Figure 7 shows an artificial Neural Networkmodel (ANN), which is based on biolog-
ical neural networks. Each circular node represents an artificial neuron and a connec-
tion from the input of another to the output of one artificial neuron is represented by
an arrow [4].

There are mainly two categories of Artificial Neural Network (ANN): (i) Feed
Forward ANN and (ii) Feedback ANN.

Feed Forward ANN:

In this type, information flow in network is unidirectional. The information sends
through a unit to another unit not possible without feedback loops (Fig. 8).

Feedback ANN:

This kind of category requires feedback loops that are used in content-addressable
memories (Fig. 9).

Fig. 7 Schematic
representation of ANN

Fig. 8 Feed forward ANN
(Source Computational
science with Suman kumar
swarnkar blogspot)
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Fig. 9 Feedback ANN (Source Computational science with Suman kumar swarnkar blogspot)

Fig. 10 Phases for CNN
Deep CNN Model for Cotton Plant Disease Detection

Input ->Convolution ->ReLU -> Pooling ->
ReLU ->Convolution ->ReLU ->Pooling ->Fully Connected layer

This method describes the approach using the deep convolution neural network in
detecting plant diseases, which enables the model to differentiate the infected leaves
with healthy leaves or from the environment through deep CNN.

CNN technique is supervised type, which combines convolutional layers, ReLU
Layer, fully connected layers, pooling layers, and activations layers.

A. Convolution Layer:

Convolution is the starting layer which is generally used to extract features from the
input. It applies a convolution operation to input. This layer applies different filter
layers to create a feature map (kernel) (Fig. 10).

B. Rectified Linear Unit (ReLU):

It is generally used to increases non-linearity on the feature map in deep learning
models as an activation function. For negative input values setting back to returns 0.

This can be represented as

f (x) = x+ = max(0, x) (1)

where x → Input to neuron (A ramp function)

C. Pooling Layer:

Pooling layer is used to reduce the dimensionality, and it reduces different parameters
when the image is large, and it controls the overfitting problems [5].

D. Fully Connected Layer:

This is the final layer where actual classification happens, where each neuron in
the input is connected to each neuron in the output, here we add an artificial neural
network to combine features and attributes which predict classes [5].

E. Train CNN with TensorFlow:
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For numerical computation, TensorFlow is a software library to code for creating
a convolutional neural network. Mathematical operations are represented through
nodes while the multidimensional data arrays are represented through graph edges
(tensors) communicated between them.

4 Literature Survey

The different reviews of papers are shown in Table 1,

5 Methodology

This paper proposed a cotton plant disease recognition system using deep learning
having different steps as follows: Collecting dataset, pre-processing dataset, training
the Convolutional Neural Network model (CNN) for identification and detecting
types of leaf diseases, validation of model through the result (Fig. 11).

Dataset:

All the images were collected from day-to-day survey from the IoT-based system
camera and sensor implemented on crop field and infected survey areas that we used
for training hence to differentiate the leaves from the surrounding, then train the deep
neural network.

The main objective of this study is to chance for the network by increasing appro-
priate features when using more augmented images. The main purpose of applying
augmentation is to reduce overfitting during the training stage. In image augmenta-
tion, numerous transformation techniques such as affine transformation, prospective
transformation, rotation are used.

Image Preprocessing and labeling:

Images in the dataset may be in different formats, quality, and resolution, for better
feature extraction. Hence, the images need to be preprocessed, less than 500 pixels
will not be considered as valid images for the dataset. The rest will be resized to 256
× 256 in order to reduce the time for training [11].

Neural Network Training:

In this step, to train the deep convolutional neural network (CNN) to make an image
classification model, there are numerous deep learning frameworks like Python
library Theano [12] and machine learning library that extends Lua, Torch7 [13].
Also, apart from this, there is Caffe, an open-source deep learning framework [14],
containing reference CaffeNet model. Also for the prediction of the model, we need
to compute the F1 score for the test’s accuracy. Classification model’s performance
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Table 1 Reviews of different research papers

Sr. No. Year of publication Abstract

1 2016 This paper [4] explains the CNNs generation of achieved results of
image classification, that describe the development of the
recognition method for plant disease through the use of deep
convolutional networks depending upon leaf image classification

2 2018 It [6] focused on deep learning methodologies to develop
convolution neural network models for plant disease detection.
Several model architectures were trained and reached a maximum
success rate for the identification of plant–disease combinations.
High success rate ensures the model is an early warning tool and
in the future, it prolonged to operate in real-time crop growing to
carry an integrated plant disease identification method

3 2019 Each and every country serves agriculture automation as the
primary concern and prominent subject. With increasing in
population at a fast rate, the need for food also increases
tremendously, his paper [7] discusses a detailed survey, which the
author has proposed and a system is focused that is implemented
using IoT methodology on the botanical farm

4 2017 Crop diseases are today considered as the main threat in supply for
food. Increasing demand of smartphone technology all over the
world, it becomes technically feasible to influence image
processing techniques for the identification of plant conditions
from a simple photo, the main focus was on [8] by using deep
convolution scheme for distinct classes to classify diseases status
and crop species

5 2016 A disease on crop leads to the main issue in food security, and also
identification is a difficult task in various parts due to inefficient
infrastructure. Today through a mishmash of increasing global
smartphone penetration with advancement the author author
propos[5] focusses and discusses disease identification with the
help of a deep convolutional neural network

6 2019 In this [9], [10] the author proposed the Kinship verification
system using a CNN, as kin and non-kin classifier categories to
examine whether image pair likely belongs to a unique category or
not. Through this algorithm, various problems like tracking the
images, the arrangement of images from a group using a machine
are solved. Also, his work focused on illumination variations by
proposing an adaptive version of the CLAHE algorithm to address
the challenge of the illumination variations

is evaluated through the metric F1 score. In Keras, to compute the F1 score for each
epoch, the F1 score reaches the best score as a 1, and the worst score as a 0 (Fig. 12).

Performed Tests: Test set for prediction of the leaf as healthy/unhealthy with its
disease to evaluate the performance of the classifier.

Fine-Tuning: Fine-tuning helps to increase the accuracy of prediction.
Equipment Used: Training of the CNN performed in NVIDIA Graphics

Processing Unit GPU mode such as GTX 1080ti, Tools such as Anaconda Python,
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Fig. 11 Architecture of plant disease detection system using deep learning

Fig. 12 Output layer images (Source Hindawi Publishing Corporation Computational Intelligence
and Neuroscience Article ID 3289801)

and libraries such asOpenCV, Caffe integratedwith CudNN.Youwill train themodel
for 10 k iterations, you should see the accuracy to be around 98.0%.

6 Conclusion

This model developed a new computational method that will identify the process
of disease detection through images of the cotton plant and IoT-based platform in
collectingvarious sensor data for detecting climatic changes.UsingdeepCNNmodel,
the detection and classification of cotton plant is performed through the complete
process from pre-processing to fine-tuning. Different test cases are accomplished to
make new systems economical as well as independent by constantly checking the
performance of the created model. So this new system with accuracy and efficiency
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will turn to be an improvement in the production of the crop. Smart farming using
IoT platform with the mixing of sensors automates the irrigation system by moni-
toring field conditions anywhere to make this system efficient to one improve crop
production. In the future, through this new methodology, the prediction of diseases
on the cotton plant will be time-consuming to make it as effective.
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Foot Ulcer and Acute Respiratory
Distress Detection System for Diabetic
Patients

M. S. Divya Rani, T. K. Padma Gayathri, Sree Lakshmi, and E. Kavitha

Abstract Health care and wellness management for a diabetic are one of the most
promising information technology in the field ofmedical science. A healthcaremoni-
toring system is necessary to constantly monitor diabetic patients’ physiological
parameters. Hence the major scope of this proposed project work is to develop
a smart health monitoring system that overcomes many complications in diabetic
patients by periodically monitoring patients’ heartbeat rate, SPO2 (Peripheral capil-
lary oxygen saturation) level, foot pressures, etc. Therefore, the IoT concept is used
and sensors are connected to the human body with a well-managed wireless network
that periodically monitors the physiological parameters of the body to avoid high
risks in diabetic patients. Continuous health monitoring remotely works because
of the integration of all components with wearable sensors and implantable body
sensors networks that will increase the detection of emergency conditions at risk.
Also, the proposed system is useful to operate remotely because of inbuilt Wi-Fi in
the system.
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1 Introduction

Acute Respiratory Distress Syndrome (ARDS) is a kind of respiratory failure due to
the rapid onset of extensive inflammation in the lungs showing symptoms like rapid
breathing, shortness of breath, and bluish skin coloration [1]. A literature review
was conducted to identify the different causes of renal failure and cardiac arrest
in most of the diabetic patients. It was found that the risk of death due to cardiac
arrest is Pulmonary Edema that has been increased among diabetic patients which
are associated with cardiovascular disease. Pulmonary Edema is a fluid collection
in the air spaces and tissues present in the lungs that decrease the process of gas
exchange which leads to respiratory failure. Pulmonary Edema is also due to either
failure of the heart to eliminate blood effectively from the pulmonary system or
damage to the lung parenchyma due to kidney-related problems in the case of diabetic
patients. Pulmonary edema, especially critical, can lead to serious respiratory failure
conditions or cardiac arrest in most of the diabetic patients. Congestive heart failure
which is mainly due to the heart’s incapability to push the blood out of the pulmonary
system at an adequate rate resulting in increased heart pressure and pulmonary edema
[2].

Diabetic Foot Ulcer (DFU) is also one of the major problems of diabetes mellitus,
and maybe the key element of the diabetic foot. Being a natural process, wound
healing is usually taken care of by the body’s inherent mechanism of action that
works consistently most of the time, Diabetes mellitus is one of the metabolic
complications in type I and II diabetic patients that slow down the wound healing
process. Peripheral neuropathy is the most common problem of diabetes and its
early discovery through the provision of education and appropriate foot care may
reduce impairment especially in diabetes-based foot complications. Most common
among the neuropathies are chronic sensorimotor distal symmetric polyneuropathy
and autonomic neuropathies.

Hence, a new secure IoT-BasedModernHealthcaremonitoring system for diabetic
patients is proposed, to give flexibility and fast operational speed to get expected
outcomes. With wearable sensors and embedded sensor networks, the detection
of emergencies increases to reduce the high risk of deaths in diabetic patients
[3–7]. Therefore, a new secure IoT-based new technology for constant healthcare
monitoring system for diabetic patients Type I and Type II is proposed.

2 Proposed System

Figure 1 shows the system architecture. The major scope of this proposed system
is to develop a smart health monitoring system that overcomes many complica-
tions in diabetic patients by periodically monitoring patients’ heartbeat rate, SPO2
(peripheral capillary oxygen saturation) level, foot pressures, etc. In this proposed
technology, various hardware were used to accomplish the tasks namely Arduino
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Fig. 1 System architecture

Mega, pulse oximeter or photoplethysmography sensor, pressure sensors, etc. and
more sensors also can be used to detect various vital parameters. The proposed smart
system comprised of four main parts. The first part is for detecting the blood oxygen
level to recognize the indication of pulmonary edema, second being the detection
of electrocardiogram commonly referred to as ECG or EKG (heartbeat detection) to
indicate the cardiac arrest and the third part is to detect the pressure from the pressure
sensors to detect the foot ulcers under normal or abnormal conditions of patients and
finally to provide the detected data for remote monitoring. Remote monitoring of the
measured vital parameters of the patient enables a caretaker or health specialist to
observe a patient’s health progress in any emergency and nonemergency condition.

Remote viewing of the data enables a doctor or health specialist to monitor a
patient’s health progress away from hospital premises in any emergency and none-
mergency condition. Arduino Mega is a prototyping device that is connected with
sensors, sensors are coupled with human bodies and this prototype is connected with
software systems by using a wireless connection.

2.1 Implementation

There are two main sections: Transmitter section and the Receiver Section. The
transmitter section comprises an insole, which consists of pressure sensors known
as Force-Sensing Resistor sensors placed on the 5 areas of rubber insole to detect
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the pressure at various areas of each foot. The pulse oximeter and heart rate sensor
collects data when the patient places a finger on it which subsequently detects the
blood oxygen saturation level and heart rate of a diabetic patient. Continuously the
data is sent to the Arduino Mega 2560. The data transmitted is encoded and sent
serially over air interface through RF module, i.e., GSM and Wi-Fi, the measured
vital parameters of the patients are displayed on the display unit for patient view and
in case of emergency, an SMS alert is sent to caretakers mobile. The collected sensor
data is connected to theWi-Fi module that pushes data to the ThingsBoard server via
the MQTT protocol. Hence, the data is investigated using a built-in, customizable
dashboard. ThingsBoard database is used because the system formats the recorded
data which is flexible to access. When abnormal data has been recorded, an alert
indication through messages will be sent to the doctor’s mobile, and hence critical
situations can be handled to avoid the risks. With the help of an RF module fixed at
the transmitter side, the data is further transferred to the receiver section.

The receiver section is RPM (Remote Patient Monitoring) system and the tech-
nology is used for observing patients’ health outside the conventional health centers.
The remote healthcare system offers healthcare specialists or doctors to access the
digital data of heart rate, SPO2 and foot pressure sensor to a centralized view of all the
diabetic patients allowing them to investigate further, creating customized precau-
tions according to a diabetic patient’s health condition and ailment and hence alerts
and reminders that trigger the Doctor and Caretaker in case of medical emergencies.

2.2 Block Diagram

The block diagram of the detection system is shown in Fig. 2. The sensors are placed
on a rubber foot insole, which is a thin material especially manufactured for diabetic
patients. The sensors on the rubber insole and all the sensors that measure heart rate
and SPO2 are connected to the Arduino Mega 2560 as shown in the Fig. 3. These

Fig. 2 System block
diagram



Foot Ulcer and Acute Respiratory Distress Detection System … 891

Fig. 3 Arduino Mega 2560

signals are interfaced by PC using Arduino IDE. The application program that is
running on Arduino Mega 2560 is written using the C++ programming language,
which is quite simple and easy to access.

There are two functions to be performed, one is calculating the foot pressures and
the other being measurement of heart rate and SPO2. The keypad embedded at the
transmitter allows the patient to select any one function at a time from the available
two functions. When key 1 is pressed, foot pressure measurement is originated and
when key 2 is pressed a heart rate/pulse oximeter is activated. The data is measured
and processed in the main controller and hence compared with the specified thresh-
olds according to the patient weights. Further, the Arduino is connected to the GSM
module, which is used to send alert messages to the caretaker’s mobile phone in case
of both critical and noncritical conditions.

The transmitter also has a Wi-Fi Module that sends the data to the Thingsboard
server via MQTT protocol by using Pub–Sub-Client library for Arduino. The data is
investigated using a built-in customizable dashboard. The application that is running
on Arduino is written using the Arduino SDK. The data stored in ThingsBoard can
be observed by the doctor from anywhere.

The link to the dashboard can be privately shared with doctor to monitor the data.
The same data is also available on the LCD for immediate view by the patient.

The proposed system is a smart health monitoring system, which uses the latest
IoT technology for monitoring the vital parameters of the diabetic patients. The main
component of this project uses an Arduino Mega board, which is interfaced with a
Wi-Fi through the serial communication port. The main sensors which are used in
this project are FSR for foot pressure andMAX30100 sensor for measuring the heart
rate and SPO2 level. The measured values are displayed on the LCD display in the
system itself, and are sent serially to the Wi-Fi Module. The Wi-Fi is programmed
in order to work with the ThingsBoard.

Data is acquired from FSR sensors and MAX30100 by the Arduino controller.
The data is processed in the Arduino controller and compared with the specified

thresholds. Arduino is connected to the GSM module, which is used to send alert
messages to the caretakers’ or patient’s phone in case of emergency.

Wi-Fi module sends the data to the dashboard.
The data stored in ThingsBoard can be viewed by the doctor from anywhere.
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The link to the dashboard can be privately shared to monitor the data. The same
data is also available on the LCD for immediate view.

3 System Components

3.1 Required Hardware Components

• Arduino Mega

The Arduino Mega 2560 is a microcontroller board which enables the following [8]:

• MAX3100

Figure 4 represents MAX30100, it is pulse oximetry that measures the blood oxygen
saturation level which is called a SPO2 level [9].

• FSR

Figure 5 represents a Force-SensingResistor (FSR). FSR is a sensorwhose resistance
changes when a force, pressure or mechanical stress is applied [10].

Most FSRs are either a circular or rectangular sensing area. The square FSR is
suitable for broad-area sensing, while the circular sensors can providemore precision
to the location being sensed.

• ESP 8266-01

ESP8266-01 is an impressive, low-cost Wi-Fi module suitable for adding wire-
less accessibility through the Internet to an existing controller project via UART
serial connection shown in Fig. 6 [11]. Wi-Fi module is used to access the cloud
ThingsBoard through the Internet.

Fig. 4 HR/SPO2
measurement device
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Fig. 5 Round FSR

Fig. 6 Wi-Fi module

Fig. 7 GSM module

• GSM SIM 800C

Figure 7 represents SIM800C that is an RF module that can transmit SMS, Voice,
and data information with low power consumption. In our project, we are using GSM
SIM 8000C to send SMS alert messages to the caretaker.

3.2 Required Software Components

• Arduino IDE

The Arduino Integrated Development Environment (IDE) is a cross-platform appli-
cation that is written in the programming language Java. This software is open-source
software that is generally used as an editor and compiler for Arduino Mega 2560. It
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Fig. 8 Arduino IDE

is easily accessible for operating systems like MAC, Windows, Linux, and runs on
the Java Platform. Arduino IDE shown in Fig. 8 supports both C and C++ languages.

• ThingsBoard dashboard

ThingsBoard is an open-source tool for IoT applications mainly incorporated for
real-time data collection, visualization, processing, and device management [12].

4 Hardware Setup

The experimental setup which is designed for acquiring the foot pressure signal and
HR/SPO2 levels is shown in Fig. 9. The pressure from the sensors is obtained by
voltage ranging from 0 to 5 v output. The voltage can be converted to a pressure
unit also. The voltage recorded will be the same for the normal person without
abnormalities based on the sensors we positioned on the rubber insole.

Fig. 9 Position of the
pressure sensors
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Figure 10 shows the hardware demonstration of this work making a nondiabetic
person weighing 52 kg to stand on the sensors placed on the foot insole. The FSR1
to FSR5 is placed on the left insole and the FSR6 to FSR10 is placed on the right
insole. The readings are shown in Fig. 11 further it is sent to caretakers’ mobile,
which indicates the reading of voltages in millivolts with respect to FSR. In our
project, for 52 kg nondiabetic patients these readings will be the optimized threshold
value. If suppose the patient is with diabetics and suffering from acute foot ulceration
disease, the output voltage will vary with respect to each FSR. Hence, we conclude
in this work that the voltage variations with respect to each position of the sensors
will enable us to find the abnormalities in diabetic patients suffering from foot ulcers.
Due to the foot ulcer, the pressure in the particular area of the foot increases further
increasing the voltage levels. Hence foot ulceration can be detected and the same has
been reported to caretaker’s mobile as shown in Fig. 11.

If the diabetic patient is suffering from kidney-related issues, the heart rate and
SPO2 level are detected by placing the finger on the device when there is a discomfort
condition faced by them. Figure 12 shows the record of heartbeat and SPO2 levels
on the LCD Display. The normal heartbeat is within 60–100 beats per minute and

Fig. 10 Complete hardware

Fig. 11 Message alert on
mobile
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Fig. 12 SPO2 and HR
measurements on LCD

the normal SPO2 level is 90–100%. The recorded value is for a healthy person and
the same has been sent to a caretaker’s mobile which is shown in Fig. 13.

Figure 14 shows the continuously sent data from the insole and HR/SPO2 sensors
to the dashboard, which is monitored by a doctor who treats the patient. If there is
an emergency, the patient will be asked to visit the hospital immediately.

Fig. 13 Message alert on
mobile

Fig. 14 Message alert on
Thingsboard
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5 Conclusions

The proposed work helps a diabetic patient prone to the situation leading to the
development of a risky life-threatening condition of deaths due to Pulmonary Edema
that can be monitored to predict and alert in advance any indication of the body
status. The diabetic foot ulcer can be monitored at an earlier stage and reduces
any foot amputation possibilities in diabetic patients. There is a significant reduc-
tion of hospitalizations as patients suffering from chronic diseases are on a remote
healthcare monitoring program, hospital admissions can be reduced greatly. The
proposed smart health monitoring system leads to increased healthcare team produc-
tivity, enabling more evidence-based care and more efficient diabetic patient care
management. Acute care discharge planning is enhanced using remote health care
management solutions. Further, the system can be improved by implanting many
FSRs on foot insole to get accuracy in the sensing area.
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Cluster-Based Prediction of Air Quality
Index

H. L. Shilpa, P. G. Lavanya, and Suresha Mallappa

Abstract The present world is facing the crucial issue of air pollution, which is
threatening the human race and the environment equally. This situation requires
effective monitoring of air quality and recording the pollution levels of different
pollutants SO2, CO, NO2, O3 and particulate matters (PM2.5 and PM10). To achieve
this, we need efficient prediction and forecasting models which not only monitors
the quality of the air we breathe in but also forecast the future to plan accordingly.
In this direction, various data mining methods are adopted for analysing and visual-
izing concentration levels of air pollutants using Data Mining on big data and data
visualization. In this work, we have explored the partition-based clustering tech-
nique to extract the patterns from the air quality data. We have compared prediction
methods, Auto-Regressive Integrated Moving Average (ARIMA) and Long Short-
Term Memory (LSTM) on representatives of each cluster and also done forecasting
for the year 2018. The results have proven that ARIMA works better than LSTM.

Keywords Air quality index · ARIMA · Air pollution · Big data clustering ·
Forecasting · LSTM · Prediction · Particulate matters

1 Introduction

We are in a scenario where the entire humanity is under the threat of air pollution for
which we are directly or indirectly responsible. Air pollution is creating havoc as it
damages the life on this planet. Human beings, animals, forests and water bodies are
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all affected by air pollution. Air pollution is also posing a hazard to the environment
as it is the root cause for the depletion of the ozone layer which acts as a shield to
the earth and absorbs the sun’s ultraviolet radiation. The quality of the air affects the
quality of our life. It is continuously changing from place to place and from time to
time. Hence the U.S. Environmental Protection Agency (EPA) and local air quality
agency are working to provide information about the quality of the outdoor air in an
easy way such that even a common man can understand and take necessary action.
Air Quality Index (AQI) is one such important tool in this direction as it tells us how
good or bad the air we breathe is. By creating this awareness, local officials also give
us information to safeguard ourselves from the ill effects of air pollution.

Gases and meteorological parameters data are usually recorded by automatic
stations at regular time intervals. Meteorological data is typically multivariate that
often consists of many dimensions. The AQI is calculated for five major air pollu-
tants regulated by the Clean Air Act: Ground level Ozone (O3), Partical Pollution
(PM2.5 and PM10), Carbon Monoxide (CO), Sulfur Dioxide (SO2), and Nitrogen
Dioxide(NO2). For each of these pollutants, EPA has established national air quality
standards to protect public health [1]. This work proposes clustering-based anal-
ysis and visualization of air quality data which is proven to be an efficient method
for knowledge discovery. Historical air quality data from 2003 to 2017 has been
mined using the clustering technique to group states of the USA on the basis of the
Air Quality Index in respective states. Prediction of air quality using ARIMA and
LSTM techniques has been performed on the cluster wise data choosing one state as
a representative from each cluster. The prediction result obtained for the year 2017
is compared with the actual data and the result shows that cluster wise prediction
gives nearer value to the actual data. Forecasting also has been performed for the
year 2018 and compared with EPA actual data which shows the efficiency of the
techniques used.

2 Related Work

As Air Quality Index is very important for society, research in this area is also
increasing and has a lot of scope. A study about air pollution caused by industries in
Nigeria is studied in [2]. They chose two industrial plants in Nigeria, Ife steel plant
and Ibadan Asphalt, for their analysis and implemented an AQMS application using
a decision tree classification algorithm and did the prediction. In their study, they
considered three pollutants: Particulate Matter (PM10), Sulphur Dioxide (SO2) and
Nitrogen Dioxide (NO2). A study on daily air quality data of Delhi at ITO (a busiest
traffic intersection place) by considering Respirable Suspended Particulate Matter
(RSPM), SO2, NO2 and Suspended Particulate Matter (SPM) pollutants is done in
[3]. Initially, they have performed prediction using Multi-Linear Regression (MLR),
but because of the multi-colinearity problem they worked on prediction technique
using Principal Component Analysis for four different seasons from 2000 to 2006.
They observed and predicted values in the years 2000–2005 and for the year 2006.
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A study on varying trends of ambient air quality and the levels of related air
pollutants are analysed based on the database monitored at Bahadurshah Jafar Marg
near ITO intersection Delhi, which is carried out in [4]. They predicted three pollu-
tants NO2, SO2 and RSPM using Seasonal ARIMA. The study suggested that since
the prediction varies with the daily traffic, the prediction will be improved by
including the traffic volume and industrial emission data. The air quality in Malaysia
is predicted for the year 2016 using the pollutants CO and NO2 in [5]. Pollutant data
from the selected four monitoring stations from the years 1996–2006 are analysed
using ARIMA and SARIMAmodels to forecast the trend of the pollutants. The fore-
casting models show that the predicted values are within the range prescribed by
the country’s organizations NAAQS and DOE. KNN classifier is used to predict the
air quality index using the parameters sulphur dioxide, nitrogen monoxide, nitrogen
dioxide, carbon monoxide and ozone in [6]. The data used is recorded for 29 days in
June 2009. To have an accurate prediction more data is required.

The study [7–9] is based on annual data collected from www.epa.gov with NOx,
SO2, VOC, CO, PM10 and PM2.5 and they found that the SOFM model gives better
prediction when compared to other models. Models are implemented with limited
historical data and can be improvedwith input frommultiple data sources. In [10], six
differentmethods are used tomeasure the air quality index inNagpur andMaharashtra
of India from May to October 2014 with reference to PM10, PM2.5, SO2 and NO2.

In [11], prediction of PM2.5 concentration from meteorological data is done
through statistical models based on relevant machine learning models. The study
is carried out for the two locations in Quito. The models are based on wind speed,
wind direction and precipitation. A method is proposed in [12] to know the health
effect because of traffic flow and meteorological conditions in Wroclaw. The study
is done considering two years of data between 2015 and 2016. Random Forest based
partition model is used to model the regression relationship between the NO2, NOX

and PM2.5 pollutants, meteorological conditions and temporal conditions.
From all the above studies, it is observed that the study ofAir Quality is the need of

the hour as necessary steps have to be taken by the Government and Public to address
the problem. Another important observation is though many people have addressed
the problemusing different prediction and forecasting techniques, the data considered
is limited to a specific area and comparatively less. Hence, weweremotivated to carry
out clustering-based prediction and forecasting using a large amount of data, i.e. daily
data collected for a period of 15 years. We also noted that there is no comparative
study between ARIMA and LSTMmodels. As we observe from the clustering of the
data, the Government can take some of the commonmeasures to reduce the pollution
level in all the states which fall on the same cluster instead of each state. This helps in
reduced expenditure while controlling air pollution. K-means with DTW algorithm
is used for clustering because of its optimal match between two time series. For the
analysis of air quality, we used two techniques ARIMA and LSTM. ARIMA is one
of the better models to analyse the time series data and can be done using forecasting.
It works on a single variable. Since ARIMA captures linear relationships we use the
LSTM model for non-linear associations and have carried out the analysis.

http://www.epa.gov
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3 Proposed Methodology

In this work, we propose a clustering-based method for air quality prediction and
forecasting. Initially, we downloaded the data from the Historical Air Quality dataset
and perform ARIMA on the entire dataset to predict air quality using a 70:30 ratio
for training and testing, respectively. We evaluate the performance of our prediction
usingdifferentmetrics as explained inSubsection 3.6. Further,we explore the efficacy
of partition-based clustering technique on the data and perform K-means clustering.
Instead of the normally used Euclidean distance, Dynamic Time Warping (DTW)
with LB_Keogh is used as it has been proved comparatively better. Clustering groups
the states based on the air quality index. A state is chosen as the representative of
the cluster and prediction is performed on the four states representing four clusters.
The results obtained are evaluated using different metrics. The overall flow of the
proposed methodology is given in Fig. 1.

3.1 Time Series Modelling

“A time series is a set of observations measured sequentially through time” [13].
Time series is a collection of data points that are collected at constant time intervals.
It is a dynamic or time-dependent problem with or without increasing or decreasing
trend, seasonality. Time seriesmodelling is a powerfulmethod to describe and extract
information from time-based data and helps us to make informed decisions about
future outcomes. The forecasting method analyses the sequence of historical data in
a period of time to establish the forecasting model.

Depending on the number of variables, the analysis becomes either univariate
which uses only one variable or multivariate which uses more than one variable [14].
Here, we use a single variable PM2.5 for the analysis of time series. In our work,
we make use of two pieces of knowledge—factors influencing pollution and Air
Quality Index(AQI) observed every year between 2003 and 2017. With respect to
these concepts, we determine the similarity between time series ofmultiple states and
the time series of the 5479 days from the year 2003 to 2017. We have worked with
PM2.5 daily data as this has been seen to be the cause for lung diseases in the USA.

Fig. 1 Workflow of the
proposed method
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As per the study of “American Lung Association”, more than 4 in 10 Americans live
with unhealthy air according to 2018 “State of the Air” report [15]. In this work,
we have used the ARIMA model for prediction of PM2.5 pollutant and we have also
compared the ARIMA model with the LSTM model. The predicting of future point
for the series in ARIMA is such that

• the auto-regressive part gives the pattern of growth/decline in the data;
• the “integrated” part gives the rate of change of the growth/decline in the data;
• the moving average deals with the noise between consecutive time points.

This model was introduced by George P. Box and Gwilym Jenkins, hence it is
also called a Box Jenkins method. They proved that non-stationary data could be
made stationary by “differencing” the series [16]. Forecasting using ARIMA for a
stationary time series is similar to a linear regression equation. The predictors depend
on the parameters (p, d, q) of the ARIMA model.

Number of AR (Auto Regressive) terms(p): The value of p represents the order
of AR model. An AR model is a Linear Regression of the current value of the series
against one or more prior values of the series. For the pth order Eq. (1) has the form

Xt = δ + ϕ1Xt−1 + ϕ2Xt−2 + . . . + ϕp Xt−p + εt (1)

Where,

δ =
(
1 −

p∑
i=1

ϕi

)
μ (2)

Here, Xt−1, Xt−2, . . . , Xt−p: past time series; ϕ1, ϕ2, . . . , ϕp: unknown parameters
relating Xt to Xt−1, Xt−2, . . . , Xt−p; εt : error term of the model; μ: the process
mean. Number of MA (Moving Average) terms (q): In a prediction equation, lagged
forecast errors are given byMA terms. It improves the current forecast. For qth order,
Eq. (3) has the form

Xt = μ + εt + θ1εt−1 + θ2εt−2 + · · · + θqεt−q (3)

Here, εt−1, εt−2, · · · , εt−p: the past random shocks; θ1, θ2, · · · , θq : unknown
parameters relating Xt to εt−1, εt−2, · · · , εt−p; μ: the mean of the series.

MA estimate fitting is more difficult than AR models as the error terms are not
observable. They also have a less obvious interpretation.

The input data series for ARIMA requires to be stationary which means constant
mean, variance, autocorrelation through time. The non-stationary data has to be
differenced in order to make the data stationary. The difference is usually one or two
(d≤ 2) for practical purposes. The non-stationary data after differencing one or more
times gives an Integrated(I) model which is stationary [17].



904 H. L. Shilpa et al.

We check the stationarity of time series using (a) Plotting Rolling Statistics, where
the moving average or moving variance is plotted to see its variance with time, (b)
Dickey–Fuller Test, a well–known statistical test to check stationarity.

An important concern is to find the optimal parameters for ARIMA model. To
determine the order, we use two plots Autocorrelation Function (ACF) and Partial
Autocorrelation Function (PACF). ACF/PACF is used to determine the ‘p’ and ‘q’
values.

3.2 K-Means Clustering

The squared error between μk and the points in the cluster ck is defined as in Eq. (4).

J (Ck) =
∑
xi∈Ck

∥∥xi − μ2
k

∥∥ (4)

The objective of K-means is to minimize the sum of the squared error over all the
K clusters [18]. The number of clusters for this data was empirically obtained using
the elbow method.

3.3 Dynamic Time Warping (DTW)

K-means clustering technique uses different distance methods to calculate the
distance between centroids and the data points. In this work, we use DTW distance
which is a very robust technique for measuring time series similarity when compared
with Euclidean distance. DTW is a popular shape-based similarity measure for time
series data. It can also support non-equal length time series and hence is ideal
to be used with time series data. As it is computationally expensive, many lower
bound measures have been used along with DTW to reduce the cost. One such
lower bounding measure is LB_Keogh [19], which has been used here. Suppose
we have two time series, a sequence Q = q1, q2, · · · , qi , · · · , qn and a sequence
C = c1, c2, · · · , c j , · · · , cm .

In order to obtain an optimal path, the path that gives a minimum cumulative
distance at (n,m) has to be chosen. The distance is defined as in Eq. (5):

DDTW(Q,C)= min∀w∈P

√√√√ K∑
k=1

dwk (6)

If there are ties when selecting the minimum, the algorithm randomly chooses
any neighbour producing different paths but the warping distance will still remain
the same.
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Fig. 2 Time Series for the year 2005 and 2006

We considered two time series for the years 2005 and 2006, and applied both
Euclidean and DTW distance methods to time series. The Euclidean distance results
were 215.63 and the DTW distance results were 101.93. The result of LB_Keogh
distance reduces, evenmore, i.e. it gives 47.514. So from this, we conclude that DTW
with LB_Keogh is better than Euclidean distance. The graph in Fig. 2 shows the time
series for the years 2005 and 2006.

3.4 Long Short-Term Memory (LSTM)

The reason to develop the LSTM is to prevent long-term dependency problem, i.e.
preventing the model from “remembering” the data over a long period of time. This
method is based on Recurrent Neural Networks (RNN) with additional features to
memorize the data. In RNNs repeating module has one layer, but in LSTM it has four
layers. The four layers are: three sigmoid layers and a ‘tanh’ layer. The four layers
are themselves used in a “recurrent” way using gates to allow/disallow information
through them.

The cell state is a key of LSTM. It moves straight throughout the chain without
modifying the information. The LSTM gates allow optionally the information to
pass through and are used to add or delete the information to the cell state. The
gates are composed of Sigmoid neural network layer and a multiplication operation.
The output is either 0 or 1. If the output is 0, ‘let nothing through’ or if it is 1, ‘let
everything through’.

To control and protect the cell state in LSTM, three gates (forget, input and output)
were used.

Below steps describe the LSTM working procedure.

Step 1: ‘Forget layer gate’: the number yields between 0 and 1. 1 indicated
‘completely keep this’ and 0 indicated ‘completely get rid of this’
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Step 2: Store the new information in the cell state. It has two parts. One part is
called ‘input gate layer’ which decides the value to update and another part
‘tanh’ layer creates a vector of new candidate values.

Step 3: Combine the above two parts to update the state
Step 4: The output is based on cell state. First, run a sigmoid layer which decides

what parts of the cell state are going to output. Then, put the cell state to
through ‘tanh’ (the values to be between −1 and 1) and multiply it by the
output of the sigmoid gate, so that we can output only the parts we decide.

3.5 Metric Measures

The different metric measures are given in Eqs. (6)–(9).
Mean Squared Error (MSE): It measures the average squared error of predicted

value. The equation is

MSE = 1

n

n∑
i=1

(
Xi − X̄i

)2
(7)

Root Mean Squared Error (RMSE): It is a square root of Mean Squared Error.
The equation is given by

RMSE =
√√√√1

n

n∑
i=1

(
Xi − X̄i

)2
(8)

Mean Absolute Error (MAE): It measures an average of absolute differences
between the actual values and the predictions. The equation is

MAE = 1

n

n∑
i=1

∣∣Xi − X̄i

∣∣ (9)

Mean Absolute Percentage Error (MAPE): It is a measure of prediction accuracy
of a forecasting method. The formula is

MAPE = 100

n
×

n∑
i=1

∣∣∣∣ Xi − X̄i

Xi

∣∣∣∣ (10)

Here, n: Total number of data points; Xi : Actual observation time series; X̄i :
Predicted time series
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4 Implementation and Results

4.1 Data Collection

For this work, we gathered data from historical air quality data from the Kaggle
website. It contains the values which are measured by Environment Protection
Agency (EPA) [20]. To access the data from EPA, it is necessary to have Google
credentials. The data is accessed using BigQuery, which is a RESTful web service
that provides us with an interactive way to handle massive datasets stored in Google
storage. We have to use our Google cloud credentials to access the same and use
queries to retrieve data.

To fix the number of years of data that has to be considered for prediction, we
practically tested on California state PM2.5 (24-hours average) AQI data and calcu-
lated RMSE value using the ARIMA model by passing datasets in different ratios
as training and test data which is given in Table 1. The graph for the same is given
in Fig. 3, which shows as the number of years of data increases, the prediction error
rate is very less. So we chose 15 years of data for prediction.

Table 1 RMSE value recorded for different ratios of data

Data in Months/Years 90–10 80–20 70–30 60–40 50–50

01-12-2017 to 31-12-2017 (1 Month) 27.071 31.805 27.839 26.115 24.72

01-09-2017 to 31-12-2017 (4 Months) 23.948 18.831 18.213 17.11 16.265

01-06-2017 to 31-12-2017 (7 Months) 19.327 17.06 17.06 14.947 13.773

2017 (1 Year) 17.936 15.254 13.771 10.33 12.021

2016–2017 (2 Years) 15.149 12.612 11.294 9.691 10.477

2013–2017 (5 Years) 11.879 10.425 9.946 9.691 9.558

2008–2017 (10 Years) 10.378 9.662 9.692 9.874 9.852

2003–2017 (15 Years) 10.378 9.662 9.778 9.858 9.831

Fig. 3 RMSE value
comparison for different
ratios for different time
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4.2 Experiment Results

Weinitiated ourworkwith the verywell-known time series forecasting staticmodel—
ARIMA. We tested this model on data with the PM2.5 (24-hour average) AQI value
collected from 2003 to 2017. The data contains 12,29,732 rows, which is daily data
collected for all counties from 35 states of the USA. We have taken the date wise
mean of the entire data from 2003 to 2017. The model is trained with 70% of data
and 30% of data is tested. After applying the ARIMAmodel, we obtained an RMSE
of 5.261. Figures 4 and 5 show the time series and the predicted graph, whereas
Table 2 gives the measured metrics. While this value is small, there is a significant
issue to be considered. For this, the data is the mean value of the pollutant level for a
particular date across all the states in the USA, i.e. 5479 data points. For a particular

Fig. 4 Time series data from 2003 to 2017

Fig. 5 Prediction using ARIMA for 70–30 ratio
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Table 2 Resultant metric measures

Model MSE RMSE MAE MAPE

ARIMA 27.677 5.261 4.070 0.237

LSTM 33.753 5.810 4.494 0.138

date, every state will result in the same prediction. This provided a motivation to
rethink our prediction method.

There are two ways through which Particulate Matter (PM) emissions are gener-
ated. The first one is by directly releasing the particles into the atmosphere (primary
PM). Human-made sources of PM2.5 are more important than natural sources like
emissions from road vehicles, industrial emissions, population exposure close to
roadside, etc. The second one is by releasing its precursors, such as nitrogen oxides
(NOx and NO2) and sulphur dioxide (SO2). These are called secondary particles.
We understand that air pollution in one state is affected by population, topology,
climate and industrial activities in adjacent states [21]. By merely fitting a regression
model on the entire data across the U.S, we destructively allow unrelated states to
influence the regression of pollution in another state. Therefore, to overcome such a
deterrent influence, we delve into clustering air pollution series of individual states.
The resulting clusters combine those time series that are similar, i.e. they would be
topologically, topographically and climatically similar. This effectively deals with
the spatio-temporal behaviour of the data.

Figure 6 shows the time series of cluster 3 with states list, Fig. 7 shows the US
state map and Fig. 8 shows the time series prediction of cluster 1.

We can observe from Table 3 that there is an increase in RMSE value when
compared to the overall date wise mean of 2003–2017 data of all states except in
cluster 2. The change in RMSEvalue in each cluster is because of the PM level on that
time series in the grouped states. We note some of the main reasons for particulate
matter pollution in different clustered states. In California, population is one of the

Fig. 6 Cluster 3 time series
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Fig. 7 US state map
showing clustered states

Fig. 8 Prediction result using ARIMA of cluster 1 with 70% training data and 30% test data

Table 3 Clustered states and error measures of each cluster with the ration 70:30

Cluster No. States on each cluster MSE RMSE MAE MAPE

1 Connecticut, Delaware, Indiana, Iowa,
Louisiana, Maryland, Massachusetts,
Michigan, Missouri, New Jersey, New York,
Ohio, Oklahoma, Pennsylvania, Rhode Island,
Texas, Virginia, Wisconsin, Arkansas

32.454 5.697 4.445 0.145

2 Colorado, Florida, Idaho, Nebraska, New
Mexico, Washington, Arizona

22.150 4.706 3.375 0.122

3 Georgia, Kentucky, North Carolina, South
Carolina, Tennessee, Alabama

42.069 6.486 4.990 0.163

4 Oregon, Utah, California 63.286 7.955 5.522 0.197
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important reasons for the increase in PM level which affects neighbouring states. In
Alabama, which belongs to cluster 3, one of the reasons for PM pollution is coal and
oil-fuelled power plants.

The cluster is done based on time series, so the states falling in each cluster
are having similar PM2.5 levels at that time. We select a state from each cluster as
a representative and perform prediction using ARIMA for those four states, viz.,
California, Colorado, Michigan and New Jersey. This prediction would be more
useful as it is specific to each cluster which contains states with similar values of
PM2.5. The value of PM2.5 for different states lying in cluster 3 is shown in Fig. 9.

We performed prediction for the year 2017 using different historical data for
California andColorado states and the values for differentmetricmeasures are shown
in Tables 4 and 5. The prediction was done using historical data for 1 year, 2 years,
5, 10 and 14 years of data. It can be observed that the value of RMSE decreases with
an increase in the amount of data. This proves that we can give a better prediction if
we have more historical data.

The prediction plot of Georgia state (a representative state of cluster 3) for the
year 2017 using 14 years of data is shown in Fig. 10.

We compared the ARIMA model with another well-known model of LSTM by
performing prediction for the year 2017 using data from the years 2003 to 2016. The
different measures which are given in Table 6 show that the ARIMAmodel performs
better in prediction when compared with MSE and RMSE measures of the LSTM
model.

Fig. 9 Cluster 3 states
PM2.5 level
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Table 4 Error measures for prediction for 2017—California State

State Trained year(s) MSE RMSE MAE MAPE

California 2016 108.406 10.412 7.746 0.455

2015–16 107.615 10.374 7.72 0.455

2012–16 107.199 10.354 7.718 0.457

2007–16 106.465 10.318 7.669 0.459

2003–16 105.581 10.275 7.692 0.456



912 H. L. Shilpa et al.

Table 5 Error measures for prediction for 2017—Colorado State

State Trained year(s) MSE RMSE MAE MAPE

Colorado 2016 129.071 11.361 7.998 0.579

2015–16 125.011 11.181 7.848 0.588

2012–16 124.105 11.14 7.875 0.585

2007–16 123.678 11.121 7.986 0.58

2003–16 121.474 11.022 7.913 0.591

Fig. 10 Prediction plot of Georgia state for 2017 with training data from 2003 to 2016

Table 6 Comparison between ARIMA and LSTM models

State name ARIMA model LSTM model

MSE RMSE MAE MAPE MSE RMSE MAE MAPE

California 105.581 10.275 7.692 0.456 114.815 10.714 7.965 0.213

Colorado 121.474 11.022 7.913 0.591 121.723 11.033 7.754 0.356

Georgia 88.663 9.416 7.249 0.411 396.705 14.641 12.249 0.406

New Jersey 139.405 11.807 9.385 0.526 486.589 18.641 15.13 0.608

Themean value of the predicted API for the year 2017 is compared with the actual
data is shown in Table 7. We can observe that when we considering the complete
data of all 35 states, we get a value of 34.391 which is nearer to 38.972 which is the
actual value. But if the same is compared with different representative states, there
is a less difference which proves the significance of cluster-based prediction.

AQI Forecasting using ARIMA model
The daily forecasting for the next 365 days, i.e. for the year 2018 is done based
on previous days’ PM2.5 values by taking the seasonal difference of 365 days for
2003–17. We implemented monthly predictions for the next 12 months, by taking
the monthly mean data of previous years from 2003 to 2017. Here the seasonal
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Table 7 Comparison of
predicted values with actual
values

Using ARIMA Actual

Overall 34.391 38.972

California 41.748 42.254

Colorado 28.371 27.089

Georgia 35.229 35.301

New Jersey 35.585 31.679

difference is for 12 months. In California and Colorado states, PM level is low in
April (33.677 and 18.761) and high in December(58.973 and 33.094). In Georgia
and New Jersey states, it’s low in October (28.911, 24.216) and high in July (35.658,
38.396). The plot for forecast AQI using daily and monthly data for California state
is shown in Fig. 11a and b.

The mean AQI value for the four representative states for the year 2018 is given
in Table 8. The forecasting done for the year 2018 for California state is compared
with the EPA dataset. The mean AQI values for different seasons for California state
are shown in Table 9. It shows that the prediction using ARIMA is almost near to
the actual EPA—2018 data.

Fig. 11 Forecast AQI for California state using a daily data and b monthly data
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Table 8 Mean of forecast
values of PM for the year
2018

State PMAQI for the year 2018

California 38.857

Colorado 26.231

Georgia 36.365

New Jersey 31.187

Table 9 Comparison of
forecast and actual data for
California state

Season EPA Actual—2018 Forecast using ARIMA for
2018

Winter 41.695 37.331

Spring 30.244 32.133

Summer 48.692 40.265

Autumn 44.377 45.742

Annual mean 41.241 38.857

5 Conclusion

This work presents a clustering technique based air quality predictionmodel and also
a comparative study of twowell-known predictionmethods, ARIMA and LSTM.We
propose amodel that groups all the states that follow similar pollutant level behaviour
using K-means clustering. A representative state of the clusters has been chosen and
prediction for that state is carried out which is observed to be better compared to
the prediction using the complete data. It is also observed that prediction improves
with the increase in the amount of data. We have presented a comparison between
two prediction models, ARIMA and LSTM and observe that for our dataset ARIMA
technique performs slightly better compared to LSTM. Using ARIMA model, we
forecast the PM2.5 pollutant level for the year 2018 for California, Colorado, Georgia
and New Jersey states. We verified our model by comparing our forecasted result of
California state with EPA actual data for 2018 and our model gives the nearest value
when compared with EPA actual data. This further emphasizes the cluster-based
prediction and forecasting of air quality data. The work can be further extended to
work with other pollutants and by including additional variables like temperature,
humidity, wind speed, etc., or by excluding some unwanted seasonal values. Further
other alternative algorithms such as machine learning algorithms, fuzzy techniques,
etc., can be used to increase the prediction accuracy.
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AMemetic Evolutionary
Algorithm-Based Optimization
for Competitive Bid Data Analysis

Pritam Roy

Abstract One of the most difficult decision-making problems for buyers is to iden-
tify which suppliers to provide contracts to of the biddable items for a competitive
event after considering several conditions. This is an example of pure integer linear
programming (ILP) problemwith cost minimization where all the decision variables,
i.e., the quantity of the biddable items to be awarded to suppliers, are always nonneg-
ative integers. Normally for solving ILP, Gomory cutting plane or Branch and Bound
technique using the simplex method are applied. But when the problem to be solved
is highly constrained and a large number of variables are involved, finding a feasible
solution is difficult and that can result in poor performance by these techniques. To
address this, an improved memetic meta-heuristic evolutionary algorithm (EA) such
as shuffled frog leaping algorithm (SFLA) is utilized to find the optimum solution
satisfying all the constraints. The SFLA is a random population-based optimiza-
tion technique inspired by natural memetics. It performs particle swarm optimiza-
tion (PSO) like positional improvement in the local search and globally, it employs
effective mixing of information using the shuffled complex evolution technique. In
this paper, a modified shuffled frog leaping algorithm (MSFLA) is proposed where
modification of SFLA is achieved by introducing supplier weightage and supplier
acceptability to improve the quality of the solution with a more stable outcome.
Simulation results and comparative study on highly constrained and a large number
of items and suppliers’ instances from bidding data demonstrate the efficiency of the
proposed hybrid meta-heuristic algorithm.

Keywords Competitive bidding · Integer linear programming (ILP) · Modified
shuffled frog leaping algorithm (MSFLA) · Memetic algorithm (MA)
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1 Introduction

The rapidly growing market of e-commerce and e-procurement has opened lots of
possibilities among buyers and sellers [1, 2]. In online sourcing projects, especially
in case of Request For Proposal (RFP) events, after all the suppliers completed the
competitive bidding or after the bidding process ends, one of the most important and
difficult tasks for buyers is to evaluate the bids [3] and provide the contract to the
supplier for those materials or line items.

The main purpose of bid evaluation is to determine the best bid for a line item
among the bids submitted on or before the bid closing date and time specified in
the online sourcing event. The best bid is not always the lowest priced bid, the
optimum bid is more complex with a combination of goods, works or services, where
value for money may not be achieved by using only the lowest price as the contract
award criterion. The ideal bid for a line item is completely dependent on the buyer’s
requirements and how the buyer wants to provide the contracts of the line items. In
order to determine the best responsive evaluated bid accurately in accordance with
the buyer requirements and other possible constraints, we can formulate and solve
this by converting it to a pure integer linear programming (ILP) problem with cost
minimization. The basic linear programming problem can be expressed as

objective f unc : maximize or minimize cT x
subject to Ax ≤ b and x ≥ 0

where A is the matrix of coefficient, x is the vector of variables, c and b are vectors
of coefficient. The objective or fitness function is to maximize or minimize the
expression. The inequalities Ax ≤ b and x ≥ 0 are the constraints which have to be
satisfied while optimizing the objective function.

Mostly, for solving ILP problems, Gomory cutting plane or Branch and Bound
technique are used using the simplex method, but it requires a lot of time. When
the problem is highly constrained and a large number of variables are involved, in
that case it is very difficult to get the optimum solution and performance impact is
there. Traditional numerical methods may not be cost-effective since the computing
time needed for a solution is greatly dependent on the dimension and the structure
of the matter. In some approaches, a neural network is used for solving the integer
programming problem, but it also fails to provide the optimum result [4–6].

In this paper, modified SFLA is applied to find the best possible outcome for the
bid analysis problem. In order to satisfy the buyer requirements with supplier data
(i.e., supplier weightage, and other constraints like quantity allocation or sometimes
supplier provides less price per quantity if the contract is given to that supplier with
more than the cut-off quantity for an item), we have implemented mutation like a
process where we are modifying a quantity variable randomly to meet the criteria
and getting the optimum outcome easily. The proposed algorithm is run with several
different sets of parameter configurations and the outcome is very exciting as it
provides very accurate results compared to other methodologies or algorithms [14].
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2 Bid Evaluation Problem and Converting it to ILP

We have converted all the available bid data to a matrix or array form for the
computational purpose.

From the buyer side, while creating a sourcing event, they are providing the line
items with the required number of quantities (QLi ), for line item ranges 1–n

QLi = {
QL1 QL2 QL3 . . . . QLn

}

There may be s number of suppliers who will bid for those line items and after
the bidding is over, the final representations of the bids will be

S1 = {
L1S1 L2S1 L3S1 . . . . LnS1

}

S2 = {
L1S2 L2S2 L3S2 . . . . LnS2

}

. . . . . .

Ss = {
L1Ss L2Ss L3Ss . . . . LnSs

}

As quantities are always integer values and our final goal is to find the allocated
quantities for each supplier for each line item, the problem is pure integer linear
programming (ILP) which is actually an np-hard problem. The optimum bid evalu-
ation result will be how the buyer will allocate the contracts to the supplier, which
means what quantity of each line item should be allocated to the suppliers.

Outcome result will be

L1 = {
QL1S1 QL1S2 QL1S3 . . . . . . . QL1Ss

}

subject to
∑i=s

i=1 QL1Si = QL1

L2 = {
QL2S1 QL2S2 QL2S3 . . . . . . . QL2Ss

}

subject to
∑i=s

i=1 QL2Si = QL2

. . . . . . . . . . . . ..

Ln = {
QLnS1 QLnS2 QLnS3 . . . . . . . QLnSs

}

subject to
∑i=s

i=1 QLnSi = QLn

The main objective is to minimize the cost for all the line items subject to all the
constraints.

Minimize
i=n∑

i=1

j=s∑

j=1

(QLi S j ∗ Li S j )

Buyer can define based on what conditions they want to evaluate the best bid, that
may be based on supplier weightage (some suppliers provide good quality products
compared to other suppliers) or they may want to distribute the allocation through
3–4 suppliers rather than going with only one supplier, etc. We can represent those
conditions as constraints.
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Constraint based on the quantity is min(QL1) ≤ QL1Si ≤ max(QL1) and∑i=s
i=1 QL1Si = QL1 for line item L1.
This upper bound and lower bound of the quantity can be changed based on the

buyer requirements. The default value for min(QL1) = 0 and max(QL1) = QL1.
If the buyer wants to provide the allocation such that all the suppliers should allocate
minimum 5 quantities and at most 20 quantities, then the values will bemin(QL1) =
5 and max(QL1) = 20, but

∑i=s
i=1 QL1Si = QL1 should always satisfy.

3 Shuffled Frog Leaping Algorithm (SFLA)

The concept of Shuffled Frog Leaping Algorithm (SFLA) was coined by Muzaffar
Eusuff and Kevin Lansey [7–9]. SFLA is a memetic evolutionary algorithm (EA),
which involves memes that carries important information from one generation to
another. It is inspired by the natural evolution of frogs. After a certain number of
memetic evolution steps, all the frogs are mixed again and shuffled among thememe-
plexes and we are performing a global search procedure to improve the solution
outcome [11, 12]. Local search and shuffling process continue until all the global
iterations are completed. The detailed description of the algorithm is mentioned
below.

Step 1: improve only the frog with the worst fitness in each local iteration. The
improvement function of the frog with the worst fitness (Fw) is

Dw = rand() ∗ (Fb − Fw)

where Dw is the alteration in the frog position, Fb is the best frog and Fw is the
worst frog. rand() is the random value generator between 0 and 1

new Fw = Fw + Dw

Step 2: the above process yields an improved solution, which replaces the worst
frog.
Step 3: perform the local search procedure for all the memeplexes.
Step 4: if local searches are completed then combine all the frogs and shuffle
between the memeplexes.
Step 5: one global operation consists of completing all the local iterations within
each memeplex.
Step 6: either get the best solution (best fitness value) from F, if all the given
global iterations are finished or shuffle the frogs, go to step 4 and perform the
steps accordingly.
Step 7: end of the algorithm.
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4 Proposed Modified SFLA to Solve ILP Problem

In this paper, we have made some modification in the global search procedure of
SFLA and implemented it to deal with the ILP problem to find the optimum bid
allocation to suppliers. The proposed solution will solve this problem for each line
item one by one, and finally sum it for all the line items.

4.1 Representation of a Frog

Shuffled frog leaping algorithm is a kind of hybrid genetic algorithm (GA) where
instead of genes we are working on memes to pass the information. Here, in the
algorithm, each frog is referred to as a solution vector (like memotypes in terms
of memetic evolution) and the population of frogs means different solution vectors
with different dimensions. Hence, in the formulated ILP problem, each frog (F) is
a possible solution of allocated quantity for each supplier participated in the event,
and each dimension or meme of a frog (M) represents the quantity allocated to a
single supplier (S). The dimensions of the solution vector (length of the memotype)
equal M with index range from 1 to s considering there are s suppliers present and
the population size is equal to p (number of frogs or solution vectors) with index
range from 1 to p. We have generated the population in such a way that each frog
(F) must satisfy the condition:

∑i=s
i=1 MSi = QL1 where QL1 is the total quantity

for line item L1

L1F1 = {
MS1 MS2 MS3 . . . . . . MSs

}

L1F2 = {
MS1 MS2 MS3 . . . . . . MSs

}

. . . . . . .

L1Fn = {
MS1 MS2 MS3 . . . . . . MSs

}

4.2 Fitness Function

Ourmain purpose is tominimize the total cost considering all the buyer requirements.
We can represent the fitness function as

∑i=s
i=1 (MSi ∗ L1Si ) where L1Si is the bid

price provided by the supplier Si for line item L1.
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4.3 Modified Local Iteration Process

Each individual frog represents a possible solution to the bid evaluation problem.
We are dividing the whole population of frogs into m number of memeplexes, so
that each memeplex has (p/m) number of frogs. In SFLA local search is completed
with improving the fitness value of the worst frog, Fw within default local iteration
for each memeplex.

Fw : L1Fw = {
MS1 MS2 MS3 . . . . . . MSs

}

Fb : L1Fb = {
MS1 MS2 MS3 . . . . . . MSs

}

We will randomly select one meme (MSx ) out of all the s memes present in Fw

to perform the improvement in the fitness value. Suppose, we have selected MSx
meme. Next step will be finding the positive or negative difference (�MSx ) between
the MSx value of Fw and Fb and we will improve it using the following way:

�MSx = ceiling(rand() ∗ abs(MSx (Fb) − MSx (Fw)))

new MSx = MSx ± �MSx

where rand() will be any value between 0 and 1. As we have to maintain the overall
quantity constraint, we will add or subtract the delta changes with MSx meme with
the Fw and accordingly we will have to perform the opposite operation on any of the
other randomly selected memes of Fw.

4.4 Modified Global Iteration Process

We will perform the above steps for all the memeplexes and then merge all the
populations together in one global iteration. As the local iteration process of the
algorithm only improves the performance of the worst frog, Fw by determining how
worse it is from the best frog, Fb, these conditions may lead to the local enslavement
and at the same time, affect the convergence of SFLA [13]. For removing these local
dependencies, we propose another modification to the algorithm.

Initially after getting all the supplier bid data, we will find the mean value (µ) of
the bid from all those data and save it for further operation.

μ =
∑ j=s

j=1
Li S j/s for line item Li

1. After the global iteration completes, we will get the optimum solution frog
(
Fbg

)

and select one meme or quantity variable
(
MSxg

)
randomly.

2. Get the supplier bid value for that line item (L1Sx ), and check whether the value
is less than or greater than the mean bid value (µ).
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3. If the supplier bid value is less than the mean value then, find another quantity
variable

(
MSyg

)
from that frog for which the supplier bid value is higher than

supplier bid value
(
L1Sy

)
.

4. Now interchange the quantities between them, i.e., supplier with lower bid value
should get the maximum number of quantities allocated and those extra allocated
quantities should come from the supplier with the higher bid value.

If L1Sx ≤ µ and L1Sy > L1Sx then,
�q = MSyg − min(QL1)

new MSxg = MSxg + �q
new MSyg = min(QL1)

5 Evaluation of the Proposed MSFLA Algorithm

5.1 Simulation Setup

There are three main parameters that affect the convergence speed and the quality of
the solution obtained from the MSFLA algorithm:

1. Population Size (F)
2. Number of Memeplexes (m)
3. Number of Global iterations (g)

Based on the observations we have set, the parameters and the proposed algorithm
are tested using different bidding data with an increasing level of complexity in buyer
conditions and for all the cases, we have received a satisfactory solution.

5.2 Experimental Results and Analysis

After running the algorithmmultiple times with the parameters mentioned in Table 1,
we come to a conclusion that for the proposed MSFLA algorithm, increasing the
population size in accordance with the supplier range and number of line items

Table 1 Parameter setup for
the algorithm

Parameter name Value

Population size (F) 500

Number of memeplexes (m) 50

Number of global iterations (g) 20
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considerably improves the optimal outcome and stabilize the solution. But also, in
case of huge bidding data, we have to maintain a suitable population size, otherwise
it will impact the performance. The final experimental result is given below:

1. Population size or number of the frogs (F) should be given according to the
number of suppliers participating. Otherwise, it might iterate for a long time
without any significant improvement. If the supplier is less, we can provide a
minimum population size to get the result.

2. After the modification of the existing SFLA algorithm, it provides optimum solu-
tions more accurately than the original algorithm. The local search is basically
based on the fitness value, i.e., we are improving the outcome based onminimum
cost function validating all the buyer constraints. The global search is based on
individual supplier bid data, and it is comparing between two suppliers and how
they have placed the bid for the same line item. Ultimately, for a local iteration,
we are considering optimizing the whole cost, whereas in global iteration we are
analyzing each supplier bid data to get the best outcome.

6 Conclusion

In this paper, we have discussed the advantages and effectiveness of the Modified
Shuffled Frog LeapingAlgorithm (MSFLA) to solve the bid evaluation problem after
converting the problem into pure integer linear programming (ILP). Modifying the
traditional shuffled frog leaping algorithmbyadding additional attributes in the global
iteration process provides a much better outcome compared to other algorithms. The
proposed modified algorithm is also verified with different supplier bid data and for
different parameter setups. Experimental results exhibit consistency and performance
efficiency for the custom scenarios, proving the optimized solution.

References

1. Hasker K, Sickles R (2010) eBay in the economic literature: analysis of an auctionmarketplace.
Rev Ind Org 37:3–42

2. Jank W, Zhang S (2011) An automated and data-driven bidding strategy for online auctions.
INFORMS J. Comput. 23:238–253

3. Liu SL, Lai KK, Wang SY (2000) Multiple criteria models for evaluation of competitive bidss.
IMA J Manag Math 11(3):151–160

4. Ghasabi-Oskoei H,Mahdavi-Amiri N (2006) An efficient simplified neural network for solving
linear and quadratic programming problems. Appl Math Comput J 452–464. Elsevier

5. L.R. Arvind Babu and B. Palaniappan, “Artificial Neural Network Based Hybrid Algorithmic
Structure for Solving Linear Programming Problems”, International Journal of Computer and
Electrical Engineering, Vol. 2, No. 4, August 2010, pp 1793-8163

6. Nasira GM, Ashok Kumar S, Balaji TSS Neural network implementation for integer linear
programming problem. Int J Comput Appl 1(18):0975–8887

7. Eusuff MM, Lansey K, Pasha F (2006) Shuffled frog-leaping algorithm: a memetic meta-
heuristic for discrete optimization. Eng Optim 38(2):129–154



A Memetic Evolutionary Algorithm-Based Optimization … 925

8. ZhangX,HuX,CuiG,WangY,NiuY (2008)An improved shuffled frog leaping algorithmwith
cognitive behavior. In: Proceedings of 7th world congress intelligent control and automation
2008

9. Elbeltagi E, Hegazy T, Grierson D (2005) Comparison among five evolutionary based
optimization algorithms. Adv Eng Inf 19(1):43–53

10. Kennedy J, Eberhart RC (1995) Particle swarm optimization. In: Proceedings of IEEE
conference on neural networks, vol 4, pp 1942–1948

11. Karthiban MK, Raj JS (2019) Big data analytics for developing secure internet of everything.
J ISMAC 1(02):129–136

12. Roy P (2014) A new memetic algorithm with GA crossover technique to solve Single Source
Shortest Path (SSSP) problem. In: INDICON 2014

13. Roy P, Roy P, Chakrabarti A Solving network-constrained non smooth economic dispatch
problems through a gradient-based approach. Appl Soft Comput 13(11):4244–4252. Elsevier

14. Wang Z, Zhang D, Wang B, Chen W (2019) Research on improved strategy of shuffled
frog leaping algorithm. In: 2019 IEEE 34rd Youth academic annual conference of Chinese
association of automation (YAC)



Tunable Access Control for Data Sharing
in Cloud

S. Sabitha and M. S. Rajasree

Abstract Attribute-Based Encryption (ABE) suffers communication and computa-
tion overhead due to the linearly varying size of the ciphertext and the secret key,
depending on the number of attributes in the access policy. This paper proposes
a multilevel attribute-based access control scheme for secure data sharing in the
cloud to reduce the overhead. It produces a constant size ciphertext and a compact
secret key to efficiently utilize the storage space and reduce the communication cost.
This method flexibly shares ciphertext classes among the randomly selected users
with a specific set of attributes. All other ciphertext classes outside the set remain
confidential. It allows dynamic data updates and provides access control of varying
granularity, at user-level, at file-level, and attribute-level. Granularity levels can be
chosen based on applications and user demands. This scheme tackles user revoca-
tion and attribute revocation problems, and prevents forward and backward secrecy
issues. It allows the data owner to revoke a specific user or a group of users. It is very
useful for secure data storage and sharing.

Keywords Cloud computing · Attribute-based encryption · Access control ·
Key-aggregate cryptosystem · Data sharing

1 Introduction

Cloud computing is a modern computing paradigm, which supplies resources as
services over the Internet. It allows the use of computing resources as of low cost
and on-demand basis. With the rapid growth of cloud computing, data outsourcing
and sharing have been increasing dramatically. Outsourced data in the cloud face
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many challenges such as security and privacy. When sensitive data and computation
get outsourced and shared, it becomes out of control of the data owner. Hence servers
or other users might be able to get valuable information from the outsourced data.

Let us consider the scenario for selected data collaboration and sharing: project
manager of an IT company encrypts and outsources projects and guidelines to the
cloud, then share some selected projects among the development team, testing team,
marketing team, and HR team. All the above team members are allowed to decrypt
and read the data, but only the selectedmembers of the development team are allowed
to modify the project.

In this paper, we propose a ciphertext-policy hierarchical attribute-based access
control with constant size ciphertext and constant size compact key for data sharing
in the cloud. It can resolve the problem specified in the above scenario. The pro-
posed scheme delegates the decryption rights of the selected set of ciphertext classes
among the randomly selected members from the set of users having the same set
of attributes and data access privileges. All the members of the development team
have the same set of attributes and data manipulation privilege so that ABE scheme
allows all the members to modify the data. But for the above scenario, it is required
to delegate the decryption rights of the selected set of files to the selected members of
the development team.With the help of key-aggregate cryptosystem and hierarchical
attribute-based encryption (HABE), the proposed system allows only selected mem-
bers of the development team to modify the data only if they possess the required
compact key and their data manipulation request satisfiedwith the claim policy of the
ciphertext. The scheme verifies user’s data manipulation request against the claim
policy of the ciphertext to allow them to modify the data using the attribute-based
signature(ABS). Claim policy verification method permits the authorized users with
data write privilege to modify the ciphertext.

Partial signing and partial decryption verify the signature and decrypt the cipher-
text before permit the users to modify the data. It reduces the computation overhead
on users by delegating partial computation to the CSP. The proposed scheme gen-
erates constant size ciphertext to efficiently utilize the storage space. It generates
constant size compact key for the set of secret keys that were used to encrypt the
outsourced data. Hence, authorized users who have the corresponding compact key
and required attributes would be able to update the ciphertext. User-level, as well as
file-level access control, is incorporated alongwith the attribute-based access control.
The user-level access control helps to prevent the revoked user to access data.

This paper is organized as follows. Section2 describes thework related to the hier-
archical attribute-based encryption schemes. System model is discussed in Sect. 3.
Section4 describes the modified CP-HABE scheme for data sharing to enhance per-
formance. Performance analysis is described in Sect. 5. Section6 summarizes the
work.
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2 Related Works

Hierarchical attribute-based encryption (HABE) improves scalability and reduces
the key management overhead. Wang et al. [1] proposed hierarchical attribute-based
encryption in 2011 by combining HIBE and CP-ABE to achieve fine-grained access
control, full delegation, and high performance for data sharing. Later in 2012, Wan
et al. [2] proposed a scalable and flexible hierarchical attribute-based solution
(HASBE) for data sharing in the cloud which, however, could not support write
operation on the outsourced ciphertext. Deng et al. [3] proposed a ciphertext-policy
hierarchical ABE with short ciphertexts in 2014. In 2015, Teng et al. [4] proposed a
hierarchical attribute-based access control scheme with constant size ciphertext. Its
hierarchical authorization structure reduces the risk of a single authority in attribute-
based access control scheme.

Dong et al. [5] proposed a scalable and secure data collaboration scheme called
SECO, using hierarchical identity-based encryption (HIBE) in 2015, in which cloud
cannot verify the write permission of the user. Identity-based signature (IBS) is used
in this scheme for authenticity verification. Huang et al. [6] proposed a secure data
collaboration method using HABE in 2017. Attributes in this scheme are repre-
sented as {Assistant Professor, Associate Professor, Professor, Principal}. It reduces
decryption and signature generation overhead on the user by partially delegating the
decryption and signature generation capability to the CSP without disclosing the
original data to the untrusted CSP. The scheme supports write operation on cipher-
text by the authorized users with the help of ABS. But, user revocation and attribute
revocation problems continue to be unresolved. It does not support user-level and
file-level access control. User selection among the authorized recipient group is not
permitted in the key-aggregate public key cryptosystem proposed by Chu et al. [7]
in 2014. It is a compact secret key scheme for scalable data sharing in the cloud. It
aggregates a set of secret keys as a compact single key for delegating the decryp-
tion rights of any set of ciphertext classes. However, access control is not based on
attributes.

3 System Model

This paper proposes a secure and flexible collaborative data sharing with constant
size ciphertext and constant size compact key. It delegates the decryption rights of
the selected set of ciphertext classes among the randomly selected users from the
authorized users with a specific set of attributes. It providesmultilevel, tunable access
control over the shared data. The proposed scheme utilizes a hierarchical structure.
The system model of the proposed scheme is shown in Fig. 1. It is the modified form
of CP-HABE scheme. It consists of root authority, domain authorities, cloud service
provider, data owner, and users. The format of the outsourced ciphertext is shown
in Fig. 2, where I D is the identification number of a file, DE K is the symmetric
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Fig. 1 System model of the modified CP-HABE scheme for data sharing

Fig. 2 Outsourced file format

key used to encrypt the data file, CT is the ciphertext of DE K s using ciphertext
policy hierarchical attribute-based encryption and key-aggregate encryption. The
claim policy is an access structure used to verify the user’s data write privilege [8].

4 Construction of the Enhanced CP-HABE Scheme
for Data Sharing

Let us consider the scenario of collaboration and sharing of a selected data set: project
manager of an IT company encrypts and outsources projects and guidelines to the
cloud. Then share some selected projects among the development team, the testing
team, the marketing team, and the HR team. All the above teammembers are allowed
to decrypt and read the data, but only selected members of the development team are
allowed to modify the project.

The proposed scheme delegates the decryption rights of the selected set of cipher-
text classes among the randomly selected members from the set of authorized users
having the same set of attributes and data access privileges. All the members of the
development team have the same set of attributes and data access privileges such
that the ABE scheme allows all the members to modify the data. But for the above
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scenario, it is required to delegate the decryption rights of the selected set of files
to the randomly selected members of the development team. With the help of key-
aggregate cryptosystem and CP-HABE, the proposed system allows only selected
members of the development team to modify the data. The selected members should
possess the required compact key and, their data modification request should be sat-
isfied with the claim policy of the ciphertext. In this scheme, verification of the user’s
data modification request is done using an attribute-based signature (ABS).

The hierarchical structure of the proposed scheme distributes the keymanagement
burden and risk of central authority to the domain authorities. The proposedmethod is
an enhanced ciphertext-policy hierarchical attribute-based encryption (CP-HABE)
scheme with constant size ciphertext and constant size compact key. It delegates
the decryption rights of the selected set of ciphertext classes among the randomly
selected users. Partial decryption and partial signing enhance the performance of the
scheme. User revocation and attribute revocation are efficiently managed.

The framework of the modified CP-HABE scheme is defined here. It creates a
constant size ciphertext and compact key. User-level, file-level, and attribute-level
access controls are incorporated in the new scheme. Since the security and access
control level can be enlarged or minimized depending on the requirements, it pro-
vides multilevel tunable access control over the shared data. The proposed scheme
maintains forward and backward secrecy. Eight phases of operations are involved in
this scheme:

Phase1(System setup): This phase contains a setup algorithm.

– Setup(1d) → P K , M K0: The root authority executes the Setup algorithm. It uses
security parameter d to generate a public key, P K and a master key, M K0

Phase2(Domain setup): It contains 2 algorithms: CreateDA and Agr-Setup.

– CreateDA(P K , M K0, A) → M Kl : The root authority runs CreateDA algorithm
using the public key P K , its master key M K0 and a set of attributes A to generate
the master key M Kl for the next level domain authority.

– Agr-Setup(1λ, n) → param: The lower level domain authority who manages the
user is responsible for executing Agr-Setup algorithm. It takes security parameter
λ and a number of ciphertext classes n, to generate the system parameter param.

Phase3(Key generation): KeyGen, Agr-KeyGen, and Agr-Key are the 3 algorithms
in this phase.

– K eyGen(P K , M Kl , S) → SK : The lower level domain authoritywhichmanages
the user executes the algorithm. It uses the public key P K , the master key M Kl ,
and the user’s attribute set S to compute the secret key SK .

– Agr-KeyGen()→ AMSK, APK : The data owner executes the algorithm to generate
an aggregate master key AM SK and an aggregate public key AP K .

– Agr-Key(AMSK, P)→ Kagr : The data owner runs this algorithm to create an aggre-
gate key Kagr , which delegates the decryption power of a set of ciphertext class
indices P .
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Phase4(Encryption): This phase contains Encrypt algorithm:

– Encrypt(PK, DEK, APK, i, τ) → CT : The algorithm uses the public key P K , the
symmetric key DE K which was used to encrypt the shared data, the aggregate
public key AP K , access policy τ , and index i of the ciphertext class to generate
the ciphertext CT . The data owner encrypts DE K to generate the ciphertext CT .

Phase5(Data re-encryption): This phase consists of 3 algorithms: KEKGEN, Re-
encrypt, and HdrMsg.

– KEKGEN() → KEK tree: CSP runs the algorithm to create KEK tree for the
universe of users.

– Re-encrypt (CT, Gi ) → CT ′: CSP runs the algorithm to re-encrypt the ciphertext
CT . It takes ciphertext CT and group Gi to create a re-encrypted ciphertext CT ′.

– HdrMsg() → Hdr: CSP runs this algorithm to deliver attribute group keys to valid
users through Hdr .

Phase6(Decryption): This phase contains 2 algorithms: ParDec and Decrypt.

– ParDec(CT’, PAK) → CTp: CSP runs the algorithm to generate partial ciphertext
CTp. It takes re-encrypted ciphertext CT ′ and partial attribute key P AK .

– Decrypt (CTp, SK ′, Kagr , S, i) → DE K :User executes this algorithm todecrypt
the partial ciphertext CTp. The algorithm takes the user’s updated secret key SK ′,
aggregate key Kagr , set of ciphertext classes, S and index i of the ciphertext class
for the decryption.

Phase7(Writing data): It contains 3 algorithms: ParSign, Sign, and Verify

– ParSign(PAK) → P ST : CSP runs the algorithm after receiving partial attribute
key P AK from the user and outputs a partial signature, P ST .

– Sign(PST, SK) → ST : The user runs the algorithm to create a signature, ST by
using partial signature P ST from CSP and his own secret key SK .

– Verify(ST, GAK) → T/F : CSP executes the algorithm to allow the requested user
to update the outsourced data. On successful verification of the signature, the
user is allowed to update the data. This algorithm takes the signature ST and a
global attribute key G AK for verification. It returns “true/false” depending on the
verification of the signature.

Phase8(Ciphertext and key update): This phase contains 2 algorithms: CipherUp-
date and KeyUpdate algorithm.

– CipherUpdate(CT) → CT ′: CSP executes the algorithm using the ciphertext CT
to create an updated ciphertext CT ′.

– KeyUpdate(SK, Hdr) → SK ′: User runs the algorithm using the secret key SK
and header message Hdr to create an updated key SK ′.
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4.1 Correctness

Theorem 1 Our access control scheme is correct. Users can decrypt the ciphertext
to get back DE K only if their attributes satisfy the access structure in the ciphertext
and the ciphertext classes belong to the aggregate key.

Proof If and only if user’s attributes satisfy the access structure then,
e(g, g)(rl+δ)βψqy(0) = e(g, g)(rl+δ)βψs . The correctness is as follows:

C · e(Kagr · ∏
j∈p, j �=i gn+1− j+i , C1)

e(
∏

j∈p gn+1− j , C2)

= C · e(
∏

j∈p gε
n+1− j · ∏

j∈p, j �=i gn+1− j+i , gt )

e(
∏

j∈p gn+1− j , (gε · gi )t )

= C · e(
∏

j∈p gε
n+1− j , gt )e(

∏
j∈p, j �=i gn+1− j+i , gt )

e(
∏

j∈p gn+1− j , gεt )e(
∏

j∈p gn+1− j , gt
i )

= C · e(
∏

j∈p gn+1− j+i , gt )/e(gn+1, gt )

e(
∏

j∈p gn+1− j+i , gt )

= DE K · e(g, g)αβs · e(g1, gn)
t

e(gn+1, gt )

= DE K · e(g, g)αβs · e(gn+1, gt )/e(gn+1, gt )

= DE K · e(g, g)αβs

e(C̃, D̃)/(A)1/ψ = e(gs, g(α+rl+δ)β)

e(g, g)((rl+δ)βψs)1/ψ

= e(gs, g(α+rl+δ)β)

e(g, g)(rl+δ)βs

= e(gs, gαβ · g(rl+δ)β)

e(g, g)(rl+δ)βs

= e(gs, gαβ) · e(gs, g(rl+δ)β)

e(g, g)(rl+δ)βs

= e(g, g)αβs · e(g, g)(rl+δ)βs

e(g, g)(rl+δ)βs

= e(g, g)αβs

T hen
C · e(Kagr · ∏

j∈p, j �=i gn+1− j+i , C1)/e(
∏

j∈p gn+1− j , C2)

e(C̃, D̃)/(A)1/ψ

= DE K · e(g, g)αβs/e(g, g)αβs = DE K

Theorem 2 User’s collaboration request is permitted only if their attribute-based
signature satisfies the claim policy and ciphertext class indices belong to the aggre-
gate key.
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Proof If and only if user’s ABS satisfies the claim policy, then e(g, g)(rl+δ)β Py(0) =
e(g, g)(rl+δ)βt . Only if authorized user’s aggregate key is satisfied with the ciphertext
class indices, then correctness is as follows:

e(g, S′) · e(Kagr , g)

e(H(R), S) · (I )1/t · e(
∏

j∈p gn+1− j , gε)

= e(g, H(R)μ · g(α+rl+δ)β) · e(
∏

j∈p gε
n+1− j , g)

e(H(R), gμ) · e(g, g)(rl+δ)βt/t · e(
∏

j∈p gn+1− j , gε)

= e(g, H(R)μ · g(α+rl+δ)β) · e(
∏

j∈p gε
n+1− j , g)

e(H(R), gμ) · e(g, g)(rl+δ)βt/t · e(
∏

j∈p gε
n+1− j , g)

= e(g, H(R)μ · g(α+rl+δ)β)

e(H(R), gμ) · e(g, g)(rl+δ)β

= e(g, H(R)μ) · e(g, g(α+rl+δ)β)

e(H(R), gμ) · e(g, g)(rl+δ)β

= e(gμ, H(R)) · e(g, g)αβ · e(g, g)(rl+δ)β

e(H(R), gμ) · e(g, g)(rl+δ)β

= e(g, g)αβ

5 Performance Analysis

5.1 Comparison

The proposed scheme is compared with various data sharing and collaboration
schemes as shown in Table 1. Comparisons are in terms of access control, data
collaboration, Write/Read access, full delegation, partial decryption, partial signing,
signature verification, signature scheme, user revocation, attribute revocation, cipher-
text size, and selective data sharing. All the schemes are based on attribute-based
encryption, except the scheme by Chu et al. [7], which is based on key-aggregate
cryptosystem. In Table 1, “M-W-M-R” represents multiple write and multiple read
operation while “1-W-M-R” represents single write and multiple read operation.

5.2 Experimental Evaluation

The proposed scheme is implemented on a 2.2GHz Intel Core-i7 processor with 8GB
of RAM running 64-bit Linux Kernel version 3.8.0. The algorithms are implemented
using a CP-ABE toolkit [15] and a pairing-based cryptographic (PBC) library [16].
The experiments are performed by varying the number of attributes in the secret
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key and the access policy from 10 to 100. The worst-case scenario of the proposed
scheme is analyzed. The AND gate is the conjuncture for the worst case. Most of
the computationally expensive operations in the proposed scheme are delegated to
the CSP without disclosing original data. The proposed scheme is compared with
Huang et al. [6] and Bethencourt et al. [17]. The decryption time on the user is
negligibly small in the proposed scheme. The decryption time on the CSP against
the number of attributes in the secret key of the proposed scheme is same as that of
Huang et al. [6]. From the experiments, it is clear that our scheme can be used for
resource-constrained devices.

6 Conclusion

This paper proposes a multilevel tunable access control mechanism for data sharing
in the cloud. It is a flexible and on-demand access control mechanism. The proposed
scheme creates a constant size ciphertext and a constant size compact key to improve
the performance of the system. The scheme adopts a hierarchical attribute authority
structure that reduces the key management overhead by distributing the overhead
among the domain authorities. The proposed work supports user-level, file-level, and
attribute-level access control. It gives multilevel, tunable security over the shared
data. It also offers the user revocation and attribute revocation capability. Partial
decryption and partial signing reduce the computational overhead on the user. The
system has been experimentally analyzed and its performance against other related
works has been compared in the best-case and the worst-case scenarios. The security
analysis of the proposed system has been carried out and it has been concluded that
the shared data is fully collusion-secure and confidential. Comparison and analysis
show that the scheme is efficient and enables secure, selective data sharing in the
cloud. It can be utilized in resource-constrained mobile devices.
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Abstract In recent times the need for automation has grown many folds. The need
of the hour is to control and display the working of systems utilized in everyday life
with a click of a button. This paper presents the designing and implementation of
the parking management system (PMS) as a part of a building management system
(BMS). Also, the paper suggests the methodology for the effective working of the
building management system. The implementation of the communication protocol
will be both wired and wireless for effective working. The user will be able to see the
display of the status of occupancy immediately as the datawill be updated through the
Internet periodically. The objective is to reduce the search time required to search for
any vacant slot for parking and indicating it, using red or green LED indicators and
thus sending all the real-time information to a master server for monitoring purposes
or to a display at the entrance. The ultrasonic parking system has been successfully
checked and its design has been verified which successfully detects the presence
or absence of vehicles under it and indicates it by blinking red/green LED, respec-
tively. PMS is planned and strategised for interconnection using internet/intranet
connectivity.
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1 Introduction

The management of larger building projects creates a lot of pressure on the owner
and requires manpower to manage the same [1]. The important management fields
in BMS include light control, water management and parking management. Parking
has become one of the major problems in countries like India and finding a place
for the same is another major issue. The parking management practices currently in
use are inefficient and have proven unsuccessful in easing out the parking process
[2]. Drivers have to spend most of their time in searching for the vacant parking
slots in parking that are almost full of vehicles. The actual problem lies not with
the inadequate supply but with ineffective management. Similarly, electricity and
water management are major concerns in larger areas where wastage of precious
resources is increasing and left unattended. The methodology for lighting control
and water management is an important part of the building management system and
is discussed in detail. This paper is further divided into three sections. Section 2
discusses the methodology adopted to implement the BMS effectively. Section 3
discusses the wired model for small spaces and Sect. 4 discusses the wireless model
for larger spaces and uploading the desired status using the Internet of Things.

2 Methodology Adopted for BMS

The entire system indicates various sections of a building that can be automated
under the building management system. The methodology adopted includes Parking
system, Water management and Leakage control, Automatic light control, Safety
and Security. Under these heads, the applications taken into account under each
section include occupancy or vacancy determination of all the parking slots in the
parking area of a building and hence display the status at the entrance via IoT [1]. For
wireless light control: lights of a room can be automatically controlled wirelessly
depending on the presence and absence of a human in that room, thus reducing power
consumption. For Water Management and control: water saving can be done by
automating plumbing problems including automatic leakage detection and alerting.
For Safety and Security: access control uses PIR sensors and alert the concerned
personnel regarding any malicious activity.

The designed PMS system applies the Internet of Things as a tool to control,
monitor and synchronize various individual systems mentioned under BMS. The
master controllers are required in order to collect the data from the corresponding
subsystemand send it to the server. Themethod focuses on theminimization ofwiring
requirements by using WSN, i.e., Wireless Sensor Networks. Figure 1 explains the
block diagram of implementing BMS for a given space. As is explained from Fig. 1,
each subsystem of BMS is controlled individually by its own Master Controller the
access to which is controlled by the main server. All the subblocks work simultane-
ously and hence the requirement to have individual master controllers will suffice the
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Fig. 1 Buiding management system using IoT [1, 11]

purpose. All the data and status ofworking of each subblock is periodically sent to the
main server which can be accessed by the user at any given time from a distant device
with Internet facility [1, 3]. The subblocks will be explained taking into account the
parking management system (PMS). The rest of the paper will consider PMS as an
example to explain the subblocks’ working.

The three main sections of the parking management system comprise i. Slave
device with sensor, ii. a Master controller and iii. the Main server. The suggested
parking guidance and information system, or car park guidance system, presents
drivers with dynamic information on parking within controlled areas [2, 4]. It is
a technology that helps to find vacant spaces in the parking area of a building,
car location thus enhancing user experience. It includes LED indicators like red to
indicate occupied slot and green to indicate vacant parking slot, thus sending all the
real-time information to a master server for monitoring purposes. The objective is
to reduce the search time required to search for any vacant slot for parking. It is
an ultrasonic sensor-based parking system that detects the presence or absence of
a vehicle under it depending on the sensor’s output. Figure 2 represents the block
diagram of the slave device.

The basic subblock of the slave device comprises i. Ultrasonic sensor, ii. Micro-
controller unit and iii. Communication unit as shown in Fig. 2. Since ultrasonic sensor
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Fig. 2 Slave device

works on the principle similar to radar and sonar waves, it generates high-frequency
sound waves continuously. For the presence of any vehicle under the slave device,
the sound waves hit the vehicle and return to the sensor. This data is further given to
the microcontroller unit which then processes the data and determines that a vehicle
is present or not and passes the result to the communication unit. The task of the
communication unit is to communicate the obtained data to the master controller.
The master controller acts as the heart of the system. Status from all the slave devices
in the entire parking area is sent to one master controller which processes the result
and then the result of all the occupied and vacant slots is sent to the main server wire-
lessly, that is, via IoT. The main server contains data of the number of vacant and
occupied slots in the entire working system, which can be displayed at the entrance
of the parking area of a building. Figure 3 shows the block diagram of master–slave
communication with the main server. RS-485 is used as a communication channel
for communication between slave devices and the master controller.

2.1 Parking Management System

Figure 4 shows the block diagram of the parking management system. The system
is divided into wired and wireless models.

The wired model is constructed using the RS-485 network. It further consists of a
model using max-485 and a model using isolated RS-485 which is best suitable for
the multistoreyed parking areas. The wireless model is constructed using ESPWi-Fi
devices and is best suitable for small and medium parking areas. Sections 3 and 4
will describe the wired and wireless models in detail [5].
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Fig. 3 Master–slave communication with the main server

Fig. 4 Parking management system
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Fig. 5 Wired model of communication

3 Wired Parking Model

The wired parking management system consists of RS-485 as the means of commu-
nication used. Multiple slaves communicate with the master using RS-485 commu-
nication. Multiple device (up to 32) communication at half-duplex is allowed by
RS-485 on a single pair of wires. Data is transmitted differentially (that allows high
noise immunity and long-distance communication) on two wires twisted together,
referred to as a “twisted pair” [6, 7] (Fig. 5).

4 Wireless Parking Model

It is basically a Wireless Sensor Network which uses Wi-Fi. Each parking location
consists of a Wi-Fi module interfaced with an ultrasonic sensor and LED lights. The
ultrasonic sensor detects the presence of the vehicle in the parking slot using the
principle of distance measurement. If the vehicle is present, the LED lights turn red
and green otherwise. The status of the parking will be updated to the server at the
same time.

The HTTP protocol is used to log the data into the server. Each device acts an
HTTP client. The server collects the data from the clients and displays the status of
every parking location on a webpage. The server will also perform crucial tasks like
changing Wi-anFi configurations like Router SSID, Password, HTTP Host IP and
HTTP port. Figure 6 shows the slave to server communication. The wireless parking
model has two operating modes: i. Configuration Mode and ii. Normal Mode [8].
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Fig. 6 Slave server communication

The configuration mode is used to change the network settings of the device. With
the help of this configuration page, one can easily force the device onto the desired
network. The changed configurations can also be stored in the database. Figure 7
shows the device configuration form for the user.

Fig. 7 Device configuration form
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In the normal mode, the device continuously uploads data on the server. The
ultrasonic sensor provides the real-time data (presence or absence of car) every 1 s
and sends it to the server. The server stores all the values covered at every specific
second in the database on the server host computer. An HTML page picks up the
values every second from the database and displays it on the page/display section.

In this way, the wired and wireless models together contribute to the effective
working of the parking management system.

5 Results

The parking slot module consisting of the ultrasonic sensor was designed to be fit at
the roof of each parking slot. Figure 8 shows the module that was designed keeping
in mind the compactness of the space. Each parking slot with the module gives red
or green light depending upon the occupancy of the space. For example, the display
section shown below indicates the presence or absence of a car in a particular parking
slot.

Red—slot occupied.

Green—slot vacant.
Figure 9a shows the parking space with green and red LED lights as will be visible

to the driver and Fig. 9b shows the display on themobile device regarding the parking
space occupancy. This ParkingManagement System can be further customized based
on the client’s requirements.

Fig. 8 Ultrasonic sensor
module for each parking slot
designed in association with
Techwalnut Innovations LLP
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a b

Fig. 9 a Parking space installations. b Display demo page

6 Future Scope

The wireless model developed for parking management system can be used for many
other applications in a building management system. The basic model for wireless
data transfer remains the same, only the sensor required might change according to
the applications. The applications that can be included are water management system
and lighting control using the same model. For miniaturization, the sensor can be
MEMS-based [9] installed at the ground plane of the parking lot and will reduce
the cost of installation. This sensor will work based on the vibrations caused by the
moving vehicle in the slot [10].

7 Conclusion

An effective and robust parking management system is designed and implemented.
Themethodology of buildingmanagement system is discussed and different controls
can be designed for automatic and easy working of a building. The system is installed
and works efficiently in commercial complexes.
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A Brief Understanding
of Blockchain-Based Healthcare Service
Model Over a Remotely
Cloud-Connected Environment

Subhasis Mohapatra and Smita Parija

Abstract Blockchain technology is in the limelight due to its immutable and anony-
mous data recording without a centralized authority. In this paper, we present
a blockchain-based healthcare model to demonstrate a large-scale blockchain.
Blockchain-based model covers numerous sectors like financial, IoT, health care,
etc. The blockchain technology has proved its authenticity as a virtually incorrupt-
ible cryptographic data storage which provides to the end user in a secure way. The
blockchain model is composed of a series of machines that can give on-demand
service over the safety net. The access point of heterogeneous medical records
over the network is maintained by a hub of computers which operates as a pseudo-
anonymous system. The requisite of medical sensitive data is a value from all aspects
that range from patient symptoms information, medical certificate, transaction detail,
etc. The beauty of the blockchain model is its decentralization by which it can fight
against a single point attack. The requisite of sensitive data is growing stronger day by
day which needs more sophisticated service for devices collecting personal informa-
tion throughweb-based applications or cloud. This paper highlights a comprehensive
insight on accessing structuredmedical data through blockchain. By prototyping, this
modelwill identify, extract and analyze the real-life datametric point in further imple-
mentation. A medical certificate was counterfeited by a certain group of people; by
using this they are creating a headache for the government and different services for
a physically challenged person are misused by them inappropriately. Electronically
medical records are using age-old technology for storing; they need modification
and strict secure regulation to showcase our technological up-gradation. In this paper
blockchain, the pattern-based model, makes medical data management more trans-
parent for service seekers and providers. The giant step of blockchain is going to
revolutionize the future e-healthcare the way it interacts with and stores data. But it’s
not going to happen in the very next day. It can face certain smaller problems which

S. Mohapatra (B)
Department of Computer Science Engineering, Adamas University, Kolkata, India
e-mail: mohapatra.subhasish@gmail.com

S. Parija
Department of Electronics, CV Raman Engineering College, Bhubaneswar, Odisha, India
e-mail: smita.parija@gmail.com

© Springer Nature Singapore Pte Ltd. 2021
V. Suma et al. (eds.), Evolutionary Computing and Mobile Sustainable Networks,
Lecture Notes on Data Engineering and Communications Technologies 53,
https://doi.org/10.1007/978-981-15-5258-8_87

949

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5258-8_87&domain=pdf
mailto:mohapatra.subhasish@gmail.com
mailto:smita.parija@gmail.com
https://doi.org/10.1007/978-981-15-5258-8_87


950 S. Mohapatra and S. Parija

can be mitigated at its nascent stage slowly. So this model hopes to solve the regula-
tory hurdles. Blockchain is emerging as the plateau of productivity for distributing
information in health care. In this paper showcases a model that incorporates cryp-
tographic evidence of work over multiple locations; this strong espionage among
data blocks checks data against theft. It could influence a convergence point over an
interoperable network and can decrease central administrative control. An electronic
health record that uses blockchain is an integration of clinical data, medical certifi-
cate, etc.; it establishes in its entirety, medical data gathered across a range of smart
devices, and hospital databases over the cloud and other sources could all be securely
encrypted to individual demands for full chain access. Every service interaction is
added with intrinsic security and by implementing healthcare blockchain.

Keywords E-Healthcare · Cloud computing · Blockchain

1 Introduction

The proliferation of blockchain technology and its adoption by various organizations
enlightens the path for creating tamper-proof and decentralized technology scalable
across the various networks. Blockchain can replace the conventional centralized
model in health care due to its high interoperability and personal data privacy. The
necessity behind data privacy is to protect personal credentials which follows data
privacy right of a citizen to disclose his personal information. This paper elaborates
on the structural drawback behind the conventional healthcare model and strongly
supports blockchain-based architecture for future service delivery to the citizen.
Generally authentication service requirement proof is effective for the following
services, i.e. identity verification in medical certificate delivery, symptom analysis
from pathos logical data, the image of endoscopy and disease data for medication by
using blockchain. Here in this paper, a usermust authenticate before access is granted
to the service seeker [1–3]. The emergence of blockchain is extending its application
to any facet of real-life use cases where the systematic review is still needed for more
research and better understanding. Health care is the one industry where well-defined
search methodologies are used to access health records to extract citizen information
for analyzing the characteristics of a scientific database for a systematic review of
relevant records. The plethora of applications for patient data dissemination over
cloud is a remarkable advancement in the healthcare sector. Blockchain algorithm is
reforming the traditional healthcare practices to a more reliable means. The potential
nature of blockchain witnesses security, reliability in the healthcare domain. It is
adding an imperative clinical decision and distributed transaction security to a more
reliable means. In terms of data-intensive blockchain is adding reliability, scalability
to secure the healthcare domain in an effective way. Blockchain is reforming vastly
the electronic health records on a regular basis; due to the sensitive nature of data
it needs regular, imperative transaction diagnosis for achieving security and privacy.
Health care is a sector where a large amount of data is exchanged every hour so a
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centralized trusted third party constitutes the security domain but at a certain point,
if a trusted third party malfunctions or fails maliciously it can lead to huge loss in
terms of money besides the fact that a resource developing nation like India is a
resource-intensive country where these things can affect its gross domestic product.
So a judicious decision can integrate the economy.

1.1 Motivation

The application of blockchain in the healthcare domain showcases the medical data
management platform for appropriate access grant to service seekers and providers.
Adhering to this we organize peer-to-peer flow of data access between the service
seeker and provider. Blockchain authenticates the service flow between the registered
patient and service delivery admin, i.e. here blockchain document updates the ledger
appropriately. Technology catches one’s attention because of its safer immutable
control over all the flow of data, where each data carries a unique hash. Resilient
behavior can prevent against single-point failure. It is gaining popularity day by
day due to its transparency and accountability by maintaining transaction history
and peer-to-peer (P2P) interaction without any third party access. Blockchain is
fascinated over other organizations including health care due to its timestamp-based
immutable linking.

Here in this model, we introduce medical record validation that can ensure high
data security. In this blockchain model, it grants access to anyone who is willing to
participate. It can set up a node (user) within blockchain for the transaction (record
information) by verifying the record based on consensus protocol. The data stored in
each block depends on the type of blockchain. This model can track the transaction
inside the blockchain ledger. It can remove cheating, cyber attacks or other electronic
crimes related to the healthcare perspective. The future application of this model
looks bright for any facet of the healthcare industry. The data which are preserved
in health care are highly sensitive and their management is still cumbersome. This
model enables a platform for others to access records by granting access to patients
and practitioners.

1.2 Contribution

Blockchain is defined as a decentralized ecosystemwhere transaction history ismain-
tained across a peer-to-peer network of a data-stored personal computer coined as a
node [4–6]. Blockchain nodes are bound together by the cryptic method. This current
is trend gettingmassive limelight in every sector including health care the blockchain
can replace middleman in health care and has tremendous potential to transform
medical data to be more vibrant, secure and disintermediated. Data managed by
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medical organizations is categorized as follows: patient health information, elec-
tronic medical record, data collection from IoT devices, medical insurance claim,
etc. The blockchain-based solution allows the citizen to prove the authenticity of
any document more frequently; it validates the transaction. This is an efficient tech-
nology that can help citizens against medical data breaches in the health industry
[7–9]. Blockchain first worked on a cryptic secured data hub which was described
by Stuart Haber in 1991; consequently, it gave rise toMerkel tree-based approach (by
Haber and Stornetta) that improved efficiency in the transaction (integrate several
documents into one block). The conceptualization is carried forward by Satoshi
Nakamoto in 2008 by implementing a hash cash-based method, the first block is
known as genesis block and subsequent blocks are linked by the previous block.
Blockchain stands upon 3 pillars: miners (who assemble a block of the transaction
by selecting from a transaction pool), blockchain (data structure for the chronolog-
ical order of a mined block) and the client (who buys goods from other vendors).
Satoshi Nakamoto first experimented this technique in the financial sector popu-
larly known as Bitcoin and due to its highly cryptic decentralization feature, it is
penetrated to every sector with great momentum. The reliance of blockchain was
implemented first in the Secure hash algorithm, i.e. Bitcoin cryptocurrency; the code
is open-source accessible to all to modify as per industry standards; the chronolog-
ical shift in blockchain algorithm is adding efficacy for a systematic review [10–12].
The scope of utility in the blockchain route is a secure channel for data transfer.
The blockchain has gained popularity due to its decentralized, digital public ledger
jointly maintained by multiple parties securely by using cryptography.

2 Proposed Model

Here in this proposed model, an electronic health record will be maintained in
the cloud where all specific information regarding medical data is maintained for
substantial use.

STEP1—A medical-based repository will be maintained in a hospital where
patient information of a person is restored in a separate database that includesNAME,
UNIQUE-ID, ADDRESS, DISEASE INFORMATION, CONTACT NO., SPOUSE
NAME and BIOMETRIC DATA.

In the pathological database, we maintain pathological data of a patient that has
categories as a blood sample, urine sample, semen sample, patient name and ID given
as in Fig. 1.

Fig. 1 Phase-1 diagram of restoring data over cloud
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In the medical certificate database if any person is applying for any handicapped-
certificate or death-certificate from the concerned hospital, it is maintained; here, we
use the fields person name, ID, date of issue, concerned authority and one cryptic
hash value is established for blockchain navigation.

In the image database, all such images of a patient with patient ID, and X-ray,
endoscopy data are maintained for further reference by a researcher and a doctor.

STEP2—A blockchain is maintained for P2P (peer-to-peer) cryptic network
establishment between patient and doctor, analytic researcher. It can check against
tampering of the medical certificate, and leaking of identity in doctor referral for
patient personal information. A researcher must not use the data exorbitantly, his
identity and transaction history will be maintained for further analysis [13, 14]. The
beauty of blockchain lies in its technological establishment.

STEP 3—In this step a cloudlet-based metadata creation will speed up the data
delivery to the respective end user; cloudlet is used for mobility enhancement in a
cloud-based architecture. It represents the middle tier of a 3-tier hierarchy: mobile
device, cloudlet and cloud. A cloudlet can be viewed as a data center in a box whose
goal is tobring the cloud closer [7, 15].Here doctor/researcher canusemobile devices
for accessing patient information, certificate authentication and metadata will act as
a cloudlet between cloud data storage and end user. The blockchain centric health
data retrieval model is given in Fig. 2.

STEP 4—In this step doctor and the researcher can use the handheld device,
monitor, to access this kiosk that is a conglomeration of a set of hospitals that is
using this blockchain technology over the Internet. The usual flow of cryptic data is
given in Fig. 3.

Fig. 2 Medical resource delivery model through blockchain
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Fig. 3 Blockchain schematic flow

3 Conclusion

This paper provides a holistic overview of blockchain technology and the schematic
framework of its extant application in the healthcare ecosystem. It delivers its poten-
tial application for innovation in health care. This futuristic model will help from
the various aspects, from an administrative as well as research point of view. The
data processing for clinical and nonclinical data maintains a proof legitimate record.
Since blockchain serves as a source of transparent information, immediate imple-
mentation of this model can create accuracy and fidelity. The frequent exchange
of health data over the Internet creates a potential security threat for citizens so
blockchain-centric infrastructure is the only remedy for all such hurdles. This novel
decentralized architecture boosts the healthcare domainby fostering security audits of
clinical data repository. For the extant adoption of this technology, we need to address
its scalability and regulatory framework implementation for a resource-intensive
industry like health care. Finally, the regulatory challenges lie in its determinants
of user understanding and attributes of a blockchain application that spread across
multiple healthcare jurisdictions. Blockchain has tremendous potential of adding
persistency, anonymity and suitability to healthcare. This era of blockchain tech-
nology is structuring trust relationships, integrating collaboration in peer to peer
maintenance of efficiency, promoting data sharing and assisting the government’s
penetrating supervisory capacity over healthcare transactions.

References

1. Mettler M (2016) Blockchain technology in healthcare the revolution starts here. In: Proceed-
ings of the 2016 IEEE 18th international conference on e-health networking, applications and
services (Health com), Munich, Germany, pp 520–522

2. Kuo TT, Kim HE, Ohno-Machado L (2017) Blockchain distributed ledger technologies for
biomedical and health care applications. J Am Med Inform Assoc 24:1211–1220

3. Roman-Belmonte JM, De la Corte-Rodriguez H, Rodriguez-Merchan ECC, Corte-Rodriguez
H, Carlos Rodriguez-Merchant E (2018) How blockchain technology can change medicine.
Postgrad Med 130:420–427

4. PayPal, Inc—PayPal Reports Second Quarter 2018 Results. https://investor.paypal-corp.com/
news-releases/news-releasedetails/paypal-reports-second-quarter-2018-results?ReleaseID=
1072972, Accessed 10 Jan 2019

https://investor.paypal-corp.com/news-releases/news-releasedetails/paypal-reports-second-quarter-2018-results%3fReleaseID%3d1072972


A Brief Understanding of Blockchain-Based Healthcare Service … 955

5. Lite coin. https://litecoin.com, Accessed 10 Jan 2019
6. Visa Net—Electronic payments network. https://usa.visa.com/aboutvisa/visanet.html,

Accessed 10 Jan 2019
7. Engelhardt MA (2017) Hitching healthcare to the chain: an introduction to blockchain

technology in the healthcare sector. Technol Innov Manag Rev 7:22–34
8. Aoki Y, Otsuki K, Kaneko T, Banno R, Shudo K (2019) Sim block: a blockchain network

simulator. In: Proceedings of the cry block 2019 (in conj. With IEEE INFOCOM 2019)
9. Nakamoto, S (2008) Bit coin: a peer-to-peer electronic cash system
10. Falcon—A fast bit coin backbone. https://www.falcon-net.org/, Accessed 10 Jan 2019
11. Qtum (2018). https://qtum.org/en, Accessed 12 Mar 2019
12. Burniske C, Vaughn E, Cahana A, Shelton J (2016) How blockchain technology can enhance

electronic health record operability. Ark Invest, New York, NY, USA
13. Jovanovich B, Rousseau PL (2005) General purpose technologies. in handbook of economic

growth. Elsevier, New York, NY, USA
14. Androulaki E, Barger A, Bortnikov V, Cachin C, Christidis K, De Caro A, Enyeart D, Ferris C,

Laventman G, Manevich Y et al (2018) Hyper ledger Fabric: a distributed operating system for
permissioned blockchains. In: Proceedings of the thirteenth euro sys conference on European
System ’18. In: Association for computing machinery, New York, NY, USA, pp 1–30

15. Angraal S, Krumholz HM, Schulz WL (2017) Blockchain technology applications in health
care. Circ Cardio vasc Qual Outcomes 10:e003800

16. Decker C, Wattenhofer R (2013) Information propagation in the bit coin net work. In:
Proceedings of the IEEE P2P’13

17. Klarman U, Basu S, Kuzmanovic A, Sirer EG, blo Xroute: A scalable trustless blockchain
distribution network whitepaper

https://litecoin.com
https://usa.visa.com/aboutvisa/visanet.html
https://www.falcon-net.org/
https://qtum.org/en


Ensemble Learning-Based EEG Feature
Vector Analysis for Brain Computer
Interface

Md. Sadiq Iqbal, Md. Nasim Akhtar, A. H. M. Shahariar Parvez,
Subrato Bharati, and Prajoy Podder

Abstract Brain Computer Interface (BCI) can be normally defined as the process of
controlling the environment with the EEG signals. It is a real-type computer-based
process which translates the human brain signals into necessary commands. Because
there are many strokes attacked or neurologically affected patients in the world and
they are not able to communicate effectively or share their emotions, thoughtswith the
outsideworld. Considering some extreme cases, tetraplegic, paraplegic (due to spinal
cord injury) or post-stroke patients are factually ‘locked in’ their bodies, incompetent
to exert strive motor nerves control after the stroke, paralyses or neurodegenerative
diseases, requiring alternative techniques of interactive communication and control
of organs. So, BCI is one of the best solutions for this purpose. This paper mainly
discusses ensemble learning approaches for EEG signal classification and feature
extraction. Bagging, Adaptive boosting, and Gradient boosting are quite popular
ensemble learning methods, which are very effective for elucidation and explication
of many practical classification problems. EEG signals may be classified as adopting
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a set of features like autoregression, power spectrum density, energy entropy, and
linear complexity. In this paper, we have used three illustrative procedures Adap-
tive Boosting, Bagging, and Gradient Boosting ensemble learning methods and
extracted features using discrete wavelet transform (DWT), autoregression (AR),
power spectrum density (PSD), and common spatial pattern (CSP).

Keywords AdaBoost · Gradient boosting · Bagging · Discrete wavelet transform
(DWT) · Autoregression (AR) · Power spectrum density (PSD) · Common spatial
pattern (CSP)

1 Introduction

The electric brain activities are recorded by using electrodes and that will be placed in
the scalp and that signal is called EEG signals. Tomonitor brain activities, many tech-
niques are introduced such as magnetoencephalography (MEG), MRI, imaging by
using optical technique, and electroencephalography. From all these techniques elec-
troencephalography is more inexpensive and it is more compatible with continuous
tracking of brain activities [1–3]. Forthcoming samples can predict the hazardous
characteristics of the trained classifier. EEG feature extraction is also an important
task. Recently some researchers classified EEG signals by ensemble learning system
with the fusion of linear discriminant analysis which can be explained as a hybrid
feature extraction technique in order to recede generalization errors [4]. Two dipoles
or two channels such as C3 and C4 exploration were offered to feature extraction of
motor imagery tasks for the applications of brain–computer interface. By explaining
the electroencephalography problem of some data, it is established that the basic
methodology can adopt feature extraction techniques such as DWT, autoregression
(AR), power spectrum density (PSD), and common spatial pattern (CSP) in order to
extract some key features of the EEGdatawith the help of ensemble learningmethods
for the classification of signals. The rest of this EEG-based paper is organized as
follows. In Sect. 3, the ensemble classification methods have been illustrated briefly
which are used for classifying EEG signals. In the fourth section feature extraction
methods and procedures have been discussed. Then in Sect. 5 experimental results of
EEG signal classificationwith the training error calculation for a number of iterations
has been discussed and tried to provide a comparative explanation.

2 Related Work

Several single classification algorithms have been evaluated already for the classi-
fication of EEG signals and they are neural networks, Fisher discriminant analysis,
SVM classifier, hidden Markov models, Bayesian classifiers, and source analysis.
Two nonlinear and linear classifiers [5] were used to classify the natural EEG signals
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for the period of five mental responsibilities, presenting that nonlinear classifiers
provide only a little improvement results for classification. Amethodology to genetic
algorithm-based feature selection also offered initial results of EEG [6]. Classifica-
tion of EEG and offline BCI were described by asymmetric hemisphere model with
right hand and left hand performedwhen usingHMMs [7]. The interfacemechanisms
asynchronously and practices 8 apparent electrodes to observe electroencephalogram
signals and identifies statistical classifier 3 dissimilar mental states [8]. The experi-
ment of EEG signal classification rising from BCI applications and recommend an
on-line classifier considered through the unassociated LMS algorithm. Constructed
on Gaussianmodels with a Bayesian classifier, that develop the common invention of
gradient descent algorithms below the principle of LMS [9]. Sun et al. [2] classified
EEG signal using adaptive feature extraction through the update of weighed signal
covariance, the peak discriminative features associated with the present brain states
are removed by the technique of multi-class CSP. Another research illustrated the
classification of motor imagery tasks for BCI and that paper visualized movement of
right or left hand without training its dataset [10]. However, as one of the principal
current directions in ML, ensemble learning plays a significant role in order to solve
problems faced in the above classification algorithm.

Ren [11] and his team adopted hybrid feature extraction method for exploiting
the necessary information or data from the EEG signals combining three techniques
such as Wavelet packet transform (WPT), autoregressive model (AR) and DWT.

Hongwei Mo et al. proposed a magnetic bacteria optimization algorithm method
based on a support vector machine (SVM) classifier in his research paper for the
purpose of constructing a proficient classifier for motor imagery EEG-based brain–
computer interface (BCI) [12].

Robert Jenke reviewed different sets of features such as event-related potentials,
fractal dimension, higher-order crossings, frequency domain features such as band
power, time-frequency domain features such as DWT, and electrodes for emotion
recognition (happy, curious, angry, sad, and quiet) fromEEGdatawith over 30 studies
in his paper. They described that the enactment of a multivariate feature selection
system is comparatively better than univariate methods, generally requiring less than
100 features on average [13].

3 Ensemble Learning

In machine learning, ensemble learning is a model where several learners are trained
to describe the similar problem [14]. In contrast to normal machine learning methods
which try to study one theory from training data, ensemble procedures try to build a
set of association and hypotheses of them for usage.
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3.1 Creating Ensembles

Usually, an ensemble is created in two steps. In the first step, a quantity of base
learners is created, which can be created in a parallel style or in a sequence model
where a base learner has an impact on the peers of the following learners. Formerly,
the base learners are united to use, wherever the furthermost popular arrangement
systems are popular passed by vote for weighted averaging and ensemble model
can also be performed classification and regression [15]. There are several effective
ensemble approaches. Three ensemble learning-based approaches are illustrated in
this paper and they are Adaptive Boosting, Bagging, and Gradient Boosting.

3.2 Adaptive Boosting

AdaBoost also known as Adaptive Boosting, is an ML meta-algorithm. It can be
conducted in combination with various kinds of learning processes to develop perfor-
mance. AdaBoost denote to a specific system of training a boosted algorithm [6]. A
boosting algorithm is in the form

Ft (a) =
T∑

t=1

ft (a) (1)

where f t is a weak learner, a is input and returns a value of the object represented
for classes. Suppose, a dataset {(a1, b1),…., (aN, bn)} is considered where separated
item ai has a related class bi ε {−1, 1} for respective item and {k1,…, kL} is a weak
classifier set for respective item which classification output is kj(ai) ε {−1, 1} for
respective item.

C(m−1)(ai ) = xi k1(xi ) + . . . . + xm−1km−1(ai ) (2)

3.3 Bagging

Bagging is also called bootstrap aggregating. It is a ML ensemble meta-algorithm.
The algorithm can be designed in order to improve the accuracy of ML algorithms
used in regression and classification. Variance is also reduced in bagging. Bootstrap
aggregating or bagging helps to avoid overfitting [5].
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4 Feature Extraction

Extraction of features is an exceptional procedure of dimensionality decrease. A
feature is a distinctive measurement or a characteristic measurement, transform and
structural component. This componentmust be extracted from a segment of a pattern.
Changing the input data based on the creation of features is known as feature extrac-
tion. Feature extraction method is defined to choose the desired features or the most
important information for the classification exercise. EEG signal frequency content
delivers suitable data than representing the time domain. The wavelet transform
provides us a description of the multi-resolution of a non-stationary signal. EEG is
non-stationary signal therefore wavelet is suitable for EEG signals [2].

4.1 Extract Discrete Wavelet Transform (DWT) Feature

Wavelet transform is a non-stationary time-scale exploration technique appropriate
to be recycledwith EEG signals. DWT is a suitable tool used in order to dispersed and
sort non-stationary signals into several frequency features in various time-scales [16].
It is defined in Eq. (5). There are many discrete wavelets such as Haar, Daubechies,
and bi-orthogonal wavelet. In this paper, Daubechies 4 wavelet (db4) is applied.

DWT(i, j) = 1√∣∣2i
∣∣

∝∫

−∝
x(t)ψ

(
t − 2i k

2i

)
dt (3)

4.2 Extract Autoregression (AR) Feature

AR model is mainly applied to define the EEG in the static case. On the other hand,
in this paper the AR parameters are permitted to differ from time where the EEG
signal is a non-stationary signal [11]. AR is defined by this equation:

yi = a1,i ∗ yi + . . . . + ap,i ∗ yi−p + xi,xi = N {0, σ 2
x (i)} (4)

where zero-mean-Gaussian-noise xi develop with variance σ 2
x (i); an integer i which

refer to discrete intermediate time points.



962 Md. Sadiq Iqbal et al.

4.3 Extract Power Spectrum Density (PSD) Feature

Power Spectral Density (PSD) is the response of frequency of a periodic or non-
periodic signal. It expresses to us that somewhere the power is average which is
distributed frequency of a function. The PSD of a non-periodic signal x(t) can be
communicated in one of two techniques that are equal individually. In order to achieve
the PSD from the FFT values, each FFT value must be squared and divided by 2
times the frequency spacing on the x axis.

Sx(ω) lim
T→∞ E{ 1

2T
|

T∫

−T

x(t)e− j2πωt dt |2} (5)

The power can be designed from a non-periodic signal in excess of a particular
frequency band as given:

∝
P =

∫

−∝
Sx (ω)dω = Rx (0) (6)

When frequency range is f1–f2, then

P12 =
f 2∫

− f 1

Sx (ω)dω = Rx (0) (7)

4.4 Extract Common Spatial Pattern (CSP) Feature

CSP feature and its algorithm is usually castoff in the BCI area and is recycled to
discover spatial filters that can exploit the difference between programs onwhich it is
trained [2]. Unmixing matrix is normally computed to the features whose variances
are optimal in order to discriminate the two classes of EEGmeasurements. Normally
CSP algorithm provides comparatively better results at the time of its execution on
the optimal time windows and the frequency bands [17].

Assumed an EEG signal is extracted from the particular trail, E using dimensionN
× T since ith class, wherever N is the channels number which is in recording besides
T is the time samples number that in use for respective channel. The equivalent
covariance matrix can be termed as

Ci = EE ′

trace(EE ′)
(8)
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where trace(EE’) is a function that determines a diagonal of a matrix with its sum
and Ci is the average spatial covariance matrix for an individual class.

5 Simulation Results

5.1 Ensemble Learning

Figures 1 and 2 indicate iteration versus training error curve for AdaBoost ensemble
learning method where the iteration number is 10, 50, and 100. In Fig. 1 where
the iteration number is 2, training error is 0.4. Then the training error is decreased

Fig. 1 Iteration versus training error curve for AdaBoost ensemble learningmethodwhere iteration
number is 10

(a) (b)

Fig. 2 Iteration versus training error curve for AdaBoost ensemble learning method where
a iteration number is 50, b iteration number is 100



964 Md. Sadiq Iqbal et al.

Table 1 Training error
calculation for AdaBoost
ensemble learning method

Iteration Training error

1 0.400000

2 0.400000

3 0.364286

4 0.364286

5 0.350000

6 0.357143

7 0.292857

8 0.300000

9 0.292857

10 0.300000

Table 2 Training error
calculation for bagging
ensemble learning method

Number of iterations Training error

1 0.3893

2 0.3875

3 0.3732

4 0.3839

5 0.3393

6 0.3393

7 0.3357

8 0.3357

9 0.3286

10 0.3232

for the next iteration number. On the other hand, when the iteration number is 8,
training error increases in a small amount.Table 1, 2 and 3 illustrate the training
error calculation for AdaBoost, Bagging and Gradient Boosting ensemble learning
method respectively.

Figures 3 and 4 show iteration versus training error curve for bagging ensemble
learning method where the iteration number is 10,50, and 100. In this simula-
tion process, we have assumed 40 minimum parents where the base algorithm is
classification tree.

Figure 5 illustrates iteration versus training error curve for gradient boosting
learning method where the iteration number is 10, 50, and 100. Figure 5 also displays
the peak value of error number with respect to the iteration number. Here, the base
algorithm is regression tree. From the table, it can be said that when that number of
iterations is increased, training error is decreased.
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(a) (b) 

Fig. 3 Iteration versus training error curve for bagging ensemble learningmethod where a iteration
number is 10, b iteration number is 50

Fig. 4 Iteration versus training error curve for bagging ensemble learning method where iteration
number is 100

Table 3 Training error
calculation for Gradient
Boosting ensemble learning
method

Number of iterations Training error

1 0.3964

2 0.3839

3 0.3375

4 0.3134

5 0.2839

6 0.2839

7 0.275

8 0.2679

9 0.2634

10 0.2571
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(a) (b) (c)

Fig. 5 Iteration versus training error curve for gradient boosting ensemble learning method where
a iteration number is 10, b iteration number is 50, c iteration number is 100

5.2 Feature Extraction

Figure 6 visualizes 18 channels of electrodes such as A1, A2, C3, C4, Cz, and so
on. We get two electrodes of channel C3 and C4 then extracted feature according to
DWT, autoregression, power spectrum density (PSD), and common spatial pattern
(CSP). For the purpose of extracting the features from the EEG dataset C3 and C4
channels of left hand and right hand movement are considered. Recording of right
and left movement was arbitrary besides the recycled three EEG channels in excess
of C3, Cz and C4.

Figures 7 and 8 visualize DWT, Autoregression, PSD, CSP features for C3 and
C4 channels where blue color indicates left hand and red color indicates right hand
correspondingly. The feature is extracted from an EEG signal. Sampling frequency
value is 128. The autoregression order used in this experiment is 5.

Fig. 6 Visualized distance of all electrodes with C3 and C4 channels
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Fig. 7 Extract (a) DWT (b) Autoregression feature for the purpose of C3 and C4 channels

Fig. 8 Extract a Power spectrum density (PSD). b Common Spatial Pattern (CSP) feature for the
purpose of C3 and C4 channels

Out of 280 trials in this dataset, 140 trials were specified as training data as well
as enduring 140 were deliberated as testing data. Separately trial has 9 s length using
sample frequency 128 Hz and it was filtered among 0.5 and 30 Hz. The CSP, AR,
PSD, andDWToutputswere recycled as feature vector andwere categorized into two
classes right/left-hand movement exhausting ensemble learning which deliberated at
the ensemble learning section. So to train these features, we take the help of ensemble
learning. DWT, AR, and PSD have to be considered by mean of the total values of
the changed signals, such as C3 and C4, coefficients separately for sub-band, and the
rate of channel C3 is compared to channel C4 and output of this method is exposed
in Figs. 7 and 8.
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6 Conclusion

EEGsignal is normally a quantification of potentialswhich reflect the electrical active
motion of the humanbrain. So, EEGsignal analysis, classification, and feature extrac-
tion are very significant for fruitful diagnosing of many neurological diseases such
as brain stroke, brain tumor, epilepsy, head injury, and dementia. This paper mainly
represents ensemble learning for the purpose of EEG signal classification applying
AdaBoost, gradient boosting, bagging techniques, and visualized training error in
order to increase the number of iterations. Where iteration number is increased,
training error is decreased than the fluctuated training error. In simulation, it has
been observed that for the 10th iteration, the value of training error of bagging,
AdaBoost, and gradient boosting is respectively 0.3232, 0.3000, and 0.2571. In this
paper, the feature extraction processes of EEG such as DWT, autoregression, PSD,
and CSP feature have also been illustrated with respect to channels C3 and C4 where
blue color indicates left hand and red color indicates right hand. Daubechies wavelet
is used in the DWT feature extraction stage.

Ethical approval Authors do not violate the ethical statement.
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Cluster-Based Data Aggregation
in Wireless Sensor Networks: A Bayesian
Classifier Approach

Lokesh B. Bhajantri and Basavaraj G. Kumbar

Abstract The network is composed of wireless distributed sensor nodes with data
computational capabilities. In each cluster, the cluster member nodes are used to
send the sensed data to their respective cluster head to aggregate and classify the
data effectively. In this work, the algorithm for cluster-based aggregation of data
using the Naive Bayesian Classifier is proposed. The proposed scheme provides
better performance rather than existing algorithms with accuracy, efficient energy
utilization, and computation overhead.

Keywords Wireless sensor networks · Data aggregation · Cluster · Cluster head ·
Naive Bayesian classifier

1 Introduction

AWireless Sensor Network (WSN) contains the number of distributed sensor nodes
with high computation network. The sensors are scattered over the network, each of
these nodes has the capability to process or route the data to a sink node or a base
station through cluster head (CH) nodes. A sink node collects the data from its CHs
from each cluster of theWSN for enhancing and decision-making of data. TheWSN
has been used for various real-time applications such as military applications, habitat
monitoring, environmental monitoring, and so on. In WSN cluster member nodes in
each cluster periodically send the data to their respective CHs, then CHs transmit
the data over the network. The frequency of reporting sensed data usually depends
on the particular applications to the sink node.

L. B. Bhajantri (B)
Department of Information Science and Engineering, Basaveshwar Engineering College,
Bagalkot, Karnataka, India
e-mail: lokeshcse@yahoo.co.in

B. G. Kumbar
Department of Computer Science and Engineering, BGMIT, Mudhol, Karnataka, India
e-mail: gkbasavaraj@gmail.com

© Springer Nature Singapore Pte Ltd. 2021
V. Suma et al. (eds.), Evolutionary Computing and Mobile Sustainable Networks,
Lecture Notes on Data Engineering and Communications Technologies 53,
https://doi.org/10.1007/978-981-15-5258-8_89

971

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5258-8_89&domain=pdf
mailto:lokeshcse@yahoo.co.in
mailto:gkbasavaraj@gmail.com
https://doi.org/10.1007/978-981-15-5258-8_89


972 L. B. Bhajantri and B. G. Kumbar

In WSN, there is a grouping of sensor nodes into clusters to satisfy the load
balancing, scalability, efficiency of energy, and better network lifetime. There are
several problems that impact the design and performance of the WSNs as follows
[1, 2]: (1) quality of Service-based communication and computing, (2) fault toler-
ance management issues, (3) routing issues, (4) context-aware issues in network, (5)
scalability issues, (6) authentication issues, (7) key management issues in WSNs,
(8) sensors are very limited in power, computational capacities, and memory, (9)
management of resources, (10) dynamic topologies, (11) security, (12) aggregation
and classification of data, and (13) data accuracy.

The energy is a limited resource for the computation of tasks in WSNs. When the
number of nodes increases, the network complexity increases. In this regard, energy
consumption is required for computing the tasks. So energy-efficient aggregation and
classification of data approach are required in sensor networks. The data aggregation
is a mechanism or a method for removing redundancy information or data from the
sensor node data to increase the lifetime of the network and the accuracy of sensor
data. This work focuses on data aggregation issues such as delay, data accuracy, data
redundancy, and traffic load [3, 4]. Therefore, we get the accuracy of aggregated and
classified data of sensor nodes in the WSN.

The following proposed work is structured as follows: Sect. 2 describes the liter-
ature survey toward the proposed work. Section 3 depicts the proposed work for
cluster-based data aggregation using Naive Bayesian Classifier. The simulation work
of the proposed work is presented in Sect. 4, and finally, it concludes the proposed
work in Sect. 5.

2 Literature Survey

The following are related works described toward the proposed work: the work
given in [5] depicts an efficient aggregation of sensor data using clusters in terms
of energy and tree-based approaches. This paper addresses the problems in clusters
of WSNs for data aggregation and transmission over the network. Also, it address
the issue of unbalanced energy dissipation. The energy-efficient data aggregation
based on clusters in WSNs is presented in [6]. In this work, the proposed scheme
for cluster-based data aggregation comprises the four stages like cluster definition,
CH election, data aggregation, and maintenance. The work given in [7] describes
the secure cluster-based data aggregation in WSN. They have addressed the data
aggregation and security issues together for data transmission over the network. This
work identifies the untrustworthy nodes effectively with less energy utilization. A
survey on energy-efficient hierarchical clustering in WSNs is discussed in [8]. This
work addresses the issues and challenges for designing cluster schemes in terms of
parameters and protocols. Also discussed and evalauted is the cluster approach for
existing techniques in WSNs. Finally, they discussed the advantages, disadvantages,
and applicabilities for clustering.



Cluster-Based Data Aggregation in Wireless … 973

The work given in [9] describes the cluster-based compression data aggregation
and routing in WSNs. In this work, tree-based data aggregation and routing of data
are performed. The performance of the aggregation of data using clusters is evaluated
in [10]. The entropy-based aggregation of data is discussed. The proposed method
is simulated by the NS2 simulator with packet drops, network lifetime, aggregation,
convergence rate, and transmission cost parameters. The dynamic clustering-based
data aggregation is presented in [11]. They have proposed the scheme for dynamic
fuzzy clustering data aggregation for the selection of clusters and data aggregation in
WSNs. The proposedmethod is comparedwith existing algorithms in terms of energy
and network lifetime. The cluster-based secure routing is depicted in [12]. In this
paper, secure transmission of data over the network using the cryptography technique
is discussed. Also, this scheme works on MAC operations for data encryption and
transmission. The current status and future directions of research on data aggregation
in WSNs are presented in [13]. In this work, they have discussed the challenges
and limitations of the aggregation of data. Also presented are the techniques, tools,
and methodologies for aggregation. The routing protocols for clusters is depicted
in [14]. Also, some of the approaches are discussed toward cluster-based routing
protocols. The work given in [15] presents the techniques for the aggregation of data
in sensor networks. This paper also discusses data gathering and routing protocols
using clusters. Some of the related works are given in [16–20].

The earlier works on WSNs are carried out to maximize the network lifetime
by using the clustering technique based on LEACH, PEGASIS protocols, and other
protocols or algorithms. These protocols are used to consumemore amount of energy
and time required for data communication over the network. As per the comparison
between various data aggregation approaches (like centralized, cluster, tree, and in
network-based approaches) in WSNs, cluster-based data aggregation approach is a
more suitable approach because of load balancing, less energy consumption for data
computation, increase in the lifetime of the network, and scalability. In this work, we
have considered the Naive Bayesian Classifier-based aggregation and classification
of data over the CHs in the network.

3 Proposed Work

In this work, the objective of the work is to remove the redundant data and perform
efficient classification of data that increase the lifetime of the network and accu-
racy otherwise prolong or conserves the energy of the sensors during data aggrega-
tion in WSN. Therefore, which required to aggregate and classify the data in terms
of syntactic and semantic information or structured data that is accomplished by
the proposed Naive Bayesian Classifier algorithm. Cluster-based data aggregation
and classification is the best approach among all the approaches in WSNs, which
provide the following benefits like maximizing energy-efficient data computation,
better network lifetime, accuracy, scalability, load balancing, and less computational
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overhead. In this section, the proposed model and algorithms for the proposed work
are described below.

3.1 The Proposed Model

Figure 1 describes the data aggregation using the cluster-based approach in WSNs.
A randomly or statically deployed WSN accepts the protocols for cluster formation
in which the group of nodes in clusters randomly selects the highest energy of sensor
node as a CH across various regions of the network. The randomly selected CH nodes
are used to broadcast the message to their nodes. Sensor nodes receive and send the
confirmation message to randomly selected CHs within the communication range.
The cluster formation and CH selection mechanism is defined in the first proposed
algorithm. After the selection of CHs in each cluster, CH starts the communication
between cluster member nodes and sink node or base station through intra-cluster
communication and inter-cluster communication in the proposed network. Periodi-
cally, cluster member nodes of a cluster sense and transmit the data to the CH node
through single- or multi-hop communication, i.e., inter-cluster communication for
aggregation of data. The sink node receives the aggregated data from its multiple
CH nodes. Finally, the sink node performs the actions which are based on the aggre-
gated and classified data from sensor nodes. The below algorithm shows the cluster
formation scheme in the proposed work.

Fig. 1 The proposed model of data aggregation system
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3.2 Algorithm for Cluster Formation

The cluster formation algorithm proposed is as follows:

Step 1: Place the number of sensor nodes in the environment randomly
Step 2: Randomly identify the active nodes as a CH with the highest amount of
energy in various regions of the network
Step 3: Each elected CH node broadcasts the heartbeat message among the sensor
nodes in the network
Step 4: Each CH receives the heartbeat messages from its sensor nodes to form
the clusters within the communication range
Step 5: Sink node performs the computations in the WSNs.

3.3 Algorithm for Data Aggregation Using Naive Bayesian
Classifier

In this work, we have used Naive Bayesian Classifier model for data classification,
which is one of the widely used classification models in WSN. The Naive classifica-
tion model has many advantages such as efficient computation, simplification, and
better performance on classification on aggregated sensor data in the network. This
classifier model works on the basis of Bayesian theory, which is a classical statistical
classification algorithm [21]. The algorithm is on the basis of the independence of
each attribute of the WSN. Consider the following various cluster information in
the proposed work. The data set for each cluster is shown in Fig. 2. The data sets
correspond to different WSNs that are used in various types of applications. The
proposed algorithm for data aggregation and classification are described below.

In this work, we have considered the three ranges for temperature:
[0 °C–25 °C] = Low, [26 °C–35 °C] = Average, and [36 °C–50 °C] = High.
Ranges for humidity are as follows:
[10–40%] = Low, [41–60%] =Moderate, and [61–100%] = High.

Fig. 2 Data set for clusters of WSNs
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Begin

Step 1: Each sensor node/cluster member node measures the temperature and
humidity of the environment in each cluster of the network periodically;

Step 2: Each CH collects the data set from its cluster member sensors in the
network;

Step 3: Each Cluster Head aggregates and classifies the data using the proposed
scheme as follows:

(i) Cluster Head reads the training data set;
(ii) Cluster Head converts the data set into the frequency table;
(iii) Cluster Head creates the Likelihood table by finding the probabilities for

temperature and humidity;
(iv) Apply the following Bayesian theorem for data classification in WSNs:

P(Data1, Date2, . . . DataN ClassN ) =
m∏

i=1

P(DataN ClassN )

P(DataN ClassN ) = P(ClassN DataN )× P(DataN )

P(ClassN )

where N = 1, 2, 3,… i. Data could be temperature and humidity.

(V) Calculate the Posterior Probability of each class. The result of the highest
probability of a class is the temperature and humidity of the environment.

End

4 Simulation

The proposed work is carried out using the NS2 simulator tool. The proposed work is
carried out under theWSN environment. The work has been simulated with 100 iter-
ations randomly. The proposed network model composed of the set of nodes, which
are deployed randomly in a network environment. The following performance param-
eters of the proposed workmeasured are efficient energy consumption, accuracy, and
computation overhead.

We have considered the following variables of the proposedwork asN = 100–500
sensor nodes, Node energy (NE)= 5Joules, Sink node (SN)= 1, Data communication
range between the nodes (RN) = 300 m, Amount of energy for sensing of data by
each node (AS) = 60 nJ/Bit, Amount of energy for data transmission (AT) = 60
nJ/Bit, and Value of Threshold with respect to energy (THE)= 0.05 J. The procedure
for the simulation is given below:

Begin
(1) The set of sensor nodes are deployed randomly;
(2) Construct the clusters;
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(3) Elect the CH with the highest energy among the sensor nodes randomly;
(4) Apply the proposed work for aggregation and classification of data in WSNs;
(7) Performs the system parameters of the scheme.
End
In this paper, we have evaluated the following parameters of our work:

1. Computation Overhead (%): As the number of nodes increases in the cluster, the
computation overhead gradually decreases over the network. The computation
overhead is expressed as a percentage.

2. EnergyConsumption (mJoules): As the number of nodes increases in the network,
it gradually decrements the energy of sensor nodes. The consumption of energy
is evaluated in the form of a percentage.

3. Accuracy (%): As the number of nodes increases, the accuracy of data aggregation
algorithms gradually decreases for providing quality of data.

Figure 3 shows the comparative analysis of Naive Bayesian Classifier, KNN, and
Decision Tree with respect to computation overhead on each node in the cluster. It
clearly shows that the Bayesian Classifier is faster than the other algorithms used or
computation overhead. As the Bayesian Classifier uses the probabilistic method for
computation, which takes fewer iterations even for a large number of data sets, it is
more efficient. Other algorithms like KNN and Decision Tree are less efficient for
large data sets in the WSNs.

Figure 4 shows a clear analysis of the energy consumption of each node with
respect to Naive Bayesian Classifier, KNN, and Decision Tree. Energy consumption
in the Naive Bayesian Classifier algorithm is lesser than other algorithms, which is
more efficient than KNN and Decision Tree algorithms. These algorithms are slower

Fig. 3 Comparative analysis of computation overhead on each node for Bayesian Classifier, KNN,
and Decision Tree
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Fig. 4 Comparative analysis of energy consumption for the Naive Bayesian Classifier, KNN, and
Decision Tree

for computing data whereas the Bayesian algorithm is probabilistic, which remains
the same even for more nodes in the cluster.

The analysis of the accuracy of Naive Bayesian Classifier, KNN, and Decision
Tree is shown in Fig. 5. It clearly depicts that the number of nodes increases in the
cluster, the performance of Bayesian Classifier remains high at any instant of time
comparing with the other two algorithms (KNN and Decision Tree).

Fig. 5 Comparative analysis of accuracy for Bayesian Classifier and KNN



Cluster-Based Data Aggregation in Wireless … 979

5 Conclusion

The proposed method for data aggregation and classification in clusters using
Naive Bayesian Classifier is efficient with respect to computation overhead, energy
consumption, and accuracy compared with the other two algorithms namely KNN
and Decision Tree. The Naive Bayesian Classifier is a probabilistic method and time
complexity for the training set is O(np) and for prediction, it is O(p) whereas for
the other two it is KNN(O(np)) and Decision Tree(O(n2p) and O(p)) where ‘n’ is
the number of training samples and ‘p’ is the number of features. Hence Bayesian
Classifier is faster and efficient than the KNN and Decision Tree. The simulation
results in this paper clearly show that Naive Bayesian Classifier is more appropriate
to classify the heterogeneous data produced in the cluster.
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An Optimized Hardware Neural
Network Design Using Dynamic Analytic
Regulated Configuration

V. Parthasarathy, B. Muralidhara, Bhagwan ShreeRam, and M. J. Nagaraj

Abstract Due to the inherent parallelism offered by the Artificial Neural Networks
(ANNs) and the rapid growth of Field ProgrammableGateArray (FPGA) technology,
the implementation of ANNs in hardware (known as Hardware Neural Networks,
HNN) for complex control problems have become a promising trend. The basic
design challenge in such a realization is the effective utilization of FPGA resources
and the high-speed restructuring of the ANN circuits. These two factors are having a
direct impact on the size, response time and cost of any HNN system. But these two
aspects are competing variables, and controlling one factormay result in the violation
of the other. In this paper, a simplified optimization technique known as Dynamic
Analytic Regulated Configuration (DARC) is proposed. It has been used as a basic
designmethodology to increase the performance of anANN architecture by applying
a regulated restructuring on FPGA. A single layer feed-forward ANN system has
been considered for thiswork.A brief explanation has been given about theworkflow,
the DARC structure and the design challenges. A comparison is provided between
the static and dynamic restructuring outcomes. The result shows that optimizing both
the above constraints is not effective for larger systems at present due to the design
limitations and it can be an effective approach for small-scale implementation.
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1 Introduction

The exponential growth of machine learning algorithms and hardware realization
techniques has provided with a solid platform for the digital logic implementation of
ANNs for various control system applications [1]. Since HNN design problems are
gettingmomentum only since the last decade, there is very limited literature available
that matches with the requirement of an HNN researcher. Some publications related
to HNN design using deep learning algorithms that has their own limitations are
available [3]. At present, the HNNdesigns continue to suffer some of themost crucial
limitations including the device-dependent, insensitive to rapid modifications and
board memory limitations. In some applications, due to the involvement of complex
behaviors of the system parameters, the realization becomes a failure.

For example, in the clectric power system restoration process, the reactive power
injection of the critically stable region is to be evaluated from the complex Fourier
approximation [4]. If an ANN controller has been proposed for such an application,
it is near impossible to realize the nonlinear nature of the problem and the controller
parameters may not be as accurate as of the solution obtained from the conventional
curve fitting or Lagrangian techniques [5].

When the basic building blocks are considered, some of the conventional compu-
tational units not only provide sufficient flexibility in the design but they also increase
the range of the possible solutions for the given problem. This results in the gener-
ation of “system-dependent structures” [6]. Hence a system-independent system
design will be the ultimate outcome of any such problem formulation. In this work,
the DARC approach has been permitted the hardware to act independently for at
least small-size ANN-realized models.

Also because of simplicity, many researchers have opted for the Modeling Period
Restructuring (MPR) only. In image identification, robot wheel control, obstacle
avoidance and data segregation problems, many authors have proved that the MPR
is ineffective for dynamically varying inputs. For reducing the effective resource
usage, some researchers [6, 7] had not used the beat possible number of Adjacent
Connection Patterns (ACP) through which a neuron communicates with the other.

For example, in a real-time ANN structure, if there are 5 neurons, a whopping 120
possible patterns can be generated using which any given neuron may communicate
with its adjacent element. But this will result in the large silicon space require-
ment. Hence in the practical implementations, very few (even less than 10 for some
simple structures) connections were considered. This type of modeling may not be
considered as an absolute realization because of the “logical constraint”.

In somecases [8, 9] again tomake things simple, an alternate approach is proposed.
Once the ANN is generated in an FPGA, the actual plant, which is also controlled,
will be simulated in a computer and the overall performance will be studied by the
I/O measurement from the board [10]. If this process provides a satisfactory output,
then the FPGA will be installed in the actual plant and real-time validation will be
conducted. The present realization of work using DARC may try to minimize these
design limitations.
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2 The Hardware Neural Network Redefinition

Redefinition of ANN during the hardware implementation is a complex and rarely
addressed issue [11, 12]. The updating ofweights, changing ormodifying the training
patterns, transforming the activation function and structure revision are some of the
cumbersome works in the HNN design and are generally termed as the “redefini-
tion” process of ANNs.The redefinition process can happen during the modeling
phase or the execution phase. In the modeling phase, well-defined, fixed weights and
connections are decided at the beginning itself and the same has been transformed to
equivalent hardware on FPGA. Any sort of modification required in the processing
period cannot be done unless otherwise the procedure has been started from the
beginning [13].

The advantage of such an approach is that there is no need for an auxiliary logical
algorithm to permit external reprogramming of connection weights [14]. In such a
case, a device resource is not utilized if it is not having anydefinite role in theoperation
of ANN during the design time. That is the connections between neurons are active
only if the corresponding weights are nonzero. Due to this simple architecture, the
design phase has opted for larger and complex ANN structures. But it is having its
own limitations.

Because of the frequent repetition of the algorithm from the beginning, the restruc-
turing is a time-consuming process [15]. The high-level coding describes ANN to
be regenerated, resynthesized and placed and routed again [15]. Hence to develop a
higher order ANNmodel, the design phase required more processing time. Hence an
alternative approach is considered in this work termed as “Dynamic Analytic Regu-
lated Configuration” (DARC) procedure, in which all the possible network connec-
tions are physically created when implementing an ANN network. The generated
logic for a particular connection which may not be used in the beginning is to be
preserved for future reference.

For example, if anANNrequires 20neurons for its implementation, then inDARC,
ANN must contain 400 synaptic weights and their corresponding connections. For
this dynamic configuration, the necessary and sufficient condition is that the lookup
tablesmust be addressable externally and rewritable. This step requires somecomplex
coding work for communication and control strategies which have not been included
in the conventional design algorithm. Once DARC is completed, the ANN is capable
of realizing any architecture with improved speed. Obviously, the time required for
the generation of training patterns will be minimal. But it was observed that the
additional logics considered for DARC have an adverse impact on the size of the
ANN to be implemented. It is to be accepted that selecting an approach between
design-time reconfiguration and DARC is a very complicated analysis.
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3 Block Diagram Representation of the Proposed System

There are four integrated design blocks considered for the proposed DARC
architecture. A block diagram is shown in Fig. 1.

(i) Flow Authority Block (FAB)
(ii) Bit-flow Generator and Converter Block (GCB)
(iii) Hardware Neuron Block (HNB)
(iv) Signal Transferring Block (STB)

The proposed model nearly identical to the conventional HNN design modules
but the introduction of the STB which takes care of the dynamic weight correction
and updation process makes this system more flexible and faster than the existing
systems. Figure 1 shows the functional block diagram of a DARC system. The
primary function of the Flow Authority Block is to reset and initialize all the other
blocks in case of power-up and to manage the timing cycle of the entire process. A
simple 40MHz onboard crystal oscillator is used for the timing process. If the timing
needs of ANN are to be relaxed, the existing clock mechanism can be scaled down
by 32 to create a 1.25 MHz base clock. The function of the base clock is to ignite
an 8-bit counter which will, in turn, feed three comparators used for initialization
work. After a certain number of pulses, the first comparator enables the system pulse
generator. On further application of pulses, the bit flow generator is enabled.

Fig. 1 Block diagram representation of the DARC system
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Fig. 2 Flowchart for the DARC algorithm

4 The DARC Algorithm

As shown in the flowchart given in Fig. 2, first the arbitrary database is generated, next
the DARC algorithm is used to find the better subset input variables for importing
intoANN so that the prediction accuracywill be higher. The algorithm is transformed
for each training data set into its equivalent program file such that it can be dumped
on FPGA. Then the network is analyzed with the set of known input patterns. The
response of the system for these known inputs has been comparedwith the predefined
response and the closeness of the identification have been found out.

5 Experimentation Procedure

TheDARCSystemexperimental setup consists of a computer systemequippedwith a
suitable multifunction Data Acquisition Board (DAB). The digital input–output pins
of the DAB are connected to the Altera APEXDSP board which allows the hardware
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validation. The training boardwas tuned such thatwhatever preprogrammed structure
available in an in-built memory will be dumped automatically to the FPGA. The
designwasdevelopedwith 28 redefinable network inputs, a single output and3 single-
layer neurons. The DARC works with the dynamic weight adjustment for every
iteration and the system moving toward the convergence. Also, the reconfiguration
time taken for the entire DARC process was relatively lesser than the conventional
techniques having the basic hardware.

6 Results and Analysis

To evaluate the effectiveness of the sample identification ability of the developed
system, 40 subsets of controller setting parameters have been generated using the
direct mathematical relation. Apart from that, for knowing the accuracy standards,
about 30 very close but still erratic sets were prepared (with an error range of 2% for
each parameter). It is expected to keep the HNN to identify the accurate controller
parameter sets and neglect the near accurate results when they are given as input to the
system. After all the weights and the inputs were fed to the system, the output from
the FPGA has been examined. The 8-bit output from the FPGA has been monitored
by the data acquisition board. The output was monitored for 40 samples at random
intervals for nearly 50 ms.

Then the average value of the output was calculated to conclude about the effi-
ciency of the system. The process was repeated five times and every time the behavior
of the developed model has been obtained and compared to finalize the deserved
model.

The approximate formula for the evaluation of Realization Level Factor (RLF) is
given by the following simple relations given in Eqs. 1, 2, and 3.

The Realization Level Factor (RLF) for controller gain

RLF
(
Kpss(i)

) =1− xm
47.2

i f xm < 47.2

=0i f xm > 47.2 (1)

The RLF for Time constant of Lead network

RLF(T1(i)) = xm
0.95

− 1i f xm < 0.95

=0i f xm > 0.95 (2)

The RLF for Time constant of Lag network

RLF(T2(i)) =1− xm−0.2

0.08+ Ki
i f xm < 0.08

=0i f xm > 0.08 (3)
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Fig. 3 Realization levels
comparison

And the overall Fitness coefficient of the overall system

S∑

i=1

Fitnessi
S

(F0) (4)

where S = total number of test vectors, xm = digital circuit output, Ki = correction
factor for lag network, Kpss, T1 and T2 are the controller (which is to be developed on
FPGA) constants. Based on the fitness levels, the number of “fittest neurons” were
identified by considering the realization level of 0.3 as threshold and it was found that
the number of neurons with higher RL has been obtained from the DARC approach
compared to the conventional modeling period configuration. It is an indication of the
understanding level of DARC. The following graph shows the relationship between
the number of fittest neurons and the various realization ranges.

Out of the testing samples considered, to know which region or the range within
which more number of fittest neurons were identified by arranging the realiza-
tion level values, a graph was plotted between fitness value and the probability of
occurrence.

It was observed that for the realization level 0.48, about 33 neuronswere available.
From the design perspective, this value is satisfactory and the structure has been
finalized for future study. There is always a scope for increasing the number of fittest
neurons by varying the DARC algorithm. Figure 3 gives the probability curve of the
fittest neurons.

7 Conclusion

In this paper, a simplified technique termed “Dynamic Analytic Regulated Config-
uration” (DARC) is proposed mainly to minimize the precious time taken by the
processor in the restructuring process of an ANN. A Signal Transfer Block is newly
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Fig. 4 Propabality curve for
realization levels

included in the conventional modeling period reconfiguration setup and its perfor-
mance was validated. This permits the system to work even with more flexibility
and effective resource utilization. It is also observed that the number of interneural
communications has been very slightly improved because the number of connecting
patterns used in this work is more than the conventional design time fixation works.
The limitation of this work is that it is at present implemented for a 3-input neuron
system. When the number of neurons was increased to the higher numbers (tried up
to 30 neurons), it was observed that the redefinition is not effectively implemented.
Hence it is concluded that there is a need for a detailed analysis before selecting a
particular restructuring process. If the given problem involves very less number of
neurons (about 10–20) and the response time is the major constraint, the DARC will
be a better option wherein when is the number of neurons is very large (in terms of
several hundreds), then due to unavailability of FPGA boards, the MPR approach
is the only option. It is planned to investigate further to modify the existing DARC
algorithm so that this concept can be implemented for larger ANN structures also.
There is also scope for redesigning the Signal Transfer Block with some alternate
components and structures. Hence, it is concluded that this work is having a lot of
future scopes to produce more outcomes in the HNN design problems (Fig. 4).
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Conceptual Online Education Using
E-Learning Platform of Cloud
Computing

Vivek Sharma, Akhilesh Kumar Singh, and Manish Raj

Abstract Education is the process of procurement of knowledge; accelerating
learning, adroitness, worth, credence, and custom. An e-learning platform is built
with a goal to provide knowledge to everyone without making them physically attain
it and also at a minimum cost without any hassle. e-Learning presents solutions that
includeLearningManagement Systems(LMS) integration, online courses, evaluation
engines, and test prep systems on diverse distribution channels such as the Internet
and mobile apps with rapidly evolving digital revolution and smartphone growth.
Today’s e-learning platform requires a huge cost to set up their required resources
and various applications related to software. The acceptance of cloud architecture and
its computing can help them to reduce expenditure on resources required for the setup
of infrastructure, software, and human assets to an extensive level. The paper high-
lights important aspects of the present e-learning framework and its related models
along with issues in present applications of e-learning. The paper also throws light
on cloud computing principles and analyzes benefits for adopting them. A solution
for applications related to e-learning using cloud computing is proposed herewith.

Keywords Online learning · Online education · E-Learning · Cloud architecture

1 Introduction

Education plays out an imperative situation in our achievement in non-open develop-
ment. Themorewe learn, themorewe develop. Education causes us numerous things
like making viable a character to think, question, and see away from the self-evident.
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Education is the quality method to delight our interest and want to break down more.
Instructive innovation, every once in a while named EdTech, is the assessment and
good demonstration of empowering e-realizing, which is the acing and improving
execution by making, utilizing, and administering impeccable creative procedures
and sources.

By advanced innovation, we mean the utilization of PC and innovation helped
systems to help to learn inside schools. Approaches around there fluctuate broadly,
however, for the most part include the following.

Technology for understudies, where students use projects or applications intended
for critical thinking or open-finished learning; or technology for instructors, for
example, intuitive whiteboards or learning stages.

Making an advanced learning condition isn’t just about accommodation for
understudies, it’s tied in with setting them up for the future, says Renee Patton.

Advanced learning conditions not only include reading, listening, and writing.
But, visualization effects in form of animations and videos makes a lot of difference.

Proof recommends that innovation approaches ought to be utilized to enhance
other educating instead of supplanting progressively customary methodologies. It
is improbable that specific advances realize changes in adapting straightforwardly.
However, some can possibly empower changes in educating and learning associa-
tions. For instance, they can bolster instructors to give progressively successful input
or utilize increasingly accommodating portrayals, or they can persuade understudies
to rehearse more.

2 Concepts and usage of E-Resources in Online Learning

2.1 A. Transformation from Physical Learning to E-Learning

Online learning or e-learning exploits advances and correspondence frameworks to
improve the learning experience. It can possibly change the manner in which we
instruct and learn no matter how you look at it. It can increase expectations, and
extend support in long-lasting learning. It can’t supplant instructors and speakers,
yet close by existing strategies it can improve the quality and reach of their educating,
and decrease the time spent on organization.

Online learning or e-learning is particularly important because people find that it
can make a significant difference in so many areas, e.g., on how fast and efficiently
they learn a skill and how simple it is to study and enjoy learning. It has the capacity
to make a contribution to learning: to improve its standards; to improve its quality;
casting off boundaries to studying and involvement in learning; planning and prepa-
ration for employment; uplifting at job site; and ensuring that each and every learner
achieves the height of their potential.
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2.2 Online Learning or E-Learning Framework Model

The conventional model of instruction is homeroom based on the teacher drove
preparing. The new worldview is online separation instruction. Web 2.0 [1, 2]
advances make the conveyance of instruction substance increasingly intelligent and
urge understudies to learn. The online learning frameworks alter the content of course
in light of the client’s capacity. The courseware personalization makes it simpler and
allows clients to learn at their own speed, hence giving greater adaptability in the
learning process. Online learning can be conveyed by various frameworks depending
on the data transmission and the gadgets used to retrieve and access the understudies.
Telesubmersion condition framework uses the video symbol and virtual board which
gives understudies the sentiment in a classroom condition, animating up close, and
personal study hall experience. With the 3-Dimensional empowered video multi-
casting and broadcasting, Tele-immersion [3] will be generally acknowledged with
the help of understudies. The downside is the underlying expense of the venture for
high goals video recorder gadgets. Huge bandwidth is likewise essential for moving
information, and clients getting to gadgets must have a better video card and frame-
work arrangement. Before the origin of Web 2.0 innovation, course structures were
intended to the clients for accessingwith relatively lowdata transfer capacity systems.

Clients didn’t require very good quality PCs to get to the substance. Despite the
fact that the personalization choice was accessible, the courseware didn’t comprise
high goals illustrations and video substance. Crossover Instructional framework is
considered as a mix of the customary study hall and online learning concepts. Clients
still are supposed to be present in the class, and what’s more, they have the option to
get to the content of the course product through online learning. This mix facilitates
both and allows them in helping the understudies to move from study hall preparing
to online learning mode. Understudies can adjust to the first half and the rest half
framework as there is a smooth change. The courseware may be of intense impact
point class introduction, referred and referenced books, understudy online journals,
3-Dimensional based, symbols, and so forth.

2.3 E-Learning Methodology

The way of teaching has been the same from time immemorial. There have been
significant advancements in every field of life but not much in the field of education.
The framework of lecture room type education is primarily a trainer based training.
The latest change in context is online education. Web-based technologies and the
growing advancements in the IT industry make the delivery of learning ingredients
more experientially active and interactive and encourages students to understand and
gain knowledge. The online learning platforms personalize the course content with
respect to the user’s ability to learn. e-Learning [4] can be represented by different
frameworks and methods mostly emphasized on the network connection and the
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various equipment used in order to be accessible by the students. Self-learning and
study is the most commonly accepted method that makes use of Wikipedia, reading
materials like text files, PowerPoint files, and blogs to provide knowledge to the
users. Videotape and audio podcast are the next commonly used methodology in
creating demonstration-based graphics animations and videos to teach their users.
They are useful in inventing a way of learning which allows the users to know
and gain knowledge by viewing. Blended e-learning mixes both the Asynchronous
and the Synchronous methods of learning. It combines online learning with class-
room learning, where students can partially control the pace, time, and place of
their learning. Mobile learning provides users an interactive environment where they
can learn without actually requiring additional cost computers/laptops to get the
knowledge. Other e-learning methods can be Social learning, Game-based learning,
Computer-based training.

3 Problem Statement

The main focus of this exploration was to look into the best assets available that can
ease the difficulties numerous e-learning framework engineers face specifically for
stages that deliver a generous volume of sight and sound substance. The problems
experienced in e-learning frameworks as a medium used to improve learning and
spread of data have specially added to the planned journey toward an answer that
can best be actualized in e-learning frameworks. The quest for such an answer was
considering tending to the difficulties at the grass-roots level that is at the development
phase of e-learning frameworks. Having viewed that numerous corporations can
dispatch and host e-learning primarily based on frameworks to improve their gaining
knowledge of criteria, there is a confinement of greater room.

4 Cloud Concepts

Putting in simple words, Cloud Computing [5] is the way of storing and accessing
data over the Internet where cloud is just a metaphor for the Internet. It can provide
a natural platform to furnish a guide to e-learning systems. It is also a fascinating
technology for the instructing institutes with its dynamic scalability and utilization
of virtualized sources, as a service via the Internet Cloud computing [6] is the use of
empty assets of PC to expand productivity through improving use rate and lessening
vitality utilization, one of the answers for decrease greenhouse impact.
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4.1 Cloud Advantages

Digital content costs drastically less than printedmaterial. These enable the university
and it’s students to have a cost effective solution for their studies. Cloud-based [7]
materials can also be without difficulty updated so students continually have got the
right of entry to the most current learning resources.

The cloud [8] also gives consistent incorporation among resources and college
offices by means of record sharing, all through any device, so the workforce never
again wants a specific medium where to team up or speak with others. For under-
studies, the quality of joint effort is likewise key with regards to becoming more
acquainted with and preparing for the workforce. Understudies can work inside
computerized homerooms, talking with college students far away, in real time, and
mix the schooling of human beings from definitely exclusive backgrounds.

For example, open-access online learning apps such asMoodle is widely accepted
by educational institutions.

4.2 Cloud Delivery Model

Online learning applications can be implemented using several services of cloud
providers. Google, AWS, and Microsoft [4] provide cloud services as an on-demand
or at various subscription-level plans. The architecture of the cloud can be considered
consisting mainly of four layers [9]:

(1) The Physical Layer: The Physical Layer contains physical servers, network, and
different components that can be physically managed and controlled.

(2) The Infrastructure Layer: Second layer in a cloud architecture that permits the
Infrastructure as a Service (IaaS) customers to assemble and dissemble virtual
machines along with their network as per their own business requirements. It
includes storage facilities like virtual servers and networking.

(3) Platform Layer: Platform Layer serves as a platform for development and
deployment. It presents the right platform for improvement and deployment
of applications.

(4) Application Layer: The Application Layer is the one where end users have
interactions in a direct manner. It mainly consists of software systems delivered
as service. Examples are Gmail and Dropbox.

These four layers enable the user to use cloud computing services efficiently and
acquire the results they are looking for from the system.
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5 Proposed Solution

Based on the above results, it can be considered that cloud computing could provide
a far better solution to the growing e-learning platforms. The e-learning platforms
dealing with the hassle is typically concerning the lack of storage capabilities, and
the updates and the hardware.

For the better utilization of cloud computing services provided by the different
cloud providers, we can implement the services provided by AWS [10]. It provides
a far better option to interact with the services and carry out the work seamlessly
without any hassle. It provides several ways, but the two most suited to get the job
done could be the following.

The first is manually running the instances andmanaging the scale in and scale out
with the help of auto-scaling, connecting with the RDS instance to save the details
of every new and existing user, and installing the lamp or wamp server to host the
application on the Internet. And if we want to provide the application with its domain
name, then contacting the domain name provider.

The other solution could be using the other services provided by AWS, such as
AWS Beanstalk [11] and AWS Lightsail [12], where we need not worry about the
availability and storage, it’s all provided by the provider, and we need to carry our
code and deploy it using AWS Beanstalk [13]. Our application is ready for hosting
around the Internet. Lightsail is used to create the e-learning platform from scratch.

Lightsail provides ease of use of a cloud platformwhich offers everything required
for building a website or an application, along with an affordable cost-effective,
monthly basis plans. We can use it without worrying about the instances running
or not and also about the instances being available or the load to the website or the
application. It manages everything; we need to create a Lightsail instance and choose
theWordPress that has its database running in its background, manage the users, and
authore them against the details in the database.

We can host the application or website with the help of Lightsail at just monthly
plans on on-demand basis.

We can also use other cloud providers such as Google Cloud Platform (GCP)
[14], Microsoft Azure [15], or the IBM Watson [2]. They also provide a number of
services the same as AWS in order to obtain the desired outcome.

6 Conclusion

Cloud-based learning systems are emerging as a good option for online learning and
online education purposes. They help in decreasing the cost and provide reliable
storage of data and sharing. They also allow countless and limitless opportunities
for end users to use the Internet. However, it is mandatory for the users to have an
Internet connection and the low speed can decrease the efficiency of provisioning of
e-learning.
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Innovation is being utilized progressively by foundations to give e-learning admin-
istrations. These establishments face a wide range of difficulties in actualizing these
frameworks, for example, costs, a need for specialized assets, and obstruction by key
partners to the execution of frameworks. Cloud-based learning frameworks are rising
as an alluring strategy for giving e-learning administrations. They can diminish costs
because of lower prerequisites of equipment and programming, and less requirement
for on-location support. They are too simple to convey over various areas as they
are midway regulated. They additionally offer advantages to end clients as far as
openness, security, and similarity are concerned.
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Efficient Deployment of a Web
Application in Serverless Environment

Vivek Sharma, Akhilesh Kumar Singh, and Manish Raj

Abstract In the recent era to gain speed up, scale-up/down, and for cost-effective
features, people are moving toward services provided by AWS or other computing
paradigms, (salesforce, etc.) i.e., AWS Lambda which is applicable to build a server-
less environment. Serverless environment doesn’t mean there is no server but tells
AWS to not only give all services which are provided by the server but also give
metering on a pay per second basis. This project will entertain users with a full
stack-based interface where they can request a unicorn ride from any place they
want.

Keywords Amazon Web Service Lambda · Amazon Application Programming
Interface · Gateway · Amazon S3 · Amazon DynamoDB · Amazon Cognito and
serverless architecture

1 Introduction

Serveless in Amazon Web Service simply means serverless user interface. Server-
less user interface is that which doesn’t require to supervise servers. By working in
a serverless environment, we are free from these inerrancies, i.e., compartmentaliza-
tion of resources, scalability, and standardization. To be a serverless platform, it is
necessary for it to provide several functionalities. There is no server supervisioning,
adjustable scalability, and no idle capacity.

The AWS cloud consists of many services which directly or indirectly come in the
scenario of a serverless web application. These are AmazonWeb Service Lambda for
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computation [1], Amazon Application Programming Interface gateway for APIs [2],
Amazon Simple Warehouse Service (Amazon S3) to provide storage [3], Amazon
DynamoDB for databases [4], Simple Notification and Queue Service by Amazon
(ASNQS, a combination of SNS and SQS service by Amazon) [5] and for inter-
process managing [6], Amazon Web Server Step Functions [7] and Amazon Cloud
Watch Events [8] for orchestration.

2 Literature Review

The first public cloud infrastructure vendor to offer abstract serverless computing
AWS Lambda in 2014 was Amazon. Back in the year 2006, a cloud warehouse and
storage service were launched by Amazon: Amazon Web Service S3 which presents
a warehouse service that performs functions without the requirement of handling the
maintenance of the servers. Later in late 2014, a serverless platform was launched
by Amazon Web Services in which computation service became serverless. And it
was from this point onwards that the new paradigm of cloud revolution began not
so long after, that in 2016, other major cloud vendors released serverless platforms
to compete with already existing Amazon Web Services, such as Google, Microsoft
and IBM. Almost instantly, serverless computing started gaining popularity with
organizations opting for the new technology to transform their businesses.

3 Preliminaries

The main emphasis of the paper presents an approach to provide high availability,
flexible scaling, and reducing the overhead involved in server management. To
achieve this, certain AWS services are used that are the key components in obtaining
a serverless environment. Basically, the 4-step scheme is followed for developing
a serverless environment. The four steps are—Hosting a non-dynamic web HTML,
Management of end users, Building a serverless back end, and Restful Application
Programming Interface.

4 Proposed Serverless Web Application

4.1 Description

In the proposed scenario for serverless web services-based application, we have
developed a simple user interface which enables users to have a unicorn ride through
the serverless platform from anywhere. In this, the user will request a unicorn from
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the front-end and their request will be accepted through restful web services (back
end) and the unicorn will be dispatched to the nearby place. This project has been
done on different levels. These levels are

1. Computation level:

The computation level manages the queries coming via external systems or end users.
Authorization of the requests is also done here. It has the runtime platform where
you can deploy your business logic.

• Amazon Web Services Lambda [1] runs serverless applications on managed
platform which enables microservices, deployment, etc.

• UsingAmazonWebServicesApplication Programming Interface gateway [2], we
can deploy our business logic on fully managed rest Application Programming
Interface integrated with Amazon Web Services Lambda.

The data level gives secure storage for states which our business logic has.

2. Data level:

• Amazon DynamoDB [4] provides us with managed no Structured Query
Language database for storage purposes.

• Amazon Simple Storage Service [3] provides object storage for any range of use
cases.

2. User Management and Identity Level:

User Management and Identity Level provides authentication, authorization, and
identity to the customers (internal or external both).

• Amazon Cognito [9] provides simple, secured end-user registration, sign up, log
in and log out, and user control.

4.2 Working of the Proposed Serverless Web Application

In our proposed scenario, Amazon Simple Storage Service helps in hosting the non-
dynamic resources feasible for the web application. The simple logic behind this
architecture is that you have to store all your static resourceswhich includeHyperText
Markup Language, Cascading Style Sheet, Images, Multimedia, and other files. The
user can directly view the content through the URL address spread by Amazon
S3. You need not have to provision or supervise any server for it. Firstly, in Amazon
Management console, select S3 under storage in service [10]. Create an S3 bucket for
storing your static resources using a globally unique name [11], upload your content
into it by selecting or draggingfiles, add the bucket policy to it by using the permission
tab which allows the public access, and then save the bucket policy code. Select a
static hosting card where the first field can be filled with index.html and other can be
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made blank but note that before saving this, keep in mind the endpoint URL address
because after this you are going to use your web application using this URL address
only, and then save it [12]. In Amazon Cognito you are going to register yourself in
theweb applicationwhich requires your email address and password and then it sends
a verification code to your email address for authentication, and authorization. Then
at login, a javascript function will communicate with Amazon Cognito and get back a
set of keys for JSONWeb Token which claims the identity of the user. Go to Cognito
under services and select the manage your user pool and then click create user pool;
create your pool with Wild Rydes and select review default and then create pool
(write down pool id ap-south-1_qMZk3inhv), add an application to the user pool;
from general settings click app clients and from there create app client and name
this from Wild Rydes web application and uncheck the generate secret option and
then save it and write down the application client id 386914j6o6upaa25ab42b6p5vo.
Then update the config.js from pool id, application client id, invoke URL address,
etc., and then resubmit it to S3 bucket which was made. Then on the web application
register yourself. If registration becomes successful, you should get the notification
that the application programming interface has not been configured [13–16].

AWS Lambda and Amazon DynamoDB are for building the serverless back ends
for the request handling. You will implement the lambda function, each time user
requests a unicorn. The module will choose a unicorn amongst a fleet and save the
query in Amazon DynamoDB; once done reply to the front-end app with infor-
mation of theunicorn going to be dispatched. Go to dynamo under services, select
create table and name your table with Rides and the key with Rideid having the
type string and by checking default checking box, make your table. (Note the ARN
arn:aws:dynamodb:ap-south-1:741534142387: table/Rides). Then, to know what
Amazon services can interact with the need to have an IAM role for which IAM
under services should be selected, create your role by going to the left navigation bar
‘roles’. Select lambda for the role type and then click next, give your role name with
Wild Rydes Lambda and then create a role. Then on clicking on the role, select add
inline policy, choose the service DynamoDB. Once done select the action put_item,
add the ARN of the table in resources. Choose review policy and click creates then
goes the lambda menu under service tab and creates a function over there. Write
RequestUnicorn in name field and choose node.js 6.10 at execution time, write the
existing role created and click to create function and update the index.js code with
requestunicorn.js. Once done then click save. Then configure test event and add your
event name TestRequestEvent and update the code. When the tested log appears,
then this phase is completed [17–20].

Through restful APIs, you are going to invoke your lambda function and this static
hosted website will convert into a dynamically hosted one by bringing the source side
javascript which allows Asynchronous JavaScript and XML calls the shown Appli-
cation Programming Interface. In Amazon Management Console, go to Application
Programming Interface gateway under services and then click on create Applica-
tion Programming Interface and then on new Application Programming Interface,
name your Application Programming Interface (Wild Rydes) and in endpoint type
select edge optimized. Then click on the create Application Programming Interface
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button. We are going to configure our Application Programming Interface autho-
rizer which we have created to consume the user pool we made in Amazon Cognito.
Under your newly created Application Programming Interface, choose authorizer,
choose to create authorizer Application Programming Interface, name your autho-
rizer, select Cognito, and fill the region where you created your user pool in Amazon
Cognito. Then, enter your user pool name and then write Authorization in token
source and then click create Go to resources under your Application Programming
Interface and in action click on create resource, enter your resource name (Ride)
and ensure that your resource path is ride, choose Enable Application Programming
Interface Gateway CORS and then choose create resource button for the recently
created resource, under action click create method. Select post on the new drop-
down that appears, select lambda function for integration type and then check on
the checkbox of use lambda proxy integration, select the region in which we have
created our lambda function, and enter the name of our previously created lambda
function and click save.

Choose deploy Application Programming Interface, and select new stage in the
development stage drop-down menu. Enter stage name (prod) and choose deploy
Application Programming Interface. Note the invoke Application Programming
Interface URL. Update your config.js file and upload the changed file to Amazon
Storage. Visit ride.html under your website domain; if redirected to the sign-in page,
then sign in.
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