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1 Introduction

Loan analysis is a process adopted by banks used to check the credibility of loan
applicants who can pay back the sanction loan amount within regulations and loan
amount term mentioned by the bank. Most banks use their common recommended
procedure of credit scoring and background check techniques to analyze the loan
application and tomake decisions on loan approval. This is overall a risk-oriented and
a time-consuming process. In some cases, people suffer through financial problems
while some intentionally try to fraud. As a result, such delay and default in payment
by the loan applicants can lead to loss of capital of the banks. Hence to overcome
this, banks need to adopt a better procedure to find the trustworthy applicants for
granting loan from the list of all applicants applied for the loan, who can pay can
their loan amount in stipulated time [1].

In the modern-day age and advance of technology, we adopt a machine learning
approach to reduce the risk factor and human errors in the loan sanction process
and determine where an applicant is eligible for loan approval or not. Here, we
examine various features such as applicant income, credit history, education from
past records of loan applicants irrespective of their loan sanction, and the best features
are determined and selected which have a direct impact on the outcome for loan
approval [2].
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Variousmachine learning algorithms such as logistic regression, decision tree, and
SVM have been tested, and their results have been compared. The performance of
logistic regression was foundmore than other models, and hence, it was assumed that
it could be used as a predictive model which could predict future payment behaviors
of the loan applicants. Thus, the bank could adopt thismodel for loan sanction process
whenever new applicants apply for a loan, and the loan can be processed instantly
with minimum time and reduced risk.

2 Literature Review

Zurada J. (2002) found ensemblemodel performsbetter in comparisonwith other data
mining techniques by exploring the application details of both paid and defaulters
[1]. Turkson et al. (2016) analyzed the performance of 15 different classification
methods with 23 different features of applicant data and found that linear regression
was used to formulate as the final model [2]. Vaidya, A. (2017) found out takingmore
number of attributes will result in the model learning better using logistic regression
techniques by statistically analyzing the distribution of features and prediction of
the model [3]. The work proposed by Hamid and Ahmed (2016) depicts the data
mining process for loan classification using Weka application. Algorithms such as
j48, Bayes Net, and Naive Bayes were used for model creation. Results showed j48
had the highest accuracy and low mean absolute error so considered the best suited
for prediction [4]. Sivasree and Rekha Sunny (2015) used the Weka explorer tool for
data exploration and implementation of using decision tree induction algorithm to
find relevant attributes in decisionmaking.ASP.NET-MVC5was used as the platform
for implementing the model into the application for use [5]. The authors Arun et al.
(2016) explained the application of six algorithms applying parameter setting usingR
open-source software [6]. Shin et al. (2005) presented the predictionof the bankruptcy
prediction model using support vector machine and good classifier to attain correct
prediction performance from smaller sets [7]. Salmon et al. (2015) measured the
performance scores of different classifiers using the evaluation technique of the
confusion matrix [8]. Panigrahi and Palkar (2018) used various feature selection
techniques for various models to determine fraud claims and found random forest
model has the best accuracy and precision, whereas decision tree has the best recall
using various feature selection methods applied on the dataset [9]. Soni and Paul
(2019) compared the results of the model in R and Weka and found Weka results
were better for making an optimized random forest classifier [10].

Arutjothi and Senthamarai (2017) proposed a K-NN credit scoring system using
where the error rate is recorded minimum when the iteration level is increased [11].
Priyanka and Baby (2013) suggested a Naive Bayesian algorithm for classifying a
customer according to posterior probability using records of customers in banks [12].
Sudhamathy G. (2016) implemented R package for visualization using data mining
techniques. For the prediction of labels, the tree model was used [13]. Eweoya et al.
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(2019) found that incorrect predictions can be reduced with using stratified cross-
validation on a decision tree model [14]. Jency et al. (2019) preferred using an
exploratory data analysis approach for graphical representation and understanding
of different features of the people. It was found that short-term loans were preferred
more and people having a home as mortgage apply more for a loan [15]. Rawate
and Tijare (2019) used a Naive Bayes approach along with a combination of various
algorithms such as K-NN, binning for consistency in dataset and improvement in the
accuracy rate [16]. Priya et al. (2018) concluded that loan proposals of people with
good credit history with high income have a better chance of approval [17]. Torvekar
andGame (2019) experimented with various classifiers on two different datasets, and
classifiers performance is reduced when operating with a large number of features
[18]. Singh and Chug (2017) suggested that the calculation of the error rate metric
is needed to find the best algorithms whenever various algorithms have the same
accuracy rate. The linear classifier was found best for determining a software defect
using tenfold cross-validation techniques [19].

In our paper, we try to use a similar machine learning approach exploring 12
different features of a banking dataset which affect the loan approval directly in
some manner. We then apply feature selection techniques on the existing dataset to
manually select those features based on weighting scores which contribute most to
predicting a category or outcome using certain techniques of feature selection.Weuse
the scikit-learn library which provides the SelectKBest class using the chi-squared
(chi2) test to select a specific number of features [20]. We select seven relevant
features from 11 different attributes of previous loan applicants. Finally, the selected
best features are fed into classification models for the classifying the outcome.

3 Proposed Model

To achieve our objective, we train the system with two parameters. First parameter
is the predictive features referred as independent variables, and the other referred
as categorical class for those variables. This system is a predictive model to deter-
mine the class as yes for approve and no for disapproval of loan dataset of loan
applicants. Data is collected from a banking dataset containing recent records of
applicants whose loan application has been either approved or disapproved. Super-
vised machine learning techniques are performed on that historical data to create a
proposed model which can forecast the identification of loan applicant’s repayment.
We used scikit-learn library which supports Python functions in this process to visu-
alize the distribution of data features and creating a classification model [20]. As
this is classification problem of supervised learning, so we use algorithms such as
logistic regression, decision tree, and SVM which can be best effective to solve the
classification problem by categorizing the class for loan applied by the applicant is
either risky or safe.
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We implement a two-step process: model learning andmodel prediction. In model
learning, amodel is developed by using different classifier functions for the construc-
tion of a classification based on given training data. In model prediction, the model
is used to predict the response for given data. Initially, we train a dataset with a set of
features as input or predictor variables, and with an outcome variable Loan Status.
All models are constructed and trained for classification with the help of classifica-
tion algorithms. The logistic regression model is finally used as the best model for
classification after the evaluation results of the prediction.

3.1 Logistic Regression

It is a statistical-based algorithm that determines the probability of an event as a func-
tion of variables using classification function. The classification function calculates
the statistics for a logistic response function. It shows the relationship between the
dependent variable and independent variables [1].

P(y) = 1/1 + e−z (1)

Here P(y) is our result which is determined with the help of dependent variable
y, where z represents the function of independent variables used in the dataset. The
range of values thatP(y) predicts is from0 to 1which helps us to identify our category
as no or yes as results [1].

3.2 Decision Tree

Decision tree uses the tree representation to produce a model with the most relevant
predictor attributes. Attribute with the highest-ranking attribute of the dataset is
placed as the root node, and other attributes are placed to the leaf node. At each
node, a decision is made where leaf nodes give us the final result. The tree building
is continued until we get an outcome in the internal nodes. The overall results are
calculated in the form of decisions, and the final decisions constitute our category
[5].

3.3 SVM

Support vector machine is a classifier which is represented by a line that splits the
data between the two differently classified groups of data representing the training
data into two-dimensional planes as data points. We plot the features of the dataset
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in either side of the plane forming two different categories. When the testing data
lands on either side of the line, we can classify the data for approval as yes or no [7].

4 Experiments and Results

Data is collected in the form of banking credit dataset containing records of past loan
applicants from the UCI machine repository. There is a definite set of inputs defined
as independent variables and a corresponding output referred as dependent variable or
class. As the class is binary in nature, so we find a solution to the binary classification
problem by adopting various classification techniques of machine learning such as
decision tree, logistic regression, and SVM with the features of the dataset, and
the best performance is calculated among them to create a predictive model. We use
Python with the help of reading the data, exploring with visualizing different features
of an existing dataset, and implementation of the model for prediction.

We implement our methodology with the processes of data exploration, data
preprocessing, feature selection, model training, and model evaluation. Initially, we
extract the data from CSV dataset file to pandas data frames using pandas class
with read_csv() function. After reading the records and having a general under-
standing about various roles of different variables in the dataset, we prepare the data
for building a model and prediction of results using various functions supported by
scikit-learn [20].

4.1 Data Exploration

Before making a prediction model, we try to have a basic idea about both categorical
and numeric data of the current dataset containing a vast number of data. The data
in tabular format is displayed in graphical format by exploring the variables for
calculation of frequency. Frequency of categorical variables is represented in Fig. 1
as a bar chart.

Here, we observe that the maximum number of applicants applied for the loan are
male, graduates, employed, and married. Visualization of numerical variables like
loan amount and applicant income is displayed in Figs. 2 and 3.

Wecan see that there is a considerable amount of outliers in the numerical variables
along with missing values in categorical values which can be resolved in the next
phase of preprocessing.
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Fig. 1 Distribution of categorical values in chart

Fig. 2 Bar chart displaying credit history with 1 as yes and 0 for no

4.2 Data Preprocessing

The preparation and cleansing of the dataset are performed in this processing phase.
It includes data cleansing which involves detecting and correcting (or removing)
corrupt or inaccurate records from the current dataset. We check the missing data
and fill them with mean or median values. Next, we perform numeric conversion of
all categorical data types. The scikit-learn library supports only numerical variables
during processing, hence we convert all categorical variables into numerical data
types by encoding. We check that our data is now complete and numeric in nature
which is suitable for other processing phases [20].
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Fig. 3 Histograms displaying annual income of applicants

4.3 Feature Selection

When all features are not related to the outcomeof a class, hencewe select the relevant
features with the help of technique such as feature selection. It helps in increasing
the interpretability of the model and reducing the complexity and the training time
of the model. Feature selection is performed by a class called SelectKBest provided
with the scikit-learn library to identify the most important features which impact
the loan approval results. This class uses a chi-squared (chi2) test to determine the
relative importance of independent features with the outcome variable [20].

In Table 1,we can see the output of the test and find seven dominant features scores
of variables related to target variable ‘Loan_Status’. So accordingly we choose some
predictors in order of their weight to fit into the model.

Table 1 Feature score of
variables

Feature Score

Applicant income 5342.194844

Co-applicant income 4988.307182

Loan amount 110.4371

Credit history 19.617746

Married 2.132101

Education 1.793838

Dependents 0.806228
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4.4 Training a Model

Once all predictive variables are selected, we need a test dataset for evaluating the
performance. Hence, we split the current dataset into two sets, one for training and the
other for testing. We randomly split the data with the help of scikit library supported
train_test_split function. Thus, random sampling is performed using train_test_split
functionwith three parameters such as predictors, outcomevariable, and test size [20].
Our existing dataset contains 615 applicants.We split this dataset into the training and
the testing datasets in certain proportions with the test size parameter. We split this
dataset into the training and the testing datasets in certain proportions like 70% of the
data for training the model and 30% of the data as testing dataset. We store predictors
in x and the target variable in y separately in an array. We try with a different set of
instances and predictors using different classification algorithms. First, we create an
object of these classifiers to build the model by using its classification function for
the algorithm and then fit the model with our parameters. Now the model starts to
learn from the training data and is ready to predict for the testing dataset. Using the
predict function, we predict and compare the results.

4.5 Model Performance Evaluation

Weused a confusionmatrix as amodel evaluationmetric to find the best and effective
model among all models we tested. Here confusionmatrix is shown as a 2× 2matrix,
having N = 2 where two classes are being predicted as approve or disapprove.
It results in showing the number of predicted values with the actual values. By
continuous test on the datasets, the best model is selected in terms of the score of its
classification report.

Performance of each classification algorithm is tested by themeasure of its classifi-
cation report function supported by sklearn [20]. Accuracy is the correct predictions
made by the predictive model, whereas precision is determined on the numerical
proportion of all predictions that we made with our predictive model are true in
nature. Recall gives us an idea about total predictions correctly identified, while
F1-score represents the harmonic mean of precision and recall [8]. All actual and
predicted values are calculated, and thus metric scores are depicted for each model.
These evaluation metrics scores help to determine our final model which is reliable
for making predictions.

On the basis of the confusion matrix scores for each model, the evaluation metrics
are calculated. Table 2 describes scores of confusion matrix for models.

Accuracy = (TP + TN)/(TP + TN + FP + FN) (2)

Recall = TP/(TP + FN) (3)
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Table 2 Results of confusion matrix for each model

Algorithm True positive True negative False positive False negative

Logistic regression 21 93 1 28

Decision tree 30 74 20 20

SVM 2 90 4 48

Table 3 Evaluation scores of model

Algorithm Accuracy score Precision Recall F1-score

Logistic regression 0.79 0.83 0.80 0.77

Decision tree 0.72 0.72 0.72 0.72

SVM 0.64 0.54 0.64 0.63

Precision = TP/(TP + FP) (4)

Score = (2 ∗ Recall ∗ Precision)/(Recall + Precision) (5)

Table 3 shows the resultant values of metrics for each of the algorithms. Based on
metrics score, the best scoring model is selected among them to be used as predictive
model.

After continuous test using various combinations of predictors, we found the
performance of the logistic regression model has accuracy over 79% with a recall
of 80%. After the final evaluation of all the models, we see that the accuracy of the
logistic regression model is higher compared to other algorithms used. Hence, we
can use the logistic regression model as the final predictive model.

5 Conclusion and Future Work

We find that the accuracy of the logistic regression model has a prediction accuracy
of nearly 80% which is more than the performance of other models. Further, we can
use this model as a prediction model to test with the data of the applicants. Themodel
can provide fast, reliable approach in decision making which can be an alternative to
the current procedures adopted by banks for processing loan approval of an applicant.

Wecan change the prediction variables used in the training of themodel for gaining
better accuracy and performance of the model. Further, maximum performance in
predictability can be achieved throughmachine learning tools by tuning the variables
and implementation with other classification algorithms.
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