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Foreword!

This Sixteenth Asian Congress of Fluid Mechanics (ACFM16) takes my mind back
in history to ACFM1 held in December 1980, at Bangalore, almost forty years ago.
ACFM1 was then organized at the Indian Institute of Science (IISc); ACFM16 met
at the Jawaharlal Nehru Centre for Advanced Scientific Research (JNCASR). So [
am sure that all the fluid dynamicists here in Bangalore, and I believe all those who
came from elsewhere in India as well, were happy to welcome all the participants in
this Congress, mostly from Asia but quite a few from elsewhere in the world as well.

It might be appropriate to first describe how the Congress took birth, as there are
probably very few attending ACFM 16 that were also present in ACFM1.

The origin for the Congress was actually the idea of the late Prof. Hiroshi Sato
and myself when we were both in Pasadena, California—I was visiting the Graduate
Aeronautical Laboratories of the California Institute of Technology (GALCIT), and
Prof. Sato was a visiting scientist at the Jet Propulsion Laboratories (JPL, managed
by Caltech). We began by meeting often at the Caltech seminars and quickly got to
know each other. After a few meetings, I once asked him, ‘Isn’t it strange that we
meet each other in Pasadena, so far away for me and quite far away for you too, rather
than meeting on our home grounds in Asia?’. Sato said ‘A good question’ and asked
me what we should do. I proposed that we should have an Asian Congress of Fluid
Mechanics so that scientists from all over Asia could get together and discuss this
interesting and important subject of fluid mechanics once every three or four years.
Sato clearly liked the idea very much, and we started planning how we might do it. So
it was decided to write to leading fluid dynamicists in any Asian country where there
was some activity in fluid mechanics going on. A joint statement was drafted and
distributed to known fluid dynamicists in all such Asian countries. The response was
overwhelming—the idea was welcomed, and every reply looked forward to the first
congress. It was agreed that IISc would be the host for the meeting, and in fact, people
from many other countries were also happy to come to Bangalore. At that time, there
was more fluid mechanics in Bangalore than in any other city in the country, partly

IThis Foreword is a summary of the inaugural address delivered at ACFM16 on ‘Memories
of the First Asian Congress of Fluid Mechanics’.
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because it was the centre for aerospace research and development. Apart from IISc
which had a strong teaching and research programme in the subject, there was also the
National Aeronautical Laboratory (NAL) which had several wind tunnels (including
a4 x 4 ft. test section supersonic tunnel and several smaller ones at both high and
low speeds) and became a partner of IISc in hosting the Congress. Furthermore,
Bangalore was also the headquarters of Hindustan Aeronautics Limited (the only
aircraft manufacturing company in the country), a Gas Turbine Research Establish-
ment, and the headquarters of the Indian Space Research Organization (ISRO) and
its Satellite Centre. And there were a few other laboratories and smaller industries
(Figs. 1 and 2).

Professor Satish Dhawan, a graduate of GALCIT, who was the father (so to speak)
of the development of modern fluid dynamics in India and was both Director of IISc
and Chairman of ISRO, was very enthusiastic about the idea and helped us to get

Fig. 1 Sato and RN trying to sort out a last-minute problem at the IISc Faculty Hall where ACFM1
was held

Fig. 2 The three supporters of the Congress. (Left to right) Mr. Raj Mahindra (Chief, Design
Bureau, HAL); Prof. S. Dhawan; Dr. S. R. Valluri (Director NAL)
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the required resources from various institutions. Sato and I made a list of invited
speakers from different parts of Asia. The only problem at the time was that we had
not heard from China, although the invitation had gone there too. However, when we
had almost come to the conclusion that Chinese scientists may not be able to come,
we were happy to see a delegation of four leading fluid dynamicists led by Prof.
Chou Pei-Yuan, also a Ph.D. from Caltech and the leader of aeronautical science in
China.

The Congress assembled on 8 December 1980 at the Faculty Hall at IISc. Sato
(then from the Institute of Space and Aeronautical Science of Japan) started the
meeting by speaking on the background to the organization of ACFM. He then urged
Asian scientists to exchange information on the science of fluids in motion, with the
final aim of creating what he called ‘an Asian style system of doing fluid mechanics’
(which he had also said in a press interview). This was followed by the scientific
programme, the first speaker being Satish Dhawan, whose subject was ‘A glimpse
of Fluid Mechanics research in Bangalore 25 years ago’. This was an account of
the history of how modern fluid dynamics grew in the Aeronautical Engineering
Department at IISc. He had joined the institute in 1951, was on the faculty in 1952
and quickly set up a High-Speed Aerodynamics Laboratory as well as a low-speed
boundary layer tunnel in the department. These facilities grew rapidly, and the first
step of research was about studies in transition from laminar to turbulent flow in the
boundary layer tunnel. This led to some interesting results, including the successful
description of the intermittency distribution in the transition zone, for which a new
expression assuming concentrated breakdown in the boundary layer at a specific
distance from the leading edge where, to a good first approximation, all turbulent
spots were born. This was different from the proposal in the earlier literature and was
followed by other studies on transition as well as relaminarization, at both low and
high speeds. Dhawan went on to become a professor in the department a few years
later and became director of the institute at the young age of 42. The fluid mechanics
enterprise grew rapidly at both IISc and NAL in the following years.

The Congress programme continued and had a total of 16 invited lectures. These
appeared in 1982 in a book called Surveys in Fluid Mechanics published by the Indian
Academy of Sciences [1]. All invited speakers submitted their papers on their talks
so that we could make a collection of interesting accounts of what was happening in
Asian fluid mechanics. I would like to make a few brief comments about a selection
of the invited addresses (Fig. 3).

From Japan, we had four invited speakers, beginning with the internationally
known scientist Itiro Tani, who spoke on ‘three-dimensional aspects of boundary
layer transition’. This was a review of how transition in a 2D boundary layer could
have instability of a 3D character, leading eventually to 3D turbulent spots. He also
considered the 3D effects of roughness elements and 3D boundary layers on rotating
discs. The lecture was a comprehensive review of the status of our understanding of
boundary layer transition 40 years ago (Fig. 4).

Chou Pei-Yuan gave a lecture on solutions of the Navier—Stokes equations on the
theory of homogeneous isotropic turbulence. He had done some work in turbulence
even while he was at Caltech, and his interest had continued; he had also become the
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Fig. 3 Cover of Surveys in Fluid Mechanics

leader of fluid dynamics in China. He developed an expansion method to obtain an
axisymmetric solution of the Navier—Stokes equations in the form of an infinite set
of nonlinear partial differential equations of the second order. He solved the zeroth-
order approximation numerically and obtained results for the energy spectrum and
showed that his calculations generally agreed with experiments except in a few cases
(Fig. 5).

Among the invited speakers from outside Asia was Gerald B. Whitham, who
headed the Department of Applied Mathematics at Caltech. He gave a lecture on
finite amplitude water waves which he studied using the variational technique. The
talk he gave concentrated on waves in deep water, for which he found numerical
solutions that showed how the results could be extended to the case of finite depth
(Fig. 6).

Another guest from Caltech, Donald Coles at GALCIT, spoke on prospects for
useful research on coherent structures in turbulent shear flows. As is well known, the
work of Brown and Roshko at Caltech, published in 1974 [2], had demonstrated how
the turbulent mixing layer consisted of a series of nearly well-organized (turbulent)
flow structures. This had a major impact on the problem of coherent structures in
what apparently was a basically random process that was turbulent. He reviewed
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Fig. 5 The three Asian leaders. (Left to right) Dhawan, Chou and Sato, with the Governor of
Karnataka H. E. Sri Govind Narayan at a reception in Raj Bhavan

such structures in several flows, from puffs in a pipe through spiral turbulence in the
flow in the gap between two rotating circular cylinders, the vortex street behind a
cylinder, a vortex ring and of course the mixing layer. He made a survey of how the
presence of such structures may affect the way that we think of turbulence and of
how the idea may be productive when applied to a single structure. There was also
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Fig. 7 Donald Coles (GALCIT, Caltech), in a thoughtful conversation with another participant,
behind whom Chuck Van Atta (a student of Coles) may be seen

the possibility that at least partial control of important flows might make exploitation
of coherent structures feasible (Fig. 7).

Coherent structures were also the subject of Fazle Hussain’s lecture. His written
contribution was an extensive and detailed review of coherent structures in turbulent
shear flows. His research at the University of Houston led to the possibility that
coherent structures were dominant in transport of the early stages of their formation
but not in the self-preserving regions (Fig. 8).

M. Ohji, speaking on modelling of turbulent shear flows, identified three kinds:
integral, differential and numerical and discussed their individual characteristics. T.
Matsui presented interesting flow visualizations of a variety of vortices: the Karman
vortex street, the flow around a rotating cylinder as well as an impulsively started
circular cylinder, and vortex rings.
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Fig. 8 Fazle Hussain (University of Houston), with Dhawan

There were two talks of aeronautical interest on transonic flows. T. C. Lin and
Jia Zhenxue (China) described a new method of analysing inviscid transonic flow
in which the observation that the streamline angle is close to that in incompressible
flow is exploited. P Niyogi (India) presented an analysis of inviscid transonic flow
past a thin wing in a subsonic free-stream using the integral method. He applied the
method to derive a solution for the shock-free supercritical flow on a thin wing at
zero incidence.

All these presentations, whether experimental or theoretical, had the potential
of providing greater understanding of the true structure of turbulent shear flows
as well as their applications in technology. Also, in the same category, there were
presentations by Koshi Oshima (Japan) on thermal and fluid mechanical problems in
space, Vijay Arakeri (India) on real fluid effects on flow cavitation and Sivasegaram
(from Sri Lanka) on wind tunnel tests for vertical axis wind rotors.

There were three interesting lectures of geophysical interest. Sulochana Gadgil
(IISc) gave a comprehensive lecture on a meteorological problem that is still not
completely solved, namely the fluid dynamics of the Indian monsoons. The talk
started with a brief historical survey of the idea of the monsoons, going back to the
first century BC and then through the Hadley circulation and seasonal variation in
the atmosphere and oceans. She gave a description of the discovery that had been
made (with D. R. Sikka) of the intertropical convergence zone in India and its cycles
of motion from near the equator to near the Himalayas during the monsoon season.



xii Foreword

Fig. 9 Sulochana Gadgil (IISc, on the right) with Neelima Narasimha

This is of considerable significance for understanding the Asian monsoon rainfall.
She continued then to a discussion of other issues connected with the monsoons,
involving the Hadley Cell, the conditional instabilities of the first and second kind in
cumulus dynamics and interactions between cavity and synoptic scales, concluding
with transition, fluctuations and climatic changes. Ruby Krishnamurti (Florida State
University) first described how large-scale circulation develops on the earth’s surface
as the Rayleigh number increases and presented a simple mathematical model whose
solution exhibits qualitative similarity to the observed flow. P. K. Das (India Mete-
orological Department) presented an analysis of the shallow-water equations and
obtained numerical solutions which show that, in the initial stages, the divergence of
the wind stress is more important than its curl, which in turn becomes more important
than the divergence in later stages (Fig. 9).

At the conclusion of the sessions, we had made arrangements for exposing the
delegates to things Indian. I hope the three pictures put together here, about the art
of Indian music and dancing, Dhawan cutting jokes with the younger generation
and the chatting ladies who helped us greatly in running the Congress, will give the
reader some idea of the Indian evenings that the participants experienced during the
Congress (Figs. 10, 11 and 12).

Forty years later, there has been considerable progress in some of the issues that
were raised at the first Congress in Bangalore, and some things have changed and
offered greater understanding of fluid mechanics in the subjects that were selected
for ACFM1. Although difficulties remain (certainly in turbulent flows), there are
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Fig. 11 For the evening: Dhawan, with the younger generation
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Fig. 12 The ladies who worked hard for the Congress

many new problems now, as I believe will become clear in the rest of this book of
the Proceedings of this Sixteenth Congress.

July 2020 Roddam Narasimha
Engineering Mechanics Unit

Jawaharlal Nehru Centre for Advanced Scientific

Research (JNCASR)

Bengaluru, India
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Computational Study on Dynamic Stall m
and Flow Control in a Pitching Airfoil L

Patibandla B. L. V. Ramana, Akshoy Ranjan Paul, Anuj Jain,
and Kazuo Matsuura

Abstract Dynamic stall phenomenon on a Boeing Vetrol-VR-7 airfoil, oscillating
at quarter chord with reduced frequency of 0.1, is investigated at three different slot
configurations—Ileading edge, trailing edge and combination of this two edges at a
Reynolds number of 2.5 x 10°. It is shown that the use of a leading-edge slot can
eliminate the dynamic stall vortex (DSV) and increase the lift coefficient by 20%),
and a decrease in the drag and moment coefficient by more than 70%. It is computed
that the performance at low angles of attack can be improved with the use of a non-
drooped leading edge in the airfoil. Furthermore, the combination of a leading and
trailing-edge slots further improves the lift characteristics.

Keywords Pitching airfoil - Leading-edge slot - Reduced frequency + Dynamic
stall -+ Leading-edge vortex (LEV) + Dynamic stall vortex (DSV)

1 Introduction

A phenomenon that is frequently encountered in airfoils whose angle of attack
(AoA) oscillates with respect to free stream velocity, like in advancing rotorcrafts, jet
compressors, wind turbines, rapid maneuvering aircraft, birds and insects, is called
dynamic stall. It can be characterized by an increase of lift beyond static stall angle
and a sudden loss of moment coefficient followed by lift coefficient after a particular
dynamic stall angle. In static stall, however, lift and moment stall occur simultane-
ously. This sudden drop in moment and lift coefficients causes fluctuating loads on
airfoils, which leads to fatigue and flutter, which could be detrimental to structural
integrity and life of rotor blades, wind turbines, etc. [1, 2].
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Dynamic stall occurs by formation and shedding of a dynamic stall vortex (DSV)
which results in a sudden increase and an immediate drastic decrease in lift. This DSV
forms when the vorticity flux level exceeds a limit threshold. It can be understood
by the following equation:

dw U n 1oP n 0
V— = —— 4w
on at p on

Here, the LHS is the vorticity flux, where v is kinematic viscosity, # is the direc-
tion normal to the surface of the airfoil, and w is spanwise vorticity. The first term in
the RHS is the surface acceleration term, where Uy is the surface tangential speed,
while the second term is the pressure gradient term, where s is the direction along
the surface, p is density of the fluid and the third term is surface transpiration term.
During pitching motion, the vorticity flux increases rapidly, this vorticity coalesces
after a threshold and forms a dynamic stall vortex (DSV). Therefore, DSV manipu-
lation involves not letting the vorticity to coalesce by shedding smaller pieces of this
vorticity into the wake. Then the consequences of vortex induced fluctuating loads
can be reduced. This can be done either by surface acceleration or by injecting or
extracting fluid from the flow field as per the equation above [3].

One of the most efficient passive methods of injecting and extracting fluid from
the flow field is with the help of slots on the airfoil. Slotted airfoils are independently
developed by Lachman [4] to reduce flow separation and increase stall angle. These
slots divide the airfoil into parts. In a three-part wing, there are two slots—one at
leading edge and the other at trailing edge. The leading-edge part is called a ‘slat,’
the middle part is called ‘main element’ or ‘main airfoil’ and the trailing-edge part
is called a ‘flap.’

The major mechanisms responsible for the effectiveness and lift increasing capa-
bility of these instruments are (a) Slat effect: Reduction in the circulation of the main
element because of the circulation of the slat. (b) Circulation effect: The circulation
of the slat is increased by the effect of the main airfoil. (c) Dumping effect: Slat
boundary is dumped at high velocity, which will reduce separation and increase lift.
(d) Oft the surface pressure recovery: Deceleration of the flow and pressure recovery
occurs in the free stream. (e) Fresh boundary layer effect: As every element experi-
ence a new thin boundary layer, it can withstand higher adverse pressure gradient.
A detailed description of all these effects is given by Smith [5].

The first use of a leading-edge slat in a dynamic stall situation is in 1983 research
paper of Carr and McAlister [6]. They have used a VR-7 airfoil with a NACA 15320
slat pitching around the quarter chord. Different parameters like Reynolds number
(Re), mean AoA, reduced frequency (k) were varied. The dynamic stall reappeared
after mean AoA of 20° even in slatted airfoil. In basic airfoil at Mach number =
0.185, Re = 2.5 x 10° k = 0.1 and for AoA varied as 15° + 10° sin(w?), reversed
flow reached leading edge at AoA of 22°. However, in slatted case, it barely reached
quarter chord at all. Later, McAlister and Tung [7], Tung et al. [8] and Tuncer and
Sankar [9] carried out further investigation using Boeing Vetrol-VR-7 airfoil.
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Van Dam [10] produced a comprehensive review of multi-element airfoils used
for transport airplane application. It was observed that even though these aircrafts
operate at high Reynolds numbers, because of the relatively small size of slats, the
Reynolds number on the slat is still laminar. Therefore, transition modeling is an
important aspect for multi-element airfoil modeling.

It is observed from literature review that very few slat geometries are tested
for dynamic stall. Most of these slats, being drooped, produced high drag and
less lift during low angle of attacks because of the increase in zero-lift angle of
attack. Moreover, only a few researchers have implemented a non-drooped slat and
conducted optimization study regarding the slats. Hence, a non-drooped slat (using
a leading-edge slot) is tested in the present study along with a trailing-edge slot and
a combination of both to test the efficiency of slots at two different locations. The
following section describes the computational techniques, which includes geometry,
grid generation and the solver settings.

2 Computational Methodology

If equations are present, they should be numbered in the order of appearing, and all
symbols and variables described.

2.1 Geometry

The airfoil used in this work is a Boeing Vetrol-VR-7 airfoil with a trailing-edge
‘tab.” Tabs are instruments connected at the end of an airfoil used to decrease camber
and reduce pitching moment. The chord length of the airfoil is 0.61 m and the airfoil
is placed at an initial AoA of 15°. The outlet angle, cutoff length and chord length
of leading-edge and trailing-edge slot positions are 20°, 6.4% chord, 12% chord and
36°, 70% chord, 8% chord, respectively, and are as depicted in Fig. 1a. 6.4% cord is
the position of the stagnation point at 20° AoA (2° before stall). Most of the other
parameters are chosen from Greenman and Roth [11]. Only slot gap of 1% chord is
used to position the slat and flap away from the main element along the chord line.

An O-type computational domain is divided into inner and outer regions. The
inner region is a circular zone around the airfoil at a radius of 5 chord length. A
sliding mesh technique is used to give pitching motion for the inner zone. The outer
region is a stationary zone of radius 20 chord length.
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Fig. 1 a Slot location and geometry. b Slot position and geometry

2.2 Grid Generation

A hybrid mesh is generated, using Ansys-ICEM 16.0, for all the cases tested with
quadrilateral, near wall cells and triangular cells away from the wall. First cell height
of 5 x 107¢ is used with a y* value less than 1. In the near wall boundary layer
region, 70 nodes perpendicular to the airfoil are used to resolve the flow reversal and
reattachment. This inflation layer is as shown in Fig. 2a. The equi-angle skewness
of all the meshes is above 0.3 indicating good quality. The equi-angle skewness of
all the meshes is above 0.3 indicating good quality.

Grid independence test is carried out on a non-slotted airfoil, as it is computation-
ally prohibitive to carry the same test on all the other conditions. As there is sufficient
literature [12, 13] on the grid independence tests, the element sizes on different zones,
considered optimum by those works, are chosen. Three different time-step size (¢/T
= (.01, 0.005, 0.0025) are chosen for the time-step independence study.

Fig. 2 a Inflation layer. b Meshing in the slot
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2.3 Governing Equations and Boundary Conditions

The governing differential equations of this unsteady flow phenomenon are unsteady
Navier—Stokes equations along with continuity and energy equations. Shear stress
transport (SST) k-w turbulence model is used in the present study because this turbu-
lence model was widely used for dynamic stall prediction, for modeling adverse
pressure gradients [10, 12, 13] and for grid and time convergence studies [13, 14].

An airfoil, oscillating from 5° to 25° with a reduced frequency of 0.1, freestream
Mach number of 0.185 and Re = 2.5 x 10° is used to study the slot flow control
of dynamic stall. Pressure far field along with inlet Mach number is used as the
inlet boundary condition. Pressure outlet option is used as outlet boundary condition
and the border between inner and outer zones is specified as an interface. No-slip
boundary condition is also applied at the airfoil surface. The airfoil AoA varies in
the following way:

o = 15° — 10° sin(wt)

Here, ¢ is time and w is angular frequency calculated from reduced frequency. A
uniform initial flow corresponding to Re = 2.5 x 10° everywhere in the domain is
chosen.

The maximum Mach number is more than 0.3 for most of the flow around airfoil.
it is observed from preliminary computational results that the area of Mach number
more than 0.3 is confined to the leading edge and is very small. It is also seen that no
dynamic stall vortex is visible at maximum AoA. Hence, a compressible flow solver
is used from henceforth to account for and examine the effect of Mach number.

2.4 CFD Solver Settings

Coupled algorithm option available in finite-volume method-based Ansys-Fluent
CFD solver is used for pressure—velocity coupling as it ensures faster convergence.
Green-Gauss Node-Based methods are used for gradient evaluation as this method is
more accurate for unstructured meshes. Second-order upwind spatial discretization
scheme is used for all the parameters like momentum, turbulent kinetic energy, rate
of turbulent dissipation and energy. The convergence criterion, for all the variables,
is taken as <~107>.
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Fig. 3 a With LE slot. b With TE slot. ¢ With both slots

a) 15° 1 (Start of the cycle) ¢) 24.5° 1 (Flow separation starts)

L

b) 22.52 ° 1 (Reverse flow starts) d) 24.99° | (Flow separation ends)

S SP PSS
[ S

Vorticity (1]

Fig. 4 Instantaneous streamline and vorticity contour on a LE slotted airfoil

3 Results and Discussion

The work of Carr and McAlister [6] on the implementation of leading-edge slat is
used for validating the computational results in the present study. The CFD results of
Liggett and Smith [15] are also compared with the present results to test the efficacy
of the computational method adopted here.
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3.1 Leading-Edge Slot

The results of the leading-edge slot are as given in Figs. 3a and 4. In Fig. 3a, variation
of lift coefficient (Cr) with AoA of VR-7 airfoil with leading-edge slot is compared
with those of VR-7 airfoil with NACA 15320 leading-edge slat used by Carr and
McAlister [6]. It is seen that the hysteresis loop of VR-7 airfoil with leading-edge
slot is much less than the hysteresis loop of the same with a NACA 15320 slat. A
small increase in lift coefficient is observed even at low AoA during the upstroke.
At high AoA, because of the absence of the DSV, significant lift coefficient increase
is obtained. An overall increase of 20% is observed in cycle-averaged lift coefficient
with the slotted airfoil. Further, a significant decrease of 72.9 and 87% in drag
coefficient and negative moment coefficient are also observed with the slotted airfoil.

However, there is separated flow on the slotted airfoil too, at higher AoA. It is
observed from the vorticity contours of Fig. 4b that the boundary layer of the first
element mixes with the boundary layer of the main airfoil near the trailing edge and
this could be the reason for elimination of the dynamic stall. It is noticed from the
instantaneous streamline diagrams (Fig. 4) that the stagnation point on the main airfoil
indicates a lesser circulation around it and whereas on the first element indicates a
higher circulation around it. These results agree with the mechanisms of lift increase
due to slotted configuration given by Smith [5].

3.2 Trailing-Edge Slot

A trailing-edge slot is also provided in the present airfoil to check its effect on
the alleviation of dynamic stall. It is observed from Fig. 3b that even though the
stall is postponed to higher angles of attack with the trailing-edge slot, the stall is not
eliminated. Itis also seen that the lift coefficient peaks of the airfoil with trailing-edge
slot are greater than the lift coefficient peaks of the basic airfoil. A 2.1% increase in
the cycle-averaged lift coefficient is obtained where as an increase of 2.8 and 0.41% in
drag and moment coefficients is observed. This marginal change in the aerodynamic
coefficients indicates that the trailing-edge slot itself has very less impact on the
dynamic stall. However, because of the slot, flows around the trailing-edge element
are always attached and separate from the end of the main element.

A 4° increase in the start of the reverse flow and the reattachment time from the
non-slotted airfoil is noticed From Fig. 5. However, the reverse flow reached the
leading edge around the same time. The DSV and secondary vortices have shed at a
larger AoA as seen in Fig. 5b. The major difference between non-slotted and trailing-
edge slotted airfoil is the travel of the trailing-edge vortex. In the non-slotted case,
the trailing-edge vortex travels toward the leading edge before the formation DSV,
whereas in trailing-edge slotted airfoil, the trailing-edge vortex forms at the end of the
main element, so it travels toward the trailing edge of the second element and then to
the leading edge of the first element. This decreased the effect of separation caused
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(a) 24.19° 1 TE vortex spread over the TE element (b) 24.98° 1 DSV sheds

SFEFL S, PSS
Vorticity [s*-1]

Fig. 5 Vorticity contour and instantaneous streamline plots of the TE slotted airfoil
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Fig. 6 Drag coefficient versus AoA of different slot configurations

by the trailing-edge vortex significantly and the first reduction in lift around 20°
observed in non-slotted case does not appear in the trailing-edge slot case (Fig. 5a).

3.3 Combination of Leading and Trailing-Edge Slots

The leading-edge slot eliminated dynamic stall vortex but a small region of flow
separation exists at high AoA. The trailing-edge slot improved the lift performance as
a result of the movement of trailing-edge vortex but could not eliminate the dynamic
stall. Based on these results, the effectiveness of the combination of both leading-edge
and trailing-edge slots is investigated. It can be observed from Fig. 3c that providing
both the slots further enhanced the lift profile. The impending trailing-edge flow
separation clearly visible in the vorticity contours of the airfoil with leading-edge
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Vorticity [s*-1]

Fig. 7 At 25° 4 maximum AoA (no separation)

slot is completely absent with the addition of trailing-edge slot (Fig. 7). No stall can
be observed in the figure and the cycle-averaged lift coefficient increased by 22%
compared to the basic VR-7 airfoil without slots. Additionally, the cycle-averaged
drag and moment coefficients reduced by 71.7% and 80%, respectively (Fig. 6).

Although the cycle-averaged lift coefficient is highest in the airfoil with both
slots, it is still marginal when compared to the cycle-averaged lift coefficient of the
airfoil with single leading-edge slot. Similarly, the drag coefficient versus AoA graph
in Fig. 7 shows that the drag coefficient change between the airfoil with leading-
edge slot and the airfoil with both slots is also marginal. It is also noticed that the
influence of trailing-edge slot is minimal in reducing drag coefficient. Hence, for
understanding the influence of these different slot configurations on the lift, drag and
moment coefficients, the slotted airfoils need to be further tested at wider parameters
and spaces.

4 Conclusions

The present work attempts at controlling the stall behavior of the VR-7 airfoil with
leading and trailing-edge slots. Three slot configurations (leading edge, trailing edge
and combined) on the VR-7 airfoil have been tested at 2.5 million Reynolds number
and a reduced frequency of 0.1 and compared with a non-slotted VR-7 airfoil. It has
been observed that the implementation of a leading-edge slot completely eliminates
the dynamic stall vortex and the airfoil with leading-edge slot has a 20% higher
cycle-average lift coefficient than non-slotted airfoil. The decrease in the cycle-
averaged drag and moment coefficient due to leading-edge slot is more than 70% of
the non-slotted values.
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In the trailing-edge slotted airfoil, the stall did occur but at a higher AoA. The lift
coefficient increases by 2.1% from the non-slotted case, but the drag and moment
coefficients also increase by 2.8% and 0.4%, respectively. This behavior can be
attributed to the distinctive feature of the trailing-edge slotted airfoil: the reverse
travel of the trailing-edge vortex. The combination of both slots further increases
the lift coefficient (22%), more than leading-edge slotted case, but slightly higher
values of drag and negative moment are observed. The flow separation visible at a
higher AoA in the airfoil with leading-edge slot is successfully eliminated by the
combination of both the slots.
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Computational Studies of Aerosolized )
Drug Deposition in Human Respiratory i
Tract

Vivek Kumar Srivastav, Anuj Jain, and Akshoy Ranjan Paul

Abstract The administration of drug and vaccine using pMDI through mouth in
a human respiratory tract (HRT) is important for treatment of local and systemic
diseases. Computational fluid dynamics (CFD) is used to gain an insight on the
effect of various parameters on aerosol drug deposition in a CT-scan-based three-
dimensional model of human respiratory tract (HRT). In the present study, the
aerosol drug deposition is estimated using discrete phase model (DPM) and LRN
k-w turbulence model in CFD. The effect of variation of inhalation rates, particle
size, aerosol injection velocity, nozzle spray angle on aerosol deposition efficiency
in oral cavity and up to sixth-generation bronchi model was studied. The results
reveal that optimum nozzle spray angle is around 45-50°, the particle size should be
below 5 wm, and inhalation rate above 40 L/min. The outcome of the present study
will be helpful for efficient design of pMDI inhaler and for the effective treatment
of respiratory and other diseases.

Keywords Human respiratory tract (HRT) - CT-scan model - Pressurized
metered-dose inhaler (pMDI) + Aerosol transport + Drug deposition

1 Introduction

A pressurized metered-dose inhaler (pMDI) is a medical device that on operating
delivers a specific amount of medication in the form of a short burst of aerosolized
medicine [1]. The medication is usually self-administered by the patient into the
body through the oral cavity into the human respiratory tract via inhalation. It is
the most widely used drug delivery system for treating asthma, chronic obstructive
pulmonary disease (COPD), and other respiratory and systemic diseases.
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The efficacy of the inhaler depends on the propellant [2]. Recently, chlorofluoro-
carbon (CFC) propellants were replaced by hydrofluoroalkane (HFA) as the previous
is linked to the depletion of the ozone layer. However, HFA-based pMDIs with good
inhaler technique deposit only 10-20% of the dose in the lower respiratory tract, while
most of the dose being deposited in the oral cavity [3]. High oral drug deposition
can cause localized and systemic adverse effects. Hence, higher drug deposition in
deep lungs is a requirement for pMDIs. The efficacy of pMDI is also being explored
nowadays for administering medicines for treatment of different other diseases. Such
targeted therapies that have narrow therapeutic windows, such as inhaled insulin,
morphine, etc., for systemic action, where a very precise and reproducible dose may
be needed [4]. Hence achieving targeted drug delivery (i.e., effective healing with
low dose of medicines) for pMDIs is another criteria.

In developing effective pMDI systems, two areas are important: the device hard-
ware and the drug formulation. The hardware consists of the vial, metering valve,
actuator, and for newer pMDIs usually a dose counter [5]. The formulation comprises
primarily of the propellant, drug, and often other excipients. Aerosolized drug particle
size, nozzle design, injection velocity, aerosol characteristics, aerosol size distribu-
tion, spray temperature, and spray impact force, as well as the mass of drug available
per shot play vital roles in contributing better drug deposition efficiency and targeted
drug delivery of pMDIs [2].

The computational studies on deposition of aerosolized drug in human respiratory
tract (HRT) are mainly based on two types of geometric models namely: (i) simplified
model, which is based on regular pipes given by Weibel [6] and Horsfield et al. [7] and
(ii) CT-scan-based model, which offers realistic geometry of HRT. The dimensions
and angle between branches of simplified model are provided up to twenty-third
generation. The present study is focused on drug delivery through mouth. Here, a
sixth-generation HRT model having 23 bifurcation junction is generated from CT-
scan slices using minimum possible smoothening factor so that the model exhibits
finer geometric intricacies of HRT like cartilaginous rings, etc. [8]. The effects of
various parameters (injection velocity, aerosol particle size, cone angle, and inhala-
tion flow rates) on the aerosol deposition are also studied. It is envisaged that aerosol
particle size, air inhalation flow rate, aerosol injection velocity, and aerosol injection
cone angle governs the deposition efficiency of the aerosol drugs in HRT.

2 Computational Methodology

2.1 Geometry and Grid Generation

A three-dimensional geometrical model of human respiratory tract (Figs. 1 and 2)
from trachea to sixth-generation bronchi was constructed using MIMICS software
from 591 computed tomography (CT) scan images (DICOM files) of human airways
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Fig.1 Cartilaginous rings in trachea

Fig. 2 Sixth-generation model with bifurcation junctions (in red color)

13
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having pixel resolution of 300 x 203 taken at the interval of 0.625 mm. The images
were taken from National Biomedical Imaging Archives (NBIA), NIH, USA.

An unstructured grid of tetrahedral elements was generated using patch inde-
pendent method in Ansys-Meshing platform. The velocity at bifurcation junction
was computed for different grid elements to perform grid independency test. The
relative error of velocity magnitude between 2.85 x 10° and 3.7 x 10° elements is
found approximately 0.49%. Thus, further results are reported corresponding to the
grid of 2.85 x 10° elements. Mesh quality is considered satisfactory as only two
computational element having skewness more than 0.9 exist in the flow domain.

2.2 Governing Equations

Considering the steady and incompressible air flow, the governing equations used in
the study are presented below.

ou;
g{zo (1
J
ow, - 9 ou; 0 —
Ui = + — | —p&;; L ) ooulul 2
Iy ox, pfi+ axj[ o ,+M<8xj + 8x,~> pu,u,] 2

Reynolds number at the inlet of trachea corresponding to inhalation flow rate
60 L/min is estimated to be 5180. Therefore, low Reynolds number (LRN) k-w
turbulence model is used in the present study as given in Eqs. (3)—(6).
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where vy = C,, f.k/wk and f,, = exp[—3.4/(I + Rr/50)%].
Model constants are

C, =0.09,0 =0.555, 8 =0.8333, * =1 and 0}, = 0, = 0.5

Discrete phase model (DPM) is also applied as the problem belongs to the multi-
phase flow of aerosol. The force balance equation acting on a given particle gives its
trajectory. The aerosol particle velocity in the Lagrange formulation for a Cartesian
coordinate system is obtained from force balance equation which is given in Eq. (5)
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First term on the right-hand side represent drag force per unit particle mass and
second term is gravitational force. Fp in the drag force is defined as:

18 CpRe
b= ——>— 6)
ppd » 24
Re is the relative Reynolds number, which is defined as
dylup —u
Re = M (7
n
The drag coefficient (Cp) can be computed from
ai as
Cp = — +— 8
p=drt Re + Re? ©

where ay, a; and a; are constants that apply to smooth spherical particles over several
ranges of Reynolds number given by Morsi and Alexander [9].

The density of aerosol was considered as equivalent to that of water (1000 kg/m?).
Nozzle tip diameter is 2 mm with total 5000 aerosol particles are injected at the inlet
for each inhalation flow rate to study the drug deposition in respiratory tract. All the
aerosol particles are considered to be released from a conical nozzle with a given tip
diameter at a particular instant. The cone is placed at the center of inlet of oral cavity.

2.3 Boundary Conditions

The boundary conditions for air flow used in the present computational study are:
velocity at the inlet, gauge pressure at the outlets, and no slip-wall conditions at the
wall. ‘Escape’ option for aerosol particles in DPM is defined at the inlet and outlets,
because aerosol crosses these planes. Since inside wall of human airway is covered
with mucous and saliva, the aerosol particles once coming in contact with wall are
considered to have been stick to it and not detached or reflected from the wall. Thus,
‘trap’ boundary condition is enabled at the wall to estimate the deposition of aerosol
particles by inertial impaction. Different aerosol particle sizes (0.1, 1, 2.5, 5, and
10 wm) were used for different inhalation conditions, namely normal (20 L/min),
moderate (40 L/min), and heavy (60 L/min). To estimate the effect of spray angle,
the aerosol is considered to have been ejected at different cone angle (25°, 45°, 60°,
and 75°) as shown in Fig. 3.
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Oral cavity
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Trachea and
bronchus 45 Degree
75 Degree

Fig. 3 Aerosol ejection cone angle [10]

2.4 CFD Solver Settings

Semi-Implicit Method for Pressure-Linked Equations Consistent (SIMPLEC) pres-
sure—velocity coupling scheme was employed. The pressure was discretized with
second-order upwind scheme while momentum, turbulent kinetic energy (k), and
specific dissipation rate (@) terms by Quadratic Upstream Interpolation for Convec-
tive Kinematics (QUICK) scheme. Numerical simulation is carried out in the finite-
volume method-based CFD solver Ansys-Fluent with a convergence criteria of
1073,

2.5 Computational Validation

The validation of the present work is done in two parts: oral cavity and lower respira-
tory tract. The deposition efficiency of the particles (6.5, 10 and 17 pm) determined
computationally in the oral cavity model was compared with the experimental results
of Cheng et al. [11] and is shown in Fig. 4.

In the lower respiratory tract, the validation of present simulation was performed
with the computational results reported by Nowak et al. [12]. The simulation was
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Fig. 4 Validation of computational results with the experimental results of Cheng et al. [11]

run for the inspiratory flow rate of 28.3 L/min on the same respiratory model and
boundary conditions as used by Nowak et al. [12]. The validation with the velocity
profile at the mid plane of fourth-generation is shown in Fig. 8 which is within
the acceptable limit. After validation, same boundary conditions are considered for
sixth-generation CT-scan model (Fig. 5).
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Fig. 5 Relative velocity at mid-section of bronchus-4



18 V. K. Srivastav et al.

Inhalation Flow Rate = 60 L/min

Fig. 6 TKE contours a inhalation flow rate = 40 L/min b inhalation flow rate = 60 L/min

3 Results and Discussion

In the present study, aerosol flow is simulated in HRT model using CFD. In the
following sub-section, turbulence and effect of various parameters on aerosol deposi-
tion are presented to understand the internal flow physics and aerosol drug deposition.
Aerosol deposition is affected by several parameters like turbulence kinetic energy,
nozzle cone angles, aerosol particle size, inhalation flow rate, injection velocity, etc.,
which are also discussed in this section.

3.1 Turbulence Kinetic Energy (TKE)

Turbulence is an important parameter for the air flow study. The turbulence kinetic
energy for inhalation flow rate of 40 and 60 L/min is shown in Fig. 6. It is seen
that turbulence is formed in oral cavity because of the presence of laryngeal jet. As
the inhalation flow rate increases, turbulence is also increased in the upper human
airways. High turbulence is observed near the curved surface of oral cavity for
higher inhalation rate (60 L/min). Hence, turbulence model is useful at moderate
to higher inhalation rate. CFD simulation for normal inhalation rate may be carried
out considering the flow as laminar which saves computational cost and time.

3.2 Overall Deposition Efficiency of Aerosol in Normal,
Moderate and Heavy Breathing Conditions

Deposition efficiency is calculated as: Deposition efficiency = (Number of aerosol
particle deposited at a particular zone/total number of aerosol particles injected at
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Fig. 7 Effect of cone angle (flow rate = 60 L/min, aerosol particle size = 1 pwm) in oral cavity

the inlet of oral cavity) x 100. Aerosol depositions based on location and inhalation
conditions are shown and discussed in the following subsections.

3.2.1 Effects of Cone Angle

To increase the reach of drug to the lower part of respiratory tract, aerosol deposi-
tion efficiency in the oral cavity must be minimum possible. Thus, the deposition
efficiency of aerosol drug for different cone angle (25°, 45°, 60° and 75°) in oral
cavity is studied. The aerosol deposition efficiency at different cone angle for 1 pm
size particle at 60 L/min inhalation rate is shown in Fig. 7. It is found that minimum
drug deposit in oral cavity occurs is at around 45° injection angle which leads corre-
sponding to higher drug flow to lower bronchi. Similar results are obtained for other
particle sizes and inhalation rates. Therefore, remaining computational simulations
are performed for 45° injection cone angle.

3.2.2 Effect of Particle Size on Aerosol Deposition Efficiency in Oral
Cavity

The aerosol deposition efficiency in the oral cavity for different particle sizes and
different aerosol injection velocities at inspiratory air flow rate of (20, 40 and
60 L/min) and 45° nozzle angle of inhaler is studied. The simulated results reveal
that the minimum deposition efficiency in the oral cavity is approximately 20% for
the aerosol particles in the size range from 1 to 2.5 pm. The deposition efficiency
is however increased marginally for the finer particles (0.1 pwm). For the particles of
10 pm size, aerosol deposition efficiency in the oral cavity becomes high (59-66%)
depending upon the aerosol injection velocity. It is also found that the deposition
efficiency is higher for higher injection velocity. Further, it is observed that the effect
of aerosol injection velocity is negligible as compared to effect of aerosol particle
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Fig. 8 Aerosol deposition efficiency in left bronchus at 40 L/min inhalation rate

size on the deposition efficiency especially near the minimum deposition efficiency
zone.

3.3 Study of Sixth-Generation Bronchus

The aerosol deposition efficiency in bronchi is obtained for 40 L/min inhalation rate
as this being the inhalation rate at which the aerosol deposition efficiency is minimum
in the oral cavity. The efficiency for three different particle sizes at various bifurcation
junctions of the left and right bronchi are presented in subsequent sections.

3.3.1 Aerosol Deposition Efficiency in Left Bronchus

The aerosol deposition efficiency at the bifurcation junctions of the left bronchus
is furnished in Fig. 8. It is seen that deposition efficiency decreases from BiF-1 to
BiF-5L. Maximum deposition efficiency is obtained at the first bifurcation junction
while reducing deposition efficiency is observed in subsequent bifurcation junctions.
This has happened because of lesser number of particles are available in subsequent
junction due to deposition of particles in the previous generation bronchi. The larger
size particles deposit more in initial bronchi and junctions, because of higher inertia.
As its number (concentration) starts reducing in subsequent bronchi and junctions,
its deposition reduces as compared to smaller size particles.
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Fig. 9 Aerosol deposition efficiency in right bronchus at 40 L/min inhalation rate

3.3.2 Aerosol Deposition Efficiency in Right Bronchus

The deposition efficiency at the bifurcation junctions of the right bronchus is
furnished in Fig. 9. The deposition pattern follows the similar trend as observed for
the left bronchus, i.e., deposition efficiency decreases continuously in the subsequent
junctions, except that there is increase in the deposition efficiency in the third bifur-
cation (BiF-3R) junction as compared to second. This is attributed to the irregular
shape of the respiratory tract of the CT-scan-based model. Moreover, asymmetry in
the deposition pattern in left and right side of bronchus is also because of asymmetry
in the respiratory tract structure.

4 Conclusions

The present CFD study is carried out on realistic HRT model constructed from oral
cavity to sixth-generation bronchi to understand the aerosol deposition in upper and
lower respiratory tracts. The major findings are furnished below:

1. Effects of turbulence are found only in upper airways; therefore, turbulence model
can be useful only in upper respiratory tract. Moreover, lower respiratory tract
can be modeled using laminar flow solver.

2. It is found that minimum aerosol deposition in oral cavity occurs at around 45°
injection angle which leads to higher flow of aerosol to lower bronchi.

3. The injection velocity of aerosol from the inhaler is found to have insignificant
effect on the aerosol deposition efficiency.
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4. The air flow and aerosol deposition in left bronchus are less as compared to that
in right bronchus due to asymmetric features of HRT.

5. Aerosol particle size and inhalation rate are found to be most important factors
that play key role for the drug delivery through inhaler.

6. As most of the deposition of 10 wm particle is in the oral cavity, it is not suitable
for drug delivery in the HRT. For better (aerosolized) drug deposition, the particle
size should be between 1 and 5 pm as it has the lower deposition efficiency in
oral cavity and higher deposition efficiency in lower respiratory tract. This was
also supported in Hickey et al. [13].

7. Inhalation rate of about 40 L/min is found to be sufficient to achieve least
deposition in oral cavity and higher reach of aerosol in lower bronchi.

The outcome of the present study will be helpful for efficient design of pMDI
inhaler and for the effective treatment of respiratory and other diseases. The present
investigation is part of study targeted to design a inhaler that allows deep deposition
of the drug. The present study is carried out when the neck of the patient is at upright
position. Moreover, the delivery of drug depends on patient skill and head position.
Further studies may be carried out for different head positions to maximize drug
delivery in deep bronchi.
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Vorticity Generation Due to Surface )
Tension-Driven Spreading L

Anurag Pant and Baburaj A. Puthenveettil

Abstract We study the generation of vorticity at a water—air interface due to the
spreading of ethanol-water droplets for ethanol concentrations in the drop ranging
from 20% < C. < 100% on the surface of a 50 mm deep water layer. On deposition
onto the water layer, the lighter, miscible ethanol droplet spreads as a film on the
water surface due to the ethanol-water surface tension difference. Simultaneous to
the film spreading, an expanding vortex ring is found below the tip of the spreading
film front. The phenomenon in the water layer is visualized using particles, and 2D
PIV is used to obtain the velocity field. Vortex regions are identified using the X,
method for various time instants. The average vorticity generation in between the
time instants is calculated. A scaling law is proposed for the dimensionless vorticity
at a given instant based on the experimental observations.

Keywords Drops - Spreading - Vortices + PIV - Surface tension

1 Introduction

A lighter drop of ethanol when gently deposited at the surface of a deep water layer
leads to an interesting display of dynamics driven by surface tension. The surface
tension difference between ethanol and water leads to a positive spreading coefficient,
which causes a thin circular film to spread out and away from the drop, while the drop
itself floats at the surface. The film spreads radially outward where the film spreading
radius displays a power law dependence on time. The film continues to spread, two
counter rotating vortices are observed below the spreading film in particle-based
side-view visualizations. The film retracts after reaching a maximum radius, and the
drop completely mixes in the water by this time. The spatial evolution of droplets
spreading due to surface tension difference has been a subject of extensive studies
such as spreading of surfactants on organic solutions [2], spreading of continuously
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supplied TPA (Isopropyl alcohol) droplets on a thin aqueous layer reminiscing a
hydraulic jump [5] and spreading of surfactants imitating drug delivery in lungs [6].
In the case of an immiscible volatile droplet spreading on a deep water layer, Dussaud
and Troian [4] found that the radius varies as ‘2. However, for a miscible, volatile
droplet of ethanol, Dandekar et al. [3] have shown the spreading radius to vary as 14
and the spreading velocity as r—3/4. The scaling was obtained by neglecting the role
of vortices that travel along with the edge of the spreading film, and the associated
mixing of the film with the bulk fluid. Such vortices have been observed earlier.
Dussaud and Troian [4] also noticed the presence of an advancing convective roll
below a film of toluene spreading on water. These rolls were attributed by them to
Rayleigh Benard convection where it was assumed that surface evaporation leads to
a vertical temperature gradient. They also observed the stretching of the rolls due to
a shear force on the surface due to the surface tension difference. These observations
were made for volatile films only.

Kim et al. [8] studied the generation of circulation when isopropyl alcohol (IPA)
drops were deposited on 2 cm deep layers of water ethanol mixtures. The experiments
were conducted in Hele-Shaw flow cells of thickness 160 wm and 240 jwm, respec-
tively. Steady vorticity generation was observed in the initial stages followed by a
decay. They calculated the amount of circulation generated by balancing the kinetic
energy of the vortical flow and the surface energy provided to obtain the scaling for

1
the vortex strength as I' ~ (h2A0%> / (szaf). where Ao is the surface tension

difference, R is the drop size, o is the drop surface tension, p is the density of the
ethanol-water mixture, and /4 is the flow cell thickness. However, even though in
Hele-Shaw cells, viscous effects were neglected in their analysis.

The origin of vorticity below spreading films above liquid substrates is still not
clear. In this paper, we study the vortical flow beneath the spreading film of a miscible,
volatile liquid. We present PIV measurements of the vortical flow, from which we
identify the axisymmetric vortex ring manifesting itself in the form of two counter
rotating vortices. The vortex region is identified, and the average vorticity generation
is calculated in between two time instants. Further, a scaling is proposed for the
dimensionless vorticity using the experimental data.

2 Experiments

PIV experiments were conducted in a rectangular glass tank measuring 100 mm X
100 mm x 50 mm. Water contained seeding particles (Polyamide, 20 pwm mean
diameter, 1.03 g/cm? density, Lavision GmbH) and was filled up to the brim of the
tank to avoid meniscus effects during visualization. Needles of various sizes were
connected to a syringe pump positioned at the center of the glass tank and the flow
rates of water—alcohol solutions were adjusted to a low value (2.4 ml/h) so as to obtain
periodic dripping of alcohol drops of specific sizes. The drop radius was calculated
by counting the number of drops that fill a known volume. The error in the drop radius
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measurements was found to be £0.3 mm. In some cases, the drop also contained
0.1 ppm of Rhodamine 6G dye for visualization purposes.

A vertical laser sheet of 1 mm thickness with 80 mJ/pulse (532 nm, Nd:YAG
laser) was passed parallel to the tank in such a way that it illuminated a plane passing
through the drop center. The drop was brought very close to the surface and then
allowed to detach, so that inertial effects due to impingement could be avoided.
The particle images in the water layer were then captured using a Imager Pro HS
CCD (Lavision GmbH) camera which was positioned perpendicular to the plane
illuminated by the laser sheet (Fig. 1). It was made sure that the depth of field of the
camera exceeded the laser sheet thickness [1]. The separation time between the two
laser pulses was set such that the out of plane displacement of particles was less than
one-fourth of the sheet thickness. The images were recorded at 50 Hz. The above steps
were performed for drops with C. ranging from 20 to 100% (Table 1). The particle
images were processed using adaptive multi-pass cross-correlation where a window
size of 16 x 16 pixel and 50% overlap were used in DAVIS (Lavision GmbH) in

Traug‘ri\_ 1 mm laser sheet Sheet optics
E ///Water surface /
Syri = ~L] Nd:YAG Laser |-
yringe pump
e o
Glass tank Leveling table
Imager Pro
HS camera
High speed D
controller

Data acquisition

Fig.1 Schematic of the experimental setup

Table 1 Properties of various binary solutions used in the drop

Ethanol Surface tension Surface tension Kinematic Density (p)
concentration (o) (N m) difference (Ao) viscosity (v) (kg/m3)
(Ce) (%) (N'm) (m?/s)

20 37.97 34.03 1.76 970.36

40 31.00 41.00 2.34 948.47

60 26.00 46.00 2.24 908.72

80 23.80 48.20 1.66 859.58

100 22.00 50.00 1.10 790.74

The properties were obtained at 25 °C
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order to obtain the velocity field. Image correction was performed before processing
the images to reduce any inhomogeneity in illumination of particles before, so that
spurious vectors could be reduced.

3 Results

3.1 Identification of the Vortex Region and Calculating
Vorticity

Figure 2 shows the velocity field at three time instants for a 1 mm drop deposited
on a 50 mm deep water layer. On observing the flow field, we notice the presence
of two counter rotating vortices on either side of the point of drop deposition. These
vortices are found below the spreading film in the water surface and are found to
travel outwards and away from the point of drop deposition. In order to understand
the phenomenon of vortex ring generation as a result of film spreading on the surface,
we needed to identify the vortex core from the vector field obtained from 2D PIV. The
vortex core was identified using the A, method [7] implemented using a MATLAB
code. The velocity field data was processed using the PIVMat 4.10 toolbox to calcu-
late the 2D velocity gradient tensor J for each point in the velocity field. The tensor
J was then decomposed into the symmetric and antisymmetric parts S and w, respec-
tively. The eigenvalues were then calculated for the tensor S? + w? to obtain two
eigenvalues A; and A,. A point in the velocity field was identified as a part of the
vortex core only if both the eigenvalues were negative with the condition, A; < X,
being satisfied. The contour plots of A, would then represent the iso-vorticity regions
and hence the vortex core. Figure 3 shows the contour plot for A, values, that is 80 ms
after a drop with r4 = 1 mm and C, = 80% is deposited on a 50 mm deep water layer.
Once the vortex core region is identified for a time instant, the average vorticity in
the given instant is calculated by averaging the total vorticity over a region which is
defined by setting a threshold of 10% of the minimum value of A,. The area average
vorticity at a given time instant is then estimated by summing up the vorticity in
the region above the threshold value and averaging it over the area. It is normalized
using a characteristic vorticity (w.) given by w. = (Ao /ugrq).

3.2 Scaling

Dimensionally, the amount of vorticity generated due to a surface tension gradient
Ao across a length c¢;rf can be scaled as

(1



Vorticity Generation Due to Surface Tension-Driven Spreading 29

g s
N
s g
B 8
H $

25

50

20 25 30 35 40 45
position mm
(a)

- $
N
$ g
= 8
] £
= s

-25

50

20 25 30 35 40 45
position mm
(b)

£ s
£ N
5 2
z =2
2 K

20 25 a0 35 40 45
position mm

(c)

Fig.2 Velocity fields at various times for a 1 mm droplet of C. = 80% deposited on a 50 mm deep
water layer at a 1 = 80 ms; b r = 240 ms, and ¢ 420 ms
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Fig. 3 Contour plot representing A values for the case of rg = 1 mm and C. = 80% at t = 80 ms.
The solid line represents the free surface

Here, us is the dynamic viscosity of the substrate liquid, and 7 is the radius of
the spreading film given by Dandekar et al. [3] as

1
A 3\ 7
m:Q( “rd) ', )
Hd

where ¢, = 0.83, r4 is the drop radius, and f is a function of the bond number written
as

1

RE 3
S (Bog) = 7(1 + Bog)?, (3)

with Bog = pq grg /Ao being the drop bond number. Since we assume no mixing,
(¢ can be written as g.
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On substituting (2) in (1), we obtain

1\
We = C3f<E) ) 4

where t. = uqrq/Ao and c3 = c;/c;.
The dimensionless vorticity (w*) can now be written as,

t p %
o' = /a)gdt = C4<—> , &)
le

0

¢4 = (4/3)c;. Figure 4 shows the variation of the dimensionless vorticity with dimen-
sionless time for experiments with different C.. The experimental " is obtained by
calculating the average vorticity at each time instant using PIV data and normalizing it
using the characteristic vorticity w., where w. = (1/1.). Also the fit corresponding to
the scaling proposed in (5) using a solid line is shown in the figure. The experimental
data follows the % trend shown by the fit reasonably well. Thus, we can attribute the
vorticity in the substrate fluid to the generation of vorticity by the surface tension
gradient across the spreading film of ethanol at the free surface.
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Fig. 4 Variation of the dimensionless vorticity (w*) with dimensionless time for a drop with rqg =
1 mm. White triangle—C. = 100%; asterisk—Ce¢ = 80%; white square—C, = 60%, and white

diamond—C, = 40%. The solid line shows the fit 10™* (t/tc)%
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4 Conclusions

The primary result in this paper is the relation proposed for the dimensionless vorticity
present at a given time instant in a water layer when a film of ethanol-water spreads
on the surface of the water layer. It is shown that the vorticity at an instant shows
ati dependence on time. However, the vorticity generation w, between two time
instants decreases with time, possibly due to the eventual mixing of the film in the
water layer. The results are important in order to understand the vorticity generation
at an interface due to a surface tension gradient.

Acknowledgements The equipment used in this study was funded by the grants SR/FST/ETII-
017/2003 and SR/FST/ETII-064/2015 from DST, Government of India.

References

1. Adrian R, Westerweel J (2011) Particle image velocimetry. Cambridge University Press,
Cambridge

2. Bacri L, Debrgeas G, Brochard-Wyart F (1996) Experimental study of the spreading of a viscous
droplet on a non viscous liquid. Langmuir 12(26):6708-6711

3. Dandekar R, Pant A, Puthenveettil BA (2017) Film spreading from a miscible drop on a deep
liquid layer. J Fluid Mech 829:304-327

4. Dussaud AD, Troian SM (1998) Dynamics of spontaneous spreading with evaporation on a deep
fluid layer. Phys Fluids 10(1):23-38

5. Hernandez-Sanchez JF, Eddi A, Snoeijer JH (2015) Marangoni spreading due to a localized
alcohol supply on a thin water film. Phys Fluids 27(3):032003

6. Jensen OE, Grotberg JB (1992) Insoluble surfactant spreading on a thin viscous film: shock
evolution and film rupture. J Fluid Mech 240:259288

7. Jeong J, Hussain F (1995) On the identification of a vortex. J Fluid Mech 285:6994

8. Kim H, Lee J, Kim TH, Kim HY (2015) Spontaneous Marangoni mixing of miscible liquids at
a liquid air contact line. Langmuir 31(31):8726-8731. pMID: 26185919



Bubble Capture, Breakup, )
and Coalescence in Vortex—Bubble e
Interaction

Subhajit Biswas and Raghuraman N. Govardhan

Abstract Driven by the motivation to understand breakup and coalescence of
bubbles in turbulent flows, we experimentally study an idealization of this, namely
interaction of an air bubble with a vortex ring in water. This study is carried out at
different ring Reynolds numbers (Rer) for a fixed ratio of bubble’s volume to ring’s
core volume (V) of about 0.1. The interaction dynamics is governed by a Weber
number (We), which is defined here as the ratio of the vortex core’s strength to the
Laplace pressure, and has a broad range of about 12—763 in the present study. Several
stages of bubble dynamics starting from bubble capture by the ring, to bubble breakup
and coalescence are explored using high-speed shadowgraphy technique. Changes
in several bubble dynamics aspects such as bubble’s equilibrium position inside a
vortex, azimuthal elongation, and breakup pattern(s) are witnessed among low and
high Weber number cases, and these are described in the present work.

Keywords Vortex ring + Bubble - Bubble breakup - Bubble coalescence

1 Introduction

Turbulent dispersed multiphase flows with bubbles occur in many places such as
ocean waves, chemical reactors, and ship hydrodynamics, where bubble breakage and
coalescence play a major role. This breakup of bubbles by turbulence is important as
its usually decides the size and distribution of the bubble phase in these different flows,
with the bubble size in turn being an important factor in deciding mass, momentum,
and energy transport between the primary and the dispersed phase. The phenomena of
breakup and coalescence of bubbles has attracted considerable attention over the past
few decades, with numerous theoretical, numerical, and experimental studies [5-7,
13-17, 20, 23]. A turbulent flow is populated with vortical structures [1], and these
structures are highly coupled in nature. The presence of bubbles results in a highly
complex multiscale coupled interaction between vortical structures and bubbles. An
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Fig. 1 a A schematic of an air bubble of diameter Dy, and a vortex ring of ring diameter 2R and
core diameter of 2q, traveling vertically upward in z direction with velocity Uc. b Schematic of the
experimental setup for a single bubble interacting with a vortex ring. A piston cylinder arrangement
was used to generate the vortex ring, and the tube was connected to an air supply to generate the
air bubble

idealized study of such a complex interaction can be thought to be the interaction
of a vortex ring with a bubble. In the present study, we take a single air bubble and
study its breakup as it interacts with a vortex ring (see Fig. 1a) generated in the water
medium.

There have been very few investigations on the interaction of a bubble with vortex
structures as stated by Magnaudet and Eames [18]. The numerical work by Ferrante
and Elghobashi [9] on the interaction of bubbles with a Taylor—Green vortex showed
that the presence of a bubble can reduce vorticity and enstrophy of the vortex. Oweis
etal. [22] adopted one-way coupling method to predict the capture of abubble in aline
vortex. Rastello et al. [24], Van Nierop et al. [27], Bluemink et al. (2009), and Sridhar
and Katz [26] experimentally determined correlations for drag and lift coefficients of
bubbles in vortex structures. Mazzitelli et al. [19] numerically explored the two-way
coupled interaction between bubbles and homogeneous isotropic turbulence where
they stated lift force to be responsible for the clustering of bubbles on the vortex on the
side having downward velocity. Deng et al. [8] experimentally investigated bubble’s
behavior in a Taylor vortex. Finn et al. [10] explored the equilibrium position of few
microbubbles in a traveling vortex-tube. Higuera [11] and Revuelta [25] analyzed
the interaction of a bubble and a vortex ring where they observed distinctive modes
of bubble breakup depending on the Weber number and the initial vortex-to-bubble
size ratio. Recently Jha and Govardhan [12] studied the interaction of a large bubble
on a thin vortex ring at volume ratio of about 0.1 and observed significant permanent
fragmentation of the vortex core at low Weber number. They have also presented
different stages of bubble—vortex interaction along with some interesting aspects
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of bubble dynamics which includes bubble’s capture time in the vortex core, final
number of broken bubbles, and their mean size at different Weber numbers.

As an extension of Jha and Govardhan [12], some more intriguing bubble
dynamics aspects related to bubble—vortex interaction, which are bubble’s equilib-
rium position inside a vortex core, the critical aspect ratio of an elongated bubble
and simultaneous breakup and coalescence of broken bubbles inside a vortex ring are
explored in the present study. There are several parameters that govern the dynamics
of interaction between a vortex and a bubble as given in Jha and Govardhan [12] and
Biswas and Govardhan [3, 4], which include parameters on both the vortex ring side
and the bubble side. Parameters from ring’s side includes the vortex ring radius (R),
vortex core radius (a), non-dimensional core radius (a/R), circulation strength of the
ring (I'), and ring Reynolds number (Rer = I'/v, v is kinematic viscosity of water).
On the bubble side, these are the bubble diameter (Dy) and surface tension (o) at
air—water interface. Two more parameters associated with the coupled interaction of
the bubble and the ring are the ratio of the bubble’s volume to the ring’s core volume
(Vr = (m/6)D3/(27r*Ra?)), and Weber number (We) defined here as the ratio of the
pressure difference (AP = 0.87p(I'21a)?) of ring’s core and outside far-field, to
the Laplace pressure (o/Dy).

The construction of the paper is as follows. In Sect. 2, we discuss about the methods
and experimental approaches used in the present work. In Sect. 3, we present bubble
dynamics during the interaction with the ring obtained for a wide regime of Weber
numbers (We ~ 12-763) keeping Vy fixed at about 0.1. Finally, in Sect. 4, we present
a brief overview of the main results.

2 Data/Methodology/Experimental Set Up

A vortex ring was generated using a piston cylinder arrangement in a water tank
with transparent side walls providing optical access from all sides. The radius of the
vortex ring (R), its core radius (a), and the circulation of the core (I") were measured
from particle image velocimetry (PIV) measurements after the complete formation
of the vortex ring. A large range of vortex ring circulations (I") was obtained by
changing the impulse of the piston. In the present study, results are shown for a wide
range of ring Reynolds numbers (6003—67,376); this covers laminar, transitional, and
turbulent vortex rings. A large bubble of diameter (D) about 5.7 mm was generated
next to the vortex ring generator by a small tube connected to an external air supply.

The uncertainties in the measurement of the vortex ring radius (R), core radius (a),
bubble diameter, (Dy,) and vortex ring strength (I") were estimated to be £0.2 mm,
£0.15 mm, £0.1 mm, and £5%, respectively. The vortex ring used for this study
was relatively thin with the ratio of the core radius of the vortex ring (a) to the radius
of the ring (R) being around 0.2 (a/R ~ 0.2) [21]. Micron size bubbles were generated
at the tip of the vortex ring nozzle using electrolysis and were used to trace the ring.
We also traced the vortex ring using dye, with both these measurements being within
experimental uncertainties. Due to separate requirement of illumination, both front



36 S. Biswas and R. N. Govardhan

and top view were captured separately using a Photron SAS FASTCAM high-speed
camera at a frame rate of 3000. The origin of the coordinate was taken at the center
of the face of the vortex ring generator nozzle (see Fig. 1b), which is the exit plane
of the vortex ring, x and y represent the axis in the horizontal plane, and z represents
the vertical direction.

3 Results

In this section, we present bubble dynamics of a 5.7 mm bubble interacting with a
thin vortex ring for a range of Weber numbers (see Table 1) keeping the volume ratio
fixed atabout 0.1. The circulation strength (I") of the vortex ring is varied by changing
the impulse of the piston, and we achieved different ring Reynolds numbers and their
corresponding Weber numbers (We) (see Table 1). In all cases, the vertical position
of the vortex ring (z) was traced with time (¢) from the side view visualization to
obtain information about the convection speed of the ring. The top view visualization
was also performed, and this was useful to see interesting aspects of bubble capture
and breakup process within the ring. The dimensional position (z) of the ring was
normalized with the ring radius (R), and dimensional time () was normalized with the
ring radius (R) and the convection speed (U¢) of the ring, with both R and U being
taken just before capture of the bubble. We present here both front view (Fig. 2a)
and top view (Fig. 2b) of the time sequence images of visualization at We = 160. As
discussed by Jha and Govardhan [12], there are broadly four stages of interaction: (i)
Before capture of the bubble, (ii) capture due to the low pressure inside the vortex core
followed by elongation and breakup of the bubble by the azimuthal pressure gradient
within the ring, (iii) bubble breakup is complete but the vortex core can fragment,
and (iv) the last stage where the bubble(s) leave the ring as the ring becomes weaker.
Further detailed information of these stages can be found in Jha and Govardhan [12]
and Biswas and Govardhan [4].

Now, we are going to discuss some interesting bubble dynamics aspects gleaned
from the top view visualizations. We start with the bubble’s radial equilibrium loca-
tion inside the core of the vortex, which is the radial position of the bubble after
which only azimuthal elongation occurs. In the experiment, this is measured as the
radial location of the bubble within the core after bubble capture and just before
the bubble starts elongating azimuthally. Once bubble’s entrainment into the ring’s
core is completed, it tends to settle around a mean radial location within the core,

Table 1 Parameters in our

Parameters Range
study
alR ~0.2
Rer 6003-67,376
We 12-763
VR ~0.1
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Fig.2 a Front view of bubble—vortex interaction: time sequence of front view visualization images
of the interaction of single bubble with a vortex ring at Rer = 29,395 and We = 160. (i) Before
capture, (ii) capture, (iii) azimuthal elongation, (iv) and (v) and (vi) breakup. Time instances (tU c/R)
are: (i) 3.32, (ii) 3.87, (iii) 4.19, (iv) 4.62, (v) 5.68, (vi) 6.73. b Top view of bubble—vortex interaction:
time sequence of top view visualization images of the interaction of single bubble with a vortex
ring at Rer = 29,395 and We = 160. (i) Before capture, (ii) and (iii) elongation, (iv) and (v) and
(vi) breakup. Time instance (tUC/R): (i) 3.17, (ii) 3.77, (iii) 3.98, (iv) 6.13, (v) 6.48, (vi) 8.72

where there is radial force equilibrium between the radially inward pressure-gradient-
induced force, and the radially outward lift force (Sridhar and Katz 1999) [12]. As the
bubble entrains and gets settled, its presence results in an observable distortion of the
vortex core, which is a function of the bubble’s settling location. In the present study,
the mean radial location (r/a) of the bubble from the vortex core’s center (r/a = 0)
is seen to be dependent on Weber number, as shown in two top view visualizations
shown in Fig. 3. At We of 12 (and Rer = 6003), the center of the bubble is offset by
a distance of about r/a ~ 0.9 from the vortex core’s center, and as We is increased to
763, the bubble sits much closer to the core’s center. Also, the figure shown is a plot
of this radial location as a function of the We taken from many such visualizations,

(a) (a) (b)
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Fig. 3 Bubble’s radial equilibrium position (r/a) inside the vortex core after capture at different
Weber numbers. a, b Represent the top view of the vortex ring with the bubble being seated inside
the ring at We = 12 and 763, respectively. At We = 12, bubble’s radial location is offset from the
ring’s axis (or center of the core) by a distance of about r/a ~ 0.9. For the other case at We = 763,
bubble sits very close to the vortex ring’s axis (or center of the core). Here, r/a = 0 indicates the
axis (or core’s center) of the vortex ring
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showing that this offset gradually reduces as the We is increased, and tends toward
zero (center of the core) at large We.

After the bubble reaches a mean settling location inside the vortex, the bubble is
subjected to azimuthal pressure gradient due to the presence of the bubble inside the
vortex. This azimuthal pressure gradient stretches the bubble azimuthally which can
be seen in Fig. 2b. At the same time, the bubble interface is subjected to interfacial
instabilities/perturbations seen as roughness of the bubble’s surface (Fig. 2b (ii) and
(iii)). These perturbations grow over time and cause the elongated bubble to break
at several azimuthal locations.

As discussed by Jha and Govardhan [12], the breakup of the azimuthally elongated
bubble inside the vortex core could be due to Kelvin waves and Rayleigh—Plateau
instability. In the present study, the aspect ratio (Ly/W) of the elongated bubble which
is calculated as the ratio of the elongated length (Lb) of the bubble to the azimuthally
averaged width (W) of the stretched bubble has a critical value beyond which the
extended bubble starts breaking. We call this the critical aspect ratio ((Ly/W )critical)s
and this seems to increase with Weber number till We of about 160 and then starts
decreasing, and eventually it appears to become independent of We as seen in Fig. 4.
As We increases, the bubble elongates more due to higher azimuthal pressure gradient
forcing larger extension of the bubble. The critical L,/W at which breakup begins
increases till certain We (~160) as seen in the figure. Increasing the We further, we
observe more number unstable waves on the bubble’s surface which occurs due to
the turbulent nature (large Rer) of the vortex ring. At very large We (or large Rer)
these surface waves are seen to grow faster and penetrating the elongated bubble
causing early breakup of the bubble by means of multiple fragmentation happening
at several azimuthal locations of the extended bubble. Due to this early breakup of
the elongated bubble at larger We (or Rer ), the critical Ly/W is seen to reduce beyond
certain We (~160) and then gradually becoming independent of We (or Rer).

40
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Fig. 4 Critical aspect ratio (Ly/W)itical Of azimuthally elongated bubble at different Weber
numbers. Top view images of maximum azimuthal elongation (till breakup) bubbles for three We
cases (12, 160, and 763) are shown here
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Once reaching the critical aspect ratio, the elongated bubble starts breaking and
produces several broken bubbles which can further undergo breakup depending on
Weber number and their size. Now we focus on the transient changes in the number
of broken bubbles inside the vortex presented in Fig. 5. In the present study, from
top view visualizations, we observe that the mother/main bubble which elongates
azimuthally can undergo binary/tertiary breakup till We of about 321, and beyond this,
rupture/fragmentation of the mother bubble is seen to happen producing relatively
larger number of broken bubbles. Revuelta [25] in their numerical study of bubble
breakup outside a vortex ring due to induced velocity of the vortex ring observed
binary bubble breakup at relatively low We and fragmentation at large We, which is in
line with our observations. In the present work, we observe breakup and coalescence
of broken bubbles and depending on the We, we can classify this broadly into three
categories. The first one comes under low We regime which is of about We ~ 12 in
the present study, where the main bubble can undergo binary or tertiary breakup and
those broken bubbles can further undergo breakup but no chances of coalescence as
they are situated azimuthally sufficiently far from each other. In the second category
for which We is broadly of the range of ~46-321, after binary/tertiary breakup of
the main bubble, broken bubbles stay inside the ring’s core relatively closer to each
other and can undergo collisions which can lead to coalescence and reduction of Nb
as seen in Fig. 5. Finally in the third category which has much higher We (>321),
although there are relatively larger number of broken bubbles situated more closely to
each other inside the vortex ring and have higher chances of collisions, these broken
bubbles are less likely to coalesce as they offer more resistance to coalescence due
to relatively higher surface tension force.
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4 Conclusions

Motivated by the complex mechanism of bubble breakup in a turbulent environment,
we have experimentally investigated an idealization of this, which is the study of
bubble dynamics in a bubble—vortex interaction. The focus of the work has been
to explore some aspects of bubble dynamics in this interaction as a function of
the many parameters of the interaction. We have presented some important bubble
dynamics aspects which are the variation of the mean equilibrium location of the
bubble inside vortex, bubble’s critical aspect ratio where breakup initiates, and several
distinctive bubble breakup patterns starting from binary and tertiary breakup at low
and intermediate We and fragmentation at large We, which are comparable with
several observations on bubble breakup in bubbly turbulent flows. This idealized
study can help us advance our understanding of the breakup mechanism of bubbles
interacting with vortical structures in turbulent environments.
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Comparison of Flow Features Inside m
a Plain Orifice Injector for Different i
Length-to-Diameter Ratios

Vaisakh S. Nair, Vikash Kumar, T. John Tharakan, and Abhilash Suryan

Abstract Cavitation in the flow passages of plain orifice injector affects both internal
flow and jet characteristics. Cavitation occurs in flow passages of liquid engine
injectors when static pressure falls below the vapor pressure at that temperature.
Injector elements having narrow flow passages are more susceptible to cavitation. The
flow rate through the injector is reduced significantly due to cavitation when bubbles
partially block the flow. It is important to understand cavitation phenomena occurring
inside the injector flow passage as it can lead to fluctuation in propellant flow rate
to the combustion chamber. Cavitation structures inside the flow path of the injector
are obtained by numerical simulations. The numerical results show agreement within
validation uncertainty against the previously observed experimental data.

Keywords Cavitation - Injector * Internal flow + CFD

1 Introduction

The effect of cavitation on liquid jet atomization has been studied since 1959, and its
effects on flow regimes have been understood. Early works dealt mainly with quali-
tative visualization studies highlighting the effect of cavitation on the development
of the spray. Many features of cavitation are understood reasonably well that sheds
light onto the dynamical behavior of the cavitation structures, to understand the key
physical phenomena leading to bubble collapse and atomization enhancement. The
cavitation phenomena occurring inside the injector nozzle with narrow flow passages
has been considered as an important factor in fuel atomization. Injection pressure,
liquid properties, and geometric features affect this phenomenon. Thus, it plays a
critical role in primary breakup and atomization, in turn having a pivotal role in the
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combustion process. The cavitation bubbles affect the internal flow and consequent
spray formation outside the injector.

The first thorough study of flow separation was conducted in 1959 by Spikes and
Pennington [1] that brought out the effects of cavitation on discharge coefficient in
turbulent flow regime. Further tests were carried out with inlet chamfer to determine
the optimum angle and depth of chamfer for cavitation suppression. Numachi et al.
[2] conducted a detailed study on the effect of cavitation occurrence on the discharge
coefficient of sharp-edged orifice plates. The experimental results indicate that cavi-
tation can exist to a minimum cavitation number of 0.2. An investigation into the
different flow structures which exist in the holes of direct injection nozzles and their
corresponding large-scale acrylic models is described by Soteriou et al. [3]. They
explain the role of cavitation on spray abnormality, hydraulic flip, and atomization.
Chaves et al. [4] found that discharge coefficient and the spray angle level off at a
value that is almost independent of any further increase of injection pressure. Dabiri
et al. [5] looked into the cavitation collapse in the year 2010 and proposed that the
collapse of traveling bubbles increases the disturbances inside the liquid flow. In this
paper, effects of cavitation on increasing the disturbances in the flow through the
injection orifice were studied. In 2013, Payri et al. [6] investigated the behavior of
the internal flow under cavitating conditions, and the influence of using four different
fuels is studied using a transparent nozzle with a cylindrical orifice. The influence
of upstream and downstream pressure conditions as well as liquid viscosity was
determined. De Giorgi et al. [7] conducted experiments on a cavitating orifice to
determine the influence of pressure and temperature on flow regime transition due
to cavitation. It was observed that cavitating structures showed different character-
istics with variations in operating conditions such as pressure inside the orifice and
the flow temperature. The cavitation intensity and the incipient cavitation number is
found to vary with liquid temperature. Tharakan et al. [8] conducted comprehensive
modeling of spray formation in liquid injectors involving (i) internal hydrodynamics
of injector (ii) breakup of liquid sheet leading to primary and secondary atomiza-
tion and (iii) prediction of size and velocity distributions of droplets in the spray. In
this work, progress and current trends in the individual modules have been exten-
sively reviewed, and their implications on development of comprehensive models
have been discussed. The unresolved issues and future research directions are also
indicated. Altimira and Fuchs [9] studied the effect of liquid viscosity and density
on the cavitation sensitivity. The flow through a throttle geometry, which has been
previously investigated experimentally, is simulated under conditions corresponding
to the onset of cavitation and critical cavitation number adopting the large eddy
simulation approach. Results show that the onset and growth of cavitation bubbles
is enhanced by a decrease in the density of the liquid.

Lee et al. [10] investigated the impact of fuel atomization in effective combus-
tion of propulsion devices and provided an understanding of how integrated the fuel
system is in accordance with the other engine components. He et al. [11] conducted
an experimental study under different pressures to analyze the evolution of cavi-
tation inside diesel nozzle and found that higher injection pressure leads to earlier
cavitation inception. It was found that the occurrence of “string cavitation” has a
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strong relationship with the location of needle and injection pressure. Abderrezzak
and Huang [12] studied the fundamental effect of cavitation bubbles on the internal
nozzle flow, which is the vital link between the liquid emerging from the nozzle and
the fully developed spray. The influence of the length-to-diameter ratio on cavitation
and subsequently on the spray structure is also addressed. Cui et al. [13] experi-
mentally studied the effect of diameter error and conicality that embody common
deviations in nozzles geometry using transparent nozzles.

Numerical models have been developed by earlier investigators to simulate cavi-
tation phenomena inside fuel injector nozzles. The present study involves numerical
simulation of flow through a single plain orifice injector nozzle for different length-
to-diameter ratios. The numerical model is developed, and meshing is done using
ANSYS ICEM CFD. The simulation is done using commercial software ANSYS
Fluent 15 [14]. A two-dimensional, transient, problem is solved using mixture multi-
phase model, implementing Schnerr—Sauer model [15], along with the k—€ (two-
equation) turbulence model. The CFD simulation is compared with experimental
study of Abderrezzak and Huang [12].

2 Numerical Setup and Methodology

A single orifice injector is modeled which is chosen as the base model for the simu-
lation from the literature survey conducted, to understand the different flow regimes
produced as the flow occurs, its interaction with the flow, and in turn the effect on
flow features. The computational domain differs with respect to the orifice length.

The geometrical specifications of the nozzle and the boundary conditions imple-
mented for the simulation are depicted in Fig. 1. Pressure-based solver was used, and
analysis was performed under transient conditions. Standard k—e turbulence model
was used, and the convective terms were solved using second-order upwind interpo-
lation scheme. Hybrid initialization has been performed to obtain the initial solution,
and the reference values were provided from the inlet. Table 1 elucidates the general
working conditions employed for the present study.

No slip Wall
10 mm
10 mm
Pressure Outlet

Pressure Inlet i 1.5 mm

3,6,9and 12 mm o

»

Fig. 1 Computational domain and boundary conditions
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Table 1 Working conditions Working fluid Water

Back pressure (kPa) 101.325

Temperature (°C) 30

Density (kg/m?) 988.25

Vapor pressure (kPa) 2.850

Dynamic viscosity (Ns/m?) 1.002¢03

In this study, two-phase flow is modeled with single fluid model (homogenous
mixture). Continuity and momentum equations used for the numerical simulation
are as follows:

90m 0pmit;
oy
dt ax;

m| Uj—1| )= —7— ~ m| ~ m
Pl Tor T s o ox, [Fm\ox; T )T

where pp, is density of mixture and .y, is viscosity of mixture which is as following:

=0 (1)

Pm = 011+ Qypy 3)

Pom = Qift + ayfby “4)

« is vapor volume fraction for each phase, o, is vapor volume fraction for vapor phase
and «) is vapor volume fraction for liquid phase. If we assume radius of bubble as
Ry, number of bubbles in a unit of volume as ny, ¢y can be calculated as follows:
4 3
3T Ry
- 4 3
1+ §7T anb

®)

Ay

A grid independence study was carried out for the computational fluid dynamic
model.

3 Results

The simulation of the flow through single orifice injector has been done. The cavi-
tation regimes corresponding to each injection pressure (Pjy;) for each configuration
(fixed back pressure) has been compared with the corresponding experimental values.
The vapor fraction contours shows good agreement, which can be also seen evidently
from the relationship between the flow rate and injection pressure as shown in Fig. 2a,
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Fig.2 Comparison of experimental and computational results (i) instantaneous flow characteristics,
(ii) relationship between flow rate and injection pressure for (L/D = 8)

b. The numerical results show good agreement with the experimental findings of
Abderrezzak and Huang [12].

From analyzing the results, with respect to the changes in geometric and flow
parameters like length-to- diameter ratio (L/D ratio) and injection pressure, the
following data regarding the system are plotted in Fig. 3.

Figure 3a, b depicts the pressure and velocity contours for injector with length-
to-diameter ratio of 8. These contours indicate various regimes of cavitation and
the related flow features. The regimes of cavitation inception, its extension, and
supercavitation can be seen in these contours. Both the pressure and velocity contours
elucidate the fact that at the cavitation zone, the pressure falls near to the vapor
pressure and the exit velocity decreases as the regime turns to supercavitation. It is
seen from Fig. 4 for all L/D ratios, the flow rate suddenly diminishes when injection
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Fig. 3 Contours of a pressure and b velocity for L/D = 8 for different flow regimes
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pressure is increased. This in turn sheds light on the dependence of geometrical and
flow conditions on the inception and development of cavitation in the injector, which
further affects flow through the injector. The flow rate increases up to a particular
injection pressure which produces supercavitation, causing the flow path to reduce
and in turn lowers the flow rate. Further increase in the injection pressure causes
the flow rate to increase, which may be due to the increase in flow path, caused
by retracting cavitation regime from the exit toward the inlet, allowing the fluid
to occupy this portion of the injector passage. The pattern similar to the above is
observed for the pressure and velocity contour but at varying inlet conditions, with
different L/D ratios in the range of 2-8.

4 Conclusions

Numerical analysis of single orifice injector nozzle is carried out at various geometric
and flow conditions. The result emphasizes the importance of flow and geometrical
parameters on the cavitation phenomenon inside the plain orifice injector. A compar-
ison of the flow field for different L/D ratios was made and its effect on formation,
and growth for various flow regimes was brought out. The fluctuation of flow with
the injection pressure for different L/D ratios was studied. Analysis of cavitation
regimes confirms the dependence of flow with parametric variations. As the length
increases, the injection pressure required to initiate cavitation increases. The future
works include the effective design of plain orifice injector for conducting experi-
mental investigation to understand these features in detail and also to visualize both
internal and external flows.
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Aerodynamics and Design of Spinning )
Samara Model oo

G. Yogeshwaran, M. V. Srisha Rao, and Jagadeesh Gopalan

Abstract A particular form of winged seed (samara) dispersal technique adopted
by nature uses autorotative (unpowered rotation of the wing generating thrust force
against gravity) descent; for e.g. in Maple and Mahagony trees. This technique
provides the lowest descent velocities among various seed dispersal techniques found
in nature ensuring the safety of the delicate seeds. Bio-mimicked solutions to impor-
tant engineering problems in aerospace as well as in disaster management—air drop-
ping of life-saving packages during floods can be inspired from the samara. The
samara is a complex structure having a bluff root containing the seed attached to a
three-dimensional wing. The dynamics of the samara from the instant of release is
entirely unsteady, involving an initial transition phase where the samara tumbles
until it achieves autorotation leading to a steady descent velocity. The distribu-
tion of mass and aerodynamic forces in this single structure ensures its stability
during descent. Studies to comprehensively understand the physics of the samaras
are limited. Recently, leading edge vortex (LEV) has been found to be responsible for
the high thrust forces achieved during autorotation. The dependence of LEV on the
morphology of the seed needs to be understood to design optimal devices for engi-
neering applications. The principal aim of this study is to understand the effect of
morphology on the aerodynamics of the samara with a particular focus on the charac-
teristics of the LEV. The flow field around the autorotating samara is experimentally
obtained using particle image velocimetry (PIV) in a specially designed vertical wind
tunnel. However, natural samara has limited utility for parametric studies; therefore,
3D printed model is developed that closely mimic the functions of the natural samara.
Drop tests of the natural samara and the 3D printed model show that the dynamics
of the model and the samara are similar. For the first time, a complete characteriza-
tion of the spanwise distribution of LEV has been carried out on the samara model
which enables us to understand the inter-relationship between observed flow physics,
morphology and performance parameters.
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Keywords Unsteady aerodynamics - Leading edge vortex + Spinning samaras *
PIV

1 Introduction

Plants have limited mobility and so it adopts various seed dispersal techniques to
establish its embryo bearing seed at a suitable place away from the parental plants
[1]. Spinning samaras are winged seeds [2] where the seed is enclosed in a protective
cover and attached to the wing structure as shown in Fig. 1. Spinning samaras undergo
initial random motion for a period of time (transition phase) when it is released from
the parental plant before starting to rotate about a point near to its centre of gravity
(steady state) without any externally induced power. This rotation aids the samara
to generate high thrust force, thereby making its descent velocity approximately 15
times lesser than the impact velocity on the ground without rotation. The low rate of
descent of these samaras combined with gust of wind makes it to disperse from its
parental plant. This is one of the seed dispersal techniques adopted by the plants to
disperse through wind [3]. This unpowered spinning motion is called autorotation
[4], similar to autorotation of helicopter under engine failed condition. The low rate
of descent of the spinning samaras without use of external power promotes it to be
possibly mimicked in real-life scenarios where the object has to be brought to ground
safely from a height. Few existing applications are in the field of missiles, samara
inspired delivery system, unmanned ariel vehicle (UAV) and designing of re-entry
probes for Mars and Venus.

Theoretical studies showed that spinning samaras under stable autorotation
generate an unexpected high thrust force, despite their small size and low descent
velocity [3, 5]. The secret behind this high thrust force was found to be the presence
of strong stable leading edge vortex (LEV) on the leeward side of their wing [5].
The angle of attack at the wing cross sections is much higher than in a conventional
aircraft (post-stall region) and there is a separated flow at the leading edge [5]. This
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Fig. 1 Spinning samaras
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separated flow combined with the high angular acceleration of the spinning samara
makes it reattach and generate a strong LEV [5-7]. However, the physics behind this
autorotation involves balance of inertia, centrifugal and aerodynamics forces acting
on it throughout its descent. Owing to the complex interaction of these forces, espe-
cially the unsteady aerodynamic force makes it difficult to understand the physics
behind this autorotation completely [5]. The uniqueness of these samaras is its rigid
shape and mass distribution which governs the nature of these forces [2]. Whereas,
in case of animal flight, the neuromuscular control allows the deformation of wing
structure for its performance and stability [2]. Further, the cross-sectional shapes are
observed to non-standard aerofoils and the wings structures resemble the helicopter
blade [8]. The objective of the present work is to find out the relationship between
morphological parameters of the spinning samaras and local lift force due to the
presence of LEV. Since parametric studies on real samaras are not possible, samara
models are designed and fabricated to understand the flow physics of real samaras.

2 Methodology

In the absence of comprehensive design methodology for engineering spinning
samaras [4, 6, 9], we begin by considering a close mimicking of natural samaras.
Initially, few samara models are designed and analysed to understand the funda-
mental required morphology for autorotation phenomena to occur. For this design
purpose, depron sheet is used to create the wing planform and elastomers, wood
and china clay for mass distribution. A systematic comparative study between these
designed samaras models and real samaras are established. These results show that
asymmetric mass and asymmetric area distribution play an important role in autoro-
tation. Further, for maximum performance, chord length is observed to be maximum
at the mid-span and minimum at the edges with minimum thickness in the wing
region. Based on these observations, a 3D printed samara model is designed and
developed as shown in Fig. 2. The total mass of the model is 2.58 g which is five
times of the average mass of the real samaras and the planform area is 27.48 cm?. The
chord and mass distributions are maintained as per the previous analysis. VeroBlue
[6] of density 1.17 g/cm? is chosen as resin material for its high strength and smooth
surface finish with SUP705 as the support material for printing the model. Stiffeners

Fig. 2 Designed 3D printed
samara model
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are added at the sharp edges and in the wing region to provide rigidity to the model.
The span of the model is chosen to be 8 cm with root length of 2 cm and maximum
chord to be 3.57 cm at spanwise location of 43.20 cm from root.

3 Experiments in Vertical Wind Tunnel

An updraft of magnitude equal to the descent velocity is incident upon the model to
make it autorotate at a stationary location in the test section of a vertical wind tunnel.
A vertical wind tunnel [8] facility in the Laboratory of Hypersonic and Shockwave
Research (LHSR) in Indian Institute of Science is used to carry out the flow visualiza-
tion experiment over the designed model. The wind tunnel consists of five sections:
an inlet, a diffuser, a honeycomb structure, a fan and a test section as shown in
Fig. 3. The detailed description of the vertical wind tunnel facility is provided in the
thesis of Sonal [8]. The tunnel was basically designed to perform flow visualization
around real samaras. The descent velocity of the designed samara model is higher
that the real samaras, therefore, the existing wind tunnel is improvised in terms its

Fig. 3 Vertical wind tunnel
[8]
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Test Section
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test sectional velocity. On observing the free fall flight of the real samaras using high
speed camera, it is evident that its centre of gravity moves in helical path around its
axis of rotation. This additional motion prevents us to observe the flow field around
the samara or model at a particular cross section on the test section of the wind
tunnel, especially the LEV formed on its leeward side. To overcome this, fishing
rope of diameter 0.05 cm is made to pass through the centre of gravity of the model
and its two ends are attached to test section of the tunnel. The variation in perfor-
mance parameters of the model or samara due to the presence of fishing rope is found
to be less than 5% [10]. The test sectional velocity of the wind tunnel is maintained at
descent velocity of the model by adjusting the fan speed through a voltage regulator
(VARIACQ). Experiments to characterize the LEV are conducted using planar particle
image velocimetry (PIV) techniques. A high repetition rate double pulsed Nd:YLF
laser with 20 mJ per pulse at a repetition rate of 0.844 kHz is passed through the
seeded flow in the test section. Images are captured by high speed Phantom Miro 110
camera, with a pixel resolution of 1280 x 800 pixels, which is synchronized to the
laser using a high speed controller. The time delay between two successive images
is set to 100 ws and the cross-correlation algorithm is performed to obtain velocity
field.

4 Results and Discussions

In order to understand the free fall behaviour, the designed 3D printed model is
dropped from the height of 6 m with a suitable experimental setup in the LHSR,
IISc. It is observed that designed model initially undergoes a random motion for a
small period of time and starts to autorotate about its centre of gravity similar to real
samaras. The descending motion of the model is captured using the high speed camera
and post-processed to calculate its performance parameters. Like real samaras, the
length of the transition phase is dependent on its initial orientation before it drops.
The 3D printed model is dropped with different orientations and holding points to
analyse the effect of orientation on the length of the transition phase. The model has
minimum transition phase when its holding point is held at trailing edge with wing
surface making an actuate angle with respect to vertical plane.

Similar to the free fall behaviour, the autorotation phenomena is observed on the
designed model placed in the test section of vertical wind tunnel. The test sectional
velocity is maintained similar to the descent velocity of the model by adjusting the
fan speed. High speed camera is used to capture autorotation phenomena inside the
test section and post-processed to calculate the RPM and coning angle (angle made
by the model with respect to the horizontal plane in steady state). The test sectional
velocity of the tunnel is calculated using fan type anemometer. The descent velocity,
RPM and conning angle are found to be 1.7 &+ 0.1 m/s, 538 & 3 and 9.75° &£ 0.23°,
respectively, and itis in accordance with performance parameter calculated using free
fall test. In the case of real samaras, their corresponding ranges are 0.82—1.45 m/s,
420-700, 15°-27° [3, 8, 10]. Thus, the shape and the performance parameters of the
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Fig. 4 Streamline and vorticity plots for the designed model at r/R = 0.25

designed model are similar to real samaras. The deviating morphological parameter
is the mass of the model which is due to the density of the VeroBlue that cannot be
altered.

Planar PIV experiment is carried across seven different spanwise locations (at /R
=0,0.25,0.38, 0.48, 0.5, 0.75, 1) in the model when it is autorotating in the tunnel.
The results show the presence of strong stable LEV from r/R = 0.25 to 0.50 similar
to the real samaras [5, 10]. In the region between /R = 0t0 0.25 and 0.5 to 1, the flow
topology is similar to the bluff body which is in accordance with the result obtained
from [11]. The size of the vortex is increases from 0.25 to 0.48 and then decreases.
The maximum size of the vortex is found to appear around the region of /R = 0.48.
In general, placing the planar laser sheet at the exact location of r/R under rotating
condition is a difficult task and for any case it lies in the range of +0.01 around that
location [11]. A streamline and vorticity plots around the model at spanwise location
of r/R = 0.25 is shown in Fig. 4. The circulation strength is calculated across the
span by considering the anticlockwise vorticity which corresponds to LEV. The
distribution of circulation strength across the span is similar to its chord distribution.

5 Conclusion

In the present work, a 3D printed samara model is designed and fabricated to under-
stand the relationship between the local lift force and the morphology of the model.
The 3D printed model is developed based on the close mimicking of real samaras. The
free fall behaviour of the model from point of release is similar to the real samaras.
The decent velocity, RPM and coning angle of the model is 1.7 £ 0.1 m/s, 538 + 3
and 9.75° £ 0.23°, respectively. Planar PIV experiments show the presence of strong
stable LEV for the model in the spanwise location of »/R = 0.25 to 0.50 similar to
real samaras. The local lift force is directly proportional to circulation strength of the
LEYV is calculated across the span. Thus, for zero camber, zero twist across the span
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and zero angle of incidence the variation of local lift force is directly proportional to
its chord distribution.
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Recirculation Zones and Its Implications )
in a Taylor Bubble Flow in a Square L
Mini/Microchannel at Low Capillary

Number

Prafulla P. Shevkar and Manoj Kumar Moharana

Abstract A 3D numerical study is carried out for the formation of (i) isolated Taylor
bubble and (ii) a train of Taylor bubbles, in a square channel of side 1.0 mm for the
range of a capillary number 0.005 < Ca < 0.007. The fluid channel is carved in
the rectangular solid substrate of dimensions 3 mm x 2 mm x 30 mm achieves a
conjugate heat transfer condition. Constant heat flux is applied at the bottom wall of
the substrate of area 3 x 30 mm?, while all the other surfaces were insulated. In the
fluid channel, the bubble flows through the inlet section, the heating zone and the end
section. We observed the recirculation zones all around the bubble body, the one at the
back of the bubble is found to be strongest, which results in the maximum heat flux
in the nearby region. Taylor bubble flow enhanced the heat transfer multifold times
compared to the single-phase flow. To study the axial wall conduction in conjugate
heating conditions, we carried out the simulations for the range of substrate wall to
fluid thermal conductivity ratio 10 < ks < 646 and the ratio of substrate thickness to
channel depth 1 < 8¢ < 5.

Keywords Taylor bubble flow - Mini/microchannel - Axial wall conduction *
Two-phase flow - Recirculation flow

1 Introduction

Taylor bubble forms when liquid and gas flow in a channel in the particular range
of gas-liquid velocity ratio. Many experimental [1-3] and numerical studies [4, 5]
show a Taylor bubble formation at different gas and liquid velocities in a channel of
different sizes and shapes. Gupta et al. [5] give the modelling methodology to solve
the Taylor bubble flow problem numerically in a microchannel based on the different
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experimental correlations and modelling studies. Moharana et al. [6] numerically
studied the axial wall conduction in conjugate heating conditions and found the
optimum Nusselt number for the substrate wall to fluid thermal conductivity ratio. For
a given flow rate and thickness ratio, the axial wall heat conduction effect increases
with an increase in conductivity ratio.

Taylor bubble finds applications in the measurement of flow velocity, cooling of
electronic devices such as printed circuit board, lab-on-chip devices and microreac-
tors. Taylor bubble is promising in cooling devices as the bubble creates recirculation
in the liquid slug, which increases the heat transfer many times in a microchannel
compared to a single-phase flow. The strength and the location of occurrence of
recirculation zones related mainly to the shape of the liquid film around the bubble
body. The bubble and the liquid film take different forms in a triangular, rectangular
and elliptical channels [7]. At low capillary number, the bubble takes cylindrical
shape in the middle and a hemispherical one at the tail end while at a high capil-
lary number the tail end becomes concave. The infrared (IR) thermograms [1] and
microparticle image velocimetry [2] studies confirmed the recirculating flow at the
back of the bubble in the liquid slug. Many researchers studied the recirculating flow
in a circular channel in the plane parallel to the primary flow direction. Due to an
unevenly distributed film thickness in a non-circular channel, more in the corners
than at the flatter section where the bubble body is closer to a wall; the recirculating
flow generated in the corners is more complex and needs more attention. In this
paper, we study the effect of recirculation zones present at the back of the bubble on
the different fluid properties, flow and heat transfer characteristics. Also, the temper-
ature contours plotted for the different substrate thicknesses show the reduced axial
wall conduction in the Taylor bubble flow in a microchannel in a conjugate heating
condition for the range of capillary number 0.005 < Ca < 0.007.

2 Numerical Simulations

The square microchannel of cross-sectional area 1 mm? is carved in the solid substrate
of 3 x 2 x 30 mm?, as shown in Fig. 1. Air flows annulus to water to form a bubble
through the air and water inlets, respectively, labelled in Fig. 1. The void fraction
at the inlet is equal to a homogeneous void fraction 8 = U,/Utp = 0.5. Boundary
conditions at the inlet are velocity inlet. The length of the inlet section (L;), heating
zone (Ly) and end section (L.) of the fluid channel was 15 mm, 30 mm and 9 mm,
respectively. The thermo-physical properties of the air and water were calculated at
300 K. A constant heat flux was applied at the bottom wall of the substrate while
all other walls are kept adiabatic. For a temperature rise of 25 °C, a heat flux of
232,332.6 W/m? was applied at the bottom wall for the value of mixture Reynolds
number Re = Utp x dy/v = 200, where U, the gas velocity, Utp the mixture velocity
(Ugs + ULs), Urs the superficial liquid velocity, Ugs the superficial gas velocity, dy,
the hydraulic diameter and v the kinematic viscosity of the liquid. The width of the
substrate (ws) and fluid channel (wyf) are 1 mm. The height of the fluid channel (&)
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Fig. 1 a Left-hand side view, b front view, ¢ top view and d 3D view of the microchannel

was kept constant while that of the substrate below the fluid channel (§;) is changed.
At Ca =0.0055, different cases are studied for the values of k¢ = k /ks = 12.6,27.77,
152.9, 337.33, 495.62 and 646 and 8¢ = 6s/6¢ = 1, 2, 3 and 5. For post-processing
of the data, the non-dimensional numbers are

5 w hd I -1
Z*=i;5sf=—s§(b=q—§Nuz= 0=
Ly ¢ q" ke To—T
[pxCpyxUxTdA L
o = Ty, — Tb|i; T, = 4 ; Nugyg :/ Nu,dz (1)
Tojo — Thii Jap x Gy x UdA 0

where T is the temperature, p is the density, k is the thermal conductivity, ¢ is
the heat flux, Nu is the Nusselt number and the subscripts w is the channel wall, b
is the bulk fluid, z is the distance from the start of the heating zone, f is the fluid,
s is the solid substrate, o is the exit and i is the inlet. Entry to the heated zone is
considered as zero. The local wall temperature and the local heat flux are the average
temperatures and the average heat flux, respectively, of three side walls of the solid
substrate. All the fluid properties in the present study are calculated for the mixture
unless specified.

The continuity, momentum and energy equations are solved for the mixture prop-
erties using the volume of fluid (VOF) model from Ansys Fluent®. Also, the colour
function is solved to capture the interface between two phases. In the VOF method,
a volume fraction o of one of the phases is used as a colour function. Surface tension

force ( F' gv) at the interface is expressed as a body force, which is added in the source
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term of the momentum equation. The effect of gravity is neglected.
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The transient formulations were carried out using first-order non-iterative time
marching scheme using a constant time step of 5 x e~ s for the pressure, momentum
and energy equations for all the cases. The convergence criteria were satisfied in all
the simulations, and the absolute values of all the residuals were well below O (1 x
e~%) for continuity and O (1 x e~%) for velocities and O (1 x e~) for energy. The
sufficiently fine grid at the fluid boundary captures the liquid film between the liquid—
fluid interface and the wall while relatively coarser cubic grid in the core of the fluid
channel reduces the errors in surface tension calculation. The liquid film thickness at
the boundary was maintained while the bubble flows through the channel. For the train
of bubbles, the equal bubble length, the equal slug length and the symmetric bubble
breakup at the inlet are the critical parameters for a grid-independent test, which is
satisfied for all the simulations. The bubble length and the liquid film thickness for
different grid sizes are shown in Table 1. Grid 4 was used in all the simulations.
The validation of the numerical method is carried out for the experimental study of
Salman et al. [3]. The numerical simulations are carried out for the nozzle diameter
of 0.34 mm and the superficial gas velocity of 0.012 m/s (Fig. 2).

Table 1 Bubble length and liquid film thickness for different grid sizes in a square channel of a
side 1 mm

S. No. | Grid size Average bubble | Deviation in bubble | Liquid film
length (mm) length (mm) thickness (jum)
1 166.67 x 166.67 x 1.9 0.09 12.5
125
2 125 x 125 x 125 1.86 0.03 10
125 x 125 x 100 1.9 0.01 10
4 100 x 100 x 100 1.9 0.02 9.5
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Fig. 2 3D numerical solutions showing a bubble shape at different time instants and b bubble
formation period for the air-octane system agrees with the experimental results by Salman et al. [3]

3 Results and Discussion

The effect of disturbance zones around the bubble body on flow field and heat transfer
characteristics of a Taylor bubble flow in a conjugate heating condition are studied
in detail.

In square channels, the bubble shape is more complicated due to four corners. The
film thickness around the bubble body is more at the diagonal plane than the axial
plane at all Ca, as shown in Fig. 3a—e. Due to the bullet-like shape of a bubble, a
liquid film shape and thickness are different at different cross sections; the film shape
is more circular towards the nose while non-circular and non-symmetric at the tail
as shown in Fig. 3p—s. Also, the film thickness in the corners increases towards the
nose of the bubble. We found a similar type of bubble shape and film thickness forms
for the range of Ca. We observe that the disturbances in the flow field are closely
associated with the shape of the bubble.

At the back of bubble, the vector field in the mid-plane perpendicular to the flow
shows the occurrence of the recirculating flow (shown in LHS of Fig. 4b) while the
vortex occurs in the corner within the liquid film (shown in RHS of Fig. 4b). The
axial pressure profile in the unit cell indicates that there is a constant pressure in

S0000NN06

(@ ) )

Fig. 3 Liquid film shape at centre of the bubble for 8 of, a 0.47, b 0.5, ¢ 0.53, d 0.56 and e 0.6.
Cross-sectional view of the Taylor bubble from the tail region towards the nose (p-s)
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Fig. 4 a Static pressure variation along the length of the bubble body in a unit cell for the train of
Taylor bubble, b recirculation zones at the back of the bubble, in the central plane (LHS) and the
vortex in the corner (RHS), ¢ variation of wall shear stress for three bubbles and d temperature plot
in the vortex core region at the entrance of the heating zone

the bubble, and the pressure drops across the interfaces at the head and the tail as
shown in Fig. 4a. The points at which the magnitude of the axial pressure in the
liquid slug and that in the bubble equals are the extreme ends of the bubble. For the
top wall, the local pressure was measured laterally at two points, one in the corner
and second at centre or mid-point of the wall. By this way, the top wall pressure is
recorded at two locations in multiple planes along the length of the bubble in the unit
cell, plotted in Fig. 4a. The mid-point wall pressure profile shows the monotonically
decreasing pressure at the head of the bubble due to disturbances occurring around
the bullet-shaped head while the low-pressure zone at the back of the bubble was due
to the recirculating flow. The pressure values in the corner (red dashed line) around
the bubble are smaller than that of the liquid slug on both sides of the bubble. Also,
the pressure profile shows another sign of low-pressure zone at the back of the bubble
at the location where the vortex occurred. The lower pressure values in the corner
shows that the disturbance zones were strong in the corner all around the bubble and
the strongest at the location where the vortex has occurred. Both the mid-wall and
corner pressure values show the low-pressure zone at the tail of the bubble. We also
record the higher wall stress values around the bubble body than that in the liquid
slug; the peak wall stress value was recorded nearby the recirculation zone, in Fig. 4c.
In Fig. 4d, the plot of temperature in vortex core region confirms the presence of
stronger disturbance zones around the bubble body.

The values of a dimensionless fluid temperature Of and heat flux ¢ show the
footprint of the Taylor bubble, shown in Fig. 5. The bubble is shown flowing through
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Fig. 5 Axial variation of dimensionless a fluid temperature O, b wall temperature O, and ¢ heat
flux @ plotted for isolated Taylor bubble at three-time instants

the heating zone of the channel at three different time instants. We observed that as
the bubble passes, the surrounding fluid rushes to the low-pressure zone generated at
the back of the bubble. Due to this fluid flow to the low-pressure zone, the value of
heat flux attains the peak at the tail of the bubble, seen in Fig. 5b at time 120 ms. The
isotherms plotted by Moharana et al. [6] at Re = 100 at ;s = 1 and 16 at higher k¢
in the substrate show that there is a positive gradient of temperature in the direction
from the channel inlet towards the end, implying the condition of the maximum
possible axial wall conduction. However, in the Taylor bubble flow, shown in Fig. 6,
the temperature contours plotted in the vertical plane of symmetry show that there is
the gradient of temperature from the bottom substrate wall towards the fluid channel,
indicating that the heat transfer was one-dimensional, perpendicular to the flow. So,
it can be concluded that the Taylor bubble flow minimizes the condition of the axial
wall condition in a conjugate heating condition.

4 Conclusions

The Taylor bubble flow in a square channel of diameter 1 mm is studied numerically
to understand the effect of the disturbance zones around the bubble body on different
flow and thermal parameters in a conjugate heating condition for the range of a Ca =
0.005-0.007. The recirculating flows at the back of the bubble create a low-pressure
zone and result in increased heat flux to that region, thereby enhancing the overall
heat transfer. The average Nusselt number in a Taylor bubble flow is multifold times
than that for the single-phase flow, and Nu,,, increases with the increase in the Ca
number, as shown in Fig. 7. At Ca = 0.055, the optimum Nusselt number is clearly
seen to appear at 8¢ = 3 for the range of k. In a Taylor bubble flow, the developed
temperature gradient from the bottom wall of the substrate towards the channel wall
shows that the effects of axial wall conduction in a microchannel are minimized,
except at higher k. Also, the axial wall conduction effect increases with an increase
in kg, seen from the inclined temperature gradients towards the exit of the channel,
developed in the substrate, in Fig. 6d—g at ks = 337 and 646, respectively. Further,
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Fig. 6 Axial temperature distribution across the vertical plane of symmetry in a fluid and a solid
sections at Ca = 0.0055 for §ss = 1 (a, d, g), st = 3 (b, €, h) and 55t = 5 (c, e, i), the corresponding
kst values are indicated in figure
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in Taylor bubble flow, at lower ki, the relatively higher values of Nu,y, at larger 8¢
compared to that at lower § are need to be studied.

References

1. Balkrishna M, Sameer K (2014) Taylor bubble-train flows and heat transfer in the context of
pulsating heat pipes. Int J] Heat Mass Transf 79:279-290

2. Thulasidas TC, Abraham MA, Cerro RL (1997) Flow patterns in liquid slugs during bubble-train
flow inside capillaries. Chem Eng Sci 52(17):2947

3. Salman W, Gavriilidis A, Angeli P (2006) On the formation of Taylor bubbles in small tubes.
Chem Eng Sci 61:6653-6666

4. Deepak G, Buwa VV (2009) Numerical simulations of bubble formation and rise in microchan-
nels. Ind Eng Chem Res 48:8109-8120

5. GuptaR, Fletcher DF, Haynes BS (2009) On the CFD modelling of Taylor flow in microchannels.
Chem Eng Sci 64(12):2941-2950

6. Moharana MK, Singh PK, Khandekar S (2012) Optimum Nusselt number for simultaneously
developing internal flow under conjugate conditions in a square microchannel. ASME J Heat
Transf 134:071703 (1-10)

7. Kolb WB, Cerro RL (1991) Coating the inside of a capillary of square cross-section. Chem Eng
Sci 46(9):2181-2195



Effect of Large-Scale Flow )
on the Boundary Layer Velocity Field L
in Turbulent Convection

Prafulla P. Shevkar, Sanal K. Mohanan, and Baburaj A. Puthenveettil

Abstract We study the effect of shear by the inherent large-scale flow in the bulk
on the boundary layers on the hot plate in Rayleigh-Bénard convection for a range
of Prandtl numbers 4.69 < Pr < 5.88 and Rayleigh numbers 10° < Ra < 10°. We
observe that, at each Ra, at an instant, the distribution of horizontal velocities within
the boundary layer in a horizontal plane is either of a unimodal nature or of a bimodal
nature. Unimodal distributions occur either at low Ra or at high Ra while the bimodal
distributions occur more at intermediate Ra. The peak of the unimodal distribution at
low Ra occurs at values at around V', the natural convection boundary layer velocity
while the peak of the unimodal PDFs at high Ra occur at values greater than or equal
to Vg, the large-scale flow velocity. In the case of bimodal distributions, the first
peak occurs in between Vi, and Vg, while the second peak occurs after Vg,. We
show that the second peak of the bimodal distribution and the unimodal peak which
occur at >V, scales as Vy, scales with Ra. The first peak of bimodal distribution
and the single peak occurring at around V', scales with Ra as the natural convection
boundary layer velocity forced by shear.

Keywords Rayleigh-Bénard convection - Shear effect - Boundary layer velocity *

PIV - Perturbation solutions

1 Introduction

In turbulent Rayleigh—Bénard Convection (RBC), near the hot plate, sheet like plumes
form, merge and rise [1]. Due to the confined geometry in RBC, these rising plumes
form a large-scale flow (LSF). The Reynolds number based on this large-scale flow
velocity Vg, [1, 2] is,

Reg, = VinH /v = 0.55Ra%/ Pr=%/ W
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where Ra,, = gBATH?>/va is the near wall Rayleigh number, AT, = T,, — Tp
is the near wall temperature drop, g is the acceleration due to gravity, g is the
coefficient of thermal expansion, 7'y, is the bottom wall temperature, Ty is the bulk
fluid temperature, and H the height of fluid layer. The Rayleigh number based on
AT with AT = 2AT,, is Ra = 2Ra,, and Prandtl number Pr = v/«. The LSF creates
a shear near the bottom plate which interacts with the boundary layer and changes
the velocity field within the boundary layers as well as their stability. In the absence
of a shear, the local boundary layers near the hot plate are expected to be natural
convection type. The Reynolds number based on the characteristic velocity in the
natural convection boundary layer Vy, [1, 3] is,

Rey = W H/v = (47.5/2)1/5Ra‘1,,/3Pr‘0'93, ?)

In the absence of predominant shear, the plumes originate as the outcome of the
gravitational instability of these local natural convection boundary layers [4] with
the spacings between these plumes being log-normally distributed at any instant [2].
The mean plume spacing in absence of shear A, scales as,

ro = 47.5Z, P!, with (3)

7 _ va 1/3_ H @
»T\epar,) T RS

being a length scale near the plate [5]. Recent experiments shown that at locations
with a dominant presence of shear, the gravitational instability of natural convection
boundary layers [6] gets modified [7] and the plume spacing A is increased from its
no-shear value ¢ (3). The difference of the plume spacing from its no-shear value,
As — Ao normalized by the height of fluid layer H as given by [8] is,

As—Xro 1 Re? . 3
——— = ———, with D = 0.0004Pr’ for Pr > 5. (®)]
H D Ra,,

The boundary layer model to study the combined effects of pressure gradient and
buoyancy in boundary layer of turbulent RBC is proposed by [9]. However, the effect
of shear on boundary layer velocity field is not understood in turbulent convection. In
this paper, we measure the spatial distribution of horizontal velocities in water within
the boundary layers in turbulent Rayleigh—Bénard convection for the range of 10° <
Ra < 10° and 4.69 < Pr < 5.88 by stereo PIV. We then propose an explanation for the
different types of distributions of planar horizontal velocities within the boundary
layers and the scaling for the peak of such distribution of boundary layer velocities
forced by the shear with Ra.



Effect of Large-Scale Flow on the Boundary Layer Velocity ... 71

2 Experimental Details

Steady turbulent Rayleigh—Bénard convection experiments were carried out in a
square glass tank of cross section 30 cm x 30 cm, in a water column confined
between a hot copper plate at the bottom and a water cooled glass plate at the top
in the set-up shown in Fig. 1. The side walls were insulated and the bottom copper
plate was maintained at a constant heat flux by a heater plate assembly connected
to a variac. The heat flux was measured by measuring the temperature drop across
the glass plate in the heater assembly using T-type thermocouples at three different
locations. The temperatures of the hot Cu plate (7,) and the cold glass plate (7.)
were measured at two different locations by T-type thermocouples. The average T},
and T, was used to calculate the constant temperature difference of AT =Ty, — T
across the fluid layer. Experiments were conducted over the range of Ray, and Pr
given in Table 1, obtained by changing the variac voltage, the water column height
H, and the water flow rate over the top glass plate.

The velocity field in a horizontal plane (x—y) close to the hot plate at a height A,
was obtained by stereo PIV at all Ra. The height A, was within the Prandtl-Blasius
boundary layer thickness, (§y,) [10] and the natural convection velocity boundary
layer thickness, (8,c) [11]. The flow was seeded with neutrally buoyant polyamide
particles of mean diameter 50 um which were illuminated by a laser sheet of thickness
1 mm from an Nd:YAG laser (Litron, 100 mJ/pulse). Two Imager Pro HS (LaVision
GmbH) cameras (1024 x 1280 pixels) oriented at 32.5° with the vertical were used
to capture particle images of area A; at the center of the plate from above. The stereo
cross-correlation method from Davis (LaVision GmbH) was used to calculate the
2D3C spatial vector fields, with interrogation window sizes of 32 x 32 pixels and
an overlap of 50%, in the horizontal plane at a height of A, from bottom plate at

Imager Pro HS Camera

% Data aquisition system

T type
Cold water in meo les
| Water
\ out

Nd:YAG Laser

o ——
T1 zZ,w Y.V
T | ~Cu ] I

Al =—Glass

— 7 1+ =
Nichrome wire Control unit Computer

heater

Fig. 1 Schematic of the experimental set-up
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frequencies of 10-15 Hz for a time period of at least ten large-scale flow circulation
times. The spatial resolution for all the vector fields was approximately 1 mm.

3 Results

The probability density function (PDF) of the magnitude of horizontal velocities U =
(u? +v*)2, where u and v are the fluid velocities in x and y directions, were obtained
from the spatial distribution of velocity data at various instants at all Ra. The bin sizes
for calculating each PDF were progressively decreased till we obtained a bimodal or a
unimodal type of PDF after neglecting the low-frequency small variations occurring
at the tail of the PDFs.

At each Ra, three types of PDFs were observed as shown in Fig. 2. The PDFs
obtained at the lowest Ra were predominantly of a unimodal type with a peak at or
around U/Vy,; ~ 1 as shown in Fig. 2a; the maximum occurring horizontal velocities
at the lowest Ra were of the order of natural convection boundary layer velocity. In
contrast, the distributions obtained at the highest Ra mostly peaks at a value greater
than or equal to V,/Vy,; implying that the velocities were of the order of large-scale
flow velocities (1). For intermediate Ra shown in Fig. 2b, we obtain bimodal PDFs
with the first peak in between U/Vy ~ 1 and V/Vy and the second peak at value
greater than or equal to V¢,/Vy,. So, the PDFs of the boundary layer velocity field show
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Fig. 2 PDFs of U/Vy, at an instant at a Ra = 5.5240 x 10°, b Ra = 2.3680 x 107 and ¢ Ra =
1.2058 x 10°
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peaks at velocities of different magnitudes based on the value of Ra. It seems like,
at intermediate Ra, the first peak of the PDFs corresponds to the natural convection
boundary layer velocities forced by shear, while the second peak corresponds to the
large-scale flow velocities (1).

At each Ra, we calculate the mean of velocities from all the instances corre-
sponding to the first peak of the bimodal PDFs and those corresponding to the peaks
of the unimodal PDFs whichever occur at each instant. Here we neglect the instants
when PDFs peak at values greater than or equal to V,/Vy,, similar to that at Ra =
1.2058 x 10° in Fig. 2c; we denote this mean velocity as V; at each Ra. Similarly,
the mean of velocities corresponding to the second peak of the bimodal PDFs and
those corresponding to the unimodal peak similar to that at Ra = 1.2058 x 10° in
Fig. 2c are calculated and denoted as V;; PDFs similar to that at Ra = 5.5240 x 10°
in Fig. 2a are skipped in this calculation. We denote the Reynolds number calculated
based on V|, H and v as Re; hereafter and that corresponding to V, as Re;. In
Fig. 3, we observe that the variation of Re, with Ra satisfactorily matches with the
scaling of the large-scale flow velocity (1). The variation of Re; with Ra however
does not follow the Ra,, ' scaling suggested by the natural convection boundary
layer velocity relation (2). Such a deviation of Re; from (2) could be because the
shear generated by the large-scale flow could be changing the characteristic velocity
within the boundary layer. We hence now look at how the characteristic velocity
within the natural convection boundary layer is changed when the boundary layers
are forced by shear due to V.
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Fig.3 A indicates the variation of Rey = V,H/v and o indicates that the modified equation of (18)
with Rej = Re| = V1 H/v, shown to be proportional to Ray, 173
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The 2D laminar natural convection boundary layer equations at Pr = 1, forced by
a shear velocity V,, when integrated across the boundary layer thickness, § using
Boussinesq approximation are,

5
ai/udz— h—+U5—O (6)
0
8 8
%/uzdz— Vsh%/udz /8_[7 ( )Z=O=O, @)
0 0 '
8
p = pgh / (T — Tg)dz, and 8

oT
9 / W(T — Ty)dz = —a( ) , ©)
BZ 7=0

where x is the horizontal direction parallel to the bottom plate, y is the vertical
direction perpendicular to the bottom plate, v; is the velocity in the z-direction at z =
8, p is the pressure of a fluid and T'(x, z) the temperature of a fluid. Using the scales,

u~U:z~8,x~A2, (10)

in (6) to (9), where, U, is the characteristic velocity inside the boundary layer, A is
the distance between an adjacent plumes in presence of shear, we obtain the scaling
equations,

U2 VaUss gBAT,S* vl

~ 0, and (11
As/2 As/2 As/2 )

U.AT,S  aAT,
As/2 B

12)

Substituting the value of § from (12) into (11), we obtain,

U 5/2 U 3/2
16 c —4Re;, c — Ra, ~ 0, (13)
200/ Ag 200/ A

where Re;, = Vg /v, Ra, = gBAT A3 va. Using b = [Uc/(2a/)s)] and & =
Re;/Ra; « 1 for the range of the present study, we obtain from (13),

(16/Ra;)b>/* — 4eb? — 1 ~ 0. (14)
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Let the solution for (14) be a power series in ¢,
b=by+eby +&*by+ - . (15)

Substituting (15) in (14) and comparing the coefficients of different powers of ¢,
we get,

Ra; \ >’ Ra; 3/5 8/5
bo = <F) by = - and by = 0.49Ra;" — 0.36Ra) (16)

Thus, the perturbation solution of Eq. (13) is,

U. Ra, \**  Re, 3/5 8/5, [ Res ?
~ (=2 2 (0.49Ra® —036R) (ot ) 4. (17
[205/,\5] (16) + o T O4Re 5N, ) T 1D

Substituting for A in (17) from (5) and neglecting higher-order terms, we get,

UH

v

Re’ =

b

~ 1.43Ra/*Pr %% 4+ 0.11Ra}/*Pr/ + 0.45Ra}°Pr > + ...
(18)

Equation (18) gives the variation of Reynolds number based on the boundary layer
velocity with Ra and Pr when the boundary layers are perturbed by the shear due
to the large-scale flow. In Fig. 3, (18) is shown as the dashed line which matches
the variation of Re;. Equation (18) predicts then the effect of shear due to the large-
scale flow on the velocity inside the boundary layers that form on the hot surface in
turbulent natural convection.

4 Conclusions

In turbulent RBC for 10° < Ra < 10° and 4.69 < Pr < 5.88, we observed unimodal
and bimodal PDFs of horizontal velocities close to the hot plate, within the boundary
layer thickness. We showed that the unimodal distributions and the first mode in the
bimodal distributions, with peaks less than the large-scale velocity, occurred due to
the effect of the external shear on the velocities in the boundary layers. We then
obtained a scaling for the variation of the peak of these distributions with Ra. We
also showed that the peak of the unimodal distributions, with peak velocities larger
than the large-scale velocity, as well as the second peak of the PDFs in the case
of bimodal distributions, to scale with Ra as the large-scale velocities themselves.
In conclusion, the velocity field in turbulent Rayleigh—Bénard convection within the
boundary layers on the hot plate consists of a mix of regions having natural convection
boundary layers forced by shear due to the large-scale flow and the remaining region
with predominant shear due to the large-scale flow.
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Drag Crisis on a Smooth Sphere Exposed | m)
to Free Stream Turbulence ek

A. Desai, R. Shakya, and S. Mittal

Abstract Flow past a smooth sphere exposed to free stream turbulence intensity (7;,)
of 0.4% and 1% in the regime 5 x 10* <Re<5x 10° is studied via measurement
of unsteady forces. The measurements span three flow regimes, namely subcritical,
critical and supercritical. As proposed by Deshpande et al. (J Fluid Mech 812:815-
840, 2017 [4]), subregimes: I, IT and III are also observed in the critical regime. With
increase in turbulence intensity, the drag crisis shifts to a lower Re and the maximum
drag force experienced by the sphere reduces drastically. With increase in 7,,, the
drop in Cp becomes more gradual to the extent that subregime-II is not observed
for T,, = 1%. Probability density functions (PDF) of low-pass filtered time histories
of the three force coefficients are used to investigate the various flow states in the
critical regime. Some of these states are associated with asymmetric lateral forces,
indicating non-axisymmetric transition of the boundary layer. It is proposed that
this is due to non-axisymmetric formation of the laminar separation bubble (LSB).
Towards the end of the critical regime, near-zero lateral forces and very low Cp are
observed. These indicate that the LSB is axisymmetric at all time instants at this Re.

Keywords Boundary layer + Boundary layer transition - Free stream turbulence

1 Introduction

Turbulent flow over a bluff body is encountered in many practical situations. The
governing parameter for this flow is Reynolds number, defined as Re = UTD, where
U is the free stream speed, D is the diameter of the sphere and ¢ is the kinematic
viscosity of the fluid. Turbulent intensity is defined as 7, = %, where u’ is the root

A. Desai (&<) - R. Shakya - S. Mittal

Department of Aerospace Engineering, Indian Institute of Technology Kanpur, Kanpur,
Uttar Pradesh 208016, India

e-mail: adityad @iitk.ac.in

R. Shakya
National Wind Tunnel Facility, Indian Institute of Technology Kanpur, Kanpur, Uttar Pradesh
208016, India

© Springer Nature Singapore Pte Ltd. 2021 79
L. Venkatakrishnan et al. (eds.), Proceedings of 16th Asian Congress of Fluid

Mechanics, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-5183-3_9


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5183-3_9&domain=pdf
mailto:adityad@iitk.ac.in
https://doi.org/10.1007/978-981-15-5183-3_9

80 A. Desai et al.

mean square of the velocity fluctuations and U is the mean flow speed. The vari-
ation of time-averaged drag coefficient (Cp) of the sphere with Re shows a sharp
drop when boundary layer transitions to turbulent from laminar. This phenomenon
is popularly referred to as drag crisis. Based on the variation of mean drag coeffi-
cient (Cp) with Re, Achenbach [1] proposed four regimes of the flow—subcritical,
critical, supercritical and transcritical. In the subcritical regime, the boundary layer
over the surface of the sphere undergoes a laminar separation around ¢ = 80°,
leading to C p of about 0.5. The drag crisis is observed in the critical regime, where
boundary layer transitions form laminar to turbulent via formation of laminar sepa-
ration bubble (LSB). In the supercritical regime, the Cp, gradually increases with
increase in Re. In the transcritical regime, the point of transition from laminar to
turbulent moves upstream, causing C p to increase with increase in Re. Norman and
McKeon [7] studied the unsteady forces on the sphere and observed that in the critical
regime, the instantaneous Cp intermittently switched between values corresponding
to subcritical and supercritical regimes. Recently, Deshpande et al. [4], investigated
the dynamics of formation of LSB on a sphere. They extended the definitions of
different flow regimes proposed by Schewe [9] for a cylinder to the flow over a
sphere. They also proposed division of critical regime into three subregimes: I, II
and III. In subregime-I, the C decreases due to increase in suction in the region
upstream of the shoulder and increase in the base pressure, 6,9,1,. In subregime-II,
intermittent appearance/disappearance of an axisymmetric LSB is observed. The
frequency and duration of the stay of the LSB increases with increase in Re, leading
to sharp drop in C p. In subregime-III, the LSB exists at all time instants and the drag
coefficient decreases due to increase in base pressure.

Bearman and Morel [2] reviewed results from different researchers on turbulent
flow over different bluff bodies and proposed three mechanisms by which the free
stream turbulence (FST) may interact with the flow: promotion of transition to turbu-
lence, enhanced mixing and entrainment and the distortion of the FST itself by the
mean flow. Raithby and Eckert [8] conducted flow visualization on a sphere exposed
to different turbulent intensities and found that the Reynolds number for the onset of
critical regime decreased with increase in turbulence intensity. Son et al. [10] studied
flow over a sphere exposed to turbulent intensities of 4%, 6% and 8%. Through
flow visualization in the supercritical regime, they found that with increase in Re,
the point of laminar separation moved downstream. However, the point of turbulent
reattachment and final turbulent separation remained fixed, resulting in constant C p.

In the present study, we investigate the effect of FST on the dynamics of LSB
formation and the nature of the intermediate flow states. Keeping in mind the sensi-
tivity of boundary layer transition to small changes, we restrict ourselves to low
turbulence intensities of 0.4% and 1%.
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2 Experimental Setup

The experiments were conducted at National Wind Tunnel Facility (NWTF), IIT
Kanpur. This is an atmospheric, closed-circuit tunnel. The cross section of the test
section is 2.25 m x 3 m. Maximum speed that can be achieved in the tunnel is 80 m/s.
The spatial inhomogeneity in the incoming flow was measured to be about 0.05% at
a speed of 20 m/s. More details about the characterization of the tunnel can be found
in Cadot et al. [3].

Figure 1 shows a schematic of the experimental setup and the coordinate system.
The diameter of the sphere is 120 mm, leading to a blockage ratio of 0.16%. The
model is manufactured using stereo-lithography technique with Acura 60 material.
After fabrication and post-processing, the model is polished to obtained glossy
smooth finish. The sphere is mounted on a horizontal sting of diameter 25 mm
and length 480 mm. The horizontal sting is mounted on a vertical support which
is grounded to the tunnel floor. The model and setup are similar to those used by
Deshpande et al. [4].

Unsteady forces on the sphere are measured using a six component strain gauge-
based force balance. The balance is installed inside the horizontal sting in such a
way that the downstream end of the sphere is directly connected to it. The calibration
curve of the balance is linear. The output from the balance is amplified and acquired
at 500 Hz. Atleast 60 s of data is acquired at each Reynolds number in subcritical and
supercritical regime. In the critical regime, 300 s of data is acquired at each Reynolds
number to capture sufficient instances of the long-period fluctuations associated with
formation of LSB. Each experiment is repeated at least twice to ensure repeatability.
The non-dimensionalized force coefficients in the three directions are indicated by
Cp, Cy and Cyg, respectively. The maximum uncertainty in measurement of Cp, is
1.5% at Re = 1.5 x 10° and decreases progressively with increase in speed.

Turbulence was measured using constant temperature anemometry and free stream
turbulence was found to be 7, < 0.06% for the entire speed range. To create addi-
tional turbulence, a square grid spanning the entire cross section of the tunnel is
mounted upstream of the model. The mesh is made of round wires with diameter
d = 1.54 mm and the mesh size is M = 15.4 mm. A hot wire probe made of tung-
sten wire of diameter 5 wm and length 1.25 mm is used for constant temperature
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Fig.1 Schematic a model mounted in the test section and b force measurement setup
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anemometry. The overheat ratio was set at 0.8 and the cutoff frequency was 10 kHz.
The probe was calibrated for free stream speed using a two-port pitot probe and
digital manometer. To vary the turbulence intensity (7,,) between the experiments,
two different locations of the grid were used while keeping the location of the sphere
fixed. The resultant turbulence intensities, measured at the location of the centre of
the sphere, were 0.4% and 1%, respectively. In the following section, experiments
carried on in absence of turbulence grid are referred to as ‘clean flow’.

3 Results and Discussion

The variation of time-averaged drag coefficient with Reynolds number is plotted
in Fig. 2, along with data from earlier studies. The values of coefficient as well
as the trend show good match with those reported by Deshpande et al. [4] and
Norman et al. [6]. Particularly, values of coefficient in subcritical and supercritical
regime show a good match. Some difference is visible in the critical regime which
is attributed to the sensitivity of the flow in critical regime to minute manufacturing
imperfections. In the present study as well as in the study by Deshpande et al. [4],
the Cp in the supercritical regime is slightly lower than those reported by earlier
studies. This difference is attributed to higher sting to sphere diameter ratio for the
present study as compared to that of others. Hoerner [5] studied the effect of sting to
sphere diameter ratio (dying/d) on the drag coefficient and found that this ratio did
not have a significant effect on Cp during the subcritical regime. However, Cp, the
supercritical regime was seen to decrease with an increase in this ratio.

The flow regimes and subregimes, as proposed by Deshpande et al. [4], are marked
in Fig. 3. Of particular interest is the critical regime, characterized by the drop in
Cp. The subregimes of the critical regime are also marked in colour. A gradual
decrease in C is seen in subregime-I and III while in subregime-II, there is a sharp
drop in C p. Subregime-II spans a very small range of Re over which an intermittent
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Fig. 2 Variation of mean drag coefficient with Re for present study and results from earlier studies
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Fig. 3 Variation of mean drag force (D) and (Cp) with Re for clean flow. Various flow regimes
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laminar separation bubble (LSB) exists on the surface and leads to the flow exploring
a high-drag state and a low-drag state intermittently. The intermittent behaviour of
these time histories serves as an indicator for presence of an intermittent LSB in
this regime. Towards the end of subregime-II, the LSB is found to exist at all time
instants.

The effect of free stream turbulence intensity (7},) on the drag crisis can be seen
from Fig. 4a, b. The maximum drag force experienced by the sphere reduces dras-
tically with increase in 7,,. The critical regime is seen to shift to a lower Re with
increase in 7). It is also observed that unlike in case of cylinder, supercritical Cp
is nearly identical for different 7}, which is consistent with the observations by Son
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Fig. 4 Variation of a D and b Cp with Re for different levels of T},
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etal. [10]. Among the various flow subregimes defined earlier, subregime-Il is seen to
be affected most prominently by the change in 7,,. Upon increasing 7, to 0.4% from
the clean flow, the sharp drop in Cp becomes slightly gradual. Increasing T, form
0.4% from 1% leads to the drop becoming gradual to the extent that subregime-II is
not observed.

Figure 5 shows the variation of force (D) and (Cp) with Reynolds number for
T, = 0.4%. The flow regimes and subregimes are marked with shaded regions. The
critical regime is identified as 2.58 x 10° < Re < 3.28 x 10°.

The unsteady forces experienced by the sphere in a turbulent flow include signif-
icant buffeting which tends to overshadow other fluctuations. To get rid of this, the
force time histories are filtered using low-pass filter with cut off at 10 Hz. We note
that this cut off is well above the frequency associated with intermittent dynamics
associated with the LSB. The filtered time histories are thus considered adequate
to represent the behaviour in time of the intermittent LSB. Low-pass filtered time
history of Cp at Re = 2.94 x 10° is plotted in Fig. 6a. Though this Re lies in
subregime-I, the time history exhibits long-period intermittent fluctuations, similar
to those seen at Re belonging to subregime-II (Fig. 6b—d). The amplitude of fluctu-
ations at Re = 2.94 x 10° is smaller as compared to those seen at Re belonging to
subregime-II. This indicates that the fluctuations seen in subregime-I are likely due
to intermittent transition of boundary layer in a smaller region on the sphere.

Probability density function (PDF) of the force coefficients is used to analyse
and separate the different flow states that exist in the critical regime. The parameters
chosen for calculating the PDF are presented in Table 1. In order to discern any
non-axisymmetric flow states that may be present, we consider PDF of all three
force coefficients. For the sake of convenience, a state of the flow is represented by
[Cp.Cy, Cz] in the following discussion.
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Fig. 6 Low-pass filtered time history of Cp at four different Re in the critical regime for 7, = 0.4%

Table 1 Parameters used for calculation of probability density function (PDF) of the three force
coefficients

Coefficient Range chosen No. of bins
Cp —0.1t0 0.6 100
Cy —0.3t00.3 100
Cz —0.3t00.3 100

PDF of low-pass filtered coefficients Cp, Cy, and C; for T, = 0.4% are plotted
against Re in Fig. 7a—c. For 2.58 x 10° < Re < 2.77 x 10°, Cp gradually
decreases while C gradually increases, resulting in the flow state changing from
[0.37,0, —0.06] to [0.28, 0, 0.05]. For 2.77 x 10° < Re < 2.88 x 10°, Cp grad-
ually decreases from 0.28 to 0.25. During 2.91 x 10° < Re < 2.97 x 10, the
flow intermittently switches between two states. The two states can be described
as [0.24, 0, 0] and [0.18, 0.11, —0.17] respectively. The intermittent behaviour can
also be seen from the time history of Cp, at Re = 2.94 x 10° plotted in Fig. 6a.

0 0.075 0.15 0 0.075 0.15

Re x10°

Fig. 7 Variation with Re of PDF of low-pass filtered time histories of a Cp, b Cy and ¢ Cz;
T, =0.4%
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The asymmetric lateral forces indicate that the boundary layer over only a small part
of the sphere has undergone transition. The direction of the resultant lateral forces
indicates that the small pocket of LSB must be located in the quadrant formed by
—y and —z axes.

Only small fluctuations are seen for 2.97 x 10° < Re < 3.01 x 10° and the flow
remains in state [0.18,0.05, —1.17]. Beyond Re = 3.01 x 10°, the time histories
again become intermittent. The flow intermittently switches between initial state
[0.18,0.05, —0.17] and final state [0.06, 0, 0]. This phenomenon is observed upto
Re = 3.20 x 10° and at the end of this regime, the state [0.06, 0, 0] exists at all
times. The symmetric nature of this final state and the low value of C, indicates that
this state corresponds to a fully formed, axisymmetric LSB. We note that as per the
definition proposed by Deshpande et al. [4], the regime 3.01 x 10° < Re < 3.20x 10°
corresponds to subregime-II for 7, = 0.4%. The regime 3.20 x 10° < Re <
3.28 x 10°, corresponds to subregime-IIT and C, gradually decreases from 0.06 to
0.05 in this regime.

For T, = 1%, the critical regime extends from Re = 1.65 x 10° toRe = 2.56 x
10°. PDF of low-pass filtered coefficients Cp, Cy,and C; from the critical regime
for T,, = 1% are plotted against Re in Fig. 8a—c. For 1.61 x 10° < Re < 1.94 x 10°,
there is only a gradual decrease in C p, while C; gradually increases. The flow goes
from state [0.34, 0, 0] at Re = 1.61 x 10° to state [0.23, 0, 0.1] by Re = 1.94 x 10°.
Upon increasing Re, intermittent time histories of forces are observed in the regime
1.98 x 10° < Re < 2.06 x 10°. The two coexisting states are [0.22, 0, 0.1] and
[0.17, —0.07, 0].. The asymmetric forces indicate that these states are accompanied
formation of LSB in small pockets near +z and —z axes, respectively. At Re =
2.06 x 10°, the flow remains in the state [0.17, —0.07, 0] at all times.

Further increase in Re to 2.06 x 10° < Re < 2.14 x 10° leads to C decreasing
gradually from 0.17 to 0.14. Increasing Re further to 2.17 x 10° leads to intermittency
in Cz while Cp and Cy remain nearly constant. The two coexisting flow states are
identified as [0.14, —0.1, —0.05] and [0.14, —0.1, 0.08]. The asymmetry of mean
lateral forces in these states and the low C p value indicate except for a small region
along the —y axis, the boundary layer has undergone transition everywhere else,

0 0.075 0.15

Fig. 8 Variation with Re of PDF of low-pass filtered time histories of a Cp, b Cy and ¢ Cyz,
T, =1%
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forming a non-axisymmetric LSB. The regime 2.2 x 10> < Re < 2.49 x 10°: shows
gradual decrease in all coefficients. The flow goes from initial state [0.14, —0.05, 0.1]
to the final state [0.06, 0, 0]. The symmetry in lateral forces and low value of Co
indicates that this state is associated with an axisymmetric LSB at all time instants.
The different states exhibited by the flow indicate that LSB formation in presence
of low FST is an inherently non-axisymmetric phenomenon. The flow is seen to
explore a variety of states in which LSB appears to be formed in small spatial regions.
Depending upon its location, the formation of such LSB results in intermittent,
long-period fluctuations in one or more of the force coefficients. We observe that
the intermittency in time histories of forces is also observed in subregime-I and
is not restricted to subregime-II. Lastly, we note that since these boundary layer
transition phenomenon are highly sensitive to experimental conditions, formation of
non-axisymmetric LSB may come about differently for different models.

4 Conclusions

Flow past a smooth sphere exposed to free stream turbulence is investigated via
measurement of unsteady forces exerted on the sphere. With increase in turbulent
intensity, the drag crisis is seen to shift to a lower Re. PDF of low-pass filtered
time histories of the three force coefficients is used to investigate the flow states
in the critical regime. For turbulent intensity of 0.4% as well as 1%, some of the
states explored by the flow are accompanied by asymmetric lateral forces, indicating
non-axisymmetric transition of the boundary layer. Onset of some of these non-
axisymmetric flow states is accompanied by long-period, intermittent fluctuations in
force time histories, indicating the formation of a non-axisymmetric LSB. Towards
the end of the critical regime, near-zero lateral forces and very low value of Cp
indicate the presence of an axisymmetric LSB on the surface of the sphere at all time
instants.
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Coupled Fluid-Structure Study m
of Inspiratory Flow Through Human i
Airways with Double Bifurcation

Mayank Verma, Karmanya, Achhardeep Verma, and Ashoke De

Abstract In our respiratory system, trachea—bronchi geometry is very complex in
nature, which gives rise to the intricate airflow patterns. Since along with air, many
other pollutants and dust particles go inside our respiratory system resulting in various
lung problems like asthma, bronchiole inflammation, chronic bronchitis, and other
infectious diseases like influenza and pneumonia. Thus, it is essential to understand
fluid flow patterns, related stresses, and their effects inside the human airways. In
most of the research till now, the role of the elasticity of the walls of human airways
is neglected due to the computational difficulties. Here, we performed a two-way
coupled fluid—structure interaction analysis on a double bifurcation geometry (Gj to
Gs) using finite volume approach for Re = 500 and Re = 2000, keeping the mass
flow rate constant. The solid walls of human airways are considered to be of isotropic
material. With including the elasticity, we were able to predict the more physical
values of the stresses. We observed that maximum deformation in the geometry
occurs at first bifurcation for low Reynolds number and the branch Gsy; for high
Reynolds number. High values of Von-Mises stress are also observed at the point of
bifurcations.

Keywords Human airways - FSI - Bio-fluid mechanics + Double bifurcation -+ CFD

1 Introduction

Characteristics of flow in the human airway are of great importance because they
have an impact on particle deposition and transportation in human lungs. They find
their application in aerosol drug transport in human airways. Along with the flow
characteristics, a proper understanding of stresses and deformation of airway walls

M. Verma (X)) - Karmanya - A. Verma - A. De

Department of Aerospace Engineering, Indian Institute of Technology Kanpur, Kanpur,
Uttar Pradesh 208016, India

e-mail: vmayank @iitk.ac.in

Karmanya - A. Verma
Department of Aerospace Engineering, Punjab Engineering College, Chandigarh, India

© Springer Nature Singapore Pte Ltd. 2021 89
L. Venkatakrishnan et al. (eds.), Proceedings of 16th Asian Congress of Fluid

Mechanics, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-15-5183-3_10


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-5183-3_10&domain=pdf
mailto:vmayank@iitk.ac.in
https://doi.org/10.1007/978-981-15-5183-3_10

90 M. Verma et al.

can help the medical surgeons to analyze the influence of tracheal stent implantation
in a patient.

Initial studies related to human airways trace back to 1969 when Schroter and
Sudlow discussed the flow patterns in human bronchial airways [1]. They addressed
the velocity profiles at different locations in the airways. Many studies have been
conducted since then. Experimental results of Zhao and Lieber [2] also discussed
the flow patterns in the bifurcation tube at different locations for single bifurcation
geometry. Many more experiments were carried out. But since it is challenging to
experimentally measure characteristics of flow (such as velocity, stresses, deforma-
tions) with original conditions as that present in human airways, many computational
models were also used for properly analyzing the flow. Comer et al. [3] described
the flow characteristics in double bifurcation human airways using computational
methods. Augusto et al. [4] also discussed the flow pattern results obtained from a
computational model.

However, in most of the computational studies, wall elasticity is not taken into
effect. The walls of the airways were considered to be rigid. But in reality, walls
of human airways are elastic. They do get deformed and develop stresses when we
inhale or exhale. So, in this study, we have tried to find the effect of the wall elasticity
of human airways on the related stresses and flow patterns. A three-dimensional
two-way-coupled fluid—structure interaction study is performed for two different
Reynolds numbers (based on the diameter of the mother tube, d = 6 mm, Re =
500, and 2000) for examining the related Von-Mises stresses and corresponding
deformation of the airway. The maximum value of the Von-Mises stress is observed
to be at first bifurcation.

2 Numerical Details

2.1 Geometry and Meshing Details

The double bifurcation geometry used in the study is based on the one used by
Comer et al. [3]. Their second bifurcation generations are based on Weibel’s lung
model [5] and are named as G3, G4, and G5 based on Weibel’s classification scheme.
Bifurcation geometry is depicted in Fig. 1.

The 3D model for the above geometry is generated in the Solidworks. The mesh for
the fluid domain is multiblock-structured mesh with 0.71 million cells and generated
using ICEM-CFD, while the structure mesh with 66,680 cells is made using ANSYS-
Workbench with thickness as 0.41 mm.
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Fig. 1 Schematic of the
double bifurcation from G-3
to G-5 [3]

2.2 Material Properties and Boundary Conditions

Simulation is done using ‘air’ as fluid with a density of 1.225 kg/m? and viscosity
as 1.789 x 107 kg/ms. The walls are assumed to be of homogenous material with a
density of 1365.6 kg/m? [6]. The isotropic material model is considered with Young’s
modulus of elasticity of 130.89 kPa [7] and Poisson’s ratio of 0.45 [8].

The flow inside the double bifurcation is generated through the parabolic velocity
profile at the inlet. No slip condition is imposed on the bifurcation walls for fluid
domain. The pressure outlet condition with one atmospheric pressure is given on
the outlets of the daughter tubes. For structural domain, the fixed support boundary
condition is provided at both inlet and outlet. All the inner surfaces of the airways
are defined as the fluid—structure interface, where the exchange of data between both
the solvers takes place.

2.3 Numerical Schemes and FSI Coupling

The fluid domain is discretized using a finite volume approach, and Navier—Stokes
equations are solved.

V=0 (D

du 2 1
— =—wVu+9Vu——-Vp+f )
at o

where u is velocity, v is the kinematic viscosity of the fluid, p is pressure, and f
is the external force.

Spatial flow domain is discretized using second-order central schemes. A SIMPLE
algorithm is used to solve the pressure—velocity coupling. Solid domain is discretized
using the finite element approach.
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2.4 Fluid-Structure Coupling

There are two approaches for fluid—structure coupling, (a) Monolithic approach
where the governing equation for both the fluid and solid domains are in terms of
same primitive variables (p and U) and discretizes the entire domain using the same
scheme and (b) Partitioned approach which retains separate domains for fluid and
structure and separate solvers with independent discretization are used in modeling
of each domain.

The partitioned approach is used for the current simulation. The coupling is one-
way if the motion of a fluid flow influences a solid structure, but the reaction of a
solid upon a fluid is negligible. The other way around is also possible. This different
type of coupling is applied to the problem where the motion of fluid influences a
solid structure, and at the same time, the flow of fluid is influenced by the reaction
of the solid structure. This is known as two-way coupling. During the first-time
step, converged solutions of the fluid calculation provide the forces acting on the
solid body. Then, the forces are interpolated to the structural mesh like in one-way
coupling, and the solution from the structural solver is obtained with those fluid
forces as boundary conditions. As a consequence, the mesh is deformed according to
the response of the structure. These displacement values are interpolated to the fluid
mesh, which results in the deformation of the fluid domain. This process is repeated
until both force and displacement values are converged below the pre-determined
limit.

3 Results and Discussions

3.1 Validation Study

The numerical diffusion for the fluid solver is tested by developing a laminar flow
inside a cylindrical pipe, having L/D ratio as 10, and comparing the velocity profiles
at the outlet and the inlet of the pipe. The results are shown in Fig. 2. The velocity
profiles at the inlet and the outlet overlap confirm non-diffusive nature of the fluid
solver.

3.2 Fluid-Structure Interaction Model Validation

Validation study for the computational fluid structure interaction model is performed
on the geometry shown in Fig. 3a, b and extensively studied by Turek and Hron [9].
The incompressible flow over a fixed cylinder with a flexible plate is simulated. The
domain length, L = 2.5 m, domain height H = 0.41 m, cylinder center, C = (0.2,
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0.2), cylinder radius » = 0.05 m, length of the elastic bar / = 0.35 m, height of the
elastic bar 4 = 0.02 m, control point A = (0.6, 0.2), and B = (0.15, 0.2).

For the validation case, the structure’s material properties are: elastic bar density,
ps = 10,000 kg/m3, Poisson’s ratio, vy = 0.4, Young’s modulus of elasticity,
E = 1.4 x 10° N/m?. The fluid properties are: density of fluid, p; = 1000 kg/m?,
kinematic viscosity, vy = 0.001 m?/s, average velocity, Uawe = 1 m/s, and Reynolds
number, Re; = 100. The displacement of the point A (fixed on the elastic bar) in
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(a) (b) (c)

Fig. 4 Axial velocity distribution through airway at a Re = 500, b Re = 2000, ¢ vectors and
velocity profiles at different axial locations through the airway (for Re = 2000)

x-direction and y-direction is depicted with time and compared with the numer-
ical benchmark results. The numerical results of our setup are found to be in good
agreement as shown in Fig. 3.

3.3 Coupled Fluid-Structure Study for Human Airway
with Double Bifurcation

The distribution of airflow velocity, airway pressure, related stresses viz. Von-Mises
stress and wall shear stress for the flexible human airway walls are discussed below.

3.3.1 Air Flow Development Inside the Human Airway

Figure 4a, b depicts the velocity distribution of the airflow in the airways at Re = 500
and Re = 2000, respectively. The values of maximum airflow velocity are observed
to be 2.4 and 10 m/s for Re = 500 and 2000, respectively. Figure 4c represents the
vectors and velocity profiles at various axial locations. From Fig. 4c, we can observe
that in G4, the magnitude of the velocity in the inner side is more than the outer side
due to development of secondary flow from the first bifurcation. However, velocity
profiles in the Gs are asymmetric, and the airflow velocity in the Gs, is lower than
the velocity in the Gsy;. This can be attributed due to the high velocity in the inner
side of Gy.

3.3.2 Development of Airflow Pressure and Wall Shear Stresses
Figure 5a, b represents the airflow pressure distribution and the wall shear stress for

Re = 500 and 2000, respectively. The maximum pressure was observed (5.317 Pa
and 6.385 Pa for Re = 500 and 2000, respectively) at the first bifurcation, which is
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Fig. 5 Distribution of the pressure and wall shear stresses in the airway a at Re = 500, b at Re =
2000

almost double of that at the second bifurcation. This is because of the impingement
of the high momentum flow at the first bifurcation. From the previous study by
Longest and Vinchurkar [10], we know that high particle deposition occurs at the
high wall shear stress location. So, from Fig. 5, we can identify the high wall shear
stress location to be at the first bifurcation. The maximum wall shear stress value is
0.5634 Pa for Re = 500 and 4.437 Pa for Re = 2000.

Figure 6 shows the comparison of the distribution of the skin friction coefficient
and wall shear stress on the section A-A’ for FSI case (fluid and solid coupled) as
well as for non-FSI case (fluid only) for Re = 2000. We observe the higher values of
skin friction coefficient and wall shear stress for FSI case as compare to the non-FSI
case. These higher values in the FSI case are due to the higher deformation in section
A-A
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Fig. 6 Distribution on section A-A’. a Skin friction coefficient. b Wall shear stress. ¢ Section A-A



96 M. Verma et al.

Max. Deformation

Fig. 7 Distribution of Von-Mises stresses and deformation in the airway a at Re = 500, b at Re =
2000

3.3.3 Development of Von-Mises Stresses and Deformation

Von-Mises stresses are developed in the airway due to the effect of pressure, and the
corresponding deformation is shown in Fig. 7a, b for Re = 500 and Re = 2000. The
higher values of Von-Mises stress are observed at the bifurcations.

The maximum value of the Von-Mises stress is found to be 88.534 Pa for Re = 500
and 591.68 Pa for Re = 2000. Further, we can also observe that the maximum
deformation for Re = 500 is found to be at the first bifurcation while for higher
Reynolds number, Re = 2000, the maximum deformation occurs in the Gsy; branch.

4 Conclusions

A three-dimensional two-way-coupled FSI study using ANSYS is performed to better
understand the airflow patterns inside a human airway for two different Reynold
numbers. The related stresses and deformations along with the velocity profiles at
different axial locations inside the airway are also reported, and it is observed that
the maximum deposition of the particles, corresponding to the maximum wall shear
stress, occurs at the first bifurcation for both the Reynold numbers. The walls of
the human airway are considered to be elastic in the simulations for obtaining more
physically correct results. The maximum deformation for low Reynolds number is
observed to be at first bifurcation while for higher Reynolds number, the maximum
deformation is observed to be at Gsy; branch. The present study provides the basis
for finding the more efficient ways of medication for the various lung problems like
asthma, bronchiole inflammation, chronic bronchitis, and other infectious diseases
like influenza and pneumonia.

Acknowledgements The authors would like to acknowledge the High-Performance Computing
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Film Cooling Aspects of a Dual Bell )
Nozzle e

Mayank Verma and Ashoke De

Abstract In the field of space science and aerospace technology, altitude adaptive
nozzles recently have got more importance. Dual bell nozzle presents a solution for
the altitude adaption. Dual bell nozzle has dual operating modes (at low and high
altitudes) without any mechanical activation. For future reusable launch vehicles,
it is necessary to understand the active control of the working mode of the dual
bell nozzle. Film cooling with injection of the secondary fluid provides a solution
for the active control of the nozzle. The effectiveness of this secondary injection is
investigated here by injecting the secondary fluid at three different locations viz. at
the throat, at the base nozzle, and at the inflection point for the low-altitude as well
as high-altitude operation mode. A two-dimensional steady RANS simulation has
been carried out on an axisymmetric parabolic contour dual bell nozzle. Turbulence
is modelled with k-Omega SST model with the updated coefficients. The present
study highlights the thermodynamic aspects of the film cooling in a dual bell nozzle.

Keywords Dual bell nozzle - Film cooling * Secondary injection + RANS - CFD

1 Introduction

Designing of an optimal nozzle plays an important phase in the rocket development.
Its performance is heavily affected by the nozzle’s effectiveness in converting thermal
energy to kinetic energy. High expansion rate is highly desirable to increase the
vacuum performance of classical convergent-divergent rocket nozzles. A Dual bell
nozzle combines two differently designed conventional nozzle into one nozzle. The
first nozzle with relatively low expansion ratios is called ‘Base nozzle,” while the
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Fig. 1 a Dual bell nozzle test article contour. Schematics of the flow development of a dual bell
nozzle (b, ¢ and d) [1]

second nozzle with the larger expansion ratio is called ‘Extension nozzle’ in the
literature of nozzles [1-3]. Figure 1a shows the schematic of the nozzle contours.

A dual bell nozzle because of its geometry inherits the dual operating mode. For
the low-altitude operation mode, the main flow from the nozzle inlet fills only the base
nozzle while the flow separation point stabilizes at the inflection point as depicted in
Fig. 1b. For the high-altitude operation mode, the main flow from the nozzle inlet fills
both the base nozzle as well as extension nozzle and the separation point shifts at the
lip of the extension nozzle. During the ascent of the rocket from sea-level to the space,
the working mode transition from the low-altitude operation mode to high-altitude
operation mode take places within the dual bell nozzle. This transition from the full
flowing base nozzle to the full flowing extension nozzle with the altitude change is
purely ruled by the fluid dynamics parameter, i.e., nozzle pressure ratio, NPR, which
is the ratio of the combustion chamber pressure and the ambient pressure. A decrease
in the nozzle thrust is observed during such transition [2, 3].

For clustered engines, the NPR for each engine at the same altitude may be slightly
different resulting in the different transition altitude for each engine. Due to the
difference in the transition altitude of the different engines, the resulting imbalance
in the thrust of each engine may have severe influence on the vehicle trajectory.
Thus, active control of the transition is of vital importance for dual bell nozzles.
The injection of the secondary fluid into the nozzle provides an active control on the
transition without any mechanical activation. It has been found in the literature that
the effectiveness is the inverse function of the injection angle from the main flow. As
the injection angle from the main flow increases, the cooling effectiveness decreases
due to the increased mixing [4]. Therefore, a majority of studies focus on a parallel
secondary injection [5-8]. In the present work, the effectiveness of the film cooling
aspect of a dual bell nozzle is studied.
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Table 1 Design parameters of dual bell nozzle

Nozzle Design method | Nozzle Initial expansion | Nozzle exit angle
length/throat | angle (in degree) | (in degree)
radius

Base nozzle Parabolic 4 25

Extension nozzle | Parabolic 6.25 30

2 Numerical Set up

2.1 Geometrical Details

To investigate the film cooling aspects of a dual bell nozzle, the nozzle geometry
is extracted from the experimental study of Tomita et al. [1]. The base nozzle is
a parabolic nozzle with small nozzle length, with large initial expansion angle,
and with small nozzle exit angle (B-TO-SLS). The extension nozzle is designed
to be a parabolic nozzle with long nozzle length, with large initial expansion angle,
and with small nozzle exit angle (E-TO-LLS). Figure 3 shows the contours of the
base and extension nozzle. Design parameters for the dual bell nozzle are given in
Table 1.

2.2 Computational Details

The computational domain and corresponding boundary conditions are depicted in
Fig. 2. The computational domain extends to a distance of 100Ry, in the axial direc-
tion and 40Ry, in the radial direction. At the inlet of the nozzle, fixed pressure inlet
conditions corresponding to different NPRs are imposed with zero gradient condi-
tions for velocity and temperature. The nozzle walls are made adiabatic with no-slip
boundary conditions. At the outlet and the far-field, wave transmissive conditions
are imposed so that the no spurious waves could contaminate the solution inside the
computational domain.

(Wall)
Pressure Inlet
Adiabatic Wall
Axis
Far-Field

Pressure-Outlet

————=— —(Nozzle)

[ (Axis)
{inlet)

Fig.2 Computational domain with the corresponding boundary conditions used for the calculations
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Fig. 3 a Schematic of the flow in a dual bell nozzle at low-altitude and high-altitude operation.
b Normalized wall pressure profile for different NPRs. ¢ Hysteresis curve obtained for DBN

2.3 Governing Equations

The Favre averaged, steady equations for mass, momentum, and energy conservation
[9, 10], presented below, are solved using a finite volume method along with the
perfect gas equation.

3pil;

=0 (1)

8xi

3(,51Zz'u~j + pdij + puju’ — fij) 0

8)Cj

2

] _ puju;
8|:,0uj (h + 2!) +uj—5 f:| 3[—%’ _ ,ou/j/h” + Ul — %pu/]/u;/u’]’]

an ax]'



Film Cooling Aspects of a Dual Bell Nozzle 103

d I:III (?ij — ,Olzt:/l/t/]/):l

8Xj

+ 3)

P =pRT “)

The symbols (—) and (~) represent the time averaging through Reynolds decompo-
sition and density-weighted time averaging (Favre averaging), respectively. Further
details of the different terms in the above equations are provided in [11]. The
turbulence is modeled with the help of k- SST model with modified co-efficient
[12].

3 Results

3.1 Flow Development in Dual Bell Nozzle

Flow is developed for two different NPRs corresponding to two different operating
modes of the dual bell nozzle and presented in Fig. 3. It can be observed from Fig. 3a
that for low-altitude operation mode (at NPR 30), the base nozzle is full flowing and
the flow is separated from the inflection point while for the high-altitude operation
mode (at NPR 90), both the nozzles are full flowing and flow separation takes place
outside the nozzle.

The normalized wall pressure plot corresponding to the two different NPRs is
presented in Fig. 3b. The pressure distribution for high-altitude operation is validated
against the experimental results by Tomita et al. [1]. It is observed that the pressure
in the base nozzle is decreased until the extension nozzle is reached. For low-altitude
operation (at NPR 30), the flow separates at the start of the extension nozzle resulting
in increased pressure. However, for the high-altitude operation (at NPR 90), the flow
separates near the end of the extension nozzle resulting in a further decrease in the
pressure at the nozzle wall. Thus, the transition takes place somewhere between NPR
30 and NPR90 (~NPR 38.88 according to the experimental studies by Tomita et al.
[1D).

To capture the transition NPR for the DBN, we have performed the steady simu-
lations ranging between NPR 20 to NPR 50. The step size between the simulations
is set to 2 bar. Figure 3c reports the flow separation positions (¢) for different NPRs
for up-ramping and down-ramping of the inlet pressure feed. From Fig. 3c, we
can observe that the flow separation shifts from base nozzle to extension nozzle
somewhere between NPR 35 to NPR 45. Hence, NPR 40 is taken as the transition
NPR.
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(a) (b)

Fig. 4 a Meshing view of the dual bell nozzle. b Modified geometry schematic for film cooling
through secondary injection at inflection point

3.2 Film Cooling Effects on Dual Bell Nozzle

For film cooling of the dual bell nozzle, the secondary injection is made at three
different axial locations on the nozzle wall. The coolant inlet is created by shifting
the downstream curvature in the lateral direction by 1 mm. Thus, the coolant inlet
has a height of 1 mm. To get the optimum grid size, three different grid sizes having
0.8, 1.8, and 3 million cells were tested and finally, 1.8 million grid size is selected
for the further calculations. The wall is resolved up to y + value of 1 to properly
resolve the boundary layer. Figure 4a presents the multiblock mesh created in ICEM
CFD [13]. Figure 4b presents the modified geometry for the coolant inlet. Air with
the inlet temperature of 500 K is used as a coolant. As the injection angle from the
main flow increases, the cooling effectiveness decreases due to the increased mixing
[4]. Therefore, the secondary injection is made parallel to the main flow leaving
the injection angle as 0°. The effectiveness of the secondary injection of the fluid is
studied considering the vital parameters, i.e., the location of the secondary injection
for both the operating modes, i.e., at NPR 25 for low-altitude operating mode as well
as at NPR 40 for high-altitude operating mode. The Mach number of the injection is
2.4 with the inlet temperature of 500 K. The nozzle main flow is developed with the
total temperature of 2842 K while the coolant is injected at 500 K. The mass flow
ratio (o) of the secondary flow with respect to the main flow is 0.11.

3.2.1 Effect of Coolant Injection Location for Low-Altitude Operating
Mode

To find the most effective location of the coolant injection, the injection is made at
three different nozzle locations viz. at base nozzle throat (x/ry, = 0), at base nozzle
(x/rg = 2), and at inflection point (x/ry, = 4), respectively.

Figure 5 shows the results for the effect of the coolant injection for the low-altitude
operating mode (at NPR 25). From Fig. 5a, we see that injection of the coolant at the
throat results in the cooling of the base nozzle only while the extension nozzle still
experiences high temperature. Also, from Fig. 5b, it can be concluded that injecting
the fluid at the throat of the nozzle gives rise to the sudden pressure oscillation near
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Fig. 5 Effect of the injection location of the coolant for low-altitude operation (at NPR 25).
a Temperature plot. b Normalized wall pressure plot

the throat which results in high lateral loads that are totally undesirable in nozzle
flows. Injection of the fluid at base nozzle results in the early separation of flow from
the base nozzle wall (at x/ry ~ 3.6), which reduces the axial thrust obtained by the
nozzle. Injection of the fluid at the inflection point makes the base nozzle full flowing
resulting in the increase of the axial thrust relative to the injection at the base nozzle
condition.

3.2.2 Effect of Coolant Injection Location for High-Altitude Operating
Mode

The results for coolant injection at the high-altitude operating mode is presented
in Fig. 6. NPR 40 is selected for the calculations. Figure 6a presents the tempera-
ture contour for the three injection locations. From temperature contours, it can be
observed that maximum cooling of the extension nozzle is achieved in the case of the
injection at the inflection point. Also, from the pressure plot in Fig. 6b, we can also
observe that the injection of the coolant at the inflection point shifts the separation
point downstream to x/ry, ~ 6 from x/ry, ~ 5. It results in a decrease of the axial thrust
of the nozzle. Thus, it is clear that with the help of the secondary injection at the
inflection region, a full flowing extension nozzle can be achieved at the transition
NPR with the effective cooling of the nozzle.
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Fig. 6 Effect of the injection location of the coolant for high-altitude operation (at NPR 40).
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4 Conclusions

The flow through the dual-bell nozzle for two operational modes is studied using
computational methods along with the effect of the secondary injection of the fluid.
Itis observed that the transition from low-altitude operation mode to the high-altitude
operation mode is observed to be approximately at NPR 40. The wall pressure distri-
bution on the nozzle wall from the numerical study for the different NPRs closely
matches with the experimental results. From the study, it is observed that the injec-
tion of the secondary fluid (with temperature of 500 K) at the inflection point (having
main flow temperature of 2842 K) results in the effective cooling of the nozzle wall
and the maximum movement of the separation point. So, it can be concluded that
the secondary injection not only cools the extension nozzle but also have significant
effects on the movement of the separation point. Thus, at transition NPR, the separa-
tion point in a Dual Bell Nozzle can be controlled with the help of coolant injection
in the inflection region so that an optimum amount of thrust can be obtained.
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Wall Distance Computation Based m
on Higher-Order Variational oo
Reconstruction on Unstructured Grids

Qian-Min Huang and Yu-Xin Ren

Abstract Minimum distance distribution to a solid wall is important for turbu-
lent and peripheral physical models. In this paper, the non-conservational Eikonal
equation is solved under the framework of high-order variational reconstruction on
unstructured grids to calculate the minimum wall distance distribution. Convectional
reconstruction is proposed to realize the upwind treatment for the reconstructed vari-
ables. Numerical examples show that the proposed method in this paper can accu-
rately and effectively solve the minimum wall distance distribution for external flow
problems with complex geometric configurations on unstructured grids.

Keywords Variational reconstruction - Minimum wall distance - Convectional
reconstruction

1 Introduction

Accurately calculating the minimum distance from a space point to a solid wall
is of great significance to some fields of computational fluid dynamics, such as
turbulence model and mesh generation [1]. The algorithm of minimum wall distance
computation has been extensively proposed and studied, which can be classified as
the search method [2—4], integral equation method and differential equation method
[5-11]. Crude search procedures require O(ny, ng) operations, where n,, and n,
are, respectively, the number of grid points on the wall and the number of internal
points. Moreover, the results of search method for curve surface are not very accurate
because the search method needs to approximate the surface by linear plane. The
integral equation method has some problems in the calculation of complex geometric
shapes. The differential equation method iteratively calculates the minimum wall
distance by solving Eikonal, Poisson, Hamilton/Jacobi equations or the equivalent
conservational equations [8—10]. In addition, many studies have transformed the
differential equation into the transport equation by introducing pseudotime derivative
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term, which makes the parallel calculation of wall distance simpler and more efficient
[11].

However, numerical instability will appear when the high-order methods are used
to solve the transport differential equations, especially for the external flow problems
of complex geometric configurations, because most of the boundaries are far-field and
their boundary values are not given, those methods have faced challenges in conver-
gence and achieving high-order accuracy. Fares and SchroDer pointed out that for the
transport differential equations there exists a sort of nonlinear effect which cannot be
analytically analysed, and this effect will have a significant impact on the calculation
[1]. Stefan and Ralf proposed a DG method for calculating the minimum wall distance
distribution and successfully overcame the instability problem by introducing the
artificial viscosity.

Most study has discussed the computation of the minimum wall distance distribu-
tion by solving the conservational transport equations, while the study by solving the
non-conservational transport equations is very limited. In this paper, the computation
of minimum wall distance distribution by solving the non-conservational transport
Eikonal equation under the framework of high-order variational reconstruction (VR)
on unstructured grids will be conducted and discussed. The results are not only mean-
ingful for the minimum wall distance distribution computation on unstructured grids,
but also referable for the computation of non-conservational equations by high-order
finite volume method.

2 Methodology

The minimum wall distance distribution can be given by the solution of the Eikonal
equation, which takes the form [11]

Vol =1 (D

with homogeneous Dirichlet boundary conditions, ¢ = 0, imposed on the wall
boundary. Similar to Ref. [11], by squaring Eq. (1) and introducing the pseudotime
derivative term and the artificial viscosity term, we have the following equation

%+ﬁ~V¢—e¢A¢=l, u=Vg, 2)
where V and A, respectively, denote the gradient and Laplacian operator, and the
artificial viscous coefficient € = «|1 — |V¢||, witha = 0.1.

In what follows we will firstly introduce the high-order VR finite volume method
(FVM) proposed by Ren, Wang and Pan [12-15], and then propose the concept of
convectional reconstruction (CR), which is able to realize the upwind treatment for
the reconstructed variables and as a result ensure the feasibility of solving the non-
conservational transport Eikonal equation via FVM. Assuming the computational
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Fig. 1 Reconstruction stencil for control volume £2;

domain €2 can be divided into N non-overlapping control volumes, i.e., 2 = UfV: | S
The volume of control volume €; is denoted by ;. For arbitrary high-order VR,
the reconstruction stencil is compact, i.e. only involving the face-neighbours of the
control volume of interest, and denoted by S; = {€2;, 21, 22, €3}, as shown in
Fig. 1.

Considering the cell centred finite volume method, the cell average of a solution
¢ (X) on the control volume £2; can be expressed as

¢ = ﬁi // ¢ (X)de, 3)
Q;

The solution ¢ (¥) can be approximated by a kth order polynomial

Ne(k)

6®) =¢i + > drvi), )
=1

where the number of unknown polynomial coefficients N.(k) = (k+1)(k+2)/2—1,
¢ is the unknown polynomial coefficients, and ¥; ; (X) is the zero-mean basis defined
by
Vi (X) = 8x["8x! — Sx!"8x]',
X — X Yy i

ox; = L0y = ——, 6xMox! =
FT TAx VT Ay N

/ SxI"8x!dQ. )

i

LSl
©

where m and n are the powers of the corresponding Taylor basis, and the length
scale Ax and Ay are defined following the proposal of Luo et al. [16]

Axy = Thm iy, S~ Vi, ©
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where X; max, Xi min @0d Y; max, Vi.min are, respectively, the maximum and minimum
coordinate values along the x-direction and y-direction of the control volume.

Theoretical foundation of VR is the functional extremum problem. It is a method
to construct the linear equations that are used to determine the unknown coefficients
of the reconstructed polynomials by minimizing the cost function of variational
principles. Therefore, the specific reconstruction depends on the form of the cost
function. The cost function in this paper is defined by an interfacial jump integration
(IJT) function, which takes the form

n+q <k D - N 2
Iy = |S,,| XA Vi (p + )\ axray dxPdyd ’

~qu0

where |S;;| is the length of the interface between the left and right control volumes,
Axij = $(Ax; + Ax)), Ay;; = 2(Ay; + Ay;). Il is a measure of the jump of the
reconstructed polynomial and its derivatives at the interface. The cost function is
taken as the sum of all IJIs in the computational domain, i.e.

Ny
=31, (®)
f=1

where Ny denotes the number of interfaces in the computation domain. The
constitutive relations of VR can be established by minimizing the cost function,
namely

al

20, 1=1.2... . N.GK).i=12.....N. )
i,

As shown in Fig. 1, the unknown reconstructed polynomial coefficients ¢;; on
the control volume are determined only by the stencil S;. By substituting Eq. (4) into
(7)—(9), the following linear equations can be established

Ne (k)

+q<k
SH Y L[S ara S V0,
= jes i ISU‘;}Q Ao o U (p+q)|2 dxPay? dxPayd
N (k) +q=<k 2
D Sl b 3 e e
jesi,j#i | 1=1 ‘Sijlasz Nag, P=04=0 T (p 4P 9xPoy 8”3)7‘1 :
€. s0, o, P0=
Yie - -
+ o) 5@ = #0ds. 1=120 Nel)r = 1.2, Neh), (10)
Ly

J€Siitiag, (ag,
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Equation (10) can be rearranged into the following matrix form

Aigi= Y Ajp;+bi (11)
JESi J#
where
1 PE e OO 9 9Py,
| T [ e G e, |
il T (p 4 @)% 0xPaye axPayd

S;
. T J _ .
/S50 ves Nagy P00

+q<k

A= — S Ax2P Ay Chig” 0PH4r, 974y,
= Z Yij 2Vij 12 9xPyy4 Poyd

(p+¢q)!1? 9xPay? 9xPdy

’

3% N 0% p=0.4=0

S
I
&
~
s
S
N
o
12

12)

Assembling the constitutive relationships of all elements into the global matrices,
we have

Ad = b, (13)
with

A=D-L-UD={A},L={A;,j<i},
U={A;,j>i},¢=1{d}b=1{b) (14)

It can be proved that the matrix A established by the VR is symmetrically positive
definite and 2D — A is positive definite. Detailed proof is available in Refs. [13, 14].

In order to realize the upwind treatment for the reconstructed variables, we propose
the CR, which is presented as follows:

1. Let the reconstruction expression of the solution ¢ (X) on the control volume £2;
be

Ne (k)
Gi(H) =+ ) b (), (15)
=1
2. Define the 1JT and cost function
Ir= )" | @Gy —sG, j))ds, (16)

JESi, j#i f
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where
b6 J) = 51+ signGis G, ) -7 ] )
+ %[1 — sign(ii (i, j) - 1ip) @, (X)),
(i, j) = %(w(@-) + V(3 ), (17)

3. Solving the functional extremum problem

al
— =0, I=1,2,...,N(k),i=1,2,..., N, (18)
09;

By substituting Eq. (15) into (16)—(18), we have

Ne(k)

Z Z / ViV ds | dig

=1\ JeSiitig, Mg,

= Z / (br; —d)Vi,ds, r=1,2,...,N (19)

J€Siitiag, M ag,

The boundary treatment is referred to Refs. [12—15]. Since the problem in this
paper is a steady one, the so-called reconstruction and time integration coupled
iteration method [14] can be executed by using an explicit time integration method,
i.e. the third-order TVD RK method is used in this paper, with CFL = 0.6.

3 Results

Three numerical examples are used in this paper, i.e. the circle, NACA0012 and
30p30n air foil. Initial values ¢o(X) = 0. The fourth-order VR and CR is used for
the spatial discretization. Figure 2 shows the computational grid and results of the
circle. In Fig. 2, the numerical results (colour curves) are in good agreement with
the analytical results (black curves), indicating the accuracy of the method proposed
in this paper for the minimum wall distance distribution computation. Figures 3,
4 and 5, respectively, present the computational grids and results of NACA0012
and 30p30n air foil. These results show that the method proposed in this paper
can effectively overcome the numerical instability of the external flow problems
of complex geometric configurations on unstructured grids when solving the non-
conservational transport Eikonal equation.
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Fig. 3 Computational grid and results of NACAQ012 air foil

4 Conclusions

In this paper, the non-conservational transport Eikonal equation has been solved
under the framework of high-order FVM on unstructured grids to calculate the
minimum wall distance distribution. The numerical examples show that the minimum
wall distance of the external flow problems of complex geometric configura-
tions on unstructured grids can be calculated accurately and effectively via the
method proposed in this paper. Our study is not only meaningful to the compu-
tation of minimum wall distance distribution, but also referable for solving the
non-conservational equations by high-order FVM.
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0.8t

X

Fig. 4 Computational grid and results of 30p30n air foil

Fig. 5 Local enlargement of results of 30p30n air foil
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Numerical Study on Pulsatile Flow m
of Non-Newtonian Fluid Through L
Arterial Stenosis

Mohammad Ali, Kazi Shafi Sami, and Amanullah Kabir Tonmoy

Abstract In this research, the pulsatile blood flow through stenosed artery of 60%
severity has been investigated. Flow behavior for two non-Newtonian viscosity
models is compared. A standard k-w turbulence model is used for turbulent flow
at post-stenotic region. The Wall Shear Stress (WSS), hydrostatic pressure, and
streamline contours at different time steps are obtained. A Fluid Structure Inter-
face (FSI) model is used to determine the dynamic structural behavior with fluid
flow. The maximum deformation, maximum von-mises stress, and peak principal
stress that are obtained for FSI model. Wall shear stress and von-mises stress are
found significantly higher at throat region. Peak principal stress is the highest over
time at pre-stenotic region. Streamline patterns are observed for different time steps
with the change in inlet velocity.

Keywords Non-Newtonian fluid - Fluid structure interface - Wall shear stress

1 Introduction

Atherosclerosis is a disease characterized by the formation of plaque. This plaque
causes stenosis which is defined as a partial constriction of blood vessel due to accu-
mulation of LDL and fats resulting in this abnormal growth of tissue. When the plaque
is formed, the hemodynamic parameters are significantly changed. The change in
hemodynamic parameters play a significant role in enlarging the plaque. Eventually,
it leads to cardiovascular diseases. Study of blood flow in stenosed artery is important
for interpreting the causes and progression of atherosclerosis. Computational fluid
dynamics are used to examine the role of hemodynamics on the localization, develop-
ment, and progression of arterial stenosis. The results of computational simulations
obtained by Stroud et al. [1] should supplement MR and other in vivo diagnostic
techniques to provide an accurate picture of the hemodynamics in particular vessels.
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Casscell [2] observed that increasing degrees of stenosis carries greater risks of
atherothrombotic events. Pasterkamp and Smits [3] found arteries often dilated in
an attempt to normalize elevated wall shear stresses as atherosclerosis develops, a
process known as expansive remodeling. Manica and Bortoli [4] simulated incom-
pressible non-Newtonian flow through channels with expansion using the power
law model. Nakamura and Sawada [5] observed that the non-Newtonian property of
blood weakens the distortion of flow pattern, pressure, and shear stress at the wall
associated with the stenosis. Johnston and Kilpatrick [6] investigated the Newtonian
model of blood viscosity as a good approximation in regions of mid-range to high
shear, and they advised to use the generalized power law model (which tends to
the Newtonian model in those shear ranges in any case) in order to achieve better
approximation of wall shear stress at low shear. Gijsen and Allanic [7] found that
the non-Newtonian model could not be predicted with a Newtonian model with a
constant viscosity. Ballyk and Steinman [8] studied non-Newtonian blood rheology
which creates a significant effect on steady flow wall shear stresses, but no significant
effect on unsteady flow wall shear stresses. Li and John [9] observed restraining wall
motion due to severe stenosis which results in higher blood velocities and higher peak
wall shear stress, and localization of hoop stress. Inzitari et al. [10] found that forty-
five percent of strokes in patients with asymptomatic stenosis of 60-90% severity
are attributable to lacunar stroke. Below 60% severity, the chances of stroke are
less. So, an axisymmetric 3D model artery of 60% severity was considered by Sami
and Tonmoy [11]. The total length of the model is taken as 102 mm (17D) where
diameter D = 6 mm. A parabolic velocity profile with velocity pulse is used as inlet
boundary condition. At velocity pulse, Reynolds number varies from 200 to 1100 to
observe the effect of fluctuating flowrate. For FSI model, one-way coupling method
is used. For one-way Fluid Structure Interface (FSI) model, the artery is assumed to
be isotopic linear elastic and Reynolds number varies from 240 to 310.

2 Methodology

Numerical simulation is performed by ANSYS Fluent 15.07. Figure 1 shows the
shape of the stenosis in the blood vessel which is created by using cosine formula.
ANSYS CAD software is used to build the geometry. Discretization of domain is
performed in ANSYS mesh module. Pressure-based solver is used. Low Reynold
k-w turbulent model is used for turbulence in post-stenotic region. Simple algorithm

Ro R,
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Inlet 2 - Outlet
Region /"\ Region
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Fig.1 Schematic of the geometry
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is selected for pressure velocity coupling. First-order upwind scheme is employed
as a numerical scheme for discretization of the momentum equation. In ANSYS
Workbench, the FSI (one-way coupling) analysis can be performed by connecting
the coupling participants to a system component called system coupling. A participant
either feeds or receives data in a coupled analysis. Here, ANSYS Fluent (participant
1) and ANSYS Transient Structural (participant 2) are acting as coupling participants.
The inlet boundary conditions and viscosity equations are given by C-language code
using the interface of User Defined Function (UDF).

3 Governing Equations

The following governing equations are used to perform the present numerical study.

Mass conservation or continuity equation:

ap
— + V- (pv)=0 (1)
at
Momentum equation:
opv
W+V~(pvv)zv't+pb 2)

Here, b is the body force. Blood is considered to be a single phase, incompress-
ible, homogeneous non-Newtonian fluid. Here, typical value of density is, p =
1050 kg/m>. Viscosity of the blood is defined as Carreau and cross model.

Cross Model:

. m=—1
Hzﬂoc+(ﬂ0_ﬂoo)|:1+<m> ] 3)

c

Here, viscosity at zero shear rate, o = 0.0364 Pa s, viscosity at infinite shear
rate, (oo = 0.00345 Pa s, reference shear rate, y. = 2.63 s~!and m = 1.45.

Carreau model:

n—1
2

= too + (o — o) [1 + (7e9)’] “)

Here, pp = 0.056 Pa s, too = 0.00345 Pa s, . = 3.313 s~!, and n = 0.3568. For
FSI model, elastic modulus of the artery wall is given 9.1 MPa. Density of artery
wall is 1300 kg/m?>. Poisson ratio of artery wall is 0.49 [12]. As the pumping action
of heart is periodic, so an oscillatory blood flow is sufficient to consider. Womersley
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Fig. 2 Velocity distribution with non-dimensional time (¢/T") used at inlet

number for this investigation is 4.58. The constant pressure of 75 mm Hg is kept at
outlet. Figure 2 shows the velocity pulse at inlet.

4 Results and Discussion

The present research is devoted to compare the two different non-Newtonian models
and studies the fluid structure interaction between the blood flow and the plaque in
a 3D modeled arterial stenosis. The code validation has been done by comparing
computational results with the experimental results obtained by Ahmed and Giddens
[13]. From experiment, single stenosis with 75% severity model is considered for
numerical study. Steady inlet velocity condition is given. Glycerin-water mixture
is used as flowing fluid which is modeled as non-Newtonian fluid using power law
for validation. Velocity profiles in the post-stenotic regions are compared for Z =
D, 2.5D where Z is the normalized distance from the center of the stenosis. From
the comparison in Fig. 3, it can be shown that axial velocity patterns are very much
similar to the experimental pattern for Z = 2.5D. But due to turbulence model, the
numerical result slightly overpredicts near centerline. A grid independence test has
been performed to ensure that the numerical solutions are independent on the choice
of the grid arrangements between 627,222 and 986,880 elements.

Wall Shear Stress (WSS) is the force on flowing blood on endothelial surface of
vessel. As the shear stress for flow varies from zero at the centerline to a maximum
at the wall, the wall shear stress becomes an important parameter to determine to
flow characteristics. In this research, high wall shear stress is dominant in high flow
velocities at throat region. Low shear stress obtained in the descending zone is due to
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Fig. 3 Validation with the experimental result. When Z = 2.5D for Re = 500

increase in area. For both Carreau and cross viscosity model, Figs. 4, 5, and 6 show
that the maximum wall shear occurs at throat in the upper boundary. Here, WSS is
higher in cross viscosity model. For both models, the WSS is uniformly distributed
at pre-stenotic and post-stenotic region for this geometry.

As the wall shear stress is directly proportional to the pressure drop, hydrostatic
pressure is an important parameter to show the effect of stenosis. Figures 7, 8, and 9
show the fluctuation of pressure occurred in different time steps due to the effect of
pulsatile velocity at inlet. Due to blockage, large pressure drop is observed at throat.
The streamline pattern is changed due to the presence of stenosis. As the flow is
sinusoidal and time dependent, significant flow variation on the post-stenotic region

Carreau Model

140F ——— Cross Model
— 120F
©
2 100}
S 80}
=
® 60}
S 4of
20
0 = 1 )
0 0.2 0.4 0.6 0.8 1
x/L

Fig. 4 Wall shear stress distribution at upper wall at /7 = 0.125
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Fig. 6 Wall shear stress distribution at upper wall at #/T = 0.75

are observed. Variations of streamlines contours have been investigated to study
the flow pattern of blood through the stenotic artery. Figure 10 shows streamline
contours for Carreau and cross model vortex at three different time steps. At /T
= 0.125, two large vortices length of 0.038 and 0.0465 m from the throat of 60%
severities presented in Fig. 10 (a, d). At#/T = 0.25, two separated vortex, regions are
created near the upper wall in Carreau model for 60% severity presented in Fig. 10b.
At Fig. 10e, there is a large vortex region of length 0.0498 and 0.0557 m created
at upper and lower wall, respectively, in cross model. At #/T = (.75, the massive
changes occur. At Fig. 10 (e, f), there are two vortex rings created at pre-stenotic
region near the wall, and combination of large and small vortex rings are observed
for Carreau model, and a large vortex ring near the upper wall changes the direction
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Fig. 10 Streamline contours at different time steps for Carreau model (a—c) and cross model (d—-f)

of the flow a little for cross model which is unusual. From this observation, Carreau
model is more suitable for the fluid structure interface analysis.

Principal stress is one of the most significant parameters in determining the wall
rupture. From Fig. 11, the peak principal stress basically occurs when the velocity
and pressure gradient are maximum at pre-stenotic region. Figure 13 shows that the
total deformation is maximum there at pre-stenotic region because of the high normal
stress. Von-mises stress is another vital parameter in determining the risk of rupture.
Von-mises stress is the equivalent of uni-axial tensile stress. Figure 12 shows that
the von-mises stress is very high at throat region.

0.003411 Max
0.0033628
0.0033147
0.0032665
0.0032183
0.0031701
0.003122
0.0030738
0.0030236
0.0029774 Min

Fig. 11 Maximum principal stress (MPa) over time Figure missing
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Fig. 12 Maximum von-mises stress (MPa) over time Figure missing
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Fig. 13 Total deformation along x-axis (mm) Figure missing

5 Conclusion

A numerical investigation is performed here to analyze the effects of stenosis on
flow parameters. For this analysis, the high shear stress at throat will cause the
possibility to damage the intimal tissue. At throat, there is higher chance of damage
of endothelial wall due to shearing action. Low shear stress at post-stenotic region
due to recirculation enhances the possibility of plaque formation in post-stenotic
region. Vortex length changes as the Reynolds number changes with the velocity
pulse at inlet. Centerline pressure distribution is quite similar for Carreau and cross
model. In FSI model, deformation is very small. Both peak principal stress and
deformation occur at pre-stenotic region due to high hydrostatic pressure gradient
and constriction. Better result will be found considering hyper-elastic artery wall by
using Mooney—Rivlin Model.
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Numerical Simulation of Contaminant )
Release During Sediment Starting L
in Dynamic Water Environment

Peng-da Cheng, Xin-guang Zhu, Chun Feng, and Xiao-liang Wang

Abstract In environmental hydrodynamics, the release of contaminant from sedi-
ments is one of the main problems. Based on a large number of experimental data
provided by water channel experiments, a coupled mechanical model of overlying
water, sediment and contaminant is established in this paper. The process of sediment
starting and contaminant release is numerically simulated under different velocity
conditions of overlying water. The quantitative relationships among velocity, particle
volume fraction, contaminant concentration, turbulent kinetic energy and time are
obtained by analyzing the relationship between flow field characteristics and contam-
inant concentration distribution. The results show that contaminant is released rapidly
with the suspension of sediment particles and quickly reaches equilibrium concentra-
tions. When the flow field characteristics (Re) change, the contribution of convection
and turbulent diffusion to contaminant release process is different. Establishing a
quantitative relationship between hydrodynamic conditions and contaminant release
can provide support for constructing water pollution model in lake and reservoir
areas.

Keywords Sediment contaminant * Velocity * Turbulence kinetic energy - Particle
volume fraction + Concentration
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1 Introduction

The water is considered to be a natural complex composed of water, dissolved matter,
suspended matter, aquatic organisms and sediment [1]. When contaminants enter
the water, they will deposit in the sediment, gradually enrich and make the sedi-
ment becoming a reservoir of contaminants. The hydraulic conditions are more
complicated in the estuary area. The endogenous release effect of the contami-
nated sediment is more and more obvious. The movement of the sediment with
the water flow is very complicated and has great randomness, and the contaminants
combined with sediment migrate along with the movement of sediment in water
body. On the one hand, the movement and transport of suspended sediment in the
water directly affects the temporal and spatial distribution of contaminants; on the
other hand, sediment becomes an important potential “source” or “sink” of contam-
inants as sediment deposits into the bed, and the mechanism of “source” and “sink”
will change under certain hydrodynamic disturbances and environmental conditions
[2-4]. Hydrodynamics is an important physical factor affecting the diffusion and
migration of sediments at the sediment—water interface. On the one hand, dynamic
flow enhances the diffusion and mixing ability near the sediment—water interface.
On the other hand, the shear stress and turbulence intensity of the sediment—water
interface flow will cause the re-suspension of polluted sediment, which will cause
a large release of contaminants to the water body. Previous studies on contami-
nants release from sediments have focused on relatively static waters such as lakes,
and systematic and in-depth analysis have been conducted. However, there are few
studies on the release law of sediment contaminants in hydrodynamic water, and
most of them are qualitative research. The lack of quantitative analysis can easily
lead to the exaggeration or underestimation of the re-suspension release of sediment
contaminants. In order to understand the physical process and influencing factors of
re-suspension release of contaminant, a coupled mechanical model considering over-
lying water—sediment—contaminant is established. The relationship between velocity,
turbulent kinetic energy and vertical distribution of sediment or contaminant under
different hydrodynamic conditions is studied. The relationship between contaminant
releasing flux and flow characteristics (Reynolds number) is obtained, and the effects
of convection and turbulent diffusion on contaminant release are obtained.

2 Problem Formulation and Solution Methods

2.1 Governing Equations

In this paper, suspended sediment is considered a suspension in the overlying water—
sediment—contaminant model. Based on analysis of many experimental data [5, 6],
the viscosity of this kind of suspension can be expressed as a function of the particle
volume fraction. Therefore, it is considered that suspension (fluid-particle) has a
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single flow continuum with macroscopic properties (such as density and viscosity).
The hypothesis of the model is as follows: (1) The density of each phase is approx-
imately constant. (2) Both phases share the same pressure field. (3) The particle
relaxation time is short compared to the time scales of the macroscopic flow.

The mixture of density and viscosity are respectively given by,

p=0=¢)p1+ e (D

w=~0-@u +ou (@)

where p;, and p, are the density and viscosity properties of fluid and particle
respectively, ¢ is the particle volume fraction.

Considering that the suspension can be treated as a continuous medium, the flow
is governed by incompressible mass and momentum conservation equations, which
require that:

Vipu) =0 3

ou
p<5+u~Vu>=—Vp~l—V-r+pg “4)

Here, u is the velocity field, p is the suspension density, ¢ is the time, p is the
pressure field, 7 is the sum of the viscous and turbulent stresses, and g is a body force
per unit mass. The t is written as for a generalized Newtonian fluid, such that t =
wy, where p is the suspension viscosity and ¥ = Vu + Vu!. In order to close the
governing equations, the k-¢ two-equation formulations are adopted, o, = 1.0, o,
=13,C;y =144,and C,, = 1.92.

The transport equation for the particles in the flow is ruled by,

d¢
—4+u-Vo=-V-N, (5)
ot

where N, is the total diffusive flux of particles.

The transport equation for the contaminant concentration in the flow is ruled by,

9
a—;+u-Vc=—V-N~I—R 6)

where c¢ is the relative concentration and is a dimensionless value, N is the total
diffusive flux of concentration, R is a source and sink expression, and u is the velocity
field.

The viscosity of a particle suspension is usually written as a function of the local
particle volume fraction [6, 7, 9—11]. In this paper, the MPQ model [8, 9] is adopted
for suspension.
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u=m(1—¢ﬁ> (7)

where ¢,, is the maximum packing concentration, which for solid particles is
approximately 0.62.

2.2 Geometry, Materials, Boundary Conditions and Initial
Conditions

Now, we consider the case of the particle suspensions flow through a water channel
under pressure-driven. In our previous experiments, the water channel was 0.25 m
wide and 3.0 m long, the water depth was set at 0.1 m, the sediment depth was set
at 0.08 m. The geometric model used in the numerical simulation is consistent with
the experimental size as Fig. 1, and set the left side of water—sediment interface as
coordinate origin. In the numerical simulation, the densities of overlying water and
sediment are 997 kg/m? and 2650 kg/m?, respectively. The viscosity of the overlying
water is set to 1 x 107> Pa s. The sediment particle size (Dsp) is 0.03 mm and the
water content is 57.5%.

It is also needed to specify boundary condition; we assume that there is no slip
at the water channel wall and zero shear stress at the top surface for flow. For a
contaminant (NaCl) concentration calculation, the water channel and the top surface
are set to no-flux boundary conditions. We use periodic boundary conditions to the
left and right boundaries, i.e., equal velocity, equal concentration, equal volume
fraction, equal turbulence kinetic energy and equal turbulence dissipation rate.

For the initial conditions, we set the initial pressure to be related to gravity, the
initial velocity is set to O, the initial particle volume fraction is set to 42.5%, the
initial relative concentration of the overlying water is set to 0, and the initial relative
concentration of the sediment is set to 1.

0.25m
Flow direction e
0.10m Overlying water
-0.08m Contaminated sediment
[
1) 1
3.00m

Fig.1 The geometry of water channel for pressure-driven flow
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3 Results

In recent years, the finite-element method (FEM) has developed rapidly and is
often used to solve the problem of partial differential equations (PDE) with specific
boundary conditions in solid mechanics and fluid mechanics. In this paper, the stan-
dard Galerkin finite-element discretization method is used to solve the flow field and
contaminant concentration field [12]. In particular, the momentum and turbulence
transport equations are dominated by convection and it is well known that a stan-
dard Galerkin discretization of such equations leads to oscillations in the solutions.
Hence, some form of upwinding is required to suppress these non-physical oscilla-
tions. Here, we use a Galerkin least-squares method as described by Hughes et al.
[13, 14]. The current study uses a structured grid system of 82,800 cells, which is
chosen after a series of grid independence tests.

Under different hydrodynamic conditions, the movement of sediment with water
flow is very complicated and has great randomness, and the contaminant will migrate
with the movement of sediment in the water. For quantitative analysis, we introduce
the concept of average velocity (U), average volume fraction (&), relative average
concentration (C) and average turbulence kinetic energy (K) as follows:

codoueds o fTueds  fwds o fTukds o
UH UH fo udz UH

’

where C is the relative average concentration and is a dimensionless value, U is the
average speed (unit: m/s), K is the average turbulence kinetic energy (m?/s?), ® is
the average volume fraction, u is the flow field velocity (unit: m/s), z is the vertical
height from water—sediment interface (unit: m), & is the turbulence kinetic energy
(m?/s?).

The vertical surface of the center of the overlying water in the geometric model is
selected as the research object. The average velocity of the overlying water during the
sediment starting is shown in Fig. 2. The average velocities of Casel-6 are 0.03 m/s,
0.08 m/s, 0.13 m/s, 0.23 m/s, 0.35 m/s and 0.50 m/s, respectively. In the initial stage
of sediment starting, the average velocity of different cases is very small. With the
increase in time, the average velocity of water increases rapidly and reaches a stable
speed in a short time.

The vertical distribution of particle volume fraction of sediment at different time
is analyzed by using Case 3 and Case 4 data, as shown in Fig. 3. At the initial stage
of sediment starting, the distribution of particle volume fraction is similar under
different velocity conditions. With the increase in time, the particle volume fraction
in overlying water increases rapidly and reaches the same stable value in 2 min,
which is consistent with the experimental phenomena. The vertical distribution of
sediment particles varies in physical process due to their different properties. For
fine sediment (Dsy = 0.03 mm), the spatial structure of sediment is uniform. The
balance between upward suspension and downward deposition of sediment leads
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Fig. 2 Velocity changes with time during sediment starting
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Fig. 3 Vertical distribution of particle volume fraction during sediment starting at different times

to the distribution equilibrium of particle volume fraction. When the hydrodynamic
conditions are constant, the equilibrium will not be broken. Considering that the
deposition velocity of fine sediment is a function of volume fraction, the deposition
velocity is smaller than that of coarse sediment, so the distribution of particle volume
fraction along water depth is more uniform.

The sediment particles rapidly entering the overlying water have an impact on the
flow characteristics of the overlying water and affect the release of contaminant. Data
of Case 1, Case 3, Case 4 and Case 5 are selected to analyze the relationship between
average turbulent kinetic energy, relative average concentration of contaminant and
time at different velocity. Because of the small deposition velocity of fine sediment,
the volume fraction of fine sediment quickly reaches equilibrium and remains stable.
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Contaminant in pore water also enters the overlying water rapidly and reachws the
same equilibrium concentration soon. It is noteworthy that the average turbulent
kinetic energy reaches its peak value after the starting of fine sediment, then decreases
rapidly and gradually reaches a stable level over time. As the flow velocity increases,
the turbulent kinetic energy increases, and the time for the contaminant to reach
equilibrium decreases in the overlying water. During the process of contaminant
equilibrium in the overlying water, convection and turbulent diffusion have made
their respective contributions (Fig. 4).

When the adsorption and desorption of fine sediments are not considered, convec-
tive and turbulent diffusion have different effects on the process of contaminant
balance in the overlying water. Analysis of the overlying water contaminant to reach
the equilibrium, the relationship between the flux (total flux N, convective flux N¢,
turbulent diffusion flux Np) and water flow characteristics (Reynolds number) is
shown in Fig. 5. For non-adsorbed media, the total flux of the contaminant increases
linearly with the velocity, that is, with the Reynolds number increasing linearly. When
the Reynolds number is small (0 < Re < 35,000), the contribution of convection and
turbulent diffusion is basically the same during the diffusion of contaminant. When
the Reynolds number is large (Re > 35,000), the contribution of turbulent diffusion
decreases rapidly, and the contaminant diffusion is mainly dominated by convection.
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Fig. 4 The curve of average concentration, turbulent kinetic energy and time
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Fig. 5 Curve of contaminant release flux and Reynolds number

4 Conclusions

The re-suspension release process of sediment contaminant is a coupling process
consisting of overlying water, sediment and contaminant. The complex flow field
characteristics after sediment starting are the main influencing factors for the release
of contaminant from sediment re-suspension. The fine sediment is susceptible to
the effect of water flow. When re-suspension, the sediment particles volume frac-
tion in overlying water reach equilibrium in short time (<2 min) and remain stable,
because of uniform spatial structure and small deposition speed. The sediment parti-
cles rapidly entering the overlying water have an impact on the flow characteristics
of the overlying water and affect the release of contaminant. The average turbulent
kinetic energy reaches its peak value after the starting of fine sediment, then decreases
rapidly and gradually reaches a stable level over time. As the flow velocity increases,
the turbulent kinetic energy increases, and the time for the contaminant to reach equi-
librium decreases in the overlying water. Convection and turbulent diffusion have
different effects on the contaminant equilibrium process in the overlying water. When
the Reynolds number is small (0 < Re < 35,000), the contribution of convection and
turbulent diffusion is basically the same during the diffusion of contaminant. When
the Reynolds number is large (Re > 35,000), the turbulent diffusion contribution
decreases rapidly, and the contaminant diffusion is mainly dominated by convection.
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Thermal Behavior of a Completely m
Voided Coolant Channel for Indian oo
PHWR Under Slumped Fuel Pin

Condition: Experimental and Numerical
Approach

Ketan Ajay, Ravi Kumar, Akhilesh Gupta, and Deb Mukhopadhyay

Abstract Loss of coolant accident (LOCA) along with the unavailability of emer-
gency core coolant system (ECCS) may cause severe damage in the channel like
slumping of the fuel pins inside the pressure tube (PT). The thermal behavior of the
coolant channel under this condition is a major concern for the safety of the nuclear
reactor. To understand this phenomenon, an experimental and numerical study of
an Indian pressurized heavy water reactor (PHWR) housing disassembled fuel pins
has been performed. The fuel bundle of 37 pins configuration was used. The present
investigation is aimed to capture the steady-state temperature profile over a clad
tube, pressure tube and calandria tube under completely voided condition. ANSYS
Fluent 19.0 was used to carry out the numerical analysis. Close agreement was
obtained between experimental and numerical results. Results showed that a signifi-
cant temperature gradient was developed in the PT and the fuel pins of the outer ring
that were in contact with the PT. It was also found that the moderator acts as a good
heat sink as it removes 89% decay heat.

Keywords PHWR - LOCA - Slumped fuel pins PT + CT - Moderator

1 Introduction

The Indian PHWR has a horizontal fuel channel and each channel has an assembly
of short fuel bundles enveloped by pressure tube (PT). Each fuel pin consists of
pellets of natural uranium dioxide, which are placed inside the clad tube made of
zircaloy-4. The PT is surrounded by a coaxial calandria tube (CT). The PT and CT
are made from annealed zircaloy-4 and zirconium 2.5% niobium, respectively. The
pressurized heavy water coolant flows inside the PT. The coolant system removes
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the nuclear fission heat and transfers it to the secondary side of the steam generator
for the generation of useful electrical power. The annular gap between the PT-CT is
filled with inert CO, gas. The CT is submerged in the pool of heavy water called
moderator maintained at a temperature of 65 °C. In the case of LOCA, along with
the unavailability of ECCS, the channel experiences a significant heat up as coolant
flow through the channel reduces [1]. The temperature of the channel continues to
rise due to the generated decay heat from the fuel pins. The channel is subjected to
a variety of deformations, as the accidental conditions (temperature, pressure, liquid
stratification and moderator environment) may be different [2]. The PT can undergo
deformation like ballooning sagging or both, which results in physical contact with
CT. Due to which there is a sharp increase in the heat fluxes at the outer surface of CT
[3, 4]. Under more extreme conditions, the mechanical integrity of the fuel bundle is
breached, which results in the slumping of fuel pins over the bottom surface of PT
[5]. There is an increase in the heat transfer from fuel pins to PT due to the presence
of high contact conductance. Understanding of the heat transfer characteristics of
the channel under this condition is essential from a reactor safety point of view. To
facilitate this, an experimental and numerical study was performed on horizontal fuel
channel housing disassembled fuel pins under inert environment condition. The fuel
bundle of 37 pins configuration was used for the analysis.

2 Experimental Setup and Procedure

Experimental setup to study the thermal behavior of a horizontal channel housing
slumped fuel pins is shown in Fig. 1. The test section consists of PT, CT and slumped
fuel bundle of 37 pins configuration. The cross-sectional view of the test section is

DAQ system with PC interface

A )

Argon Flowmeter Valve

Calandria Tube |
L}

Power Analyser Argen Cylinder

Fig. 1 Schematic of an experimental setup
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Kanthal heater

Fig. 2 Cross-sectional view of the test section

Table 1 Specifications of the test section

Component Material Dimension

Fuel pin Zircaloy-4 ID = 11.20 mm; OD = 13.04 mm; L = 1000 mm
Pressure tube | Zirconium 2.5% niobium | ID = 103.80 mm; OD = 112.40 mm; L = 1600 mm
Calandria tube | Zircaloy-2 ID = 128.30 mm; OD = 132.10 mm; L = 1450 mm
Tank Stainless steel L = 1400 mm; W = 500 mm; H = 750 mm

shown in Fig. 2. The specifications of the test section are mentioned in Table 1. The
CT of length 1450 mm was fixed horizontally to the tank wall with the help of flanges
and silicon rubber packing. The tank was filled with water so that CT was submerged
in it, which simulated the moderator condition. The fuel bundle in a disassembled
state having a 1000 mm length was placed inside the PT. The PT of 1600 mm was
further placed inside the CT in such a way that it was extended by 75 mm in length
from both ends of the CT. The annular space between the PT-CT was filled with
argon gas using end boxes attached at both ends of the tank. This gas-filled gap was
adjusted through the lead screws provided at each of the end boxes. The PT was also
filled with argon gas. The structure of the 37-pin fuel bundle has four rings of fuel
pins under regular operation: one fuel pin in the first ring (1), six fuel pins in the
second ring (2-7), twelve fuel pins in the third ring (8—19) and eighteen fuel pins
in the fourth ring (20-37). The arrangement of disassembled fuel bundle simulator
used in this study is shown in Fig. 3.

Each fuel pin consisted of Kanthal heater placed inside the alumina sleeve, which
was covered with the clad tube. The power ratio of 0.715: 0.748: 0.843: 1 was
maintained among fuel pins of ring-1, 2, 3 and 4 by adjusting the different diameters
of Kanthal heater. The Kanthal heaters of the fuel bundle simulator were fixed in
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Fig. 3 Arrangement of 37 fuel pins: a assembled fuel pins, b disassembled fuel pins

a parallel arrangement with the help of current distributor headers. The decay heat
generated by the fuel was simulated by passing direct current (DC) from thyristor
controlled rectifier (7000 A/70 VDC) to the fuel bundle simulator.

In the experiment, initially, the tank was filled with water in such a way that CT
was submerged in it. The water bath was heated to a temperature of 65 °C by using
six immersion heater rods each of 1.5 kW. The argon gas was then filled inside the PT
to create an inert environment. The annular gap between PT-CT was also filled with
argon gas. The Joule heating of the fuel pins was then carried out using DC power.
The experiment was carried until the center fuel pin attain a steady-state temperature
of 550 °C.

The axial and circumferential position of the thermocouple used in the test section
is shown in Fig. 4. The K-type thermocouple of 0.5 mm diameter was used to measure
the temperature of fuel pins, PT and copper bus bar. While J-type thermocouple
having a diameter of 1.0 mm diameter was used to measure the temperature of
CT and moderator. All thermocouples were ungrounded, minerally insulated and
covered with Inconel sheath. The temperature measurement uncertainty for K-type
thermocouple was 1.4 °C at 850 °C and the for J-type thermocouple was £1.5 °C at
500 °C. The power analyzer was used to measure the power given to the test section.

3 Numerical Methodology

The 3D numerical analysis of channel housing disassembled fuel pins under steady-
state condition was performed using ANSY'S Fluent 19.0. The geometrical model of
the computational domain is shown in Fig. 2. The computational domain consisted
of PT, CT and fuel pins assembly having alumina sleeve and Kanthal heater as
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Fig. 4 Thermocouples position in the test section: a axial position, b circumferential position in
PT and CT, ¢ circumferential position in fuel pins

used in the experiment. The argon gas inside the annulus space between PT-CT
and inside the PT was also considered in the computational analysis. The length of
1 m was used for each component of the test section. Regarding mesh generation
strategy, the inflation layer was used to capture the temperature gradient in the fluid-
solid interfaces accurately. In the solid domain, a hexahedral dominant mesh was
used. The simple scheme was adopted to perform steady-state analysis. The mass
momentum, energy and radiation equations were discretized using the second-order
upwind scheme.
Continuity equation

V-(pV)=0 (1)
Momentum equation

V- (pVV)=—-Vp+V-1t+4pb 2)
Energy equation

Ve(peV)=Q0—=V-q+V-(V-1) 3)
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The radiative transfer equation (RTE) for an absorbing, emitting and scattering
medium at position r in the direction s is

4
dI(r,s) ocT* o, ) )
5 Fetolts) = anz7 + ﬁ I(r,s)p(s,s)dQ @)
0

The contact conductance of 2.0 kW/m?-°C between fuel pin to fuel pin and
between fuel pin to PT was considered. Since at high-temperature radiation mode
of heat transfer is predominant; therefore, radiation heat transfer was modeled using
the discrete ordinates (DO) model. The effect of gravity was considered for natural
convection. The temperature-dependent thermal properties were used for materials
of PT, CT, fuel pin and for the argon gas. These properties have been adopted from
the MATPRO. The Dirichlet boundary condition (constant surface temperature) was
used on the outer surface of the CT. The decay power of the fuel bundle simulator was
modeled by giving an energy source in the heater rods. The total power of 2.9 kW
is distributed in the fuel pins of first, second, third and fourth rings of fuel bundle
simulator in a particular ratio as described above.

4 Results and Discussion

The temperature of the fuel pins under the slumped condition obtained through
the experiment is shown in Fig. 5. Since there is a minimal axial variation in the
temperature of the fuel pin between sections C and D, so the graph has been plotted
by taking the average temperature at these sections as shown in Fig. 5.

The temperature of the fuel pin is found to decrease from center fuel pin to outer
fuel pins. The center fuel pin attained maximum temperature among the other fuel
pins. It is because of the resistance offered by the surrounding fuel pins to transfer
its decay heat. There is also an insignificant circumferential temperature gradient in
the center fuel pin as the percentage temperature between the top and bottom nodes
is 0.2% only. The presence of uniform contact conductance results in a uniform
temperature in each of the fuel pins of ring-2 and ring-3.

The temperature of each fuel pin of the outer ring is lowest among the other
fuel pins due to enhanced heat transfer through conduction to the surface of the
PT. The significant circumferential temperature gradient is developed in the fuel
pins of the outer ring, as seen in the fuel pin 20. The percentage temperature
difference of 7.1% is obtained between the nodes adjacent to PT and its diamet-
rically opposite node facing the fuel pin of ring-3. Similar temperature results
for the slumped fuel pins were predicted from the numerical analysis, as shown
in Fig. 6. It can be seen that here also center fuel pin attained the highest tempera-
ture while the lowest temperature is obtained by the fuel pins of the outer ring. The
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Fig. 5 Temperature distribution in the fuel pins
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Fig. 7 Circumferential temperature distribution in the PT

maximum percentage temperature difference of 4.1% is found between the experi-
mental and simulated results. The circumferential temperature distribution in the PT
for all axial sections (A, B, C, D, E and F) from experimental data is shown in Fig. 7.
It is seen that temperature is maximum in sections C and D.

It is also observed that for all axial positions, the temperature of the PT is found
to decrease from the upper half to the lower half. This is because of the enhanced
heat transfer through conduction from the fuel pins to the lower half of the PT. The
maximum percentage temperature difference of 4.2% is found been top and bottom
nodes. The numerical results also exhibit a similar temperature trend in the PT, as
shown in the figure. Figure 8 shows the circumferential variation in the temperature
of the CT. The insignificant temperature variation is found along its circumference
and length, which highlights the effectivities of the moderator as a heat sink under
critical break LOCA condition. The heat balance is performed to estimate the amount
the heat flow in the different parts of the test section. The details of the heat balance
are shown in Table 2.

5 Conclusions

From both experimental and numerical results, it is found that center fuel pin attained
the highest temperature and developed an insignificant temperature gradient. The
significant temperature gradient is found in the fuel pins of the outer ring that are in
contact with the PT. The temperature difference of around 30—40 °C is seen between
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Fig. 8 Circumferential temperature distribution in the CT
Table 2 Heat balance sheet
Parameter Heat (W)
Heat supplied to fuel bundle 2867.00
Heat loss through conduction from copper bus bar 183.41
Heat transferred to PT 2683.59
Axial heat loss from PT 51.55
Heat transferred to CT 2632.04
Axial heat loss from CT 0.51
Heat transferred to moderator 2557.32
Unaccounted heat 74.21
Percentage unaccounted heat (%) 2.59

the node facing the PT and its diametrically opposite node facing the fuel pin of
the third ring. The temperature distribution in the PT is greatly influenced by the
slumped fuel pins. The temperature difference of 30-50 °C is found between the top
and bottom nodes of the PT. The moderator acts as an effective alternate heat sink as
89% decay heat of the fuel gets transferred to the moderator during a critical break
accidental scenario.
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A Micro Multi-blade Vertical Axis Wind m
Turbine for Built-Up Areas L

Bavin Loganathan, Harun Chowdhury, Hamed Allehibi, Firoz Alam,
and Akshoy Ranjan Paul

Abstract Rising greenhouse gas emission and global warming compel the world
community to look for renewable energy sources to generate power. The renewable
wind energy provides an alternative to fossil fuel. A significant research attention
has been placed on the use of vertical axis wind turbine due to its low-wind opera-
tional capability. However, the effectiveness of traditional vertical axis wind turbines
(VAWT) in built-up areas is below expectation. Therefore, the primary objective of
this study is to develop a single stage drag-based multi-blade micro vertical axis wind
turbine which can generate a reasonable amount of torque and power in complex wind
conditions in built-up areas.

Keywords Vertical axis wind turbine - Wind tunnel - Power - Torque - Built-up
area

1 Introduction

In recent time, significant emphasis is put on power generation from clean and renew-
able energy sources. Harnessing wind energy to generate power can be materialized
using horizontal axis and vertical axis wind turbines. The vertical axis wind turbine
has drawn notable attention to researchers and engineers due to its cost, simplicity
and low wind operation capability. However its effective use in built-up areas is
constrained due to its less than expected in-situ performance [1, 2].

In urban built-up areas, the atmospheric wind becomes highly turbulent and
exhibits significant fluctuations in speeds and high variability of wind direction
caused by the urban structures and buildings [2, 3]. Under such wind conditions, hori-
zontal axis wind turbines are not effective power generators [4, 5]. Despite having
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some advantages (fewer moving parts, lower tip speed ratio, quieter, lower cost,
and insensitive to wind direction) over horizontal axis wind turbines, most vertical
axis wind turbines (Darrius or Savonius type) do not produce appreciable power in
built-up areas [6, 7].

In order to increase the torque and power of a drag-based turbine, the effect of gap
between two cylindrical halves has been investigated and reported in the literature
[8, 9]. The gap allows the air to pass through this gap from the concave section facing
the wind to the concave section of the blade opposing the wind as shown in Fig. 1.
In this study, a newly designed multi-blade turbine is shown in Fig. 2. A top view of
such turbine’s schematic is shown in Fig. 3.

Despite some studies have been undertaken to enhance the power output of Savo-
nius type wind turbines using straight blades, no work has been reported in the public
domain on a single stage multi-blade drag-based micro vertical axis wind turbine
(mVAWT) with semi-circular shaped blades. Moreover, no information is available
about the optimal clearance between two subsequent blades of a multi-blade drag-
based vertical axis wind turbines. Therefore, the primary objective of this study is
to develop an empirical relation between the number of blades, turbine effective
radius, blade radius and clearance between two subsequent blades to determine the
optimal blade configuration of a single stage drag based multi-blades vertical axis
wind turbine.

M
Veo i \
— M of) U
(a) Basic Savonius (b) Rotor with gap (c) Multi blade design

Fig. 1 Various Savonius type drag based vertical axis wind turbines adapted from [10]

40 0 0

8-bladed

Fig. 2 Side view of 8, 16, 24, 32, 40 and 48-bladed prototype turbines adapted from [11]
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Fig. 3 Schematics of 16 and 48-bladed wind turbine adapted from [10]

2 Methodology

Six prototype turbines’ blade numbers are: 8, 16, 24,32, 40 and 48. Micro vertical axis
wind turbine of 300 mm diameter with various blade configurations has been designed
and manufactured. The blade shape of each turbine is semi-circular with zero twisting.
It is single stage turbine. The blades are installed around the circumference of the
turbine by providing equal space with a clearance ‘c’ between two subsequent blades.
The blades are secured by two circular discs, made of Suntuf™ clear acrylic rigid
plastics (top & bottom) as shown in Fig. 3. The height of the turbine is 160 mm with
40 mm diameter blades. The blades are made of PVC to provide structural rigidity.

A vertical support and data acquisition system was developed as shown in Fig. 4
to position the turbine in the test section of the wind tunnel. The setup was positioned
200 mm above the tunnel floor to avoid the tunnel boundary layer effect. A torque
sensor (T20WN made by HBM) and a mechanical brake system have been integrated
with the support system which is shown in Fig. 4. The maximum capacity of the
torque transducer is 5 Nm with 0.01% accuracy. Data logging software supplied by
the torque transducer manufacturer was used to acquire the data (rotational speed and
torque). Torque transducer was calibrated before and after each set of test conducted.

The experimental investigation was carried out in RMIT Wind Tunnel. The tunnel
is a closed return circuit wind tunnel with a turntable to yaw a suitable model to the
wind direction. It has a rectangular test section with 3 m wide, 2 m high and 9 m
long. The cross-sectional area of the rectangular test section is 6 m?. The maximum
speed of the tunnel in the test section is approximately 145 km/h. Its turbulence
intensity is around 2%. The tunnel was calibrated prior conducting the experimental
investigation and the mean air speeds at the entry and at the test position in the tunnel
were measured with a modified National Physical Laboratory (NPL) ellipsoidal head
pitot-static tube connected through flexible tubing with a Baratron® pressure sensor
made by MKS Instruments, USA.

The wind tunnel tests were conducted at a range of wind speeds (4.5-8.5 m/s
with an increment of 1 m/s) for all prototype models. At each speed, the turbine
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Fig. 4 Experimental setup inside the wind tunnel

rotational speed (rpm) and torque (T) were acquired for all speeds. Measurements
were taken three times for each configuration at all wind speeds. The acquired data
was averaged to minimise the error. The minimum wind speed (4.5 m/s or 16.2 km/h)
was constrained by the ability of the turbine to overcome bearing frictional and
inertial resistance. The upper limit of wind speed (8.5 m/s or 30.6 km/h) was limited
by the structural rigidity and vibration of the turbine. It may be mentioned that the
average wind speed in built-up area at 10 m or below generally does not exceed to
8.5 m/s [3].

3 Results and Discussion

For each prototype turbine, the torque (7") and rotational speeds (w) were measured
for all wind speeds as mentioned in Sect. 2. The output power (P) generated by each
turbine was determined using equation

P=Tw (D

where:
P = Mechanical power (W)
T = Torque (Nm).

o = Rotational speed (rad/s).
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Fig. 5 Power as a function of rotational speed at all configurations

The mechanical power (W) as a function of rotational speed (w) for all wind
speeds have been plotted. The plot for 5.5 m/s wind speed for all prototype turbines
is shown in Fig. 5. This is the average wind speed generally encountered in the built-
up areas below 10 m height. The maximum power outputs for 8, 16, 24, 32, 40 and
48 blades turbine are 0.0261, 0.0864, 0.490, 0.6120, 0.3900 and 0.1776 respectively.
The 32 blades turbine produces maximum power (over 23 times more) compared to
8 blades turbine. The maximum power for 8§ blades turbine occurs at 30 rpm while
32 blades turbine at 120 rpm. The rotational speed has increased four times. At other
speed range, the 32 blades turbine produces higher power consistently.

One of the important performance indicators of a turbine is the power coefficient.
The power coefficient (Cp) is the ratio of mechanical power turbine produced and
the wind power as shown in Eq. (2).

Mechanical Power T,
Cp=——o — - @)
Wind Power 3Cppv3A

where T is the torque, w is the rotational speed, p is air density, A is the projected
frontal area of turbine (A = 2R,oor X H), the turbine effective diameter is d (d =
2R:ot0r) and the blade height is H. The tip speed ratio (1) is defined as the ratio of
the blade tip speed (wR,,,r) and free stream wind speed, (v) as shown in Eq. 3.
Where w is rotational speed of the turbine and R, is the effective turbine radius.

a)Rl’OtOl’

A= 3)

Voo
The power coefficients and tip speed ratios for all turbine configurations have
determined at all wind speeds. The power coefficient versus tip speed ratio for all
prototype turbines at 5.5 m/s is shown in Fig. 6a. The power coefficient increases
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Fig. 6 aPower coefficient as a function of Tip speed ratio of number of blades; b torque coefficient
versus tip speed ratio of different number of turbine

with the increase of tip speed ratio (A) until the peak level is obtained and then
it decreases; and finally becomes zero as the turbine attains its constant maximum
rotational speed. The maximum power coefficient of 0.13 is obtained by the 32 blades
turbine at A = 0.34 as shown in Fig. 6a. Hau [12] reported that a drag based single
stage vertical axis wind turbine can have the maximum theoretical power coefficient
of around 0.20.

Torque coefficient (Cy) is used to assess the torque generated by a wind turbine.
Wind turbines with higher value of C7 generally have higher torque values at low
wind speeds. This higher torque allows spinning the turbine at low wind speeds
which is very much desirable [13]. The Torque coefficient is defined as the ratio of
mechanical torque and the wind torque as shown in Eq. 4.

T

1= TviAr

“4)

where, T is the torque, p is air density, A is projected frontal area of turbine (A =
2R o10r X H), turbine effective diameter (d = 2R o(0r), turbine radius (R;o0r) and V' is
wind velocity.

The torque coefficient variation with tip speed ratio for all configurations is shown
in Fig. 6b. The torque coefficients achieved at 5.5 m/s wind speed are 0.100 at A =
0.029, 0.132 at A = 0.086, 0.385 at . = 0.143, 0.447 at A = 0.143, 0.58 at A =
0.143, and 0.265 at A = 0.114 for 8 blades, 16 blades, 24 blades, 32 blades, 40
blades and 48 blades configurations respectively. It is interesting to note that variable
torque coefficients were obtained at approximately the same tip ratio for 24, 32 and
40 blades wind turbines. The highest torque coefficient is obtained for the 32 blades
turbine. The lowest torque coefficient is obtained from the 8§ blades configuration. In
short, based on torque coefficient values, the ranking is as follows: highest 32 blades
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turbine followed by the 24, 40, 48, 16 and 8 blades turbine. The 32 blades turbine is
expected to perform well at lower wind speeds (<4.5 m/s).

A schematic flow pattern around a 16 and 32-bladed turbine in rotation is shown
in Figs. 7 and 8. It is noted that the flow in the midpoint section of the 16-bladed
turbine is not stationary compared to the 32-bladed turbine. It is also observed that the
flow at rear of the 16-bladed turbine is interacting with the rotating boundary layer
requiring huge power for the turbine to continue its rotation speed when compared to
the 32-bladed turbine. Hence, the power extracted from the incoming airflow in the
front blades are being spent by the rear blades resulting in lower power efficiencies.
It is clearly shown that the optimal gap between the two subsequent blades allows
for efficient interaction between the two flows (existing wind and rotating boundary
layer) allowing for efficient power generation (Table 1).

Volétile
V volatile .
rotating
; boundary layer
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Fig. 7 A schematic flow pattern around a 16-bladed turbine in rotation
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Fig. 8 A schematic flow pattern around a 32-bladed turbine in rotation
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Table 1 Production cost for one300 mm diameter turbine

Materials Specifications Quantity | Unit price (A$) | Total cost (A$)
PVC pipes 40 mm diameter with | 6 2.50 15.00
1 m length
Acrylic sheets 2400 mm x 1200 mm |2 55.00 110.00
General purpose | 30 ml/tube 3 35 10.5
adhesive
Aluminium flange | I m diameter with6m | 1 10 10
Steel Shaft length 1 20 20
Bearings 1 15 15
Labour For manufacturing (in | 1 100 100
hours)
Total 280.50
4 Conclusions

The study reveals that the 300 mm turbine with 32 blades configuration produces the
highest power at all wind speeds (5.5-8.5 m/s). The turbine produces a maximum
power of 0.61 W. The power coefficient (Cp) variation with tip speed ratio () for
300 mm diameter with 32 blades at 5.5 m/s wind speed is 0.125 at A = 0.343. This
indicates that the 300 mm diameter turbine with 32 blades can rotate faster at low
wind speeds which are typically encountered in built-up areas.
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Motion of a Solid Sphere Launched )
Vertically Upward in Water oo
and Deformation of Water Surface

by the Sphere

Kotaro Takamure and Tomomi Uchiyama

Abstract A solid sphere is launched vertically upward from water toward the air—
water interface, and the modulation of the sphere’s motion and the behavior of the air—
water interface induced by the sphere are investigated. Spheres with three different
densities p, are used: the almina sphere (o, = 3900 kg/m?), teflon sphere (pp =
2180 kg/m*), and duracon sphere (p, = 1360 kg/m?). Through a visualization exper-
iment on the motion of a sphere in water, it was demonstrated that the launch velocity
of the sphere can be set with high accuracy. When the sphere passes through the air—
water interface, it forms a complex interface while entraining water. Additionally,
spheres with small p, were demonstrated to not always vertically collide with the
air—water interface; this causes different behaviors of the spheres in the air.

Keywords Gas-liquid—solid three-phase flow - Deformation of interface -
Visualization

1 Introduction

Elucidating the motion of an object and the collision between the object and an air—
water interface can provide useful knowledge in the industrial field. Information on
the above phenomena can be used in a wide range of applications, such as reducing
wave resistance caused by interference between an object and an interface, and
predicting flow in a fluidized bed.

In existing researches, a solid sphere has often been used for examining the effect
of an object on air—water interface interference. Most researches using spheres have
been conducted via free fall from the air to the water surface. These studies have
clarified the details of the modulation of the sphere’s motion and the behavior of the
air—water interface [1-5]. However, research examining the case in which a sphere
rises from the water to the air— water interface is limited to the study on a buoyant
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rising sphere by Truscott et al. [6]. Therefore, the sphere’s motion and the air—water
interface behavior caused by the rising sphere are not as well understood as free fall
behavior.

In this study, three types of spheres (alumina, teflon, and duracon) with different
densities are launched vertically upward from water toward the air—water interface.
The modulation of the sphere’s motion and the behavior of the air—water interface
are investigated.

2 Experimental Set up

A schematic of the experimental equipment is presented in Fig. 1. Water is stored in
a transparent acrylic tank that has a test section of 0.4 m x 0.4 m x 0.4 m. A cylinder
with a length of 67 mm and an internal diameter of 19.3 mm is installed at the center
of the bottom of the tank, and a solid sphere with diameter d is placed at the top of the
cylinder. An iron rod with a cylindrical shape with a length of 170 mm and diameter
of 19.1 mm is placed inside the cylinder. The lower end of the iron rod and a coil
spring are connected in series. The distance between the bottom of the sphere and
the tip of the iron rod is 25 mm. The iron rod is pressed down vertically to compress
the coil spring, and it is fixed with a trigger. When pulling the trigger to release the
coil spring at t = 0, the iron rod moves upward in the cylinder, and the sphere is
launched into the water because the upper end of the iron rod strikes the sphere. The
launch speed of the sphere can be controlled by the compression displacement of the
coil spring. In this study, three types of spheres with different densities p, are used:
an almina sphere (o, = 3900 kg/m?), teflon sphere (op =2180 kg/m?), and duracon
sphere (p, = 1360 kg/m?). The diameter d of these spheres is 25.4 mm.

Figure 2 illustrates the acrylic tank (test section) and sphere launch cylinder. The
coordinate origin is at the center of the sphere at # = 0. The coordinate system has an

Solid —

sphere
Trigger —»
Coil
spring i

Fig. 1 Schematic of experimental setup
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400 mm

400 mm
L

Fig. 2 Schematic of acrylic tank and sphere launcher

x-y axis in the horizontal direction and a z-axis in the vertical direction. The distance
H from the coordinate origin to the water surface is 850 mm (H/d = 3.4). The inside
of the acrylic tank is illuminated by a light fixture (Godox) with 1024 LEDs arranged
in a plane. To equalize the light intensity inside the acrylic tank, a diffuser sheet is
attached to the wall of the tank on the lighting side. The motion of the launched
sphere and the behavior of the air—water interface are captured by a high-resolution
camera (SONY, RX100v). The spatial resolution is set to 1920 x 1080 dpi, and the
frame rate is set to 920 fps.

3 Results

Firstly, the time variations of a sphere’s displacement were measured. It should be
noted that 20 repeated measurements were performed for each sphere. To compare
the results of repeated measurements, a virtual origin zo was defined for z,. Figure 3
presents an example of the time change of z, immediately after launch. The maximum
value of time changes of z,, (i.e., the vertical position at which the sphere velocity is
maximum) is zo, while time is ¢y and the sphere velocity is wy.

Figure 4 illustrates the relationship between ty and wq for three types of
spheres. The results of 20 repeated measurements are distributed as indicated by
the open symbols. Figure 4 also presents averaged values and standard deviations
for repeated measurements. The variation of each sphere is within 4%, confirming
the reproducibility of this experiment.

Figure 5 presents the visualization results when using the teflon sphere with p,
= 2180 kg/m? as an example. The time at which the sphere passes the air—water
interface (z/d = 3.3) is denoted ¢;. The time is normalized by ¢* (=t; — to). The
Reynolds number based on wy and d is 6.6 x 10* The launched sphere travels
vertically in the water (( — to)/t* < 0.7) and interferes with the air—water interface



162 K. Takamure and T. Uchiyama

0 00l 002 003 004
f t [s]

Fig. 3 Example of time variation of z, immediately after launch

4 ' T pp [kg/m*] | Measured | Averaged
3900 ° »
2180 & A
I 1360 o s
) : g
g 3l g —as-H .
s 2 5 g
§ ,_.;_g o
- 2 4 B ]
B3 o
2 . ! . ! .
0 0.01 0.02 0.03
fo [s]

Fig. 4 Relation between w and f¢

z/d

o®®
s

0.0 0.5 1.0 1.5 2.0 2.5

Fig. 5 Visualization images of launched sphere with p, = 2180 and air—water interface
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Fig. 6 Time variation of the vertical displacement of sphere

(0.7 < (t — to)/t" < 1.2). When this interference occurs (1.2 < (t — o)/t < 1.5),
the air—water interface behind the sphere deforms in a complex manner. Even when
the sphere is completely separated from the air-water interface ((t — to)/t" > 1.5),
the water is entrained by the sphere, and the lower half of the sphere is surrounded
by water. In addition, a water column can be observed between the sphere and the
interface. The diameter of the water area around the sphere is approximately 2d, and
the width of the water column is approximately 0.5d.

Figure 6 illustrates the time variation of displacement z,, for three types of spheres
with different density p,,. It should be noted that one measurement result is provided
for each sphere. The initial velocity of the three spheres is almost equal. However,
in water (z/d < 3.3), a lower density p, leads to a lower velocity. This is because the
lower the density p, is, the smaller the inertial force applied to the sphere is, and the
greater the flow resistance of water is. Due to this speed reduction, a lower p,, leads
to a lower maximum height of the sphere.

The coefficient of the variation of z, that occurs in 20 repeated experiments is
presented in Fig. 7. The time is normalized by t* (= #; — to). The coefficient of
variation begins to increase after the sphere is launched, and reaches a maximum
value at the air—water interface ((f — fo)/t" = 1). This is due to the fact that the shape
of the sphere becomes unclear, as the air—water mixed flow covers the sphere at the
air—water interface. It should be noted that the coefficient of variation increase as
pp decreases in the region in which the coefficient of variation takes the maximum
value. The coefficient of variation at (t — #y)/t" > 2 also increases as the pp of the
sphere decreases. It is clear that a lower p, leads to a lower reproducibility of the
behavior of the sphere when passing through the air—water interface.

The trajectories of the three spheres in the y-z plane are presented in Fig. 8.
Each figure displays the results of four repeated experiments. Alumina spheres with
pp = 3900 kg/m? always rise in an almost vertical line. Teflon spheres with Pp
= 2180 kg/m? rise almost vertically; however, after passing through the air—water
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Fig. 8 Trajectory of spheres. a p, = 3900 kg/m3, b pp = 2180 kg/m3, and ¢ pp = 1360 kg/m?

interface, their trajectory changes its direction slightly to the left and right. A similar
phenomenon is also observed when a buoyancy sphere is used [6]. Duracon spheres
with p, = 1360 kg/m? are already scattered to the left and right in the water, and
after passing through the air—water interface, their trajectory greatly deviates from
the vertical line. As illustrated in Fig. 8, the behavior of the alumina sphere with
pp = 3900 kg/m? and the duracon sphere with pp = 1360 kg/m® greatly differs
after passing through the air—water interface. Therefore, the visualized images are
compared before and after the spheres pass through the air—water interface. Figure 9
presents the results for a sphere with p, = 3900 kg/m*. When the sphere reaches the
air—water interface ((f — to)/t" = 1.0, 1.2), the interface swells symmetrically on the
left and right of the center of the sphere. Thereafter, the sphere pulls the interface ((¢
— 19)/t" = 1.5), and the water droplets scatter around the sphere ((t — to)/t* =2.3,3.5,
4.5). Here, the scattering of the water droplets is almost symmetrical with respect
to the sphere. This signifies that the sphere is vertically incident on the air—water
interface.

Figure 10 presents an example of the imaging results when a sphere with p, =
1360 kg/m? passes through the interface. Figure 10a is a visualized image of the time
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Fig.9 Motion of sphere with p, = 3900 kg/m? and behavior of air—water interface
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Fig. 10 Motion of sphere with p, = 1360 kg/m? and behavior of air—water interface (1)

((t — to)/t" = 0.9) when the upper surface of the sphere collides with the air—water
interface. As represented by the dashed line, the air—water interface on the top of the
sphere is asymmetric with respect to the vertical line. As illustrated in Fig. 10b, c,
the shape of the water interface carried by the sphere is also largely asymmetric after
the sphere passes through the air—water interface. Figure 11 is a visualized image
captured under the same conditions as Fig. 10. It should be noted that the results
presented in Figs. 10 and 11 are obtained in independent experiments. As in Fig. 10,
the asymmetry of the air—water interface is also seen in Fig. 11. However, water is
entrained in the direction opposite to that in Fig. 10; thus, the reproducibility of the
experiment is not seen.

(a) (t-to)/t* = 0.9 (b) (t-to)/r* = 1.1 () (t-to)/t* = 1.3

Fig. 11 Motion of sphere with p, = 1360 kg/m? and behavior of air—water interface (2)
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As illustrated in Figs. 10 and 11, when the duracon sphere (p, = 1360 kg/m?)
passes through the water surface, the air—water interface on the top of the sphere is
asymmetrical. This is due to the fact that the sphere does not collide vertically with the
air—water interface. The Reynolds number of the sphere immediately before collision
with the air—water interface is Re = 2.3 x 10*. At this Reynolds number, a turbulent
vortex with large regular fluctuations is emitted behind the sphere placed in a uniform
flow [7]. Therefore, it is expected that the same structure as the vortex shedding
described in [7] can be observed behind the duracon sphere in this experiment.
Because the duracon sphere has the lowest density in this experiment, it is strongly
affected by the horizontal force of the vortex shedding. Thus, duracon spheres do
not collide perpendicularly with the air—water interface.

4 Conclusions

Spheres with a diameter d of 25.4 mm are launched vertically upward from water
toward the air—water interface, and the modulation of the spheres’ motion and the
behavior of the air—water interface are investigated. Three types of spheres with
different densities p,, are used: the almina sphere (0, = 3900 kg/m?), teflon sphere (p »
= 2180 kg/m?), and duracon sphere (p, = 1360 kg/m?). A visualization experiment
on the motion of a sphere in water demonstrates that the launch (initial) velocity
of a sphere can be set with high accuracy. When the sphere passes through the air—
water interface, it forms a complex interface while entraining water. In addition, it
is demonstrated that spheres with small densities p, do not always collide vertically
with the air—‘water interface, leading to different behaviors of the spheres in the air.
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Abstract This study investigates the flow on an inclined wall, especially focusing on
the relationship between the wall shear stress and the flow behavior. Flows of a wall
jet impinging on an inclined plate and rivulet flows is experimentally observed. An
aqueous luminous paint is applied to the wall, and the other experiment is also carried
out for a visualization of the washing ability of the water flow. The experimental result
shows that the paint located at the side of the straight rivulets disappears as soon as
the water passes through the region. A numerical simulation is also performed under
the same condition as the first experiment. It is found that high wall shear stress
regions lie in the side of the straight rivulets and the outer region of the bend in the
meandering ones. This result agrees with the experimental observations. A velocity
profile in the meandering rivulet indicates that the high shear region comes from the
high speed region of the bend and the liquid being thinner at the edge of the rivulet.

Keywords Experiments + Numerical simulation - Rivulet flow - Wall shear stress
magnitude

1 Introduction

A beverage can is used as a container of soft or alcoholic drink. The can is washed
by much water to remove tiny particles or plastic pieces right before it is filled with a
drink in the packaging process. The method of washing the can is simple: A water jet
is ejected into the can, flows along the can surface, and finally sweeps away the small
undesirable objects. The process, however, requires much water, and the reduction of
the water consumption is demanded in beverage industries. The industries have tried
to improve the washing process using a trial and error method, but it would seem
that there is room for further improvement of the washing process using a method
based on a physical investigation of washing the inside of the can.
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The phenomenon related to the washing process, that is a particle resuspension,
has been investigated by many research groups [1]. Some researches focus on the
hydrodynamic forces such as drag and lift which provide roll or sliding motion with
the particles [2, 3].

Phares et al. [4] experimentally showed the importance of the shear stress on
the particle resuspension in an air flow under a simple flow configuration such as a
two-dimensional channel flow. Their result was followed by a numerical simulation
performed by limura et al. [5]. There, however, is less study investigating the effects
of thin or rivulet water flows which often appear in the washing process on the particle
resuspension.

This study aims to investigate the flow phenomena relevant to washing process to
obtain the effective washing method with a small amount of water, focusing on the
relationship between the wall shear stress and the flow behavior.

2 Visualization of a Water Flow on a Flat Plate

First, we study a water flow on a flat plate instead of an actual beverage can to
understand the fundamental aspects of the flow and its wall shear stress. Figure 1
shows an experimental setup for flow visualization. A water is issued at the flow
rate of 3.0m*/min. from a nozzle located 150 mm above an acrylic plate, which is
inclined at an angle 6 = 15°. The water from the nozzle falls on the plate and spreads
over it and then flow down. This motion of the water is recorded at 60 FPS with a
camera (CASIO, EOS Kiss X4). The experiment is performed in a dark room, and
multiple lights are set around the plate for better visibility of the water surface. The
recorded images are post-processed to enhance the water surface shape.

Water inlet!r3.0m3/min
‘ Nozzle Water inlet
(d=15mm) l
D Nozzle %amera

150mm

Acrylic plate

lGravity

(a): Perspective view (b): Side view

Acrylic plate
300mm

=15

Fig. 1 Visualization experimental equipment of the water flow



Study on Washing Ability of Water Flows 169

3 Numerical Simulation

The same flow field as described in the previous section is numerically simulated
by solving the 3D unsteady Navier—Stokes eqs. We use a finite volume method with
the second-order upwind scheme and the second-order time integration, and the time
step is 2.0 x 10™*s. The VoF method is used for handling the free surface.

Figure 2a shows the computational domain, which consists of the region for
the water from the nozzle and the region over the plate. The computational mesh
distribution in the cross section is shown in Fig. 2b. A hexahedral mesh is used and
is refined to about 0.1 mm along the paths of the water, and the mesh size elsewhere
is about 20 mm. The total number of the computational mesh is about 8 million.

Table 1 shows the physical properties used in the simulation. The contact angle
between the acrylic plate and the water shows hysteresis and is taken into account in
the simulation. We measure the advancing and receding contact angles by another
experiment, and they are shown in Table 2.

Omm (Maximum mesh size)

160mm

750mm

Gravity

(a): Perspective view (b): Cross-sectional view

Fig. 2 Computational domain

Table 1 Physical property values

Water Air
Density (kg/m®) 997.6 1.18
Viscosity coefficient (Pa s) 8.89 x 1074 0.186 x 1074
Surface tension (N/s) 74 x 1072
Table 2 Dynamic contact angle
Advancing Reciding

Contact angle (°) 93.0 46.0
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Fig. 3 Experimental and numerical result of the flow over the flat plate

4 Experimental and Numerical Results

Figure 3 shows the shape of the water surface flowing on the flat plate. At =0.25 s
after the water from the nozzle impinges on the flat plate, it spreads forming a thin
disk-like shape, as shown in Fig. 3a. At the tip of the disk, the fingering instability
appears. The numerical result is qualitatively consistent with the experimental one,
but the fingering is more intense in the experiment.

Then, the water flows down the plate splitting into two rivulets, as shown in Fig. 3b.
In the experiment, these rivulets wind unsteadily. In the numerical result, however,
this winding of the rivulet cannot be observed, and the rivulet is wider than the
experimental result. The excess numerical diffusion might smear the water surface,
and thus, the fingering and the winding of the rivulets become less pronounced.

5 Washing Ability of the Water Flow

We study the washing ability of the water flow on a flat plate again both experimentally
and numerically.

In the experiment, we directly evaluate the washing ability by visualizing stains
applied on the flat plate being washed out by the water flow over the plate. Figure 4
shows the experimental setup. We use aqueous fluorescent ink as stains and apply it
on the acrylic plate. The water issued from the nozzle, as described in Sec. 2, flows
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Water l
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Gravity \
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(a) : Perspective view (b): Side view

Acrylic plate

Fig. 4 Experimental equipment conducted to investigate wall shear stress

down the plate and washes away the stains. The stains are illuminated by the light
underneath the plate, and the motion of the water and the stains being washed away
are recorded with a camera placed above. The regions where the stain is removed
can be seen as white regions. The other conditions of the flow field are the same as
those in Sect. 2.

Figure 5 shows the time sequence of the stain being washed by the water flow.
At t = 0.5 s (Fig. 5b), the water over the plate forms straight rivulets, and the stain
is wiped at the edges of the rivulets. Then, as shown in Fig. S5c, some of the rivulet
begins to wind. In the winding rivulets, the stain is more washed away at the outer
edge of the winding rivulet than at the inner edge. In this flow field, the wall shear
stress plays a dominant role in washing the stain, and this result shows that the water
flow on the plate has higher wall shear stress at its edges.

Now, we plot the wall shear stress of the numerical result in Fig. 6. The enlarged
view of the rivulet (Fig. 6b) shows that the wall shear stress becomes large at the edge
of the rivulet, and this agrees with the experimental result. The rivulet sometimes
winds, and the shear stress of a wound rivulet is shown in Fig. 6¢. The highest shear
stress is observed at the outer side of the wound rivulet.

Now, we observe velocity profiles for a detailed discussion. Figure 7a shows the
wall shear stress distribution of the winding rivulet and the velocity magnitude in the
cross section of the rivulet. The region shown in Fig. 7a corresponds to that of Fig. 6c¢.

Straight rivulet ~ Winding rivulet

(a) Initial state (b) 0.5sec (c) 0.8sec (d) 2.5sec

Fig. 5 Results of experiments conducted to investigate wall shear stress
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Fig. 7 Velocity profiles and wall shear stress of the meandering rivulet.
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The velocity magnitude distribution indicates that the high speed region lies in the
outer rim of the bend, which is thicker than the inner region due to the centrifugal
force.

Figure 7b shows the velocity profiles at the high wall shear region, the highest
speed region, the inner region of the winding rivulets, and these locations are denoted
by A, B, and C in Fig. 7a, respectively. The vertical axis represents the height from
the wall normalized by those of the rivulet, and the horizontal axis is the velocity
normalized by those at the surface of the rivulet. The velocity profiles of the Blasius
solution and the turbulent boundary layer are also plotted in Fig. 7b. The experimental
profiles are close to those of the Blasius solution, and this water flow seems to be
laminar.

The velocity profile C at the inner region is obviously different from the others. A
comparison of two profiles A and B in Fig. 7b shows that the two curves agree with
each other near the wall. This agreement in the velocity profile near the wall means
that the non-dimensional wall shear stresses are almost the same. On the other hand,
the dimensional quantity, that is the wall shear stress, depends on the edge velocity
and the thickness of the rivulets. Thus, it is found that the edge velocity and the
thickness are some of the most important parameters on the wall shear stress in the
rivulet flows and the high shear region in this flow comes from the high speed region
of the bend and the liquid being thinner at the edge of the rivulet.

6 Conclusions

Flows of a wall jet impinging on an inclined plate and rivulet flows were experi-
mentally and numerically investigated. The flow shape in the numerical result agrees
with the experimental one. An aqueous luminous paint was applied to the wall, and
a similar experiment to the first one was carried out to validate the numerical obser-
vation. The experimental result shows that the paint located at the side of the straight
rivulets disappears as soon as the water passes through. The numerical results show
that the region with a high wall shear stress was located in the both sides of the
straight rivulets and the outer region of the bend in the meandering ones. It is found
that the edge velocity and the thickness are some of the most important parameters
on the wall shear stress in the rivulet flows.
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On the Local Axisymmetry of a Vortex )
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Viclav KolaF and Jakub Sistek

Abstract The local 3D cylindrical axisymmetry of a vortex is examined. Simple
scalar quantities with a clear geometrical interpretation are introduced as suitable
analytical tools for visualization of the local axisymmetry and skewness of the flow
in the domain characterized by complex eigenvalues of the velocity-gradient tensor.
Both complex and real eigenvectors are employed, including the real-valued dual-
eigenvectors representing the orthogonal elongated directions in the swirl plane. The
proposed quantities are applied to an impulsively started incompressible flow around
an inclined flat plate.

Keywords Vortex - Axisymmetry + Velocity-gradient tensor - Complex
eigenvectors + Dual-eigenvectors

1 Introduction

The physical reasoning for vortex identification includes a number of “required prop-
erties” of both Eulerian and Lagrangian nature, see, among others, the recent review
paper by Epps [1], and thesis of Holmén [2]. Up to now, in view of numerous vortex-
identification applications, the central position still belongs to Eulerian local region-
type methods (i.e., aiming at vortex region) based on the velocity-gradient tensor Vu,
though these criteria are not providing the same results in different rotating frames
(cf. the requirement of frame indifference according to Haller [3]). The widely used
3D vortex-identification criteria include Q (Hunt et al. [4]), A, (Jeong and Hussain
[5]), A (Dallmann [6], Vollmers et al. [7], Chong et al. [8]), and A.; (Zhou et al. [9]).
According to Chakraborty et al. [10] and Gao and Liu [11], these pointwise criteria
derived from Vu can be mostly regarded as eigenvalue-based criteria, though the
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quantity X, can be expressed in terms of the eigenvalues of Vu in the special case only
when the eigen-basis vectors are orthonormal [10]. Further, the eigenvector-based
definition of the recently introduced vortex vector has been proposed in [11]. It is
not without interest that the line-type vortex-identification schemes (i.e., aiming at
vortex skeleton) may also successfully employ both the eigenvalues and eigenvectors
of Vu as shown in the algorithm of Sujudi and Haimes [12].

The present study concentrates on the property of axisymmetry of Vu, or more
precisely, on the measures of departure from the local flow axisymmetry of a vortex
expressed via the eigenvectors of Vu in the region in which the eigenvalues of Vu are
complex (a pair of complex conjugate eigenvalues occurs). To study the symmetry
property of a vortex is not new. Nakayama [13] examined in detail the properties of
symmetry (axisymmetry or skewness) of the vortical flow in the swirl plane, that is,
in the plane spanned by the complex eigenvectors of Vu. The vortex properties of
“swirlity” and “sourcity” in a planar cross-section have been introduced by decom-
posing the flow-field into azimuthal and radial parts [13]. For the application of a
symmetry (or skewness) eigenvector-based measure in the swirl plane, see Nakayama
et al. [14]. However, the main difference in the present contribution lies in simul-
taneous approach to all the three eigen-basis vectors including the real eigenvector.
Consequently, its corresponding skewness relative to the swirl plane, or relative to
the complex eigenvectors (contained in the swirl plane), is taken into account and
simple analytical tools are proposed. That is, here, we deal with the full local 3D
cylindrical axisymmetry of vortical flows while previous studies [13, 14] dealt with
the symmetry aspects in the swirl plane only.

2 Departure from the Local Cylindrical Axisymmetry

The ideal local cylindrical axisymmetry of the flow described in terms of Vu and
conveniently expressed in the frame of strain-rate principal axes reads (without loss
of generality and applicability to compressible flows, the strain rate is assumed
deviatoric; vorticity and strain-rate components are denoted through w and o,
respectively)

-0 —w 0
Vu=| w -6 0 |. (D
0 0 20

Such a local axisymmetry expressed by Vu is fulfilled provided that (i) the strain-
rate tensor (the symmetric part of Vu) is axisymmetric, and (ii) the vorticity vector
coincides with the strain-rate axis of axisymmetry (recall that the vorticity tensor is
given by the antisymmetric part of Vu). The relative motion near a point according
to the axisymmetric strain-rate tensor in (1) represents a uniaxial isochoric stretching
(or contraction) coupled with a uniform radial contraction (or stretching).
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Let us show that the necessary and sufficient condition for an arbitrary input
Vu with non-zero vorticity to be axisymmetric is the orthogonality of eigen-basis
vectors. This orthogonality condition is equivalent to the condition that Vu represents
a normal matrix. That is, redenoting Vu simply by G,

GG' =G'Gor (GG" - G'G) =0. (2a, b)
Let us examine the 3 x 3 matrix (GGT — GTG) in the reference frame of strain-
rate principal axes for not necessarily divergence-free input G with non-zero vorticity

(i.e., representing an arbitrary asymmetric tensor)

0y —w3 w3

G = w3 o0y —w |, 3)
—wy W] 03
0 2w3(01 — 02) 2w2(03 — 01)
GG" - G'G = | 2w3(01 — 02) 0 2w1(0r — 03) |. 4)
2an (03 — 01) 2w1(02 — 03) 0

According to the structure of the symmetric matrix (4), the condition (2a, b) is
satisfied only by the ideal local cylindrical axisymmetry of the velocity-gradient
tensor expressed by (1). Note that the principal strain-rate differences in (4) describe
just a deviatoric motion assumed already for simplicity in (1).

The structure (1) has a pair of complex conjugate eigenvalues. For an arbitrary
asymmetric input G, the existence of complex conjugate eigenvalues ensures the
largest volumetric region of a vortex core among the widely used local region-type
criteria O, Ay, A and A.; for all practical purposes [10] while a priori excluding
non-zero vorticity non-swirling regions like shear layers. Consequently, in a local
reference frame moving with the examined point, the streamline pattern is spiralling
or closed on a plane spanned by the complex eigenvectors (the so-called swirl plane).
Within the critical-point theory, these points are elliptic ones (focus or center). The
corresponding eigen decomposition of the velocity-gradient tensor in the domain
characterized by complex conjugate eigenvalues (shortly, the complex domain) reads
where (A, i), A,) denote the eigenvalues and (v, + iv,;, v,) stand for the asso-
ciated eigenvectors. The condition that the discriminant of the characteristic equation
for G is positive, A > 0, implies that G has complex eigenvalues (A; > 0). For incom-
pressible flows, the discriminant A reads A = (Q/3)? + (R/2)?, where Q and R are
the second and third invariants of G [8]. For compressible flows, the same condition
holds for deviatoric quantities [15].

| I | )‘cr + i)‘ci 0 0
G = Ver +iVei Vop — iV ¥, 0 Aer — ke O
| | | 0 0o
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-1

Ver + ivci Ver — ivci Vr (5)

The departure from the local 3D cylindrical axisymmetry (1) leading to the
inequality (GGT — GTG) # 0 can be examined through the non-orthogonality of
eigen-basis vectors within the region of complex conjugate eigenvalues (A £ i);).
However, the pair of associated complex conjugate eigenvectors (V. £ iv.;) is not
unique as multiplying them with any complex number yields another valid pair.
Following the related asymmetric tensor analysis in [ 16, 17], the swirl plane spanned
by the complex eigenvectors can be conveniently expressed in terms of the real-
valued dual-eigenvectors representing the orthogonal elongated directions of the
local linearization near a point in the complex domain. For the determination of
dual-eigenvectors, see Appendix.

The first-choice approach toward expressing the departure from the 3D cylindrical
axisymmetry by a single scalar function is proposed in terms of cosines of angles
between three pairs of eigenvectors (using a generalized dot product for vectors
with complex entries). A pair of complex conjugate eigenvectors is given in terms
of the dual-eigenvectors in the form (a* +i b*), see Appendix. Denoting the three
mutual angles between eigenvectors (where the three eigenvectors are simply labeled
1, 2, 3) €12, €23, and €31, expressing the cosine measure of non-orthogonality, and
conveniently shifting the negative of it for an easier isosurface visualization to a
measure of orthogonality, denoted as 8,5, we obtain

Scos = 1 — \/[(cos £12)” + (cos £23)* + (cos £31)*]/3. (6)

Due to its different nature, we may need to distinguish between (i) the skewness
in the swirl plane and (ii) the real eigenvector skewness relative to the swirl plane.
For this purpose, an alternative axisymmetry measure is proposed below. The main
reason is as follows: even the ideal cylindrical vortex exhibits (outside the vortex
axis) local shearing due to a relative rotational motion of concentric layers and
the resulting complex-eigenvector skewness in the swirl plane may be therefore
considered as an inherent vortex property. On the other hand, the non-orthogonality
of the real eigenvector relative to the swirl plane stems from the 3D shearing effects
of different geometrical configuration than the “inherent local shearing” in the swirl
plane (reflected by the planar elliptic critical points). For more general 3D approach to
combining (superimposing) shearing components in terms of the purely asymmetric
tensors interpreted through material shearing elements of the relative motion near a
point as planes, lines, or points, see Kolar [18].

According to the Appendix, the swirl plane can be characterized by the mutually
orthogonal major and minor dual-eigenvectors. The ratio |b* | /|a*| of minor to major
dual-eigenvector magnitudes has been employed in [13, 14] to describe the relative
axisymmetry or skewness in the swirl plane in the range (0, 1). This ratio can be
related to 8, if denoting the angle between complex eigenvectors (a* +i b*) simply
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real T circular cylinder
% | oblique elliptic cylinder
' \S¢ major dual
- . -

e :

minor dual / !

Fig. 1 Scheme of eigenvectors for the derivation of the volume measure 8y, (eigenvector length
not in scale)

as g, |b* | /|la*| = tan(e/2). Further, we can equivalently interpret this ratio of dual-
eigenvector magnitudes as the area ratio of the skewed elliptical area to the full
circular area (of the radius of major dual-eigenvector magnitude). Note that the
ideal circular geometry near a point is associated with the local rigid body rotation
in the swirl plane while the skewed elliptical shape indicates an inherent shearing
component in the swirl plane. The skewness is proportional to the shearing component
relative to the swirling component.

The planar axisymmetry or skewness expressed through the area ratio can be easily
extended to a 3D cylindrical axisymmetry or skewness by means of the volume ratio.
In the present context, this ratio is conveniently expressed in the range (0, 1) by the
relative volume of an oblique elliptic cylinder to the volume of an ideal circular
cylinder, as shown in Fig. 1. The relative volume of an oblique elliptic cylinder is
given by the relative elliptical base area |b* | /|a*| times the relative oblique-cylinder
height. For a unit height of the circular cylinder, the relative height of the oblique
elliptic cylinder is given by sin & where o denotes just the angle of the real eigenvector
(of arbitrary direction!) relative to the swirl plane, as indicated in Fig. 1. The proposed
volume measure J,, of cylindrical axisymmetry then reads

8ol = (|b*|/]a*]) - sina. (7)

3 Application

Both measures, §.0s and dy], have been applied to an impulsively started incompress-
ible flow around a flat plate (aspect ratio 2) at an angle of attack of 30 deg solved
numerically for Reynolds number Re = 300. Details about the numerical simulation
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of this problem can be found in Sistek and Cirak [19]. Figure 2 shows the isosur-
face outcome of §., (virtually embedded in the complex domain) alongside with the
isosurface of the complex domain at A.; = 0.1 (a low threshold of X; is necessary to
avoid a noisy region close to zero isovalue). Unlike the quantity X.; representing the
local swirling strength (strictly said, the time period for completing one revolution of
the streamline on the plane spanned by the complex eigenvectors is given by 2m/X;
[10]), the quantity &, reflects the geometry of G and its isosurface is always a subset
of the complex domain, A.; > 0.

Figure 3 shows the results for d,, alongside with the isosurface of the complex
domain at A.; = 0.1. Figure 4 separates the main components of the multiplication
(7) to distinguish both the skewness in the swirl plane by |b*|/|a*| and the real
eigenvector skewness relative to the swirl plane by sin «. The observed values of «

right)

Fig. 3 Flow around a flat plate: Complex domain (isovalue A.; = 0.1, left) and 8,0 (isovalue 0.45,
right)
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Fig.4 Flow around a flat plate: The ratio |b* | /la*| (isovalue 0.5, left) and sin « (isovalue 0.9, right)

are relatively significant, typically ranging between /4 and 7/2. The threshold 0.9
employed for sin « in Fig. 4 corresponds to « = 64 deg. Interestingly, the near wake
structures, with the exception of longitudinal “vortex legs” persisting far downstream,
are characterized by relatively higher values of «. However, the longitudinal vortices
tend to exhibit relatively significant skewness of the real eigenvector to the swirl
plane. A plausible explanation could be a longitudinal shearing motion oriented
downstream in the main flow direction associated with a strong axial component of
the resulting helical motion similarly as for wingtip vortices.

Figure 5 compares the outcome for both measures dealing with cylindrical
axisymmetry, 8yo and 8.5, indicating a fairly good similarity.

Fig. 5 Flow around a flat plate: Comparison of 8,01 (isovalue 0.45, left) and .05 (isovalue 0.55,
right)



182 V. Kol4t and J. Sistek

4 Conclusions

The property of the local 3D cylindrical axisymmetry of a vortex is examined as
an extension of previous studies dealing with the symmetry aspects in the swirl
plane only. Simple scalar quantities, cosine measure §.,s defined by (6) and volume
measure &y, defined by (7), are proposed as suitable analytical tools for visualization
in the complex domain of the velocity-gradient tensor. Both measures have a clear
geometrical interpretation and provide reasonably similar results as shown in Fig. 5.
The components of the volume measure 8, are also depicted separately in Fig. 4
to distinguish between complex-eigenvector skewness (in the switl plane) given by
|b* | /la*| and the real eigenvector skewness (to the swirl plane) given by sin . It
is shown that, unlike near wake structures, the longitudinal vortices persisting far
downstream exhibit relatively significant skewness of the real eigenvector to the
swirl plane due to longitudinal shearing motion. This motion, oriented in the main
flow direction, is associated with a strong axial component of the resulting helical
motion similarly as it can be found for wingtip vortices. Finally, the role of the
quantity (GGT — GTG) used at the beginning of Sect. 2 needs further investigation
in the complex domain (where the discriminant A is positive). The calculation does
not need the eigen decomposition, however, it lacks a clear interpretation for (GGT
- G'G) #£0.

Acknowledgements This work was supported by the Czech Science Foundation through Grant
18-09628S, and by the Czech Academy of Sciences through RVO:67985874 and RVO:67985840.

Appendix

The determination of dual-eigenvectors is briefly summarized according to [16].
Assume a real matrix with a pair of complex conjugate eigenvalues as in (5).
The complex eigenvectors are not unique since multiplying either of them with a
complex number yields another set of eigenvectors. However, if (@ + ib) is an eigen-
vector corresponding to the eigenvalue (A, + iA;) then (a — ib) is an eigenvector
corresponding to (A., — iX.;). The multiplication by a complex number reads.

(cos¢ + isin¢)(a + ib) = (acos ¢ — bsin ¢) + i(asin ¢ + bcos p) = (a* + ib*).
(8)

The need to define a unique pair of complex eigenvectors leads to the natural
choice of a pair of real-valued vectors (a*, b*), the so-called dual-eigenvectors, that
are mutually perpendicular. To satisfy the orthogonality condition a* - b* = 0, it
requires leading to a quadratic equation for tan ¢ of the form

(acos ¢ — bsin ¢) - (asin ¢ + bcos¢p) = 0, )
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a-b(tang)* + (16> — lal*)tang —a - b = 0. (10)

This quadratic equation has usually two distinct solutions which are mutually

perpendicular. To cope with the problem of two different ways to align them we
choose the solution (a*, b*) for which |a*| > |b*|. Then a* denotes the major
dual-eigenvector and b* denotes the minor dual-eigenvector.

References

DO —

10.

12.

13.

14.

15.
16.

18.

19.

Epps BP (2017) Review of vortex identification methods. AIAA Paper 2017-0989

. Holmén V (2012) Methods for vortex identification. Master ‘s Theses in Mathematical Sciences

LUTFMA-3239-2012, Lund University Libraries

Haller G (2005) An objective definition of a vortex. J Fluid Mech 525:1-26

Hunt JCR, Wray AA, Moin P (1988) Eddies, streams, and convergence zones in turbulent
flows. Report CTR-S88, Center for Turbulence Research, Stanford, pp 193-208

Jeong J, Hussain F (1995) On the identification of a vortex. J Fluid Mech 285:69-94
Dallmann U (1983) Topological structures of three-dimensional flow separation. TR-221-82-
A07, DLR, German Aerospace Center, Goettingen

Vollmers H, Kreplin H-P, Meier HU (1983) Separation and vortical-type flow around a prolate
spheroid—evaluation of relevant parameters. In: Proc. of the AGARD Symp. on Aerodynamics
of Vortical Type Flows in Three Dimensions AGARD-CP-342, Rotterdam, Netherlands, April
1983

Chong MS, Perry AE, Cantwell BJ (1990) A general classification of three-dimensional flow
fields. Phys Fluids A 2(5):765-777

Zhou J, Adrian RJ, Balachandar S, Kendall TM (1999) Mechanisms for generating coherent
packets of hairpin vortices in channel flow. J Fluid Mech 387:353-396

Chakraborty P, Balachandar S, Adrian RJ (2005) On the relationships between local vortex
identification schemes. J Fluid Mech 535:189-214

. GaoY,LiuC (2018) Rortex and comparison with eigenvalue-based vortex identification criteria.

Phys Fluids 30(8):085107

Sujudi D, Haimes R (1995) Identification of swirling flow in 3-D vector fields. AIAA Paper
1995-1715

Nakayama K (2014) Physical properties corresponding to vortical flow geometry. Fluid Dyn
Res 46(5):055502

Nakayama K, Ohira Y, Yamada S (2014) A new parameter in vortex identification and
visualization: symmetry of vortical flow. ASME Proc. - Paper IMECE2014-39859

Kolar V (2009) Compressibility effect in vortex identification. AIAA J 47(2):473-475

Zheng X, Pang A (2005) 2D asymmetric tensor analysis. In: Proc IEEE Visualization 2005,
Oct 2005

. Zhang E, Yeh H, Lin Z, Laramee RS (2009) Asymmetric tensor analysis for flow visualization.

IEEE Trans Vis Comput Graph 15(1):106-122

Kolat V (2007) Vortex identification: new requirements and limitations. Int J Heat Fluid Flow
28(4):638-652

Sistek J, Cirak F (2015) Parallel iterative solution of the incompressible Navier-Stokes equations
with application to rotating wings. Comput Fluids 122:165-183



A Computational Analysis of Fluid )
Mixing Characteristics Inside L
a Microchannel by Pulsating Streams

Dhiman Roy, Taufiq Hasan, A. B. M. Toufique Hasan,
and A. K. M. Sadrul Islam

Abstract In a microfluidic channel, mixing becomes troublesome as it is obviously
constrained by mass diffusion at low Reynolds number. This work computationally
analyzes the use of pulsating streams for possible enhancement of fluid mixing in
a microchannel at Reynolds number of 0.2. A simple two-dimensional T-shaped
microchannel is considered for this study. Two pulsatile streams are kept out of
phase by 90° while the pulsation frequency is kept constant at 7.5 Hz. However, the
ratio of pulse amplitude to base velocity has been varied in the range of 5.0-12.5.
Moreover, the ratio of pulse amplitudes of two streams has been changed from 1.0 to
2.0. It is observed that an increment of pulse amplitude to base velocity ratio results
an increase in the degree of mixing inside the microchannel. In addition, fluctuation
characteristics in mixing degree decrease with an increase in pulse amplitude. In case
of varied pulse amplitudes of two streams, results showed that the quality of mixing
is enhanced by increasing the ratio until 1.7. Finally, the required minimum length
of a microchannel for a specific degree of mixing is identified from the results of the
present work.
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1 Introduction

Microfluidics refers to such devices which control and manipulate fluid flows with
length scales less than a millimeter. Microfluidics is getting special attention and
experiencing massive progress for its impressive potentials in many advanced tech-
nical applications. Such applications in DNA microarrays, drug invention, and lab-
on-a-chip devices require mixing of various reagents. In these microscale devices,
fluid flow is laminar and mixing of reagents mostly relies on diffusion which makes
it very challenging. Moreover, it is required to have a good quality of mixing
within a standard time limit, rational channel length, and at a cost-effective power
consumption [1].

The principle of minimizing the diffusion distance is applied in many micromixers
to ensure rapid mixing. It can be done using miniature agitators. Other techniques
involving external energy source or by smart geometrical manipulations which
induce secondary flow and promote chaotic advection. The quality of mixing can
be enhanced significantly by combining these both methods. Micromixers can be
classified as active and passive. Active micromixers use an external source of energy
such as ultrasonic vibration, electro-osmosis, magnetic-force-based techniques, and
so on. This type of micromixers need an additional control system to regulate the
streams to be mixed. On the other hand, in passive micromixers, mixing relies on
molecular diffusion assisted by geometrical manipulations. Due to complexity in
manipulating microscale geometries, passive micromixers are sometimes very diffi-
cult to manufacture [2]. Glasgow and Aubry [3] proposed that the microfluidic mixing
can be greatly enhanced by using pulsating steams. They studied fluid mixing under
pulsating flow condition in a T-channel. It is the combined effect of geometrical
manipulation and external excitation. Fluid is pulsed from two inlets to periodically
distort the interface between the reagents to enhance mixing. Glasgow et al. [4],
and Goullet et al. [5] also studied mixing behavior using time pulsing in different
channel geometries focusing on mixing in a T-channel configuration by varying some
dimensionless parameters and studied their effect on the mixing process. The results
from the studies [3—5] do not account for some important factors like flow reaching
the quasi-stationary state, appropriate time step size, sufficiently small mesh size,
proper channel length, energy consumption, etc. With a view to refining these find-
ings, Cheaib et al. [6] investigated the effects of pulse frequency, phase difference,
sidewalls, and Reynolds number on the degree of mixing.

In this present work, computational fluid dynamics (CFD) simulations are
employed to investigate the effect of a wide variety of pulse amplitudes on the
quality of mixing and the mixing length. This also focuses on the effect of different
ratios of pulse amplitudes of the two pulsating streams imposed at the inlets of the
microchannel.
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2 Numerical Method and Validation

In this study, mixing between two fluids in a T-channel by pulsating streams is studied.
The inlet velocities of the two streams are defined as

Vi(t) =V + 8V, sinQuft) (1)

Vo(t) = V 4 8VosinQRu ft + ¢) 2)

where V is the base velocity, f is the pulsating frequency, and ¢ is the phase shift.
8V and 6V, are the amplitude of pulsations of stream 1 and stream 2, respectively.
Quality of the mixing process is quantified by the average degree of mixing. It is
expressed as

[y (€ = Ema)?V - 1dA
[ 62V - dA

max

i=1- 3)

where A is the channel cross section, # is the unit vector normal to differential area
dA, V is the velocity vector, £ is the mass fraction, and &,,x is mass fraction of
perfect mixing (& nax = 0.5). Moreover, it = 1.0 is the complete mixing whereas &
= 0 means no mixing.

The two-dimensional geometry used for the study is shown in Fig. 1a. The inlets
are set as velocity inlet while the exit is set as pressure outlet. The waveform of the
pulsating velocities applied at the inlets is shown in Fig. 1b and given by Egs. (1) and
(2). Here, t represents time and 7 stands for pulsation period. A mixture of two fluids
with identical properties like water is considered as working fluid. The density and
kinematic viscosity of water are set at 1000 kg/m> and 0.001 kg/ms, respectively. The
diffusion co-efficient is set at 10~'° m?/s. The diffusion co-efficient of biomolecules

Vek{]city inlet 1 0.015r
f ] 0.01F
g :
& y 0.005
3] > N
— L=3mm i z v
Pressure = 0
I X 5 | == outlet 3
£ No slip walls W =0.2 mm 2 r
g -0.005f
& N
— ~—=W=0.2mm 00l ——m——— Base velocity, I
i Velocity at inlet 1, V,
K [ ——e—— Velocity atinlet 2, V,
Velocity inlet 2 -0.015
(2 (b)

Fig.1 a Geometry and boundary conditions. b Pulsating velocities at the inlets



188 D. Roy et al.

in water is of the order of 1070 [7]. A structured grid is employed throughout the
computational domain. The total number of cells is about 44,000.

The following dimensionless parameters are introduced to non-dimensionalize
the governing equations for the present problem

U
%
= 0 cC =
P= oL we
where (x, y) are coordinates along the mixing channel and along the channel width,
respectively. The star superscript is used for dimensionless variables. U = 2V is the
characteristic speed, L is the channel length, W is the channel width, 7 represents
time, f is the pulse frequency, p represents pressure, c¢ is the concentration of a
species, and c is the reference concentration.
The governing equations are presented in dimensionless form for parallel flow in
the x-direction, i.e., v = (u, 0, 0).

8 *
Continuity equation au =0 4)
X *

. ou* ap* 92u*
Momentum equation St Re = - + 5)
or* ox*  dy*2

ac* L oc” 1 9%c*
+ Ou = ——
or* dx*  Pedy*2

Mass transfer equation St

(6)

where u is x velocity, and 6 = W/L is the width to length ratio. Peclet number, Pe =
UW/D, Reynolds number, Re = U W /v, and Strouhal number, St = fW/U; v is
the kinematic viscosity.

Numerical solutions of the governing equations are carried out using ANSYS
Fluent [8]. Simulations were run for sufficiently long time to ensure that the flow
had reached the quasi-stationary state, when the solution does not vary between two
consecutive cycles.

The validation of the current study has been done by comparing the computa-
tional results with the experimental results obtained by Glasgow and Aubry [3]. A
photograph taken from their experimental setup is shown in Fig. 2a. Aqueous solu-
tions from the inlets flow at constant velocities of 0.001 m/s. To observe the mixing
behavior, flow from inlet B is dyed. Figure 2b represents the present simulation
result. There is an excellent agreement between the two. The performance of the
present computational method is also verified by comparing with simulation results
obtained by Cheaib et al. [6]. The comparison between the two is shown in Fig. 3a.
At quasi-stationary state, the degree of mixing does not experience variation between
two consecutive cycles but it varies over a pulsation cycle as shown in Fig. 3b.
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Fig. 3 a Average degree of mixing along the channel obtained from present study and Cheaib
et al. 2016 [6]. b Time history of degree of mixing over a cycle at quasi-stationary state at location
x/W =25

3 Results and Discussion

The effects of both the same amplitudes and different amplitudes at the inlets on
the mixing quality are presented in this paper. Other important parameters like
Reynolds number, i.e., base velocity, Strouhal number, i.e., pulse frequency, and
phase difference are kept constant at Re = 0.2, St = 1.5, and ¢ = 90°.

In Fig. 4a and b, comparison of mass fraction contour is made between two pulse
amplitudes. At the mixing channel, the interface between the two fluids (red and blue)
is stretched by pulsating streams which improves the diffusion process significantly.
Moreover, stretching creates chaotic advection which enhances the mixing process.

The higher the pulse amplitude, the higher the stretching. A concave-shaped blue
region can be observed at the end of the mixing channel in Fig. 4b. This is known
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Fig. 4 Mass fraction contour of water at 7/2 intervals of a pulsation cycle for a §V/ V =5and
bsV/V =12.5 where Re = 0.2, St = 1.5

as the end effect due to back flow and the applied boundary condition at the exit of
the mixing channel (x/W = 15). It creates a drop in average degree of mixing at
the end of the channel. To avoid the end effect on average mixing degree, the mixing
length is selected considering the distance covered by the flow in reverse direction
during a pulsation cycle.

At the quasi-stationary state, the flow is fully developed and the velocity profile
is like the Poiseuille profile along the entire mixing channel. It varies with time due
to pulsating streams at the inlets which is represented in Fig. 5a and b. The shape of
the velocity profile depends on the pulse amplitude.

For same pulse amplitudes at the inlets, the average degree of mixing increases
down the channel which is shown in Fig. 6a. Diffusion of mass through the interface
between the streams gets more time to take place while the streams move down the
channel. This improves the mixing quality down the channel. In addition, increased
pulse amplitude results in better quality of mixing, i.e., higher degree of mixing.
At low §V/V, poor mixing is obtained. A rapid improvement is found between
6V/V = 5and §V/V = 7.5. Further increment in pulse amplitude improves the
mixing process but the rate of improvement is lowered.

Effect of different pulse amplitudes at the inlets on the mixing quality is
also checked. It is done by calculating the average degree of mixing while varying
the pulse amplitude at the second inlet and at the first inlet, it is kept constant at
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Fig. 5 Velocity profile for the case a 8V/\7 =5and b §V,/8V| = 1.7 where 8V1/\7 =5
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v/ V = 5.From Fig. 6b, it is evident that the quality of mixing can also be enhanced
by increasing the ratio of the pulse amplitudes. However, there is an optimal value
of the ratio of the pulse amplitudes for which best mixing scenario is achieved.

The average degree of mixing for different pulse amplitudes at four locations along
the channel length is presented in Fig. 6¢. It is observed that the slope of the graph
decreases gradually which indicated less improvement in the degree of mixing with
increase in pulse amplitude. The minimum required length of the mixing channel
can also be predicted from this graph. For example, for required average degree of
mixing 0.5 and §V/V = 10, the channel length of 4W is more than enough.

4 Conclusions

Pulsating streams create a stretched interface region between the fluids to be mixed
which enhances mass diffusion and improves the mixing quality. It is observed that
the degree of mixing experiences both spatial and temporal fluctuations at the quasi-
stationary state due to pulsating flow condition. Therefore, the temporal average of
the degree of mixing is considered to express the quality of mixing. For this study,
Strouhal number, i.e., pulsation frequency is kept constant. The major findings of the
present study are:

e At low Reynolds numbers, when the pulsation frequency is small (Re < 1 and
Re.St < 1) the velocity profile approaches the Poiseuille profile. The degree of
mixing is not affected by Re n this regime.

e [tis found that the average degree of mixing, i.e., mixing quality is very sensitive
to pulse amplitude. An increase in pulse amplitude to base velocity ratio improves
the quality of mixing.

e The quality of mixing can also be enhanced by increasing the ratio of pulse
amplitudes of the two streams up to an optimal value. Below and above of this
ratio result poor mixing in the microchannel.

e With increased pulse amplitude-to-base velocity ratio required average degree of
mixing can be achieved within a shorter microchannel.

Future study of the effects of Strouhal number might extend the explanations of
mixing characteristics in this regime.
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Stochastic Modeling of Particle )
Dispersion in Wall-Bounded Turbulent e
Flows

Arjav Thakkar and Amitabh Bhattacharya

Abstract Particle laden turbulent flows are ubiquitous in both nature and technolog-
ical applications. In this work, we devise methods for evolving dispersion of particles
in wall-bounded turbulent flows using Reynolds Averaged Navier Stokes (RANS) or
Large Eddy Simulation (LES), where the sub-grid fluid fluctuations at particle loca-
tions require modeling. We derive a new Langevin equation for evolving fluid fluctu-
ations, which takes into account non-local wall reflection terms. We also formulate a
method for evolving the particle position, in which the Langevin equations for fluid
fluctuations are solved on a fixed grid, and are then interpolated onto the particle loca-
tions. The particle deposition rates for a large range of Stokes’ number are predicted
by our method and it compares well with experimental results of Liu-Agrawal.

Keywords Langevin equations * Particle-laden turbulent flows

1 Introduction

Liquid or solid particles, carried by a turbulent air stream, tend to deposit on the
bounding walls. The study of such particle laden wall bounded flows is of particular
interest in numerous industrial applications, and also in atmospheric science. Appli-
cations range from removal of airborne particulate from atmosphere (to ground)
to improving fuel injection spray patterns in internal combustion engines. The
governing equations for interaction of particles with fluid, in particle laden flows, are
long known. However, it is still too expensive to simulate many practically pertinent
regimes from first principles. Hence, particle laden flows are generally treated with
reduced order modeling for simulating practical scenarios.

There are two established techniques for simulating particle dispersion in turbulent
flows. The first one is the ‘two-fluid’, or the Eulerian-Eulerian approach, wherein
both the phases (carrier and dispersed) are treated as interpenetrating and interacting
continua. Here, averaged [1] equations of momentum and energy are solved for
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both the phases separately. The second approach is the Lagrangian Particle Tracking
(LPT) or the Eulerian-Lagrangian Approach wherein the carrier phase is evolved via
any single phase turbulent flow simulation method like Reynolds Averaged Navier
Stokes (RANS) or Large Eddy Simulation (LES), and the dispersed phase is treated
as an ensemble of particles. The two-fluid approach relies on extensive modeling
assumptions, which, therefore, motivates us to pursue the LPT approach instead.

There are two common approaches in LPT used for approximating the fluid
velocity ‘seen’ by a solid particle. The first approach specifies the velocity ‘seen’
as the sum of the local mean fluid velocity and a random fluctuating velocity. The
fluctuating component is generally selected from a Gaussian distribution having a
zero mean and a variance related to the turbulent velocity scale. Such techniques are
denoted as ‘Random Walk Models’ [2—4]. In the second approach, either the total
fluid velocity is directly determined by solving a stochastic differential equation
(SDE), or the fluctuating part is determined from an SDE and added to local mean
velocity. These models are known as Langevin models [5]. In this work, a Langevin
model is used, and the fluctuating component of velocity is obtained by solving
an SDE derived by authors. The inspiration for deriving this equation comes from
Durbin’s [6] and Pope’s work [7]. The particle dispersion problem is then solved for
particle deposition in vertical turbulent pipe flow. The results are validated with the
experimental results of Liu-Agarwal [8].

2 Methodology and Results

Dispersion of solid particles in a background flow requires the knowledge of the
position (x ) and the velocity (V) of the particle at each time instant. The governing
equations for motion of sphere in non-uniform flow, considering all possible external
forces, were given by Maxey and Riley [9]. The external force terms in evolution
of velocity include pressure-gradient, added-mass, drag, Basset force and buoyancy
terms. However, for particles that are much denser than the fluid (o, > py), only
drag and buoyancy terms remain significant. The corresponding equations of motion
will be:

+8 (1)

Here, U™ represents the local fluid velocity at the instantaneous particle location.
The drag term is written using the particle relaxation time, 7, given as [10],

24 0.687
dop_dy oo [ R+ 0.15RGT), Re, < 1000

=P 9 2)
3p; CplU* — V| 0.44, Re, > 1000
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Direct Numerical Simulation (DNS) is computationally expensive, and number of
grid points required for DNS simulation scales as ~ Re%‘2 [11]. Hence, RANS, LES
or some hybrid RANS-LES simulations can be used to represent background fluid
flow. For such approaches, we only have ensemble averaged velocity field with RANS
or spatially filtered velocity field with LES. This averaged/filtered fluid velocities U;
are interpolated to particle locations and then an extra random noise, which takes
care of the effect of the sub-grid scale is added to get U*. The sub-grid scale velocity
or velocity fluctuation (u}) is obtained by solving the Eq. 3, derived by authors.

C 0.125Vk 0.015k3/2
duf = |: Lo f:|ufdt + [Cz —1- —:|u28kU,»dt

“2(k/e) 22

€Xo
0.015k327
Cy+ — uka,»det
€EX)
97,
+ %dt + /CoedW; () + v/Cye My d W (1) 3)
Xj

The above equation is an SDE where first four terms represent the drift part and
last two terms represent the diffusion part of the fluctuating velocity field. The above
equation for the fluctuating velocity is a type of Langevin equation. The anisotropy of
Reynolds stresses due to wall effect (pressure reflection) is captured using the terms
involving wall normal distance (x,) in the above equation, which is not found in any
SDE:s present in the literature. Here, k is turbulent kinetic energy and e is dissipation
rate of turbulent kinetic energy. W;(¢)is the Wiener stochastic process and dW; (¢)
are its increments with the following properties,

d_vVi:O; dWideZdt(Sij;mzo @)

Thus, dW(r) = «/df¢ with ¢ as standardized Gaussian random variable
(g“ =0;¢ 2 — 1). Cy, Cy, C3,Cy are constants from Launder Reece Rodi-Quasi
Isotropic (LRR-QI) turbulence model [12]. The value of Cy is derived to be,

P C
—14(C, +cg>;] - M} ®)

Co==|C 3

2[ 0.125k32
30T e

€X)

Here, P is half the trace of production stress tensor (P;;), and it is assumed equal
to € (which is the case for most of the regions in channel flow). The only term
now remaining to evaluate is M;;. While deriving Eq. 3, a constraint comes up as
following,

1

k
2 2 : :
M; ;= ngk& ;= —ES,-_,- where S§;; is the strain rate tensor (6)
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Using the linear algebra, M;; is given by,
M = Q.diag[0, (s — 42)'%, (11 — 43)'%]. Q" (7)

where Q is a unitary matrix of eigenvectors diagonalizing the symmetric tensor ’E‘S i

k .
-8 = Q.diag[A;, A2, 23].Q7 (8)

It can be shown that M,fk = 31 forA; > XA, > A3, which is then used in
Eq. 5. Since the stochastic processes are not differentiable in time, therefore, Eq. 3
is converted to a difference equation and implemented in MATLAB for turbulent
channel flow. To validate the above approach, we have taken the mean flow data
from DNS dataset of Javier Jimenez [13] for channel flow at Re; = 950. The
fluctuations are obtained by solving Eq. 3 and it is made sure that they are statistically
stationary. Figure l1arepresents the normalized (in ‘+’ units) RMS velocity fluctuation
in flow direction obtained from the Langevin equation and is compared with DNS
data. The match with DNS data indicates the accuracy of the Langevin model. The
obtained fluctuations are correlated to get normalized Reynolds stress («v™) and the
comparison with DNS data is shown in Fig. 1b. The Reynolds stress from Langevin
equation is generated with and without considering wall effect. It is depicted from
Fig. 1b that the wall effect is indeed important to capture the Reynolds stress. This
result shows the importance of derived Langevin equation.

We next numerically evolve the particle dispersion in a fully developed turbulent
pipe flow. The evolution equations for particles and fluctuating fluid velocity in
vertical pipe flow are solved in Cartesian domain. The pictorial computational domain
for the deposition problem is shown in Fig. 2. Initially, the solid particles are randomly
distributed at the inlet, within the pipe (r < R), as shown in Fig. 2. Each particle is
advected and diffused in the domain as per Eq. 1. When the particles reach a radial
distance equal to R, they are taken out of the computational domain. This absorption

{ Langevin equation
28 gl DNS 1 "

AR — A
1 |- \ — 1 o d Langevin equation with wall effect

Langevin equation without wall effect

(RMS of u fluctuation)*
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Fig. 1 Comparison of a normalized RMS velocity fluctuations in flow direction b uv* with DNS
data at Re; = 950
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Fig. 2 Pictorial representation of computational flow domain for deposition problem

boundary condition mimics the experiments by Liu-Agarwal [8], who used olive oil
particles in their experiments, which tended to stick to the wall.

The domain in Y- and Z-directions is uniformly divided with 300 x 300 grid
points to get accurate values for interpolation. The values of U, k and ¢, as a function
of radius, are read from DNS data input files and are interpolated to the grid points,
considering origin as the center of imaginary pipe. The interpolation method used
here is Piecewise Cubic Hermite Interpolating Polynomial (PCHIP). The values of
average flow variables on grid points lying outside radius R are assigned to their
values at the wall. As shown in Fig. 2, gravity is applied along the streamwise
direction, to mimic vertical pipe flow. The force from the particles on the fluid is not
important since the mass loading of the particles in the experiment is low. Hence,
the DNS data from single phase turbulent flow simulation is directly used here.

The bulk Reynolds number of the fluid flow in the simulation corresponds to
Re, = 300, which is consistent with the bulk Reynolds number of 10,000 used in
Liu-Agarwal’s experiments [8]. The density of the particles considered is 920 kg/m?,
which is the same as in experiments. The density of the fluid is taken as 1.3 kg/m?
and its kinematic viscosity is taken as 1.6e—5 m?/s. The diameter of the particles is
decided on the basis of required time scale r; , which is the particle relaxation time
non-dimensionalized using ¢ and u.. ‘L';' can also be interpreted as Stokes’ number
where flow time scale is determined by ¢ and u., which happens to be the case for
turbulent flows. The time step is taken to be 0.3 in plus units, which is 10 times
smaller than the lowest 'l:p+ considered. The deposition velocity (V) is defined as the
ratio of the rate of particle deposition per unit area to the bulk mean concentration
(C) of particles. Thus, for deposition in a pipe of diameter D,

1 dNG@)

~ C@DL) dr ©)

Va

The number of particles (N) in the flow is bulk mean concentration times the
volume of the pipe. Substituting for N in Eq. 9,
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D d(InC)

== 10

T4 dr (10)
D d(nN)

V= 11

d dy, dt (n

where InC in Eq. 10 is replaced by InN in Eq. 11, since the volume of pipe remains
constant. To obtain deposition velocities, firstly a graph of natural logarithm of
number of particles remaining in the flow versus time is made. The slope of this
curve will give us the value of d(InN)/dz. This slope, when multiplied by D /4u.,
will give us the deposition velocity in plus (+) units.

Initially, 1000 particles are introduced at the inlet, and they are held at their posi-
tion until a statistically stationary state is reached by evolving the Langevin equation
(Equation 3) at the particle locations. The velocity of the particles is initialized to
the mean fluid velocity U at the inlet. The forcing from particles onto the fluid is
not considered due to low particle loading. Once the correct RMS values of velocity
fluctuation and Reynolds stress are obtained at the particle positions, they are allowed
to advect using Eq. 1. The velocity U* in Eq. 1 is obtained using the sum of inter-
polated mean velocity U at the particle position and the fluctuations obtained at the
particle position using Eq. 3. The inputs to Eq. 3 like k, €, wall normal distance, mean
velocity gradients are interpolated from the grid points to particle positions. These
interpolations are linear as much finer grid is used in the YZ-plane. The simulations
are evolved for particles of different sizes, having relaxation time scales r;r of 3.0,
10.0. 20.6, 29.6, and 46.3. This covers a large range of Stokes’ number. The graph
of InN versus time for t;{ = 10 is shown in Fig. 3, which also depicts that the slope

? T T T T T
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Fig.3 In N versus time for z,” = 10
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is not changing significantly by increasing the number of grid points in YZ-plane,
proving grid independence. Using Eq.11, we get the value of deposition velocity,
and Fig. 4 shows the Vd+ versus 7:;[.

Figure 4 shows good agreement for heavier particles, but the deposition velocity
for lighter particles is highly over predicted for the following reason. Initially, the
fluid fluctuations are allowed to reach statistically stationary state and then the parti-
cles are advected. However, after completing one time step, the new fluid fluctua-
tions obtained at new particle locations do not reach a statistically stationary state.
As a result, these fluid fluctuations do not yield correct Reynolds stresses, unlike
what was obtained for stationary particles. This error will go on increasing with
increasing number of time steps. Hence, we do not obtain correct deposition veloci-
ties. The deposition velocity predicted by our simulation matches the experimental
results better for larger particle relaxation time, since high Stokes’ number particles
are relatively insensitive to fluctuations in fluid velocity. The low Stokes’ number
particles are significantly affected by the incorrect fluid fluctuations, and hence their
deposition velocities show significant mismatch.

To improve the value of fluid fluctuations at the particle locations, we indepen-
dently evolve fluctuating velocity field at fictitious fluid points, located on a regular
grid, using Eq. 3. These fluid points are distinct from the advecting particles, and will
always yield correct statistically stationary velocity fluctuations. The velocity fluc-
tuations at the position of solid particles are then interpolated from this stationary
points. To perform this task, a periodic 2D box (assuming axi-symmetry) of size
Rx4R is considered and a grid of 318x11 points is used. The pictorial representation
is shown in Fig. 5. The average correlation length at Re;, = 300 is calculated to
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be 0.317R. Therefore, the grid points in periodic box in axial direction are kept at a
distance of 0.4R, as the SDE would give uncorrelated fluctuations. Since the points at
which the fluctuations are being calculated are stationary, the divergence of Reynolds
stress term (fourth term in Eq. 3) should not be present (due to local homogeneity).
If this term is present, it brings in a mean spurious drift. The simulations are repeated
with the method discussed above. The results are presented in Figs. 6 and 7. It is
seen from Fig. 7 that a very good match is obtained between the simulations and
Liu-Agarwal experimental data.

3 Conclusions

In this work, we first derived Langevin equations for fluid fluctuations which can be
used for inhomogeneous wall-bounded turbulent flows. Here, we have incorporated
non-local wall effects, which give a very good match with DNS data for predicting
Reynolds stresses in turbulent channel flow. We then proceeded to conduct simu-
lations of particle laden turbulent flows with a large range of Stokes’ number, in
which the position of the particles is explicitly evolved and the fluid fluctuation is
used to obtain the slip velocity between the particle and the ambient. Evolving the
Langevin equations for fluid fluctuations along the particle path grossly over predicts
the deposition velocity for lighter particles, since the fluid fluctuations do not reach a
statistically stationary state here. We, therefore, devised a new approach, in which the
Langevin equations for fluid fluctuations are evolved separately at stationary points.



Stochastic Modeling of Particle Dispersion in Wall-Bounded Turbulent Flows 203

I T
|
b
g
+ ~
g !
/ - g
107 .
+0 l
=>
102 ;
/
= 4 ——— Liu-Agarwal
| / , Simulation by evolving sub-grid
| fluctuations
} =  Simulation by interpolating sub-grid
| fluctuations from stationary points
al —l N
10
10° 10! 102

Fig. 7 Comparison of deposition velocity with literature for interpolation from stationary points
approach

These fluid fluctuations are then linearly interpolated onto solid particles. The new
method yields very good agreement for the prediction of particle deposition velocity
with respect to experimental measurements. The work presented here is, therefore,
relevant toward accurately simulating particle dispersion in wall bounded flows. In
the future, we will test this method in more complex particle laden turbulent flows.
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Thermal Mixing of Shear-Thinning m
and Newtonian Fluids in a T-Channel oo
Using Impinging Streams

Anamika Maurya, Naveen Tiwari, and R. P. Chhabra

Abstract In this work, thermal mixing of shear-thinning (i.e. CMC solutions) and
Newtonian fluids has been numerically investigated in a rectangular T-channel for
a specified heat flux boundary condition at the mixing zone walls. The influence of
the Reynolds number (10 < Re < 50), power-law index (0.6161 < n < 1), Nusselt
number (a dimensionless form of convective heat transfer coefficient for external air
flow, 103 < Nu, < 10%), and ambient temperature (—2.7 < 8, < 1.3) is studied on the
mixing behaviour. The flow is assumed to be steady, laminar, and incompressible.
The new results are presented in terms of isotherm contours, mixing index, and
required channel length to achieve complete mixing. The mixing index decreases
along channel length for both shear-thinning and Newtonian fluids. Better mixing
is seen at high power-law index, ambient temperature, and Nusselt number and
low Reynolds numbers. The length required to achieve the 95% of the ambient
temperature or the exact ambient temperature is shorter for mildly shear-thinning
fluids (high power-law index) and Nusselt number, and low Reynolds numbers. Also,
for the case of heating (high ambient temperature), the complete mixing demands a
shorter channel length than that in the case of cooling.

Keywords Mixing characteristics + Ambient temperature + Nusselt number -
Channel length - Degree of mixing

1 Introduction

Thermal mixing through impinging streams is of practical importance when it is
required to mix highly viscous fluids, for instance, polymer solutions, polymers
melts, liquid foodstuffs, etc. Additional applications are also found in diverse fields
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like drying, cooling, extraction, absorption, dust collection, micro mixers, etc. A
conventional process of mixing of viscous fluids has the possibility of a loss of
quality, product through contamination, and it requires high energy consumptions
which can be overcome by mixing process through impinging streams. For the easy
handling and processing of the homogeneous mixtures of liquids, it is an essential unit
operation in many industries. Thermal mixing through the laminar flow is desirable
whenever there is a requirement to avoid high impingement pressures. Also, it is
an easy and simple way of heating and cooling in a restricted region due to a high
heat transfer rate in the impingement zone. Other advantages of mixing through
laminar jet impingement include the low pumping cost, controllability, uniformity,
and no mechanical devices like impellers. Much research effort has been expended
in exploring the characteristics of the two-dimensional opposite jet mixer [1-3], and
it is instructive to briefly review the salient features of the previous studies.
Devahastin and Mujumdar [4] investigated the mixing of fluids in the steady
laminar regime numerically using the multiple inlet streams in a novel 2D in-line
mixer for adiabatic channel wall boundary conditions. They reported that the mixing
increases by offsetting the top and bottom inlet jets because of the intense mixing
regions formed in between the inlet streams jets. Later, Niamnuy and Devahastin [5]
experimentally investigated the mixing characteristics in an in-line mixer for different
operating conditions and geometry for adiabatic channel walls. They reported the
better mixing with increasing Reynolds number using one set of three inlet streams
in the impingement zone and its vicinity. Further, Roy et al. [6] experimentally
investigated the laminar mixing behaviour in a T-junction using the Laser Doppler
Velocimeter (LDV) for a 2D steady flow of Newtonian fluid (air). They used adiabatic
as well as constant heat flux boundary conditions on the channel walls and H/W
= 2. They have reported the velocity and temperature profiles across the channel
height in the mixing zone. Poh et al. [7] investigated the effect of Reynolds number
numerically, jet exit velocity and nozzle-to-impingement target spacing for a single
axi-symmetric semi-confined laminar jet flow of a carboxymethyl cellulose (CMC)
solution in water which behaves as a power-law fluid, impinging normally on a
plane wall maintained at a constant temperature. They found an enhancement in
the Nusselt number values for the power-law fluids than that for Newtonian fluid
due to augmentation of the jet velocity. Recently, Srisamran and Devahastin [8]
studied numerically the mixing behaviour of confined impinging streams of shear-
thinning fluids for a 2D, laminar flow using temperatures as a passive tracer for
an adiabatic wall boundary condition. They reported the mixing characteristics for
a wide range of Reynolds number (10-200) and flow behaviour index (0.6161-1).
They reported shorter channel length for perfect mixing with increasing value of the
flow behaviour index and decreasing Reynolds number. More recently, Mashaei et al.
[9] have reported a numerical investigation of mixing characteristics of 2D, laminar,
confined impinging flow to see the effect of impingement angle, momentum ratio,
and flow behaviour index for an adiabatic wall boundary condition. They mentioned
that the mixing behaviour improved with the increasing Reynolds number, decreasing
momentum ratio while the impingement angle exerts an insignificant effect. Thus, it
is fair to conclude that much of the literature relates to the adiabatic wall boundary
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condition prescribed on the channel walls of the mixer. Thus, the present work focuses
on the specified heat flux boundary condition on the mixing channel walls, which
allows the control of convection between the system and surrounding. Also, the
surrounding temperature is varied in this work, which affects the internal temperature
field in the mixing channel and allows the heating or cooling of the fluid according
to the ambient temperature. Thus, the objective of the present work is to investigate
the mixing behaviour for a 2D, steady, confined laminar flow of the shear-thinning,
and Newtonian fluids as a function of Reynolds number (10 < Re < 50), power-law
index (0.6161 < n < 1), Nusselt number (10> < Nu, < 10*) and ambient temperature
(—2.7 <6, < 1.3) for a specified heat flux boundary condition at the mixing zone
walls. Also, reported here are the channel lengths required to achieve the complete
mixing over the range of conditions spanned herein.

2 Problem Formulation and Governing Equations

The present work has been investigated for both Newtonian (i.e. water) and shear-
thinning fluids (i.e. CMC, carboxymethyl cellulose, solutions). The physical proper-
ties of water (at an average temperature of two inlet streams) and CMC solutions are
taken from the work of Srisamran and Devahastin [8]. The values of the power-law
constants such as consistency coefficient (m) and flow behaviour index (n) are taken
from the Poh et al. [7]. The present flow configuration consists of two different inlet
streams entering into the system, as shown in Fig. 1 in the opposite directions but
along the same axis or at an angle. The incoming two streams result in a zone called
as impingement zone (a relatively narrow zone) which promotes intense mixing;
thereby, enhancing the convective transport processes in this region. Subsequently,
the streams exit the system symmetrically on either side of the impingement zone.
Since the flow is symmetric about x = 0 plane, only half domain was considered

Fig. 1 Schematic diagram Inlet 1 (U, T1)
of the computational domain
of the impinging streams
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herein to reduce the computational efforts. The ratio of channel height and width is
chosen as H/W is 2.0 where H is channel height (used as the length scale), and W is
the width of the channel. Two fluids of identical physical properties but at different
temperatures enter the system along the same axis but in opposite directions with
velocity U,, which is used as a velocity scale in this study. The inlet 1 and inlet 2 fluid
temperatures are 7| and T, (>T), respectively. The thermo-physical properties of
the fluids, namely density (p), thermal conductivity (kquiq), heat capacity (C)), and
power-law model parameters (m, n) are considered to be independent of temperature
because the maximum temperature difference in the present work is 10 K (AT =T,
— T). Also, the Brinkman number is only of the order of (~1073) for the range of
conditions, and it is thus safe to neglect the viscous dissipation effects in the energy
equations. The thermal resistance of the channel wall is assumed to be negligible for
heat transfer across it. The exiting streams loss or gain energy depending upon the
ambient air temperature. Within the framework of these assumptions, the governing
equations in their non-dimensional forms are written as:

Continuity equation: V-U =0 (1)
] 1
Momentum equation: (U -V)U = —-VP + R—V T 2)
e
. 1 2
Thermal energy equation: (U - V)0 = V<o 3)
Re x Pr

The non-dimensional groups present in above Eqs. (1-3), i.e. Reynolds number,
Re = [(pU2"W™)/(8""'m) (4n/(3n + 1)"] and Prandtl number, Pr = [(mC,/kqyia)
(U,/W)"~!] are based on the channel height (H). The mean velocity has been calcu-
lated by using the following expression: U, = [(((8"'m Re)(pW"))VC=m)((3n +
1)/(4n))"]. The non-dimensionalization scale for pressure and viscous stress compo-
nents is pU2 and m(U,/H)", respectively. The non-dimensional temperature 6 is
defined as (T — T'1)/(T, — T1). The value of channel height (H) and width (W) is
1 m and 0.5 m, respectively, in the present work. However, the exact values of the
physical parameters are of no particular significance as the final results are reported
in a dimensionless form; thereby, enhancing their utility. For an incompressible fluid:
T =2ny wherey = w which is the rate of the strain tensor. For a power-law
fluid, the scalar viscosity function, 7 is written as follows: n = m (I,/2)"~"? where
m is the flow consistency index and # is the fluid behaviour index. Clearly, n = 1
indicates the Newtonian fluid behaviour, whereas n < 1 represents shear-thinning
fluids and n > 1 denotes shear-thickening fluid behaviour. The second invariant of
the rate of the strain tensor, I, is given as:

L= Y Vi i, j)= () 4)
i

Finally, the following boundary conditions have been used in this work:
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Imlet 1(y=L;):U,=0; Uy =—1; 0 = O;Inlet 2(y = —L) :
U, =0,U, =1;60=1 (5)

00
Side walls(x = W/2; £H/2 <y < £(H/2+ L)) :Ux =0; Uy =0; 77 =0 (6)

Mixingzones wall(W/2 <x < (L, +W/2),y= +H/2): U, =0; U,

0 90 Bi (6 6,) 7
=V — — = D1 (Uy —Uy);
Y
a9 a9
Along the plane of symmetry(x = 0) : Uy = 0; X = 0; Outlet (x = Ly) : e =0
)

where ¢ represents the velocity and temperature field, 8,, [= (T, — T1)/(T, — T)]
non-dimensional wall temperature, 6, [= (To, — T1)/(T, — T)] non-dimensional
ambient temperature, and Bi is the Biot number defined as Bi = (i H/kquiq). Further-
more, the degree of mixing is defined in terms of the mixing index [8] as follows:
Mixing index, Mi = (S7,AT) where Sy is the standard deviation of the fluid temper-
ature across the channel height at a specific axial location and AT is the temperature
difference of the two inlet streams. As the combined flow moves towards the exit
of the channel, an increasing degree of uniformity in temperature is expected. Thus,
complete mixing is indicated by Mi = 0.

3 Numerical Solution Methodology

For both solving the equation (Egs. 1-3) and meshing of the computational domain
(Fig. 1a), the finite element-based solver COMSOL Multiphysics, with the direct
linear solver PARDISO (Parallel Direct Solver) has been used herein which is based
on the LU matrix deposition method. In this work, a 2D, stationary and “laminar
single-phase fluid flow” module in conjunction with the “heat transfer in fluids” is
used. The built-in meshing function was used to create the fine non-uniform quadri-
lateral grids to capture the steep gradients in the flow domain. The grid expansion
ratios were specified to resolve the thin boundary layers with adequate accuracy.
The relative convergence criterion of 107 is used herein. To ensure the accuracy and
reliability of the present numerical scheme, the choice of parameters (channel length,
grid structure, etc.) has been made very carefully. In this work, the inlet and mixing
zone channel length are fixed as 5 and 1000 m which is found to be sufficiently
large for the flow to be hydrodynamically fully developed for the range of conditions
spanned here. Several simulations have been carried out to obtain the optimized grid
structure (total number of grid elements is 360,770), which was kept very fine in the
impingement zone and at the mixing zone walls.
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Fig. 2 a Validation of dimensionless axial velocity profiles at X = 5 and Re = 500 with that of
Roy et al. [7]. b Validation of the impinging zone mixing index with that of Mashaei et al. [3] at
n = 0.8229 and Re = 10, 300

4 Results and Discussions

4.1 Validation of Results

Before presenting the new results obtained in this work, it is desirable to validate
the numerical solution procedure used herein with the available literature for the
stream impingement. Figure 2a shows a comparison of the present dimensionless
axial velocity profile with the experimental results of Roy et al. [7] for a 2D, steady,
laminar, mixing behaviour of Newtonian fluid as discussed earlier. Figure 2a shows a
satisfactory validation of the present simulated results with the experimental results.
Similarly, the impingement zone mixing index has been validated with that of the
Mashaei et al. [10] for a CMC fluid, which behaves as a power-law fluid, Fig. 2b.
The results are again seen to be in good agreement (+1.5% deviations), which is
believed to be due to the different numerical schemes used in the two studies.

4.2 Isotherm Contours and Mixing Index

It is customary to plot isotherm contours to delineate the regions of hot/cold temper-
ature and it is significant for the handling and processing of temperature sensitive
materials and their transportation at different temperatures. Figure 3a shows repre-
sentative isotherm contours (dimensionless temperature, 6) in the vicinity of the
impingement zone for extreme values of the Reynolds number (10 and 50) and
power-law index (0.6161 and 1) at Nu, = 4 x 103 and 6, = —2.7 (cooling case).
Figure 3a clearly shows that the two incoming streams impinge on each other and
relatively narrow zone is formed in which the temperature gradient becomes very



Thermal Mixing of Shear-Thinning and Newtonian ... 211

Re=10 Re=50 N =4x 10" Nu_=4x 10"

- me0sl6l ko= 107 041
= 05229 Kem 10
- wul_Re=ll 03

a6l

=

"

Mg index, Wi

=13

[E) . 03]
azx L 0, l§
&

015y 01 e

oy B T 1

i l i f R ey I A T, . St |

L | B 2 400 GO0 B0 1000 @ 30 400 GO0 RO |00

& 1 15 2 Dimensionless coordinate, X

Fig. 3 a Representative isotherm (dimensionless temperature, 0) contours in the vicinity of the
impingement zone at Nu, = 4 x 10® and §, = —2.7 for extreme values of Reynolds number.
b Mixing index behaviour for extreme values of Reynolds number (Re = 10 and 50), ambient
temperature (8, = —2.7, 1.3), convective heat transfer coefficient (Nu, = 4 x 103 and 4 x 10%),

and for various power-law index

sharp and hence the heat transfer is very high in this region. Thus, a better mixing is
expected in a relatively shorter channel length. The temperature gradient (between
the fluid streams, and fluid and ambient fluid, i.e. air) decreases along the channel
which results in an expansion of the narrow zone in a cone-like shape. Figure 3a
represents the isotherm contours at 8, = —2.7 which is smaller than the temper-
ature of the inside fluid (for instance, water in case of Newtonian); thus, loss of
energy occurs from the system to the surrounding. At high power-law index (closer
to the Newtonian fluid behaviour, i.e. n = 1), the temperature distribution across the
channel height increased due to the increased residence time of the fluid, and hence
the cone-like shape is more pronounced at high #. It is also seen that at the channel
end, the fluid temperature approaches the ambient temperature indicating complete
mixing of the fluid at low Re and high n. For n = 0.6161, the process fluid temperature
never reaches the surrounding fluid indicating the requirement of a very long channel
length for complete mixing. In case of 8, = 1.3 (heating case), the fluid tempera-
ture is lower than that of the ambient air; thus, it gains energy from the ambient
fluid (figure not shown here for the sake of conciseness). It has been observed that
the increasing convective heat transfer coefficient and ambient temperature leads to
shorter channel length to reach the ambient temperature (i.e. flat temperature profile
across the channel or complete mixing).

Furthermore, Fig. 3b shows the mixing behaviour of the impinging streams for
extreme values of Reynolds number, Re = 10 and 50, ambient temperature, 8, =
—2.7, 1.3, convective heat transfer coefficient, Nu, = 4 x 10° and 4 x 10*, and
for various values of the power-law index. In general, the mixing index is found
to decrease along the channel length. The better mixing (i.e., Mi = 0) has been
observed at high power-law index, ambient temperature and Nusselt number, and
at low Reynolds numbers. It is clear from Fig. 3b that the channel length of L =
1000 m is not sufficient to achieve complete mixing for all concentrations of CMC
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fluids except Newtonian fluid. Thus, it is essential to investigate the role of channel
length needed for the complete fluid mixing, as discussed in detail in the next section.

4.3 Required Channel Length to Achieve Complete Mixing

In this section, the mixing zone channel length has been calculated (normalized by
H) in two parts such as the length needed to achieve a temperature that is 95% of
the ambient temperature (Lo 9s¢,) and the actual length required to achieve the exact
ambient temperature (Ly,). The effect of Re, 6, n and Nu, on the mixing behaviour
is also studied, (Table 1). To calculate this length, the mixing zone length has been
fixed arbitrarily as 30,000 m. Then, the length of channel has been noted at which
the internal fluid average temperature across the channel height becomes 95% of
the ambient temperature and exactly the same as ambient temperature. The ratio
of the lengths have also been calculated to see by what factor the longer channel
length is required at high Reynolds number than at low Reynolds numbers. The key
results can be summarized as follows. In general, a longer channel length is needed to
achieve complete mixing (i.e. flat temperature profile across the channel height or to
gain ambient temperature) at high Reynolds numbers than at low Reynolds numbers,
by as much as a factor of ~1.7 for a given power-law index, ambient temperature,
and Nusselt number. This may be attributed to the smaller residence time at high
Reynolds numbers. This ratio increases with power-law index for a give Reynolds
number, ambient temperature, and Nusselt number while it is almost equal for L 954,
and Ly, . Similarly, as the power-law index decreases (i.e. increasing the concentration
of the CMC solution), the channel length needed for complete mixing increases. This
is also due to the decrease in residence time of the fluid. It can be noted from Table 1
that for n = 0.6161, the channel length is not sufficient to achieve the complete
mixing (Table 1). Furthermore, ambient temperature and Nusselt number show the
similar effect as with an increase in these parameters, the length necessary for the
flat temperature profile across the channel height decreases, irrespective of values of
the Reynolds number and power-law index. Thus, for the case of heating (i.e. 8, =
1.3), a shorter channel length is needed for complete mixing than that for the case of
cooling (i.e. 8, = —2.7). These results are in-line with the isotherm contours shown
earlier.

5 Conclusions

The present work deals with the thermal mixing of shear-thinning fluid (CMC solu-
tions) and Newtonian fluids in a 2D, steady, confined impacting rectangular T-channel
for a specified heat flux boundary condition at the mixing zone walls. The effect of
Reynolds number (10 < Re < 50), power-law index (0.6161 < n < 1), Nusselt
number (a dimensionless form of convective heat transfer coefficient for external
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Table 1 Mixing zone length required to achieve the ambient temperature (perfect mixing) at

extreme values of Reynolds number, Re = 10 and 50, ambient temperature, 6, = —2.7 and 1.3 and
convective heat transfer coefficient, Nu, = 4 x 10% and 4 x 10* for values of the power-law index
" Re= 10 Re =50 o s
Lo 050, Lg, Lo 050, Lg,

Nu, =4 x 10 and 9, = —2.7

0.6161 - - - - - -

0.7051 - - - - - -

0.8229 13,799 23,471 - - - -

0.9512 3401 5599 15,821 25,000 4.65 4.46

1 592 1009 2957 5035 5.00 4.99

Nu, =4 x 10*and 6, = —2.7

0.6161 - - - - - -

0.7051 6675 11,798 23,120 - 3.46 -

0.8229 1645 2905 6456 11,410 3.92 3.92
0.9512 425 757 1878 3322 4.39 4.42

1 73 129 362 645 4.99 4.98

Nu, =4 x 10* and 6, = 1.3

0.6161 - - - - - -

0.7051 - - - - - -

0.8229 10,951 16,120 - - - -

0.9512 2681 4271 12,439 19,794 4.64 4.63

1 468 745 2338 3743 5.00 5.02

Nu, =4 x 10* and 6,= 1.3

0.6161 - - - - - -

0.7051 5145 8564 17,830 25,000 3.47 3.47
0.8229 1268 2112 4976 8283 3.92 3.92
0.9512 326 546 1447 2709 4.44 441

1 56 93 278 467 4.98 4.99

air flow, 10°> < Nu, < 10*), and ambient temperature (—2.7 < 6, < 1.3) has been
analysed in terms of isotherm contours, mixing index, and channel length required to
achieve complete mixing. The results show that the complete mixing can be achieved
only for Newtonian fluid for the simulated channel length while a longer channel
length is needed as the power-law index, ambient temperature, and Nusselt number
decrease. The length required to achieve the 95% of the ambient temperature or the
exact ambient temperature is shorter for the low Reynolds number, and high power-
law index and Nusselt number. A shorter channel length is needed for the case of
heating than that of the case of cooling.
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Third-Order WENO Schemes )
on Unstructured Meshes Qeckir

Dasika Sunder, Dipak Vaghani, and Ratnesh Shukla

Abstract We develop a third-order accurate finite volume weighted essentially non-
oscillatory (WENO) scheme for numerical solution of hyperbolic conservation laws
on unstructured quadrilateral meshes. The high-order non-oscillatory discretization
methodology combines third- and second-order accurate reconstructions through
linear weights that are positive and adds up to unity. The reconstruction procedure
is based on a constrained least-squares approach that leads to a significant reduction
in discretization errors. Results from a range of test cases are provided to assess
the convergence attributes and test the shock capturing capability of the proposed
scheme.

Keywords WENO - Compressible flows + Unstructured grids

1 Introduction

In this paper, a third-order weighted essentially non-oscillatory (WENO) scheme is
developed on quadrilateral unstructured meshes for hyperbolic conservation laws.
WENO discretization methods have become a popular choice for approximating
general system of hyperbolic conservation laws. The inherent high-order discretiza-
tion associated with the WENO reconstruction procedure minimizes numerical dissi-
pation and enables resolution of the intricate flow features such as propagating
vortices and unsteady slip lines on relatively coarse grids. The non-oscillatory feature
of the WENO schemes ensures that discontinuous features such as shocks are
captured with high-fidelity. For smooth solutions, standard second-order accurate
schemes based on TVD discretization typically require many more mesh cells to
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achieve similar resolution and hence WENO schemes based on high-order recon-
struction tend to be more efficient than low-order schemes in terms of CPU time and
memory requirements. Examples of flows where WENO schemes have been shown
to be remarkably successful include shock-vortex interaction, high-speed turbulent
flows, reacting flows, and compressible multi-component flows.

In the current work, we develop a new third-order accurate finite volume WENO
scheme. The reconstruction in the scheme is based on a constrained least-squares
method as opposed to the least-squares method used in previous works [1-8]. The
constrained least-squares approach leads to a significant reduction in errors with a
marginal increase in the cost of computation. The adaptive nature of the reconstruc-
tion allows the scheme to gradually degrade to lower-order accuracy in the presence
of discontinuities. Also, the linear weights can be arbitrarily chosen provided they
add up to unity and are non-negative.

2 Methodology

We consider the inviscid compressible flow of an ideal gas. The governing two-
dimensional Euler’s equations for such flows in conservative form is given by:

9
E/UdV+/F-dS (1)
14

Vv

where V is the control volume and S is the surface bounding the volume.
U = (p,pu, pv, E) denotes the vector of the conserved variables and F =
(,ou, pu® + p, puv, u(E + p))i + (,ou, pouv, pv*> + p, v(E + p))j is the flux
vector. Here, u and v are the velocity components along x- and y-directions, p denotes
the density with p as the pressure and E as the total energy. On using an appropriate
N-point Gaussian quadrature for the surface integral, the following semi-discrete
form of the governing equations is obtained:

T Ny Ngp
dU; — 1 -
—=L(U;) =—— S F. 2
” (U)) V. ;:ll f|k:1 wiF - ng )

In the above equation, V; is the volume of the control volume, N is the total
number of faces on the control volume, |Sy| is the surface area of a face, N, is
the number of Gauss quadrature points on the face, and w is the weight assigned to
each quadrature point. The flux F at the quadrature point should be a proper upwind
flux. In the current work, rotated HLLC Riemann solver [9] is used for computing the
flux. The above semi-discrete equation can be integrated in time using the third-order
accurate SSP Runge—Kutta scheme [10]:
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In order to find the values of the conserved variable at the quadrature points with

third-order accuracy, we assume that u = u(x, y) is represented using a third-order
(second degree) two-dimensional polynomial. The reconstruction polynomial in a
cell jo can be obtained by following procedure:

1.

Select a central spatial stencil containing enough distinct cells to obtain a third-
order polynomial. In two-dimensions, the third-order polynomial consists of six
degrees of freedom. Therefore, apart from the cell jj, there should be atleast five
cells in the stencil. A reference stencil is shown in Fig. 1. In order to obtain the
third order reconstruction polynomial u"3(x, y) on the stencil we maintain the
cell average of the conserved quantity exactly on the cells jy (for making the
scheme conservative), and its face neighbor cells j, j», j3 and js (for increasing
the accuracy of the scheme). On the rest of the cells, the cell average id maintained
in a least-squares sense.

From the bigger stencil shown in Fig. 1, we choose a set of four smaller sten-
cils for obtaining the second-order reconstruction polynomials u">¥(x, y), k =
1, 2, 3, 4. Note that, in two dimensions, the second-order polynomial has three
degrees of freedom. Therefore, apart from cell jj, there must be atleast two cells
in each stencil. For a mesh consisting of quadrilaterals, each cell has four face

Fig. 1 Stencil for

third-order reconstruction I
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Fig. 2 Stencils for second-order reconstruction
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neighbors. Therefore, we will take four stencils, each consisting of two face
neighboring cells that share a common vertex as shown in Fig. 2. Since the
stencils cover all the directions, robust shock capturing capabilities are obtained.

3. Let y denote the linear weight assigned to each stencil, /.S denote the corre-
sponding smoothness indicator and w denote the nonlinear weight. We have
followed the same method for finding the smoothness indicator as in [5] so, we
will not repeat here. The superscripts denote the order of the stencils. To preserve
accuracy at the critical points, we will use the WENO-Z [11] recipe for finding
the nonlinear weights.

Zi:l |15r3 _ Ier:k . , ‘L'2 . wh
T = W =Yy 1 + s =
4 IS" +¢ w3 > wrk
“4)

4. The last part of the above equation is to normalize the nonlinear weights, so that
they add to unity. The parameter € in the above equation is a small number to
avoid division by zero. In all the numerical tests, this number has been taken
as 107!2, The final step is to hybridize the third-order and the second-order



Third-Order WENO Schemes on Unstructured Meshes 219

reconstruction polynomials. To do this, we first assign linear weights to each
stencil. Each stencil is given a linear weight: y"3 = «, y"?* = }1(1 — ). The
parameter « is taken as 0.85 throughout the paper. Smoothness indicators and
nonlinear weights for each stencil can be calculated for each stencil as specified
in [5]. If w represents the nonlinear weight associated with a stencil, the final

reconstruction polynomial can be written as:

w3 ! o ! Py
uw.y) =5 (M’S(x, Y=Yy, y)) + Y Wy (5)

k=1 k=1

3 Results

In this section, we will illustrate some results using the above scheme for two-
dimensional Euler equations.

3.1 Order Property: Isentropic Vortex Test

In this test case considered originally by Balsara and Shu [8], an isentropic vortex
initially centered at (xo, yo) = (0, 0) is advected at an angle of 45° through a periodic
square domain. Periodic boundary conditions are used on all the four sides of the
domain. Initially, a uniform coarse mesh is considered with # = 0.3125. The mesh is
then distorted by randomly perturbing all the vertices of the grid as shown in Fig. 3.
The distorted mesh is then refined successively to check the convergence rate. The
final time is set to = 10 which corresponds to one advection of the vortex through
the domain.

As can be seen from Table 1, the scheme achieves the desired optimal convergence
rate of three.

3.2 Two-Dimensional Riemann Problems of Lax and Liu

Next, we consider the thirteenth configuration of the two-dimensional Riemann prob-
lems of Lax and Liu [12]. This configuration comprises of two shocks and two contact
waves. Figure 4 depicts the computed density field at a final time # = 0.3. The vortices
formed due to the operation of Kelvin—Helmholtz instability at the contact disconti-
nuity can be clearly seen. The low dissipation of the reconstruction method enables
resolution of these dissipation sensitive intricate flow features.
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Fig. 3 Sample mesh for isentropic vortex test

Table 1 Convergence table for third-order scheme (errors are based on density). & denotes the
distance between two consecutive mesh points on the boundary

h L, Error L Order Lo Error L Order
0.3125 9.30692 x 1073 7.42625 x 1072

0.1562 1.81551 x 1073 2.36 1.26745 x 1072 2.55
0.07812 2.88546 x 1074 2.78 1.77233 x 1073 2.84
0.03906 3.40563 x 107> 2.96 229116 x 1074 2.95

3.3 Double Mach Reflection of a Strong Shock

Next, we consider the double Mach reflection (DMR) configuration originally
proposed by Woodward and Collela [12]. The problem consists of a strong Mach 10
shock that is initially incident on a wedge that makes an angle of 60° with the plane
of the shock. We compute the solution to this problem on an unstructured mesh with
600,000 cells to a final time of 0.2. The density contours computed using the current
WENO scheme is depicted in figure. One can observe that the physically unstable
features of the flow, namely the slip lines and the wall jet, exhibit an instability growth
leading to rollup (Fig. 5).
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Fig. 4 Two-dimensional Riemann configuration of Lax and Liu

19.74

= 15.16

10.57

5.985
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Fig. 5 Density field for the double Mach reflection of a strong shock

3.4 Shock Diffraction from a Circular Cylinder

In this test case, a Mach 10 shock hits a stationary circular cylinder of unit radius.
Initially, a bow shock is reflected from the cylinder when the incident shock hits
the cylinder. As the incident and the reflected shocks meet, two Mach stems along
with contact discontinuities emanating from the triple points form. These shocks and
contact discontinuities undergo multiple interactions and reflections lead to formation
of complex vortical structures in the cylinder wake. Clearly, the proposed WENO
scheme captures these unsteady features quite well (Fig. 6).
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Fig. 6 Interaction of a Mach 10 shock with a stationary cylinder (Density field) at t = 5. Nearly
three million cells are used for the computation

4 Conclusions

A third-order accurate finite volume adaptive WENO scheme for unstructured quadri-
lateral meshes was developed. The principal advantage of these WENO schemes is
that the computation of the optimal positive linear weights is not required and the
reconstruction polynomial retains higher order accuracy throughout the cell, hence
maintaining a very good subcell resolution. In the proposed scheme, we have used
convex combination of five quadratic polynomials and a cubic polynomial to achieve
the desired convergence rate and handle strong shocks robustly. The reconstruction
of the polynomials is performed using a constrained least-squares approach. Unlike
the least-squares approach in which the cell averages of all the cells in the stencil are
only maintained approximately, the cell averages of four face neighbors of a cell are
maintained exactly in the present constrained-least squares approach. This approach
leads to a more accurate solution with only a slight increase in computational cost.
Numerical tests indicate that the WENO scheme proposed in this work achieves the
expected convergence rates for problems that involve smooth solutions. The recon-
struction procedure was shown to robustly handle strong shock interactions such as
those that arise in the double Mach reflection configuration.

Acknowledgements The implementation of the current WENO scheme on unstructured grids was
performed in the open-source framework deal.IT [13].
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Computational Study on the Flow m
Characteristics in a Film Cooled Gedida
Dual-Bell Nozzle

Martin Raju, V. V. Ijas Muhammed, Abhilash Suryan, and Heuy Dong Kim

Abstract A dual-bell nozzle comes under the classification of an altitude compen-
sating nozzle. The absence of any moving parts makes the dual-bell nozzle a better
substitute for the existing bell-shaped nozzles. In this study, a numerical simula-
tion is carried out on a 2D axisymmetric dual-bell nozzle model to find the nozzle
wall pressure distribution at different nozzle pressure ratio (NPR) which is validated
with the experimental results from previous literature. The main flow is modeled as
LO2/LH2 combustion mixture and secondary flow is modeled as GH2. Film cooling
is introduced at the inflection point of the dual-bell nozzle to study the influence of
the GH2 cooling film to the flow characteristics inside the nozzle. The influence of
secondary coolant injection to the movement of separation location and film cooling
effectiveness is studied by varying the coolant flow rate.

Keywords Dual-bell nozzle - Nozzle pressure ratio + Film cooling

1 Introduction

The new era of cost-effective space exploration encourages the need of single stage
to orbit (SSTO) mission launch vehicles. The area ratio of conventional bell nozzle
is limited due to asymmetrical flow separation due to high over-expansion at low
altitude for high area ratio nozzle. Therefore, multistaging is required in cases where
conventional bell nozzles are used. A dual-bell nozzle (DBN) is a blend of two bell
nozzles with different area ratios. It consists of a base nozzle and an extension nozzle
separated by an inflection region. Here, the advantages of a low area ratio and high
area ratio nozzle can be exploited by allowing the flow to get attached to the base
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Fig. 1 Modes of operation in a dual-bell nozzle

nozzle at low altitude operation, and at high altitude, the flow gets attached to the
extension nozzle part of the nozzle, thereby allowing complete expansion [1, 2].

Figure 1 shows the shear layer caused by the recirculating flow and main flow
which contributes to aspiration drag in a dual-bell nozzle for low altitude operation
mode. No shocks are present inside the nozzle at high altitude operation unlike
in low altitude operation. The transition from low altitude to high altitude is an
important performance phenomenon because early transition can negatively affect
the efficiency of the dual-bell nozzle.

In modern high-performance liquid rocket engines, the combustion chamber and
nozzle walls are subjected to high pressure and temperature combustion gas. There-
fore, inadequate cooling of the walls may lead to catastrophic engine failure. The
present computational study evaluates the flow characteristics inside dual-bell nozzle
of a liquid oxygen-liquid hydrogen (LOx-LH2) SSME engine with film cooling at
inflection of the dual-bell nozzle. Here, fuel is used as the coolant and its influence
on separation location movement and cooling effectiveness is analyzed.

2 Theory and Methods

The flow characteristics in a dual-bell nozzle can be influenced by parameters like
types of nozzle contour [3], area ratio of the base nozzle and extension nozzle, nozzle
length [4], inflection geometry of the nozzle [5], inflection angle of the extension
part of nozzle which is a function of Prandtl-Meyer angle [6], gas density on shock
strength [7] and Reynolds number of the flow [8].

The numerical simulation was performed on a two-dimensional axisymmetric
dual-bell nozzle using ANSYS FLUENT software. The geometry parameters of the
dual-bell nozzle which is being validated are given in Table 1. The experimental data
showed the variation of the wall pressure of the nozzle through the axial direction at
different NPR values [9, 10].
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Table 1 Dual-bell nozzle geometry parameter

Name Symbol Value
Radius of throat R 10 mm
Base nozzle area ratio eb = Ap/Ap 11.3
Extension nozzle area ratio ge = Ae/Am 25.6
Length of Base nozzle Ly/Rin 6.2
Length of extension nozzle Le/Rin 8.3
Total nozzle length L¢/Ry, 14.5
Inflection angle o 7.2

Throat section

Fig. 2 Generated mesh with 3.5 x 107 elements

The present study uses a truncated ideal contour (TIC) base nozzle and a positive
pressure (PP) extension. A structured mesh is generated, and refined grids were given
near nozzle wall and regions where gradients are believed to be high. Grids with total
number of nodes of 350,000 and y + of 5 were generated as shown in Fig. 3 (Fig. 2).

Different turbulence model was used in the present investigation for validation.
A pressure inlet and exit are considered, and total temperature of the inlet and far-
field boundaries was set to 300 K. An extended domain was considered to avoid any
influence of the free stream boundary condition to the flow inside the nozzle. The
numerical model solves Reynolds-averaged Navier—Stokes (RANS) equations with
different turbulence model for validation.

The film cooling effectiveness (®) is calculated using the relation given as,

e — Tw(x) - Tw,f(x) (1)
Tw(x) — Tf

In the above equation, (x) is the wall temperature at point ‘x” without film cooling,

T\ s(x) is wall temperature with film cooling and 7f is the coolant temperature which

is taken as 120 K for GH2 in an SSME rocket [12]. This study was conducted at

nozzle pressure ratio where full flow was attained inside the dual-bell nozzle so
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Fig. 3 Wall pressure variation in axial direction of nozzle for NPR = 30

Table 2 Different values of mass ratio

Coolant flow rate (g/s) Main flow rate (g/s) MR
61.24 918.6 15
45.93 918.6 20
36.74 918.6 25

that the effect of film coolant on the extension part of the dual-bell nozzle could be
studied. The study was done for three different mass ratio (MR) which is the ratio
of mass flow rate of main flow to the secondary coolant flow as shown in Table 2.
The MR was varied by changing only the mass flow rate of the coolant so that the
influence of coolant on reduction of wall temperature could be studied.

3 Results
3.1 Validation

The validation of the dual-bell nozzle geometry was done by comparing the numer-
ical results of wall pressure variation in the axial direction of the nozzle with the
experimental data [9, 10]. The experimental data from reference paper quoted above
shows that transition occurs at NPR = 30 where separation location is found at loca-
tion X/Rth = 6.2 which is the point of inflection. Therefore, the experimental data
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of wall pressure distribution in axial direction of the dual-bell nozzle at transition
nozzle pressure ratio (NPRtr) is taken for numerical validation.

The numerical results for pressure variation through the dual-bell axis matched
with the experimental data as shown in Fig. 3. Different turbulence models were used
and it was found that k-w SST gave better matching results to the experimental data.
The validation of film cooling in the same geometry is equally important; therefore,
it was clearly shown by Siba et al. [11] that the numerical model which solves
RANS with k-@ SST turbulence model has successfully predicted the interaction
of secondary and main supersonic flow by comparing data obtained through the
numerical model to the experimental data.

3.2 Flow Phenomenon with and Without Secondary Coolant
Injection

For the sake of understanding the flow phenomenon with and without cooling for
NPR = 5 and NPR = 20, a side by side comparison of results for with coolant
injection and without coolant injection are shown in Fig. 4. In Fig. 4, the Mach
contour for without coolant injection is shown above the axis and Mach contour for
with coolant injection is shown below the axis.

At NPR = 5, there is no significant change in shock pattern while comparing
with and without coolant injection Mach contour. Secondary coolant injection recir-
culation region is captured successfully as shown in Fig. 4 for case with film
cooling.

There is significant change in shock pattern when NPR = 20. The Mach contour
obtained at 20 NPR with and without cooling depicts the early transition of separation
location from base part of the nozzle to the inflection region due to secondary film
coolant injection at the inflection.

Inflection
[T I T

(Mach Number. s

Mach Number.

Fig. 4 Mach contour at NPR = 5 (left) and NPR = 20 (right)
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3.3 Movement of Separation Location

A study is conducted to study the influence of coolant flow rate on the movement of
separation location. This influence is studied for three different cases of NPR, i.e.,
30, 45, and 60.

The inverse of MR in y-axis depicts the increase in coolant flow rate. The sepa-
ration location moves downstream of the dual-bell nozzle as the coolant flow rate
increases for three different cases of NPR as shown in Fig. 5. The movement is found
to be highest for 30 NPR case, then decreases for 45, and further decreases for 60
NPR. Therefore, the study shows that at lower NPR, influence of coolant flow rate
in the movement of separation location is higher, and at higher NPR, the influence
of coolant flow rate is low.

3.4 Film Cooling Effectiveness

The film cooling effectiveness is calculated using Eq. (1). The effectiveness of coolant
to remove heat from the nozzle extension wall is shown in Fig. 6. The effectiveness
is highest when ® = 1, and as we go downstream of the nozzle, the effectiveness
decreases. The study is done for different cases of mass ratio as shown in Table 1.

The cooling effectiveness of GH2 on the extension wall of the dual-bell nozzle
for lower MR is high. The effectiveness of the film coolant reduces downstream of
the nozzle due to inadequate mixing length of the film coolant stream. There is a
limitation in increasing the coolant flow rate as it can affect the specific impulse of
the rocket.
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Further studies are being carried out to understand the influence of coolant flow
rate to the specific impulse loss of the rocket.

4 Conclusion

The results for the dual-bell nozzle geometry have been carried out using the commer-
cial ANSYS FLUENT software. The numerical simulation is conducted for different
nozzle pressure ratios and is compared with the available experimental data for vali-
dation of the geometry and numerical model. The flow pattern with and without
secondary film cooling was studied to visualize the secondary flow recirculation
region and the early transition of separation location to inflection region. The influ-
ence of secondary coolant flow rate on the movement of separation location showed
that at lower NPR, the influence is highest. Film cooling effectiveness of the film
coolant on the nozzle extension wall shows that higher concentration of fuel helps
in effective cooling of the nozzle wall.
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Application of Adaptive Optics for Flow m
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Yuki Yoshitomi, Kyojiro Enami, Shin Oya, Yutaka Hayano, Takeo Minezaki,
Noriaki Miura, and Toshiharu Mizukaki

Abstract Objective of this research is high spatial resolution acquisition of measure-
ment image in telescopic visualization measurement. Telescopic visualization
measurements cannot be performed under strong atmospheric disturbances because
of the spatial resolution degraded. So that, an adaptive optics system combining
a deformable mirror and a wavefront sensor is used to reduce the influence of
atmospheric disturbance. The visualization measurement uses a background-oriented
schlieren method that has attracted attention for use in open-air. In this paper, the
phase plate was used to conduct the experiment indoors. The phase plate was designed
and manufactured from the result of measuring the atmospheric disturbance. In addi-
tion, the phase plate was combined into the adaptive optics system and experiments
were performed.

Keywords Background-oriented schlieren - Deformable mirror - Wavefront sensor

1 Introduction

Recently, by the increase of global air demand, optimization of arrival and departure
intervals at airports is required. At Tokyo International Airport (Haneda Airport)
the aim is to increase the number of arrivals and departures. The cause of the time
separation between aircrafts is the wake turbulence of the aircraft. For example,
according to International Civil Aviation Organization (ICAO) regulations, a small
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aircraft following a large aircraft requires a time separation of 159 s. Therefore, the
time interval can be optimized if the developmental aspect of the wake turbulence
of the aircraft can be visualization measured with high spatial resolution, and the
optimization of the departure and arrival intervals can be expected. Recently, for
research purpose, the LIDAR has been used to detect the turbulence caused by a large
aircraft at take-off and landing at a few airports. Spatial resolution of the LIDAR is
about 30 m at most. Thus, authors initiated the research for precise detection of the
wake turbulence by optical flow visualization method, background-oriented schlieren
(BOS) [3]. On the other hand, under the strong atmospheric disturbances such at an
airport, spatial resolution decreases due to atmospheric disturbances, especially for
telescopic imaging. In this research, a deformable mirror and a wavefront sensor were
installed in optics of BOS to improve the images taken under strong atmospheric
disturbances. In this report, a phase plate, which is a thick resin disk with a density
gradient, was designed to simulate atmospheric turbulence for an experiment in
laboratory. The phase plate was evaluated by measuring laser beam scintillation
whether atmospheric turbulence was reproduced.

2 Methodology

2.1 Adaptive Optics

The concept of adaptive optics [6, 7] was proposed in 1953 for astronomer Babcock
to achieve the diffraction-limited angular resolution of terrestrial telescopes. Figure 1
shows that schematic of adaptive optics . Adaptive optics is a technique to correct
the light wavefront that is disturbed by disturbance. A wavefront sensor (WFS) and
a deformable mirror are used to correct the light wavefront shape affected by atmo-
spheric disturbances. Wavefront correction is performed by repeatedly performing
control to feedback information obtained by the wavefront sensor to the deformable
mirror (DM). The wavefront sensor is a device for measuring the phase plane of
light and reconstructs the wavefront from the information obtained from the wave-
front sensor using Zernike polynomial. Here, it uses the Shack—Hartmann wavefront
sensor. The Shack—Hartmann wavefront sensor has a microlens array in front of the
sensor. The wavefront is divided by the microlens array, and the inclination of the
wavefront is obtained from the movement amount of the focal point in each lens. The
deformable mirror can deform the shape of the surface and perform wavefront correc-
tion by deforming the mirror so that the wavefront error of the distorted wavefront
becomes smaller when reflected by the deformable mirror. Here, it uses a MEMS
deformable mirror that deforms a mirror by electrostatic force in a method using
microelectromechanical systems (MEMS) technology.
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Fig. 1 Schematic of adaptive optics: wavefront sensor, deformable mirror

2.2 Background-Oriented Schlieren Method

Background-oriented schlieren (BOS) method [3, 3] was presented at a conference
in 1998 and was registered as a patent in 1999 by Meier, a member of the Deutsches
Zentrum fiir Luft- und Raumfahrt e.V. Figure 2 shows that schematic of BOS. The
background-oriented schlieren method is a visualization method that records the
refractive index distribution in the flow field as the distribution of the amount of
movement of the background placed behind the phenomenon. For this reason, the
background pattern is often used to analyze the movement of the background, and
in many cases, random dot patterns are used. For recording the phenomenon, take
one set of images for each measurement. One is an image in anticipation of the
measurement part in the reference state where no phenomenon occurs. The other
is an image in anticipation of the phenomenon. Each of these is called a reference
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Fig. 2 Schematic of principle of background-oriented schlieren

image and a measurement image. An angle of refraction is given to the light beam by
the refractive index gradient in the phenomenon passing from the background to the
image recording element, and a small amount of movement is observed in part of the
background image. This refraction angle is estimated from the amount of movement
of the background image, and the density distribution is reconstructed. To obtain
the refraction angle ¢ from the amount of background movement, assuming that the
paraxial optical system and the declination are small, the amount of background
movement Ay on the image recording element can be expressed as Eq. (1) by the
phenomenon.

M=2Z/Zp (2)

Here, the background-phenomenon distance Zp, the background-lens distance
Zg, the focal length Z; of the imaging lens, and the magnification of the optical
system M. In addition, ¢ can be expressed as Eq. (3) if the refractive index ng of the
initial state of the medium, the refractive index change n due to the phenomenon,
and the depth AZp, in the direction of the line of sight of the phenomenon.

Zp+AZp

e L / ony. 3)
y
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Furthermore, given the density p of the medium, the refractive index n, and the
Gladstoe—Dale constant K, it is possible to relate Ay to the density gradient generated
by the phenomenon from (4) of Gladstoe—Dale equation.

n=K- p+1 4)

3 Experimental Setup

Figure 3 shows that schematic of the optical system used in this experiment. Beam
diameter of 4.4 mm was formed when light was incident on a beam expander
consisting of lenses L1 (¢ = 25.4 mm, f = 150 mm) and L2 (¢ = 25.4 mm, f
= 25.4 mm). The phase of the wavefront was disturbed by the light incident on the
phase plate. This makes it possible to simulate the effects of atmospheric distur-
bances indoors as well. The light reflected by the deformable mirror (THORLABS,
MEMS type, Actuator Array 14 x 14, Clear Aperture 4.4 x 4.4 mm) was split by a
beam splitter into a wavefront sensor (THORLABS, 1440 x 1080 pixel, Microlens
Arrays 47 x 35) and a camera (Allied Vision, 1280 x 1024 pixel, 168 fps) for
measurement. The phase plate had a phase distribution as shown in Fig. 4. White
was a positive phase and black was a negative phase. The phase of incident light
can be disturbed by rotating the phase plate. In this experiment, laser (THORLABS,
CPS635R, 635 nm) was targeted for wavefront correction. It corrects the wavefront
that has passed through the phase plate.

Laser

12

Camera WFS*1

Fig. 3 Schematic of experimental optical system: *! Wavefront sensor; *?Deformable mirror
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(b)

Fig. 4 a Phase plate device; b Phase pattern

4 Results

The atmospheric disturbance was measured when manufactured the phase plate.
The freed length was measured as 5 mm. So that the phase plate manufactured to
freed length 5 mm. The freed length can make constant by changing the number
of rotations according to the size and position of the beam. The phase plate was
combined into the optical system to perform a wavefront correction using a laser. As
aresult, when a deformable mirror and a wavefront sensor were combined, the light
intensity of the laser increased . Therefore, a wavefront correction was confirmed by
the deformable mirror and wavefront sensor.

5 Conclusions

The purpose of this research is to make a visualization measurement under strong
atmospheric disturbances near the ground. To confirm that it is possible to remove the
influence of atmospheric disturbances using existing adaptive optics. In this paper,
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the phase plate was designed and manufactured from the result of measuring the
atmospheric disturbance. An experiment was carried out by combining the phase
plate into the adaptive optics system. The result is:

We manufactured the phase plate with a fried length (r9) 5 mm from the results
measurement of atmospheric disturbance.

The phase plate was combined into an adaptive optics system and the experimental
conditions were rp = 5 mm.

A telescope with an effective diameter 203 mm attaches to the optical system, and
telescopic measurements are planned open-air.
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DNS of an Oscillating Shear Layer m
Between Two Parallel Couette Flows Qeckir

Kalluri Manohar Teja and Vagesh D. Narasimhamurthy

Abstract A non-planar mixing layer observed between parallel Couette flows by
Narasimhamurthy et al. (Phys Rev E 85:036,302, 2012) is considered. Direct numer-
ical simulation is chosen, and simulations are run in order to determine the crit-
ical Reynolds number at which the interface between the co-flowing laminar and
non-laminar flow becomes unstable exhibiting a meandering motion. The necessary
conditions required to trigger the shear-layer instability were also discussed. Different
combinations of Reynolds numbers are chosen keeping the Reynolds number ratio
between the laminar and non-laminar flows as constant. Preliminary results indi-
cate that the onset of instability occurs, and a meandering motion is observed at the
interface when Reynolds number for the non-laminar flow corresponds to 650.

Keywords Direct numerical simulation + Turbulent non-turbulent interface -
Instability - Meandering motion

1 Introduction

In our day-to-day life, we often come across many phenomena where fluids (either
same or different) with different velocities interact with each other. These are called
the mixing layer flows and are often included in the class of free shear flows, other
class being the wall-bounded flows, where the flow is restricted in one or many
directions by a solid surface. Typical free shear flow class includes jets, wakes,
and mixing layers, while the wall-bounded flows include boundary layer flows and
Couette flows.

In turbulent free shear flows, the flow is free from solid walls and is often
surrounded by quiescent fluid or fluid with negligible co-, counter, or cross-flow.
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