
Chapter 32
Vehicle Detection Based on Area
and Proportion Prior with Faster-RCNN

Hao Yuan, Bin Zhang, and Ming Liu

Abstract With the development of neural networks, detection accuracy and speed
constantly improved. However, the detection effect is still insufficient in some special
scenarios such as traffic environment. Therefore, we combine neural network with
prior knowledge to improve its performance in vehicle detection. In this paper, we
propose two effective prior: proportion and area prior to enhance the vehicle detection
ability of neural network in traffic environment. The proportion and area prior is the
statistical data of the vehicle at different angles and distances from the camera. In
the traffic monitoring video, the proportion of most vehicles is mainly divided into
several values. The area of all vehicles is also included between the thresholds.
Experimental results demonstrate the effect of prior. Detection effect for vehicle in
traffic environment of sample network in this paper increase by 6.56%.

32.1 Introduction

Vehicle detection is the technique that uses computer to simulate human eyes to
acquire vehicles in images captured in different scenarios. This technology is highly
desired in intelligent transport system and intelligent video surveillance. First, detect-
ing vehicle can significantly increase work efficiency of traffic department and save
the manpower. If traffic condition is represented by accurate statistics, more useful
information can be read from traffic monitor video. Second, unmanned vehicles [1]
also need vehicle detection technology. When unmanned vehicle is running, how to
find the barrier ahead is the essential factor. During the last year, unmanned vehicle
have developed much, vehicle equipped with a variety of sensors can travel well
without driver. But when comes to the environment of road monitoring, only a few
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methods try to detect vehicle based on aerial image. In recent research, most vehi-
cle detection methods are based on object detection which are mainly divided into
traditional methods and deep learning methods.

In this paper, we propose two prior knowledge: proportion and area prior aiming at
improving detection effect on traffic environment. Two priors are based on statistics
of vehicles in traffic monitor video. We find that, different to images from unmanned
vehicle or aerial photography, vehicles in trafficmonitor video havemulti-proportion
and size based on height and angle of cameras on road. Different angles and different
distances generate different values of prior. Therefore, vehicles in every part on image
have a different prior. If we conclude these values and combine them with network
training, we can improve the detect effect of vehicle in on-road monitor video.

This paper has applied method which introduced on the above. We use faster-
RCNN object detection framework as example, as experimental data shows, our
approach is valid and able to detect distant vehicle in image, which shows the
enhancement of detect ability.

The rest of this paper is organized as follows: In Sect. 32.2, it introduces the
background of the object detection in past years from two aspects: one is traditional
method and the other is object detection by neural network. Recent research on
vehicle detection is also introduced. In Sect. 32.3, definition and extraction of prior
knowledge are discussed in this part. In Sect. 32.4, the training and predictionmethod
is evaluated and analyzed by the experiment. Section 32.5 draws the conclusion of
this paper.

32.2 Related Work

32.2.1 Background on Object Detection

Recent years, the way to detect target in image mainly is divided into traditional
method and deep learning method. Two methods are different in many aspects.

In implementation of object detection, traditional algorithmmainly detects the tar-
get through hand-designed feature extractor and classifier. When image is inputed,
pre-processing such as denoising, image enhancement is performed, and then the
possible region of target is selected by sliding window. For each region, its feature
is extracted by extractor based on factors like target shape, illumination and back-
ground. Specific process is shown in Fig. 32.1a. Feature extractor commonly used
are SIFT, HOG, etc. Finally, features extracted were used to trained the classifier
(like SVM, AdaBoost) to obtain the category and location information of detected
target. In addition, background modeling is also a common method used in video
object detection. As shown in Fig. 32.1b, this method firstly obtains the background
model through image sequence training, then obtains the target by subtracting new
image from model. However, in practical applications, traditional methods still have
the following drawbacks:
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Fig. 32.1 Traditional object detection method

1. Area selection strategy based on sliding window is not targeted for identifying
objects which leads to high time complexity and window redundancy.

2. Traditional methods use artificially designed feature extractors, which need
to switch between different targets. Similarly, different designs have different
effects. Therefore, traditional algorithms are often not robust enough. For exam-
ple, in 2003, Paul Viola and Michael-Jones use Viola-Jones (VJ) [2] detector
in paper published on CVPR. This method uses sliding window to select target
region, then extracts Haar feature and uses AdaBoost to classify targets. In pedes-
trians detection [3, 4], Dalal and Triggs proposed HOG feature [5] and classified
it by SVM classifier. In addition, for targets that are generally detachable into
multiple different components, the deformable parts model (DPM) algorithm [6]
is used. This algorithm divides the object into several components, for example,
vehicles are divided into the body, window, wheel and so on.

In addition to traditional algorithms, deep learning methods [7] in real-world
object detection [8] are also an important research direction in field of computer
vision. In 2006, Hinton proposed deep learning [9], which uses deep neural networks
to automatically get high-level features from large volumes of data. Compared with
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traditional method, neural network obtains more comprehensive and accurate fea-
tures, the detection effect improve greatly. Subsequently, Professor LeCun proposed
convolutional neural network [10], which further developed deep learning. This net-
work is a hierarchical model consisting of input layer, convolution layer, pooling
layer, fully connected layer and output layer. It is specifically designed for image
processing. The features received by convolutional layer in network are localized by
previous layers. The feature is obtained by convolving shared weights. In convolu-
tional neural network, image is extracted by initial convolution and pooling layers.
As the maturity deepens, feature map generated by each layer becomes smaller and
the extracted feature level becomes higher. The level of abstraction increases contin-
uously. These features are then classified by fully connected layers and output layers
to produce a one-dimensional vector which represents the current picture category.
According to function of each layer, convolutional neural network can be divided
into two parts: feature extraction part and classifier part.

Later, Girshick et al. proposed the RCNNmodel [11], which uses selective search
to obtain candidate regions from input image, then the candidate regions are converted
into uniform sizes and extracted feature by convolutional neural networks. Finally,
multiple SVM classifiers are used to achieve multi-object detection.

In order to further improve the detection speed, faster-RCNN [12] adds a network
for finding candidate boxes after convolutional layer, named region proposal network
(RPN) [13]. By training this network, faster-RCNN can directly get the candidate
area. We use faster-RCNN as an example to introduce how prior knowledge [14]
improve the detection effect of vehicles [15, 16].

32.2.2 Background of Vehicle Detection

In recent years, due to the success of neural network, vehicle detection has developed
rapidly, a variety of detect methods based on neural network sprung out. Some
methods aim at detecting vehicle in on-board camera in order to build the driver
assistance system [17] or intelligent vehicle [18]. This kind of methods are mainly
used in driving environment. In addition, some methods focus on vehicle detection
in aerial images like [19, 20], these methods mainly enhance the ability of neural
network in detecting small vehicle. Some researchers also improve the detection
speed by optimizing the structure of network.
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32.3 Prior Knowledge

32.3.1 Definition of Prior Knowledge

In this paper, we use faster-RCNN to detect vehicles in images taken from road
surveillance cameras to prove that using prior knowledge in neural network can
enhance its effect on vehicle. Following types of features can be used as prior
knowledge when detecting vehicles:

Prior knowledge 1: If size of image has not been clipped or scaled by network
during training, the aspect ratio of rectangular frame which can contain the entire
vehicle is considered as the prior knowledge. If it has been cropped, ratio is calculated
based on cropped image.

Prior knowledge 2: When range of target size in training set is large, area of
rectangular frame which can contain the target is also the prior knowledge. Size of
area of rectangular frame corresponding to minimum target is taken as lower limit,
and size of area of largest target corresponds to the rectangular frame is the upper
limit.

Above are the proportion and area prior. All prior knowledge can be described by
digital quantification. Prior knowledge one can optimize the interest region which
generated by RPN in faster-RCNN and then improve the detection accuracy of vehi-
cle. Prior knowledge two improved the size range of vehicle in detection. Through
this prior, neural network can detect extremely small or large target better. By intro-
ducing features of detection target as prior knowledge, we can enhance the network’s
tendency to vehicle in different states.

Different values of area and proportion prior are mainly caused by the following
factors: (a) Distance between shooting device and vehicle. When distance is large,
vehicle area in image is small, vice versa. (b) Angle and height, when shooting
device is in different directions of vehicle or at different shooting heights, proportion
of vehicle changes greatly. For example, image taken from rear of font has quite
different ratios.

32.3.2 Extracting Prior Knowledge from Object

When extracting prior experience as mentioned above, we divide vehicles in image
set into five parts: vehicles far away from camera which result in small vehicle area
in image, this kind of vehicles represents the minimum area threshold in detection;
vehicle close to camera having the largest area in image represents the maximum
area threshold; vehicles have same or opposite direction to camera; vehicle which is
turning at 45 or 90° to camera. These five types of vehicles basically represent all
kind of vehicles in image set.

Therefore, when neural network is training, we first get proportion of vehicle
in different situations. Then obtain maximum and minimum values of vehicle area
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in image. If data set has more priori value, we can set multiple scale values. As for
neural network, automatically acquiring the prior knowledge by algorithm in training
process still needs further research.

32.4 Prediction Method

32.4.1 Neural Network Used in Experiment

This paper combines prior knowledge to the training process of faster-RCNN-
inception-v2 as example. Specific training process is shown in upper part of Fig. 32.2.
During training, prior knowledge is added as a prior condition to the entire learning
process, adding a different prior knowledge may generate different models.

In faster-RCNN, network firstly obtains original features from input image
through feature extraction network (such as VGG [21] and resnet [22]). Then feeds
the feature maps into RPN to get candidate boxes. Rest of network may extract the
feature of candidate box and classify them into two outputs: recommended borders
and categories (foreground and background). The processing flow is shown in lower
half of Fig. 32.2.

This paper mainly modifies the regional proposal network (RPN) with prior
knowledge in training process. In faster-RCNN, RPN network generates N can-
didate boxes in different shapes and sizes for each pixel in feature map through
sliding window and then performs subsequent processing. Where N is determined
by number of proportion prior and multiple. Calculation method is shown as follows:

Nboxes = Nratios × Nscales (32.1)

Changing the size and shape of candidate boxes generated by regional proposal
network by combining twoprior knowledge can enhance the detection effect of neural
network on vehicle and improve its ability on vehicles whose size is too large/small.

Fig. 32.2 Faster-RCNN training and detection process
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32.4.2 Anchors Generation Affected by Area and Size Prior

When starting training, regional proposal network obtains featuremap of input image
from feature extraction network. Due tomultiple convolution and pooling operations,
each pixel of feature map represents a considerable area of original image. For each
pixel, RPN network generatesN candidate boxes corresponding to the corresponding
positions of original image according to the set correlation parameters. Area prior
is combined in this step to change the area size of candidate boxes. Bs parameter in
following formula is the side length of generated minimum square candidate boxes,
S is the area of generated candidate boxes, Sa is the magnification of other size of
candidates based on Bs. When candidate box is enlarged in area, default candidate
shape of boxes is square, and the area of different candidate boxes is the square of
Bs, multiplied by the multiple. Amplification process is shown in Fig. 32.3b.

S = B2
s × Sa (32.2)

Fig. 32.3 Size and area
transformation
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Taking Fig. 32.3a as an example, vehicle contained by red box in upper left corner
has the minimum area, size of this area is set to be the minimum value of area prior.
Vehicle in red box on the right side of picture has the maximum area, so we set it to
be the maximum value in area prior. Assuming that, minimum area of image is 250
and the maximum is 250,000, we can make Bs, 16 and Sa, 8, 16, and 32, respectively.
Thus, after the area is enlarged, the largest candidate box can contain an area having
the value of 262,144,which is larger thanmaximumvalue in area prior. By combining
area priors, network can better detect vehicles that are too small/large.

The proportion prior mainly affects width and height of candidate boxes when the
area has been determined. Transformationmanner is shown in the following formula.
Pr is proportion prior, which determines the aspect ratio of square box after the value
of area has been determined by Bs, Lw represents the width of candidate boxes, and
Lh is the height. Figure 32.3c is an example of width-height transformation.

Lb = Sa × Bs√
Pr

(32.3)

Lh = Lb × Pr = √
Pr × Sa × Bs (32.4)

Formula (32.3) represents width of candidate boxes and Formula (32.4) represents
the height. S is value of area.

Then, the candidate boxes were sent to subsequent network for classification and
scoring.

32.4.3 Neural Network Training

In this paper, sample network is trained with manually annotated vehicle data from
road monitoring video. The algorithm is implemented on tensorflow which is an
advanced deep learning framework. In network config, we set momentum of 0.9, a
weight decay of 0.0005 and learning rate of 0.0001. Hardware used in experiment is
a 1080ti GPU and an i7-7700 3.6 GHzCPU. In the RPN part of the network structure,
we modified its Pr, Bs, and Sa parameters based on a different prior knowledge.

32.4.4 Experimental Result

In the experiment, there are 1200 images in total to be trained and tested. Among the
images, there are 1000 images used for training, and 200 images are used for test.
The number of steps for training is 200,000 in total. Through GPU acceleration, the
network training has been finished in 20 h. The test result is shown in Tables 32.1
and 32.2. Except parameters combined with prior knowledge, the other parameters in
neural network which participated in comparison are consistent. Different network’s
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Table 32.1 Detection effect of network under different ratios

Network Ratio Identification quantity

0.5, 1.0, 2.0 1083

1.8, 1.0, 1.1 1150

Faster-RCNN-inception-V2 0.7, 1.2, 1.5 1086

0.5, 1.5
0.5, 1.0, 1.5, 2.0

1113
1103

0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 2.0 1099

Table 32.2 Detection quantity comparison

Network Identification quantity Increased percentage

Resnet-101 1089 5.60

Resnet-50 1115 3.14

Faster-RCNN-inception-V2 1150 –

detection effects under different Sa and Pr are evaluated. We run each experiment
four times on same data with each parameter and take the average value as final data.

The result of experiment to tests the detection effect with different is in Table 32.1.
First row in Table 32.1 is the result of unmodified network. The other lines are results
with different ratios. In the test results, average detection quantity of unmodified
network is less than other comparative network. In addition to comparison with
different values, we also test on other networks, the result is shown in Table 32.2.
In Table 32.2, we can see that on same test set, our network is 3.14 and 5.60% more
detect than the other two networks. Combing the results of Tables 32.1 and 32.2, we
can draw the following conclusions: By adding prior knowledge, the detect effect of
the neural network can be enhanced, and the detect ability of distant vehicle can be
improved.

As for Pr, we can also find that when value of Pr is closer to actual proportion,
network has better performance.When the number of Pr is increased to fit all possible
proportions, performance of network is also promoted. In addition, according to
prior knowledge acquisition rules, appropriate value of Bs can improve the ability
of network on detecting too small/large targets. Figure 32.4 is the detection result

Fig. 32.4 Pr are 0.5, 1.0, 2.0



444 H. Yuan et al.

Fig. 32.5 Pr are 0.8, 1.0, 1.1

of network whose Pr value has not been modified. Figure 32.5 shows the result of
network whose Pr value has been modified with prior knowledge. From two results,
we can find that network combined with prior knowledge detect more cars in small
size. In other words, the network have better performance on extremely small or
large vehicle.

In addition, another conclusion can be obtained through the experiment. Com-
pared to using actual proportion values of vehicle as prior knowledgedirectly, increas-
ing the number of Pr only enhances the detection effect in a small range. Data rep-
resented by histogram in Fig. 32.6 shows the influence of different Sa on detection
result under the same test set.When Pr is approximately or included in 0.7–1.5, value
of detection result is higher. When Pr deviates from actual ratio, network detection
ability drops significantly.

Fig. 32.6 Effect of different proportions on detection results
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32.5 Conclusion

In this paper, we propose the method which adds prior knowledge into training pro-
cess of neural network to enhance its detection ability for on-road vehicle. Proportion
and area information of vehicle at different angles are manually extracted from train-
ing set and feed to neural network as prior knowledge. When tested on same test
set, number of targets detected by modified network increased by 6.56% compared
to initial network. From this result, we can reach the conclusion that the ability of
network on detecting vehicle can be improved by adding prior knowledge.

In latter work, we will try to make the neural network automatically acquire prior
knowledge and optimize it. Attempt will be made to train the network with prior
knowledge as training data alone. Other prior knowledge should be introduced more
than proportion and area prior. In addition, we will combine prior knowledge with
other neural networks to test whether the proposed method is equally valid for most
networks. Similarly, pedestrian and multi-object detection will also serve as our
future research direction.

Compared with other algorithms, neural networks have very considerable poten-
tial advantages in task of object detection.Wewill try to reduce the network structure
when detecting single target later to shorten the training time and improve the detec-
tion speed. At the same time, for specific goals, definition and extraction method of
prior knowledge are also the future research content. Although the neural network
improves the ability to detect vehicles by adding prior knowledge, we are still not
sure whether the method is effective for non-vehicle targets. Therefore, this method
still has great room for development.
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