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Preface

The 2nd Sensor Networks and Signal Processing (SNSP 2019) Conference is held
in conjunction with the 2019 International Conference on Machine Learning and
Intelligent Systems (MLIS 2019). With the support of National Dong Hwa
University (NDHU), they are held together in National Dong Hwa University,
Hualien, Taiwan, during November 19–22, 2019. It aims to present the develop-
ments in leading research and facilitate cross-disciplinary interaction in four main
themes: sensor networks, signal processing, machine learning and intelligent
systems.

SNSP 2018 was sponsored by the School of Communication and Information
Engineering, Xi’an University of Science and Technology. Following the great
success of the last conference, we received nearly 150 submissions from 14
different countries and constructed a strong technical program in six sessions for the
two conferences. After an intense and strict peer review by the program committee,
which is composed of by many experts, we decided to accept 42 papers, which
represents an acceptance rate of about 30%.

On behalf of sponsors and conference committees, we want to express our
special thanks to all the keynote and invited speakers, authors and attendees who
put their effort in preparing at least a contribution for the conference. On the other
hand, we are very grateful to the people, especially the program committee
members and reviewers, who devoted time to evaluate the papers. In addition, we
are grateful to Springer for publishing the conference proceedings.

Finally, we would like to thank all who have helped in making the two con-
ferences a success. We hope that you will enjoy the technical program and the
social events of the conference, and you can also discover many beautiful places in
Hualien, Taiwan. Wishing you a fruitful and enjoyable SNSP 2019 and MLIS 2019.

Hualien, Taiwan Sheng-Lung Peng
Krasnoyarsk, Russia Margarita N. Favorskaya
Hualien, Taiwan Han-Chieh Chao
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Chapter 1
An Improved Clustering Routing
Algorithm for Heterogeneous Wireless
Sensor Network

Huan Yao

Abstract To prolong the lifecycle of heterogeneous wireless sensor networks, an
improved algorithm based on a distributed energy efficient clustering algorithm is
proposed. Firstly, the proposed algorithm increases the possibility of the higher
energy node to become the candidate cluster head based on the absolute value of
the residual energy level. Secondly, the energy consumption rate, the ratio of resid-
ual energy, and the initial energy are added into the threshold that is used to control
the probability of the node selected as the cluster head. Finally, the mixed data trans-
mission mode is used in the data transmission phase to reduce the consumption of
nodes to communicate with the base station. The simulation results show that the
proposed algorithm can effectively prolong the network lifecycle and stability period.

1.1 Introduction

Wireless sensor networks (WSNs) are usually applied to battlefield surveillance, fire
prevention, industrial management, and agriculture irrigation [1]. In WSNs, one of
the main constraints is the battery power limit, which has a great impact on network
lifecycle and quality [2]. There are two main strategies to solve this problem. One
is to insert a certain proportion of heterogeneous nodes [3], and the other is to apply
clustering technology [4]. Therefore, it is necessary to study heterogeneous clustering
routing algorithm to prolong the network lifecycle [5].

In the literature, heterogeneous cluster routing technology is considered as one of
the most mature energy-saving technologies [6]. In terms of energy heterogeneity,
heterogeneous nodes have the ability to perform complex communicational tasks
because the heterogeneous nodes have sustainable energy, meaning that it does not
need frequent replacement [7]. While these heterogeneous nodes are expensive con-
sidering the comprehensive factors of energy efficiency and economy, how to deploy
the least heterogeneous nodes reach the best effect is very important [8, 9]. In addition,
cluster routing is another strategy that applies in WSNs [10]. However, it may lead

H. Yao (B)
University of Northeast Electric Power Jilin, Jilin 132012, China
e-mail: lncsyaohuan_0226@163.com

© Springer Nature Singapore Pte Ltd. 2021
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4 H. Yao

to several cluster overloads, resulting in unreasonable cluster formation [11] leading
the network to premature death. Therefore, how to design a reasonable heteroge-
neous clustering routing algorithm is a problem worth researching. The improved
clustering routing protocol proposed in this paper is based on heterogeneous WSN
(HWSN). The probability and threshold of cluster head selection is modified, and
the modified hybrid transmission strategy can improve the case of path loss.

The following parts are shown as: Sect. 1.2 discusses the energy-saving work of
heterogeneous cluster wireless sensor networks; Sect. 1.3 introduces the three-tier
DEEC protocol; Sect. 1.4 details and describes the proposed protocol; Sect. 1.5 gives
and analyzes several simulation results; Sect. 1.6 summarizes the results.

1.2 Related Work

WSNs are popular with many researchers on account of its potential application
values. Aiming at the most effective clustering protocol in WSNs, a classical low-
energy adaptive clustering hierarchy (LEACH) [12] algorithm is proposed, which is
the earliest widely applied clustering algorithm that extends the lifetime ofWSNs. In
this algorithm, each cluster has a key node, called cluster heads (CHs). All nodes do
not transmit data directly to the base station, but some nodes convey information to
the local CHs. In each round, the CHs have a certain probability that is computed into
circulation. Each round is defined by the establishment phase and the stable phase.
This paper also discusses several LEACH-based adaptive clustering protocols, such
as LEACH-c [13] and LEACH-m [14]. These methods are isomorphic, but are not
suitable for heterogeneous wireless sensor networks. Stable election protocol (SEP)
[15] was designed by Smaragdakis in 2004, which is suitable for heterogeneous
networks and shows the process of cluster head selection including advanced nodes
and normal nodes. It is the earliest protocol that refers to heterogeneity. According to
the initial energy of each node, the probability of each node becoming a cluster head
is weighted. Therefore, compared with ordinary nodes, the probability of high-level
nodes becoming cluster heads is more likely, and the performance of SEP is better
thanLEACH.Li et al. discussed the distributed efficient clustering (DEEC) algorithm
[16] about the two-level and multi-level heterogeneous network. This is developed
based on SEP. When filtering cluster heads, nodes with larger initial energy and
residual energy are more likely to be selected as cluster heads.

However, in DEEC protocol, it is complicated to calculate the average energy con-
sumption. Elbhiri [17] proposes a developed DEEC (DDEEC) for HWSN. DDEEC
introduces the concept of threshold to ensure that the residual energy of high-level
nodes after a certain number of rounds is equal to that of ordinary nodes and will not
be repeated as CHs. Saini et al. [18] proposed enhanced DEEC (EDEEC) protocol,
which extends DEEC to a three-level network by adding super nodes, but the proba-
bility of CHs selection is the same as before. Javaid proposes a new clustering routing
protocol: an improved distributed energy-saving clustering scheme (EDDEEC) [19]
for HWSNs, which improves the probability of cluster head (CH) selection based on
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dynamic changes. Xie proposed an improved distributed energy-saving clustering
algorithm (IDEEC) [20] for HWSNs in 2017. IDEEC takes into account the multi-
level energy model, simplifies the threshold, improves the probability of cluster head
selection, and optimizes the average energy in the network. All the above algorithms
only change the cluster head selection, without considering the comprehensive fac-
tors. The data transmission stage is single hop, which consumes a lot of energy and
is not conducive to prolonging the life cycle of the network.

On the basis of the previous research results, the existing DEEC improvement
project still has some shortcomings. Its algorithm is more complex in practical appli-
cation, without considering all the important factors. Therefore, this paper proposes
an improved heterogeneous WSN routing protocol, which can effectively utilize
energy and then prolong the lifetime of the network.

1.3 The Three-Level Protocol of DEEC

In this section, a three-level distributed efficient clustering (DEEC) algorithm is
introduced, which contributes to the research of the subsequent routing protocols.
Now, we will discuss energy heterogeneity protocols in detail.

1.3.1 Network Model

The rational assumptions have the following attributes:

(1) The sole base station has an unlimited supply of power. Therefore, there are no
other limitations.

(2) After deployment, all sensor nodes and base stations are static, and they all have
their own identifier (ID) number

(3) Radio is symmetrical, so data transmission nodes consume the same power as
node A.

(4) The distance between nodes can be calculated based on the received signal
strength.

(5) Three-level nodes are deployed in the network. In addition, they have similar
storage, processing, sensing, and communication functions

1.3.2 Energy Model

There are N nodes made up of three types deployed in the network that differ in their
initial energy. Normal nodes contain an energy level of E0, and the advanced nodes
of fraction m have a times extra energy than the normal nodes equal to E0 · (1+ a).
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However, super nodes of fraction m0 have a factor of b times more energy than
the normal nodes. Therefore, N · m · m0 is the total number of super nodes, and
N · m · (1 − m0) is the total number of advanced nodes. The total initial energy of
the three-level heterogeneous networks is given by:

Etotal = N · (1 − m) · E0 + N · m · (1 − m0) · (1 + a) · E0 + N · m · m0 · (1 + b) · E0
= N · E0 · (1 + m · (a + m0 · b)) (1)

We can see from (1) that the three-level heterogeneous networks contain m · (a +
m0 · b) times more energy as compared to homogeneous WSNs.

As the author proposed in [21, 22], a node transmits l bit messages to a distance
d and the equation to calculate the energy consumption is given by:

ET x (l, d) =
{
l Eelec + lεfsd2, d < d0
l Eelec + lεmpd4, d ≥ d0

(2)

Furthermore, when a node receives l bit messages, the equation to calculate the
energy consumption is given by

ERx (l, d) = l Eelec (3)

where Eelec signifies the energy dissipation per bit in the transmitter and receiver cir-
cuitry, the parameters εfs and εmp are the energy consumption per bit in the radio fre-
quency amplifier, d signifies the transmission distance, and d0 signifies the threshold
distance, whose value is given by

d0 =
√

εfs
/

εmp (4)

The average energy of r round from [22] is given as:

E(r) = 1

N
Etotal

(
1 − r

R

)
(5)

where R denotes the total rounds during the network lifetime and can be estimated
as:

R = Etotal

Eround
(6)

where Eround is the energy dissipated in a network during a single round and it can
be calculated as:

Eround = l(2NEelec + NEDA + kεmpd
4
toBS + Nεmpd

2
toCH) (7)



1 An Improved Clustering Routing Algorithm … 7

where k is the number of clusters, EDA is the data aggregation cost expended in CH,
dtoBS is the average distance between CH to BS, and dto CH is the average distance
between cluster members to CH. Now, dto BS and dto CH can be calculated as:

dto CH = M√
2πk

(8)

dto BS = 0.765
M

2
(9)

Through finding the derivative of Eround with respect to k, and setting the derivative
as zero, we can get the optimal number clusters kopt as:

kopt =
√
N√
2π

√
εfs

εmp

M

d2
to BS

(10)

Hence, we can calculate the energy dissipated per round by substituting Eqs. (8),
(9), and (10) into (7). When the number of the clusters is kopt, the total energy
consumption of the entire network is minimal. So, we can determine the optimal
cluster head ratio Popt by

Popt = kopt
N

(11)

1.3.3 Cluster Heads Selection Method

In DEEC, each round node decides whether to become a cluster head based on the
threshold calculated by the suggested percentage of cluster heads for the network.
This decision is that the nodes automatically generate a random number between 0
and 1. If the number is less than the threshold T (Si ), then the node becomes a cluster
head for the current round. The threshold is set as:

T (Si ) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

pnrm

1−pnrm
(
r mod 1

pnrm

) Snrm ∈ G ′

padv

1−padv
(
r mod 1

padv

) Sadv ∈ G ′′

psup

1−psup
(
r mod 1

psup

) Ssup ∈ G ′′′

0 Otherwise

(12)

where pnrm, padv, and psup are the weighted election probabilities for normal,
advanced, and super nodes. G ′, G ′′, and G ′′′ stand for the sets for which relevant
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nodes have not become cluster heads within the last 1
/
pnrm, 1

/
padv, and 1

/
psup

rounds.
The weighted election probabilities pnrm, padv, and psup are given by

pi =

⎧⎪⎪⎨
⎪⎪⎩

PoptEi (r)

(1+m(a+m0b))E(r)
for Nrm nodes, if Ei (r) > Tabs

Popt(1+a)Ei (r)

(1+m(a+m0b))E(r)
for Adv nodes, if Ei (r) > Tabs

Popt (1+b)Ei (r)

(1+m(a+m0b))E(r)
for Sup nodes, if Ei (r) > Tabs

(13)

We can substitute (13) into (12), and the threshold formula of the final cluster
head is obtained.

where Tabs is the threshold of energy, which can be expressed by:

Tabs = zE0 (14)

where E0 is the initial energy of the normal node and the range of z = 0 is 0 to 1.
If z = 0, we will have the previous DEEC algorithm, the threshold to be a cluster
head will be equal to zero for all nodes, and all advanced nodes and super nodes
have few opportunities to be a cluster head. So, they go to transmit data directly to
the base station in a large part; thus, they die quickly. Through lots of simulations
with a random topology, the value z directly controls the cluster heads number. If z
is higher, the cluster heads will increase. But, it cannot increase without limit, and it
will lead to the phenomenon that cluster head overloads. To solve this problem, put
the reasonable value that it is worth researching. And in the following experiment,
it is researched that when z is 0.74, the network performance is optimal.

1.3.4 Setup of the Cluster and Data Transmission

First filter the candidate CH in the first round. When the selected candidate CH is
formed, it will send the data to the competing CH within the competition radius. At
the same time, the member node can get the distance to join the cluster according
to the received signal strength and can get the minimum value according to the
received strongest signal information. The cluster member nodes send data to the
cluster head according to the time slot of TDMA. Then, each cluster head receives
data, aggregates it, and forwards it to the base station. The data transmission mode
is single hop mode. After completing one round of data transmission, new cluster
head selection will begin in the next round.
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1.4 Proposed Algorithm

1.4.1 Cluster Head Selection

1.4.1.1 The Improvement of Probability

From (13), it can be seen that nodes with large residual energy on the circle are
more likely to become cluster heads. Therefore, nodes with higher residual energy
or higher nodes are more likely to be selected as cluster heads than those with lower
energy or normal nodes. However, when the residual energy of super node, advanced
node, and ordinary node is almost the same, the probability of choosing super node
or advanced node as a cluster head is still higher than that of choosing ordinary node.
Thismakes super and advanced nodes to have less residual energy than normal nodes,
and they will die faster than normal nodes. To avoid this unbalanced problem, the
probability formulas are changed. All the nodes will use their respective probability
formula until they reach a threshold energy level Tabs. The paper adds a condition
that when the residual energy of all three-level nodes reaches the threshold Tabs or
below, the cluster head elections can still work efficiently, and then, all the nodes
will use a common probability formula as given below:

pi = c
Popt(1 + b)Ei (r)

(1 + m(a + m0b))E(r)
, for Nor, Adv, Sup, if Ei (r) ≤ Tabs (15)

where c is a positive value which adjusts the probability of cluster head election,
the range of c is 0 to 1, and it will be shown in Part 5 (Simulation and Discussion).
Formula (15) is an improvement for the election probability of cluster heads. It
can well improve the trend of rapid decline of energy of high-energy nodes when the
residual energy of all nodes is less than the threshold value. Therefore, the probability
of improved nodes makes the energy consumption more balanced.

Thus, the whole improved probability is expressed as (16):

pi =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Popt
(1+m(a+m0b))

for Nrm nodes, if Ei (r) > Tabs
Popt(1+a)Ei (r)

(1+m(a+m0b))E(r)
for Adv nodes, if Ei (r) > Tabs

Popt(1+b)Ei (r)

(1+m(a+m0b))E(r)
for Sup nodes, if Ei (r) > Tabs

c Popt(1+b)Ei (r)

(1+m(a+m0b))E(r)
for Nor,Adv,Sup,if Ei (r) ≤ Tabs

(16)

Formula (16) completely describes the cluster head election probability under
different conditions for the three node types, where Popt represents the optimal cluster
head election probability, and a and b, respectively, represent the multiples of the
energy of advanced node and super node higher than that of ordinary node.



10 H. Yao

1.4.2 The Improvement of Threshold

Starting from (12), the threshold depends only on probability and integer. However,
due to the heterogeneity of nodes in the network, the initial energy and energy
consumption rate of nodes are different. Therefore, it is unreasonable to choose a
cluster head based on the above factors. We consider natural factors, including the
speed of node energy consumption and residual energy.

We believe that the initial energy of nodes should have different probability of
cluster head selection, and the corresponding threshold should reduce the lower initial
energy of premature death to some extent. However, in the actual operation of the
network, only considering the initial energy cannot solve the problem of unbalanced
energy consumption. The residual energy of nodes in the network undergoes dynamic
changes. Some nodes usually act as cluster heads, which makes the stability period
of the network very short. Therefore, we need to consider the residual energy factor.
In addition, the initial energy of the node is higher, but the energy consumption is
higher. Therefore, if only considering the high residual energy factor, the nodes will
consume energy quickly in the next round, which is not the best strategy to select
cluster heads.

From another point of view, if only one factor of node energy consumption rate
is considered, there is a problem of loss of energy consumption rate of the node in
the first round. In this case, the threshold will become zero. As a result, all nodes
become cluster heads, and network performance decreases dramatically.

In order to realize the former method without considering node energy consump-
tion rate and residual energy consumption, we modify the threshold, which adds
influence factor η, which is multiplied by the original probability, and proposes that:

T (Si )

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

pnrm

1−pnrm
(
r mod 1

pnrm

) ∗ ηnrm pnrm ∈ G ′

padv

1−padv
(
r mod 1

padv

) ∗ ηadv
padv ∈ G ′′

psup

1−psup
(
r mod 1

psup

) ∗ ηsup psup ∈ G ′′′

0 Otherwise

(17)

The η is a factor, and the formula is given by

η = α
Ei (r)

Eini
+ β

r − 1

Eini − Ei (r)
(18)

There is also the practical significance of r−1
Eini−Ei (r)

, which is the reciprocal of the
energy consumption rate. In addition, Eini, Ei (r), and r represent the initial energy,
residual energy, and the current round, while α and β are the weight factor which
adjust the factors that Ei (r)

Eini
and r−1

Eini−Ei (r)
.

We can also draw the forecast conclusion by determining that the cluster head
selection in the next round is based on the η of the previous round. Then, the node
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will have a greater chance to become a cluster head in the next round. The η is an
advantage over the previous round, which contributes to filter the cluster head.

1.4.3 State Transition

According to the characteristic that the node energy in the wireless sensor network is
limit, considering that it will consume plenty of energy since each node needs to join
in the cluster header’s election, we adopt reasonable dormancy mechanism during
the process of cluster head election.

In the process of forming clusters, there is the dedupe-aware neighboring node
relationship between the node and node in the network. In our protocol, each node
is determined by its state of transition with respect to its own energy state and the
state of its neighboring node in the future. Therefore, we describe the dormancy
mechanism in detail. When the node is not dead, the state of the node is alive, and
the state flag of node is “active.” Otherwise, the state flag of node is “dead.” Once it
is found that the neighbor node is in the dead state, we will set the neighbor node to
sleep state, which meant that the neighboring node turned off its radio for the same
time period to save energy. If a node was isolated, it would remain in active mode
for the entire network lifetime. Based on the collaboration of neighboring nodes, we
propose Algorithm I to describe how to execute the dormancy mechanism.

Algorithm I. The demonstrate of dormancy mechanism.
Initialization: all the nodes

1: if (node.neighbour_flag==1)
2: if (node.state==Active)
3: send the data to the base station;
4: if (node.neighbour!=dead)
5: node.state=Sleep;
6: end;
7: end;
8: if (node.state==Sleep)
9: node.state==Active;
10: end
11:end
12:if (node.neighbour_flag==0)
13: send the data to the base station;
14:end;

1.4.4 Data Transmission

For data transmission, the previous algorithms used single hop mode.When the node
is far away from the base station, it consumes unnecessary energy, sowe adopt hybrid
transmission mode. When member nodes are close to base stations, single hop mode
should be used.When it is far away from the base station, multi-hopmode is adopted.
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In the actual situation of cluster routing protocol, multi-hop transmission mode can
share energy consumption with multiple clusters instead of focusing on one cluster.
It can effectively balance the energy consumption inside the cluster.

In our improved protocol, each normal node chooses a routing path to send data to
the base station. The path choice depends on the weight of distance between nodes.
To reduce the overhead and delay, each node sends sensing data to the base station
in the path of minimum energy consumption. Paths should be established directly or
through transit nodes to forward aggregated data to the base station.

Each node first estimates the communication energy consumed by sending l bit
messages directly to the base station. Its value depends on:

ECHi_to_BS = E
(
l, dCHi_to_BS

)
(19)

where dCHi_ to_ BS is the distance between the node i and the BS(base station). The
value of dCHi_ to_ BS is given by:

dCHi_ to_ BS =
√

(xBS − xCHi )
2 + (yBS − yCHi )

2 (20)

, each node decides whether to find an intermediate node or not in the current
round. This decision depends on the following conditions:

ECHi_ to_ BS ≥ E
(
k, dCHi_ to_ CH j

) + E
(
k, dCH j_ to_ BS

)
(21)

where dCHi_ to_ CH j is the distance between the node i and the node j , and dCH j_ to_ BS

is the distance between node j and the base station. The value of dCHi_ to_ CH j and
dCH j_ to_ BS is given by

dCHi_ to_ CH j =
√(

xCH j − xCHi
)2 + (

yCH j − yCHi
)2

(22)

dCH j_ to_ BS =
√(

xBS − xCH j
)2 + (

yBS − yCH j
)2

(23)

The mixed data transmission scheme is presented in Fig. 1.1.

1.5 Simulation and Discussion

In our simulations, we deployed 100 nodes in a 100 × 100 square meter region
in which the base station was located in the center of the region. We initialized
popt to 0.1 depending on kopt, which was given by Eq. (11). The initialized energy
of the normal node is 0.5 Joules. Through these simulations, we can obtain the
appropriate parameter that α is 0.35 and β is 0.65. We simulated the new protocol by
using MATLAB. The values of radio characteristics are set as same as [16]. Those
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Estimate CH energy 
consumption of node i by  (19)
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Is it meet (21)? NY

Transmit the data from node i 
to node j 

The CH node j transmit the 
data to BS

The CH node i transmit the 
data to BS

END

Fig. 1.1 Flowchart of mixed data transmission scheme

parameters are given in Table 1.1. We employ 20% advanced nodes and 20% super
nodes. The energy of advanced nodes is 1.5 times more than normal nodes, while the

Table 1.1 Simulation
Parameters

Parameters Values

d0 87 m

εfs 10 pJ/bit/m2

εmp 0.0013 pJ/bit/m4

Eelec 50 nJ/bit

EDA 5 nJ/bit

l 4000 bit
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Fig. 1.2 Relationship
between the stability period
and the parameter z
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energy of super nodes is three times more than normal nodes (m = 0.50,m0 = 0.50,
a = 1.50, b = 3.0).

Wewill nowdiscuss the performance of our proposedDEECandDDEECmethods
on the basis of several evaluation indicator. Thiswork uses four different performance
indicators to evaluate the performance of our algorithm. The variances of stability
period, network life cycle, throughput, and cluster head number are described as
follows:

(1) Stability period: This is the death time of the first node.
(2) Network life cycle: Usually designated as the total time for the full operation

and functionality of the network to perform dedicated tasks. Take the integer of
all nodes to die, that is, the last node in the network to die.

(3) Packets sent to base stations: This is the total number of messages received by
base stations over a period of time, during which each node sends a message to
the cluster head or base station in each round.

(4) Number of cluster heads: This is the number of cluster heads in each round.

Figure 1.2 illustrates the relationship between the stability period and the param-
eter z in the proposed DEEC. As can be seen from Fig. 1.2, the parameter z varies
with the stability period, when it is near to 0.74, at the same time as the network per-
formance—the stable period reaches the optimal level. In order to simplify follow-up
research, we can set the parameter z to 0.74.

Figure 1.3 illustrates the relationship between the network lifetime and the param-
eter c in the proposed DEEC. As can be seen from Fig. 1.3, the parameter varies
with the stability period, when it near to 0.02, at the same time as the network
performance—the network lifetime reaches the optimal level. In order to simplify
follow-up research, we can set the parameter c to 0.02.

Figure 1.4 illustrates the relationship between the number of active nodes and the
number of rounds. As can be seen from Fig. 1.4, the first nodes of DEEC, DDEEC,
and the proposed method begin to die at 1095, , and 1493, respectively. This means
that this method has a longer stability period than other methods. As can be seen
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Fig. 1.3 Relationship
between the network lifetime
and the parameter c

0 0.2 0.4 0.6 0.8 1
parameter c

5200

5400

5600

5800

6000

6200

6400

6600

6800

N
et

w
or

k 
lif

et
im

e/
ro

un
ds

Fig. 1.4 Number of nodes
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from Fig. 1.4, the last nodes of DEEC, DDEEC, and the algorithm in this paper begin
to die in 3569, 4350, and 10,501 rounds, respectively. This means that this method
has a longer network life cycle than other methods.

Figure 1.5 illustrates the relationship between the packets sent to the base station
and the round. From Fig. 1.5, the packets sent to the base station for DEEC, DDEEC,
and the proposed method are 0.75× 105, 1.2 × 105, and 4.2 × 105. We can see that
the packets sent to the base station for the proposed algorithm are still more than
the others in the whole network lifetime. This means that the proposed method
is more efficient than the others in terms of data transmission. It is necessary for
the improvement measures that we adopt the mixed transmission mode in the data
transmission phase. These cluster heads will deliver packets to the base station and
thereby increase throughput.

Figures 1.6, 1.7, and 1.8 show the relationship between the number of cluster heads
generated by DEEC, DDEEC, and the proposed algorithm throughout the network
time. As can be seen from Fig. 1.4, the stabilization periods of DEEC, DDEEC, and
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Fig. 1.5 Number of
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Fig. 1.6 Number of cluster
heads of DEEC
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Number of DEEC cluster heads during rounds 

Fig. 1.7 Number of cluster
heads of DDEEC
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Number of DDEEC cluster heads during rounds

the proposed method are 0-1095, 0-1350, and 0-1493 rounds, respectively. Based on
the above stable period, we can see that the number of cluster head DEEC is more
balanced, followed by DDEEC and stable period. The method and number of cluster
heads are more stable and unstable than other clusters. This means that the energy
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Fig. 1.8 Number of cluster
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consumption of the method is more balanced than that of the method during the
unstable period. The reason is that improved clustering techniques, such as adaptive
weighted selection probability by adding conditions and positive calculation, save a
lot of energy in the protocol. Therefore, we can conclude that the algorithm can save
more energy and prolong the network life, and the stability is more effective.

It can be seen from thefigure that the algorithm is superior toDEECandDDEEC in
energy efficiency andenergybalance.This is becauseour improved algorithm reduces
the fluctuation of cluster heads. It needs to consider the speed of residual energy and
energy consumption to improve the probability threshold to select cluster heads, and
also uses hybrid transmission mode in the data transmission phase. Therefore, the
protocol helps prolong the network lifetime.

From all the figures, we can see that they show that the proposed algorithm is
better in terms of energy efficiency and energy balance than DEEC and DDEEC.
This is because our improved algorithm reduces the fluctuation of the cluster heads
by taking residual energy and the rate of energy consumption into consideration to
improve the probability threshold during the period of choosing cluster heads, and
also by adopting the mixed transmission mode in the data transmission phase. Thus,
the proposed protocol is helpful in extending the network lifetime and stability time.

1.6 Conclusion

An improved, distributed and efficient clustering algorithm for HWSNs was pro-
posed. The probability threshold and cluster head selection probability are improved,
and the hybrid data transmission mode is adopted in the data transmission stage,
which reduces the energy consumption of nodes. The simulation results show that
when compared with DEEC and DDEEC, the algorithm can effectively prolong the
stability time and lifetime of the network.
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Chapter 2
Improvement of RPL Routing Strategy
Based on 6LoWPAN

Hui Wang, Zhihui Fan, Xiangfu He, Peiyu Li, and Chaowu Zhang

Abstract The routing protocol for low-power and lossy networks (RPL) has become
the standard routing protocol for the Internet of things (IoT). This paper studies the
application of RPL in the 6LoWPAN. In the topology construction process of the
existing R_RPL routing strategy, the problem of the network depth of the node
is not considered. This paper proposes an objective function optimization scheme
named RR_RPL that combines energy consumption, hop count, ETX, and other
metric factors and sets different weights for the parent nodes of different energy
consumption. Simulations are done using Cooja with random waypoint mobility
scenario, and the results show that the RR_RPL has higher network lifetime and
PDR compared to related existing protocols.

2.1 Introduction

Due to the unstable link characteristics of the 6LoWPANnetwork and the need for low
power consumption, the traditional routing protocol is not suitable for 6LoWPAN,
so a special network protocol must be developed. To this end, the IETF established
a special working group routing over low-power and lossy networks (ROLL) for
the development of a low-power lossy network routing protocol (RPL) in compli-
ance with the 6LoWPAN specification and introduced the RPL routing protocol
in 2012. The first specification is RFC6550. The specification mainly describes
the message frame format, network creation mode, and communication type of the
6LoWPAN network [1]. In addition, the ROLL working group also agreed on the
corresponding routing specifications for practical applications in different fields [2].
The RPL routing protocol mainly solves three major problems:
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(a) Load balancing ensures that most nodes in the PAN maintain low energy
consumption.

(b) Loop avoidance and ability to converge quickly.
(c) Set congestion control mechanism to control traffic transmission.

Load balancing is achieved by designing the corresponding objective function.
The loop avoidancemechanism is implemented by the rankmechanism andDODAG.
Congestion control is implemented by trickle.

The RPL routing construction process is the DOGAG construction process. The
DIO, DIS, DAO, and DAO-ACK messages are used to complete the networking.
The routing metric determines the information carried by these types of messages.
The routing metric consists of the RPL routing strategy. It is also implemented
by the objective function. According to the strategy, OF can have multiple defi-
nitions, but the same type of OF can only be used in the same RPL instance.
The objective function has always been the focus of people’s research. By
combining different metrics and routing constraints to form different objective
functions (object functions, OF), a destination-oriented directed acyclic graph
(DODAG) is constructed to achieve the improved link transmission efficiency and
energy consumption reduction. Since the energy consumption and link quality
of nodes in 6LoWPAN have always been the focus of attention, this paper
will also reduce the energy consumption, extend the network life cycle, and
reduce the packet loss rate. Existing objective functions are researched and
improved.

In this paper, network depth is used as a routing metric to balance the relationship
between node energy consumption and link quality, and finally create a load-balanced
topology. The improvements brought by this paper are:

1. In this paper, expected transfer count (ETX), energy consumption, and hops are
used as the metrics of the objective function to construct an objective function
of multiple metrics.

2. The value of the hop count is used as a weight to measure the depth of the
network where the node is located. Eventually, the node can select the parent
node according to the depth.

3. The new routing strategy proposed in this paper balances link quality and node
residual energy to achieve load balancing.

2.2 Related Work

2.2.1 Basic Objective Function in Routing Protocol
for Low-Power and Lossy Networks

The objective function is not a single function, but a collection of functions. All
nodes in the same RPL instance use the same objective function. The main task is to
establish the selection of the parent node and the calculation of the rank value through
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the objective function in the process of establishing the RPL routing topology, so as
to achieve different networking purposes. This process is triggered when the node
detects an event thatmay occurwith neighbor node information updates (node failure,
timer expiration, DIO message received).

The calculation method of the rank value is shown in Eq. 2.1:

Rankc =
{
RankP + Rankincrease, non - root

0, root
(2.1)

Rankc is the rank value of the child node, Rankp is the rank value of the candidate
parent node, and Rankincrease is the rank increment.

When the network starts, the root node RANK value is defined as 0, and the non-
root node calculates its own rank value by obtaining the parent node’s rank value
and then adding the rank increment (depending on its own DODAG), and the rank
increment cannot exceed threshold, if the new rank calculation result is greater than
the existing rank value, the parent node will not be changed.

1. OF0

OF0 [3] is the default routing function of RPL. It can be known from RFC6552 that
it uses the hop count as the main metric to make the decision of the parent node. The
smaller the hop count of the candidate parent node from the root node, themore likely
it is to become. The optimal parent node of the child node calculates the possible
rank value of the child node after selecting the candidate parent node and takes the
smaller one as the best parent node. The value can approximate the relative distance
between the node and the root node. The calculation of the rank value Rc of the child
node is 1 and Eq. 2.2:

RankIncrease = (Rf ∗ Sp + Sr) ∗ MinHopRankIncrease (2.2)

where Rf is the expansion factor, in order to adjust the weight of Sp, the default is
1; Sp is the ladder value, which can be set to be related to the link state between the
node and the parent node, the default is 3; the maximum value of Sr is the largest
Sp value. The amount of growth, this variable is set to maintain routing diversity, to
ensure that there is at least one valid next node, the default is 0, the maximum is 5;
MinHopRankIncrease is set to the minimum increment between the child node and the
parent node in DODAG, the value is provided by the root node, the default is 1.

It is not difficult to see from the formula that the method of calculating the hop
count alonemay result in the selection of the node with poor link quality as the parent
node. Although OF0 provides the expansion factor such as Sp, if it is dynamically
assigned, the routing may be increased. Diversity, but it is also very likely to cause
many unstable factors to the network, so it needs to be verified by enough experiments
to modify it [4].

2. ETX [5]

The goal of the ETX design is to calculate the expected number of times the node
needs to successfully send data to the destination. The total ETX of a link is the sum
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of ETX between the nodes on the link. The ETX value of the link is calculated by
the DIOmessage. When a node receives a DIOmessage from a node of another link,
and the ETX included in the DIO message changes, the ETX value of the link is
recalculated and compared with the ETX of the current link. Finally, select the best
parent node.

The calculation formula of ETX is shown as Eq. 2.2:

ETX = 1

PRRup ∗ PRRdown
(2.3)

PRRdown is the delivery rate of the downlink direction of the data packet (the
reception rate of the ACKpacket), and PRRup is the delivery rate of the uplink reverse
direction of the data packet. It can be seen that the higher the two-way delivery rate,
the smaller the value of ETX, indicating that the quality of the link is higher. The
two nodes periodically send probe data packets to complete the PRR data collection.
The PRR calculation formula is shown in Eq. 2.4.

PRR = Sa→b

Ta→b
(2.4)

where S is the number of packets successfully delivered between nodes a and b, and
T is the total transmitted packet data.

3. MRHOF [5]

UnlikeOF0,MRHOF is an objective function based on the hysteresismechanism. By
default, the selected metric is the ETX value of the link, which is related to the path
cost. In the case of network stability, the node with the lowest link cost is selected
as the node, parent node. However, MRHOF weakens the response speed of the
objective function of pure ETX. On the relatively stable link of ETX, the hysteresis
mechanism is used to weaken the influence of small changes of ETX on topology
reconstruction.

The idea of MRHOF is that when a new candidate parent node appears, only the
link cost is less than the current optimal link, and the difference of the rank value is
greater than the set threshold, the current node will select the node as its own optimal
parent. Node, this is the lag mechanism of MRHOF, which can reduce the jitter of
the network to a certain extent, thus meeting the characteristics of the scene [6].

2.2.2 Routing Decision Research

In terms of loop avoidance, a routing loop avoidance mechanism is mentioned in [7].
Although this scheme has certain effects on loop avoidance under certain conditions,
after the sensor network scale is further increased. The loop avoidance mechanism
that continuously detects the loop has a more serious impact on the network than the
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route loop. Therefore, for an RPL network with a large number of nodes, the loop
avoidance mechanism is unrealistic.

In terms of load balancing, Michel et al. combine the opportunity routing mech-
anism to adjust the wake-up period of the intermediate nodes in the link, thereby
achieving the goal of reducing node energy consumption [8]. However, the algo-
rithm does not take into account other situations in the packet transmission process,
so there is no significant optimization effect on the life cycle of the entire network.

In the introduction of new metrics, Capone et al. added the transmission power
factor of the node, combined with the original link quality and the energy consump-
tion of the nodes, combined with functional operations to form a new metric L2AM,
which is selected during node decision making. The metric is smaller as the parent
node [9]. Lova et al. join the data transmission factor between nodes, combined
with the original link quality and node energy consumption, and selects the smaller
measurement as the decision basis [10].

In terms of routing strategy, Chang et al. proposed the energy-efficient algorithm,
which combines the remaining power and the expected number of transmissions with
the candidate parent nodes [11], but there is no mechanism to dynamically adjust the
weights of the two.

In terms of multi-path transmission, Lova et al. improve the objective function of
the ELT in the literature [12] and determine the parent node according to the ELT
value. This scheme can improve the utilization of the node to a certain extent, but it
is easy to cause the ring. The road, in turn, causes a packet loss. In [13], Gaddour
et al. proposed an objective function which combining the multi-path mechanism.
Although the experimental results show that the scheme has a significant improve-
ment on the packet delivery rate and the overall energy consumption of the network
under a small-scale network, network congestion will still occur frequently.

In terms of reducing node power consumption, Rukpakavong et al. proposed a
routing algorithm based on node transmission power consumption, which calculates
the minimum power consumption consumed by a sub-node to transmit a data packet,
and uses this as a measure factor to select the node on the path with the lowest energy
consumption which is the parent node [14], so as to achieve the effect of prolonging
the network life cycle. Lova et al. proposed a multi-parent path selection scheme,
and the multi-parent node strategy improves the network stability and reduces the
overall energy consumption of the network [15]. However, when the node leaves or
joins in the network and causes topology changes, incoming to repair and rebuild the
routing state will cause a large number of data packets to be filled in the network,
thereby increasing the burden on the node. Therefore, the solution is only suitable
for a network with stable node conditions.

Chang et al. proposed an energy-oriented RPL routing mechanism R_RPL [16],
combining the residual energy index with ETX and setting the fixed weight to make
the network more balanced. According to Lassouaoui L et al., the results show that
the R_RPL protocol has obvious advantages compared to the objective function OF0
or ETX of a single metric factor [17, 18].
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2.2.3 RPL Performance Test

Hakeem et al. conducted a simulation test on the performance of the RPL routing
protocol in packet forwarding and networking which is based on the Cortex M3-
nodes node [19]. In the network with about 150 nodes, the experimental results show
that the actual application requirements can be met, and the network operation is
basically stable.

Gaddour et al. carried out simulation tests on the packet delay, packet loss rate, and
energy consumption of the RPL protocol [20]. The results show that as the network
scale increases and the number of nodes increases, the protocol cannot cope with the
impact of packet growth, and resulting in a sudden drop in performance.

Lova et al. make a detailed test analysis of the RPL’s DIO packet transmission
and the end-to-end delay in the network [21]. The results show that the network is
started when there is a problem with the link in the network. The repair mechanism
will cause a large number of control messages to be flooded on the link. The growth
of control packets will greatly reduce the stability of the network and increase the
overall energy consumption of the network, resulting in a shorter network life cycle.

Sharma et al. quantitatively test and analyze the ETX-based and RANK-based
objective function OF0 in RPL, and find that the objective function with ETX as the
measure factor will be based on the minimum route during packet transmission [22].
ETX selects the routing path. Through simulation experiments, it is concluded that
the ETX-based objective function is stronger than OF0 in network throughput [23],
network delay, and link transmission rate.

In summary, based on the low power consumption and unstable characteristics of
the wireless sensor network in the 6LoWPAN system, most of the research on RPL
is to improve the network life cycle and the delivery rate of data packets. This paper
will also present its own research program for this purpose.

2.3 RR_RPL Description

As shown inFig. 2.1, in the ideal 6LoWPANnetwork, the remaining energy consump-
tion level in operation should be gradually reduced according to the distance from the
root node. In reality, the node closer to the root node tends to bear more forwarding
tasks, so the energy will consume faster and prematurely exit the network, while the
leaf nodes in the edge part may still have more remaining power after the parent
node runs out of power. Therefore, we need to optimize the routing decision of the
6LoWPAN network by designing a reasonable objective function to achieve more
balanced energy consumption. The ultimate goal is to extend the life cycle of the
entire network.
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Fig. 2.1 Remaining energy of 6LoWPAN

2.3.1 RR_RPL Calculation Model

Load balancing is critical for RPL networks. In the long-term stable operation of the
network,maintaining lowpacket loss is a necessary function. Therefore, ETXmetrics
must be taken into account in routing decisions. In actual testing, rank comparison
A node with a lower node than a high rank value needs to forward more routing
information, whichmeans that the energy consumption is correspondingly increased.
In order to prevent the intermediate node in the root node to the leaf node transmission
link from depleting energy prematurely, we also need to consider the remaining
energy of the parent node in the process of selecting the parent node, so that the
network has a longer life cycle. Since the rank value reflects the network level atwhich
the node is located, the rank value is also incorporated into our routing algorithm as
an important link metric.

This paper proposes a newRPL routing protocol: RR_RPL (Rank_RemainEnergy
RPL). The protocol uses the value of the node rank as the weight, combined with
the ETX and the remaining energy of the node, aiming at balancing the energy
consumption of each node and ensuring the optimal link condition to achieve the
purpose of extending the network life cycle. The RR_RPL calculation model is as
shown in Eq. 2.5:

M = Rankp
Rankmax

(
ETX(n,p)

ETXmax

)
+

(
1 − Rankp

Rankmax

)(
1 − Energyp

Energymax

)
. (2.5)

M is the routing metric when the child node selects the parent node. In the routing
decision, the child node selects the parent node with the smaller M value among
the candidate parent nodes. Rankp is the rank value of the parent node, Rankmax is
the maximum number of hops allowed, Energyp is the remaining energy value of
the parent node, Energymax is the initial energy value, and ETX(n,p) is the expected
number of transmissions from the child node to the candidate parent node. ETXmax

is the sum of the most ETXs in the DIO message sent to the alternate parent.
The Rankp value is calculated using the Formula (3.1) in the OF0 objective

function, where RankIncrease is set to 1 in the Formula (3.1).
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Ratio of ETX :0.1
Remaining battery:10%

Ratio of ETX :0.5
Remaining battery :40%

Fig. 2. Parent node selection

2.3.2 Comparison of M Metrics and R Metrics

In the R metric, since the b value is a fixed value as the weight, when the different
depth nodes are faced, the weight ratio of the two metrics cannot be dynamically
adjusted according to the actual situation of the node. Figure 2.2 shows an example
of the decision to select a parent node.

Suppose P1 and P2 are the potential parent nodes of the A node. By calculating
the parameters in Fig. 2.2, you can get:

1. Under the R metric, RP1 = 0.5 and RP2 = 0.55. As a result, the P1 node is
selected as the parent node.

2. Under theM metric, if the parent node is at a higher rank level, it is assumed that
the rank ratio is 0.2, then RP1 = 0.74, RP2 = 0.58, and the P2 node is selected
as the parent node; if the parent node is at the lower rank level, for example, the
rank ratio is 0.8, then RP1 = 0.80, RP2 = 0.88, then the P1 node is selected as
the parent node.

Therefore, it can be seen that the M metric is a routing decision mechanism that
uses different weights for nodes of different rank levels, so that the network can
dynamically adjust the routing strategy according to the depth of the network where
the node is located and is more flexible.

2.3.3 RR_RPL Pseudocode Implementation

The source location of the RPL protocol is in the core → net → rpl directory of
the Contiki operating system, which contains the source code used for the objective
function and topology construction. Table 2.1 is the pseudocode implementation of
RR_RPL.

2.4 Simulation Results and Analysis

In this paper, Contiki’s own Cooja simulator is used to simulate and analyze the
ETX-based objective function, R_RPL objective function and improved RR_RPL
objective function in several different nodes.
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Table 2.1 Pseudo code of RR_RPL

}
else return ParentA;
BestNextHop(Node)

{
M=Rweight(ETX(n,p)/ETXmax)+(1-Rweight)(1-Energyp/Energymax);
Return M;

}

Pseudo code of RR_RPL
Define Rweight=Rankp/Rankmax;/* R value as weight */
If(ParentA && ParentB != NULL)
{

R1=BestNextHop(ParentA);
R2=BestNextHop(ParentB);
Return R1<R2?ParentA:ParentB;

2.4.1 Simulation Setup

As shown in Fig. 2.3, the nodes are distributed in a square area of 250 m * 300 m.
In this area, All nodes are randomly distributed. Three simulations were performed
under the same number of nodes, and the results were averaged. The following is
the selection and setting of the simulation environment and parameters to compare
the network status before and after the improvement. Two dry batteries have a power

Fig. 2.3 Node distribution
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Table 2.2 Simulation parameters

Variable name Value

The operation system Contiki-3.0

Simulation range 250 m * 300 m

Number of nodes 25, 50, 75, 100, 125, 150, 175

Transmission distance setting 50 m

Send rate 2 pkt/s

Packet size 127 bytes

MAC layer IEEE802.15.4 MAC

Routing protocol RPL

Initial power of the node 6 J

Simulation cycle 100 min

of about 7500 J, and the two power supply cycles are about 150 days. Complete the
simulation test in time, set node 1 as the root node, and set it to the continuous power
supply. The initial power of the remaining nodes is set to 6 joules, and the simulation
period is 6000 s. The simulation parameters are shown in Table 2.2.

Figure 2.3 is an example of 25 nodes as an example to analyze the structure of
the network topology.

2.4.2 Simulation Results

After comparing the simulations under the two objective functions, the topology
generated in the initial state of the network is shown in Figs. 2.4 and 2.5.

The objective function is different. The decision of the node to select the parent
node is different, and the naturally generated topology is different. However, since
RR_RPL and R_RPL are combined with ETX, the remaining power, and the
remaining power of each node is sufficient in the initial stage of network construc-
tion, the topology structure under these two objective functions is not much different.
However, as time passes, the energy of nodes closer to the node decreases rapidly.
The improved objective function will replan the topology according to different rank
values. The topology of the two objective functions will be greatly different.

Figures 2.6 and 2.7 show the average energy consumption of each node in the
simulation environment.

As can be seen in Figs. 2.6 and 2.7, the improved RR_RPL objective function is
superior to the R_RPL objective function in terms of overall energy consumption,
and intuitively, the average energy consumption of each node is relatively balanced.
The simulation results of the life cycle are analyzed.
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Fig. 2.4 Network topology of R_RPL

Fig. 2.5 Network topology of RR_RPL

2.4.3 Simulation Analysis

In the simulation environment, we simulated the placement of 25, 50, 75, 100, 125,
150, and 175 nodes and performed three different objective functions (RR_RPL,
R_RPL, and ETX) for each layout. In contrast, the focus is on the measurement of
the life cycle and throughput of the entire network.
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Fig. 2.6 Average energy consumption of R_RPL

Fig. 2.7 Average energy consumption of RR_RPL

As can be seen from Fig. 2.8, as the number of nodes in the network increases,
the life cycle of the entire network decreases. The objective function measured by
ETX uses only a single metric of link quality as the routing decision of the objective
function. Therefore, the routing decision of the node is not changed because the
energy consumption of the individual node is high throughout the network cycle.
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Fig. 2.8 Comparison of network lifetime

As a result, the network life cycle drops sharply as the number of nodes continues
to increase. However, the R_RPL objective function does not take into account the
dynamic increase or decrease of the residual energy and ETX weight of the node,
which leads to the delay of updating the topology. While the RR_RPL can dynam-
ically set the dynamic according to the three metrics during the network operation,
the weights can be dynamically set according to the three metrics to select a better
parent node, thus extending the network life cycle accordingly.

Figure 2.9 shows the comparison of packet delivery rates under the three objective
functions. The ETX-based objective function uses link quality as the only indicator.
Therefore, when the number of nodes is lower than 120, the performance is optimal.
With the growth of network scale, nodes with better link quality will undertake

Fig. 2.9 Comparison of packet delivery rate
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more packet forwarding tasks, and the resulting network congestion will increase
the number of retransmissions and packet loss rate.

R_RPL and RR_RPL take into account ETX and residual energy. When the
network scale is small, due to the small number of hops and insufficient network
depth level, both objective functions consider the residual energy of the node more,
so it is not sufficient to show the superiority of routing decisions. As the scale grows,
more and more congestion begins to occur in networks based on the three objective
functions, so the packet delivery rate is similar at this stage. In the case of further
growth of the network scale, the nodes with smaller levels begin to consider the
energy of the parent node more, while the nodes with more distant ones consider the
link quality more, and the optimization effect of RR_RPL is reflected.

2.5 Conclusion and Recommendations

This paper introduces the routingprocess and routing strategyofRPL routing, focuses
on the objective function of determining the parent node strategy, and analyzes the
shortcomings of the R_RPL metric function.

Furthermore, an objective function optimization scheme RR_RPL based on load
balancing and multi-measure factor is proposed, and the specific objective function
design is given. Enable the node to select the best parent node according to the
network level at which it is located.

After simulation test analysis under different network scales, RR_RPL shows
flexible adaptive ability. Compared with R_RPL, the improved routing strategy has
optimization effects on life cycle and packet delivery rate.
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Chapter 3
Design of a New Multi-output Constant
Current Source Based on Power
Allocation Control Strategy

Hongli Cheng and Lei Wang

Abstract In order to reduce the cross-regulation rate ofmulti-output constant current
source and further improve the stability and accuracy of output current, a new design
method based on power distribution control strategy is proposed. The system adopts
theflyback converter as themain topologyof themulti-output constant current source.
The ARM system samples the real-time load value of the multi-output and combines
the target current to determine the total power of the multi-output at this time. The
total output power is the total input power. Ideally, combining the energy transfer of
each output switch state of the multi-output flyback converter, the conduction time
of the main switch transistor and the secondary side switch transistor of the flyback
converter can be calculated, so as to distribute the power rationally on the trans-
former, thereby achieving reduced cross-regulation and improved current accuracy
and stability. The experimental results show that a newmulti-output constant current
source system based on power distribution control has lower cross-regulation rate
and the output current accuracy is within ±2% mA, which improves the accuracy
and stability of the output current.

3.1 Introduction

At present, how to reduce the cross-regulation rate of multi-output constant current
sources and improve the stability and accuracy of multi-output currents is becoming
hot topic. In this regard, a lot of research and experiments have been carried out.
The main reason that affects the stability and accuracy of multi-output constant
current source is the existence of cross-regulation rate. The multi-output flyback
converter will only use feedback regulation for the main output, while the auxil-
iary output will use open-loop non-feedback [1]. The reason for the deterioration of
the cross-regulation rate is the non-ideality of the transformer (leakage inductance
and diode drop) [2]. The literature [3] proposes a new TDK-Lambda solution to

H. Cheng · L. Wang (B)
College of Communication and Information Engineering, Xi’an University of Science and
Technology, Xi’an 710000, China
e-mail: 13149169707@163.com

© Springer Nature Singapore Pte Ltd. 2021
S.-L. Peng et al. (eds.), Sensor Networks and Signal Processing, Smart Innovation,
Systems and Technologies 176, https://doi.org/10.1007/978-981-15-4917-5_3

37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4917-5_3&domain=pdf
mailto:13149169707@163.com
https://doi.org/10.1007/978-981-15-4917-5_3


38 H. Cheng and L. Wang

improve the multi-output cross-regulation rate. The literature [4–8] proposes the use
of weighted voltage feedback control method, passive lossless box circuit and opti-
mized transformer, magnetic amplification, etc. These methods are used to improve
the cross-regulation rate of the converter. Although these methods reduce the cross-
regulation rate, they do not reduce the total amount of error, and the algorithm and
circuit are complicated. In [9], a design method based on power distribution control
strategy is proposed. This method fundamentally solves the problem of multi-output
cross-regulation rate caused by the existence of leakage inductance and improves
the accuracy and stability of the output voltage. However, this design method is
not suitable for high-precision multi-channel constant current sources. On the one
hand, the previous control strategy is multi-channel constant voltage output instead
of multi-channel constant current output. On the other hand, two methods are used in
the literature to prove that the multi-channel design method lacks generality, and the
accuracy of multi-channel output is low. The main reason for low accuracy is that the
on-time calculation of the main switch and the output switch is too simplified in the
power distribution control strategy firstly. Secondly, the mutual inductance between
the primary and secondary inductors of the flyback converter after the main switch
transistor is turned off is not considered, so it is difficult to achieve the accuracy
required by the design.

Based on the original power allocation control strategy, this paper proposes a
new power distribution control-based flyback converter secondary side switch tran-
sistor on-time calculation method to reduce cross-adjustment rate for multi-channel
constant current source. The control strategy further improves the current accuracy
and the stability of the multi-output constant current source.

3.2 System Composition and Control Strategy

3.2.1 System Composition

The main structure of the circuit of the multi-output constant current source is
shown in Fig. 3.1. If the output voltage and output current value of each channel
are measured, the real-time load value of each channel and the rated output total
power required for each channel can be determined. The total rated output power is
equal to the input power, and the input end of the transformer determines the input
power by controlling the conduction time of the primary synchronous rectifier. And
the power on the transformer is distributed by controlling the conduction time of
the secondary switch transistor. The system adopts multi-output flyback converter as
the main topology. The primary side of the flyback converter includes the input DC
power supply U I (t) and the synchronous rectifier S that controls the power level.
The secondary side of the flyback converter includes three outputs corresponding
synchronous rectifiers S1, S2, and S3, filter capacitors C1, C2, and C3, three output
loads RL1, RL2, and RL3. The main control part of the system uses ARM as the control
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Fig. 3.1 Main circuit structure diagram of the system

core to process the collected data. The signal output by the ARM is controlled by
the driving circuit to control the on and off states of several synchronous rectifiers.

ARM samples the input voltage U I (t), the output voltages Uo1 (t), Uo2 (t), and
Uo3 (t), and the load currents Io1 (t), Io2 (t), and Io3 (t) in real time to obtain the
real-time loads RL1, RL2, and RL3. ARM calculates the rated power of each output
combined with the rated current and derives the on-time of each switch according to
the new design method based on the power distribution control strategy. The ratio of
the on-time to the period is four PWM waves. The requirements of the three outputs
for the rated power can be satisfied by controlling the duty cycle of the four PWM
waves.

3.2.2 System Control Strategy

Equation (3.1) is the real-time load value expression sampled by the ARM system.
In the formula, RLi is the ith real-time load value of the flyback converter output, V oi

is the ith output voltage value of the flyback converter, and Ioi is the real-time current
value of the ith of the flyback converter. The three-way output real-time loads RL1,
RL2, and RL3 can be calculated using Eq. (3.1).

RLi = voi

ioi
(3.1)
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Equation (3.2) is the output rated power expression of each load of the flyback
converter. In Formula (3.2), Poi is the rated output power of the ith path of the flyback
converter, and IEi is the target current of the ith path of the flyback converter. The
real-time load obtained by Formula (3.1) can obtain the rated output power of the
ith channel, and the three-way rated output power Po1, Po2, Po3 can be calculated by
Formula (3.2). At this time, the total output rated power of the flyback converter is
the sum of the rated output power of each output.

POi (t) = I 2Ei RLi (3.2)

Ideally, the total output rated power of the flyback converter is the total rated power
of the input. However, the primary and secondary energy of the flyback converter
cannot be completely transferred due to the leakage inductance and mutual induc-
tance. Assume that the conversion efficiency of the high-frequency transformer, the
rectifier switch, and the snubber circuit is η, and the real-time input power of the
transformer is Eq. (3.3).

pI(t) = ηPO(t) (3.3)

The flyback converter designed by this systemworks in discontinuous conduction
mode (DCM) [10]. According to the working principle of DCM, the input power
obtained by the flyback converter is calculated as Eq. (3.4) in one switching cycle.

pI(t) = U 2
I (t)t2

2LT
(3.4)

In Eq. (3.4), L is the primary inductance value of the flyback converter, U I (t) is
the input real-time voltage, T is the main switching period, and t is the conduction
time of the main switch transistor in one switching period. According to Eqs. (3.3)
and (3.4), the on-time t of the main switch S in one switching period can be obtained
as Eq. (3.5).

t =
√

PO(t) · 2LT
ηU 2

I (t)
(3.5)

Let n1 = N1/N, n2 = N2/N, n3 = N3/N, VE1 = IE1RL1, VE2 = IE2RL2, VE3 = IE3
RL3, N, N1, N2, N3 are the primary turns and secondary of the flyback converter,
respectively. The number of turns n1, n2, and n3 is the primary and secondary ratios of
the flyback converter, respectively. I INMAX is the peak value of the primary inductor
current. I1MAX, I2MAX, and I3MAX are the inductor current peaks of the first-stage
secondary side, respectively. According to the above andmulti-output output flyback
converter ampere-conservation principle, Formulas (3.6), (3.7), and (3.8) can be
obtained early.
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IINMAX = n1 · I1MAX + n2 · I2MAX + n3 · I3MAX (3.6)

I1MAX • IE1 • RL2

I2MAX • IE2 • RL2
= N1

N2
= n1

n2
(3.7)

I1MAX • IE1 • RL2

I3MAX • IE3 • RL3
= N1

N3
= n1

n3
(3.8)

The three peak currents of the secondary side inductance of the flyback converter
obtained by Eqs. (3.6), (3.7), and (3.8) are expressed by Eqs. (3.9), (3.10), and (3.11).

I1MAX = n1 • VE2 • VE3 • II NMAX

n21VE2VE3 + n22VE1VE3 + n23VE1VE2
(3.9)

I2MAX = n2 • VE1 • VE3 • II NMAX

n21VE2VE3 + n22VE1VE3 + n23VE1VE2
(3.10)

I3MAX = n3 • VE1 • VE2 • II NMAX

n21VE2VE3 + n22VE1VE2 + n23VE1VE2
(3.11)

After the main switch transistor is turned off, the secondary side three channels
simultaneously release current. When the system is operating in the first stage, the
inductor current on the three secondary windings is shown in Fig. 3.2.

Assume that the three inductor currents reach their respective rated output current
requirements after the times ts1, ts2, and ts3, respectively, and the times at ts1, ts2,
and ts3 can be found. According to the inductor current waveform in the first stage
of Fig. 3.2. The corresponding inductor current values I1′, I2′, and I3′ are shown in
Eq. (3.12).

⎧⎪⎨
⎪⎩

I ′
1 = I1MAX − VE1

L1
ts1

I ′
2 = I2MAX − VE2

L2
ts2

I ′
3 = I3MAX − VE3

L3
ts3

(3.12)

I1'

I1MAX

ts10 t

I

I2'

I2MAX

ts20

I

t

I3'

I3MAX

ts30

I

t

Fig. 3.2 Second-stage secondary inductance current diagram of the system
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At this time, the average output current of the three channels is the rated current.
The output rated current can be expressed as Eq. (3.13).

IE1 = 1

2T
(I1MAX + I ′

1) · ts1 (3.13)

IE2 = 1

2T
(I2MAX + I ′

2) · ts2 (3.14)

IE3 = 1

2T
(I3MAX + I ′

3) · ts3 (3.15)

Bringing Formula (3.12) into Eqs. (3.13), (3.14), and (3.15) can solve Eqs. (3.16),
(3.17), and (3.18) when the respective outputs reach the respective rated current
requirements in the first stage.

ts1 =
2I1MAX · L1 ±

√
4I 21MAXL

2
1 − 8L1 IE1VE1T

2VE1
(3.16)

ts2 =
2I2MAX · L2 ±

√
4I 22MAXL

2
1 − 8L2 IE2VE2T

2VE2
(3.17)

ts3 =
2I3MAX · L3 ±

√
4I 23MAXL

2
3 − 8L3 IE3VE3T

2VE3
(3.18)

Equations (3.16), (3.17), and (3.18) are the timeswhen the outputs of the respective
circuits reach their respective rated currents, and the on-times ts1, ts2, and ts3 of the
first-stage switches are solved, and three times and minimum values are compared.
It is the first turn-on time of the switch, and the remaining values are discarded.
It is assumed that the on-time of the switch S1 is the shortest at this time, and the
minimum time t= ts1 is the on-time of the corresponding switch S1, thereby obtaining
the on-time of the switch S1.

The second stage is the switch with the shortest turn-off, and the other switches
continue to conduct their rated current requirements. After the switch S1 is turned
off, the switches S2 and S3 are continuously turned on, and the other two inductor
currents jump when the switch S1 is turned off. Figure 3.3 shows the change in
secondary inductor current in the second stage.

According to the change of the second stage inductor current in Fig. 3.3, the
peak values of the inductor currents of the remaining paths of the first switch can be
obtained as shown in Eqs. (3.19), (3.20), and (3.21).

I ′
1 = I1MAX − VE1

L 1

· ts1 (3.19)
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I ′
2 = I2MAX − VE2

L2
· ts1 (3.20)

I ′
3 = I3MAX − VE3

L3
· ts1 (3.21)

I ′
2MAX = I2MAX − VE2

L2
· ts1 + �I ′

2
(3.22)

I ′
3MAX = I3MAX − VE3

L3
· ts1 + �I ′

3
(3.23)

In Eqs. (3.22) and (3.23), �I2′ and �I3′ are transitions of the residual energy of
the inductor on the inductors L2 and L3.

Let n21 = N2/N1, n31 = N3/N1, and refer to Formula (3.6) to obtain:

I ′
1 = n21 · �I ′

2 + n31 · �I ′
3 (3.24)

�I ′
2 · VE2

�I ′
3 · VE3

= n21
n31

(3.25)

According to Eqs. (3.24) and (3.25), the jump values of the remaining two inductor
currents are obtained as Eqs. (3.26) and (3.27).

�I ′
2 = n21 · VE3

n221VE3 + n231VE2
· I ′

1 (3.26)

�I ′
3 = n31 · VE2

n221VE3 + n231VE2
· I ′

1 (3.27)

Assume that the other two outputs reach their rated current values after the ts2′,
ts3′ time, and the expressions of the remaining two output rated currents according
to Fig. 3.2 are (3.28) and (3.29).
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IE2 = S2 + [1/2(I ′
2MAX + I ′

2MAX − VE2/L2 · (t ′s2 − t1)) · (t ′s2 − t1)]
T

(3.28)

IE3 = S3 + [1/2(I ′
3MAX + I ′

3MAX − VE3/L3 · (t ′s3 − t1)) · (t ′s3 − t1)]
T

(3.29)

According to Eqs. (3.28) and (3.29), the on-time of the switch when the remaining
twopaths of the second stage reach the output rated current requirement canbe solved,
and S2 and S3 are the total output current of the two channels when the first stage.
Suppose t2 = min{ts2′, ts3′} is the on-time of switch S2, and find the value of the
inductor current of the remaining two channels at time t2 and the total output current
of the second stage as Eqs. (3.30), (3.31), (3.32).

I ′′
2 = I ′

2MAX − VE2

L2
(t ′s2 − t1) (3.30)

I ′′
3 = I ′

3MAX − VE3

L3
(t ′s2 − t1) (3.31)

S′
3 = 1

2
(I ′

3MAX + I ′′
3 ) · (t ′s2 − t1) (3.32)

The remaining inductor current jumps, and the system enters the third stage when
the switch S2 is turned off.

�I ′
3 = N2

N3
· I ′′

2 (3.33)

I ′′
3MAX = I ′′

3 + �I ′
3 (3.34)

S′′
3 = 1

2
· I ′

3MAX · (t ′s3 − t2) (3.35)

IE3 = S3 + S′
3 + S′′

3

T
(3.36)

Equation (3.33) is the jump value of the inductor current at this time. Equa-
tion (3.34) is the peak value of the inductor current at time t2, and Eq. (3.35) is the
total output current of the switch S3. The conduction time t3′ of the third switch can
be obtained in Eq. (3.37) by Eqs. (3.33), (3.34), (3.35), and (3.36) when the switch
S2 is turned off.

t ′3 = 2 · (IE3 · T − S3 − S′
3)

I ′′
3MAX

(3.37)

At this time, t3 is the on-time of the switch S3. At this time, if t3 > toff, toff is the
main switch off time, the switch S3 is turned on until the next cycle comes that means
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the third time is as shown in Eq. (3.38).

t3 = T − t (3.38)

So far, a new three-way switch on-time of themulti-output constant current source
system based on the power distribution control strategy design method is derived.
The design method is based on the power allocation control strategy, and the way of
calculation is accurate on the original basis. This method avoided the error caused
by the inaccurate on-time of the switch conduction time.

3.3 System Programming

The ARMCortex-M3 processor-based STM32 microcontroller is widely used for its
high performance, high compatibility, easy development, and low power consump-
tion. This design selects STM32F103RCT6 as the main control chip. It integrates a
wealth of peripheral functions such as ADC, DMA, TIM, and GPIO. After frequency
doubling, the system clock is 72MHz, and two 12-bit ADC analog-to-digital conver-
sion modules are integrated internally, which have up to 16 external signal sampling
channels and can realize multi-channel data sampling. The input voltage is sampled
in real time by ADC, the duty cycle of driving waveform is calculated by outputting
three voltage and current values, and the timer compares and outputs four PWM
signals. STM32F103RCT6 is a commonly used microcontroller of ST Company,
which is suitable for: power electronic control, PWM motor drive, industrial appli-
cation control, medical system, handheld equipment, PC game peripherals, GPS
platform, PLC, frequency converter control, scanner, printer, alarm system, video
intercom, air-conditioning heating system, and so on. This topic belongs to the appli-
cation of power electronic control system, and the processing speed and function are
much faster than the 51 and AVR used before. Figure 3.4 is the block diagram of the
system. Firstly, the system configures the system clock and initializes each periph-
eral, and then the ARM samples and calculates the real-time load value after the
program is initialized. Using the above derivation, the real-time output power and
the on-time of each output switch transistor are calculated. The ratio of the on-time of
the switch transistor to the period T is the duty ratio of each channel, and four PWM
waves are output. Because the actual circuit parameters are not ideal, the primary and
secondary leakage inductances of the transformer exist. The calculated secondary
control PWM wave duty cycle needs to be adjusted by the program to stabilize the
three output currents. The det in the flowchart is 0.01. When the flyback converter is
operating, the duty cycle of the main switch is less than 0.5. Duty cycle is taken less
than 0.45 to ensure that the flyback converter operates in DCM in this design.
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Fig. 3.4 System program flowchart

3.4 System Simulation Results Analysis

Saber simulation software is an EDA software from Synopsys of the USA. It can be
used in hybrid system simulation of different types of systems such as electronics,
power electronics, mechatronics, mechanical, optoelectronics, optics, and control.
It provides complex mixed-signal design and verification. A powerful mixed-signal
simulator is compatible with analog, digital, and control-mode hybrid simulations
to solve a range of problems from system development to detailed design verifica-
tion. Its main applications are power converter design, servo system design, circuit
simulation, power supply and distribution design, bus simulation, and many other
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fields. It has powerful and obvious advantages. The simulation of this system mainly
adopts Saber.

A three-output flyback converter is designed according to the above derivation
ideas and simulated by Saber.

(1) Simulation requirements
Input voltage: U I(t) = 60 V
Output power: Pomax = 48 W
Output rated current: IE1 = 0.35A; IE2 = 0.7A; IE3 = 1.05A
Switching frequency: f = 20 kHz
Maximum duty cycle: Dmax = 0.45

(2) Parameter calculation
The simulation test input DC voltage U I(t) = 60 V and the period is 50 µs. The
calculated primary inductance value of the flyback converter is Lp = 250 µH,
the secondary inductance valuesL1 = 85µH,L2 = 72µH, andL3 = 50µH from
the literature [11–13]. The value of the output current is measured according to
the load parameters listed in Table 3.1. The experimental test results are shown
in Table 3.1.

Figure 3.5 is a waveform diagram of the three-way inductor current of the trans-
former secondary side obtained by saber simulation in the whole cycle, and Fig. 3.6
is a simulation output three-way current diagram. It can be seen that the output three-
way inductor current is simultaneously released when the main switch transistor is
turned off, and the other two inductor currents jump when the first switch is turned
off, and the third inductor current jumps when the second switch transistor is turned
off, which is consistent with the theoretical derivation. The slope of the second and
third inductor currents that jump after the transition is ideally the same as the slope
of the previous stage.

The Saber software is used to simulate the control method of the system. The
duty cycle of the four-way PWM is calculated according to the design goal, and then
the measured output current is shown in Table 3.1. According to the table calcula-
tion, when the load changes in any way, the other road loads are unchanged. The
load adjustment rate of each channel does not exceed 2%, and the cross-regulation
rate does not exceed 2%, which improves the cross-regulation rate. According to
Table 3.1, it can be seen that when the three rated currents are 0.35, 0.7, and 1.05 A,

Table 3.1 Simulation measured database on modified power distribution control

UI RL1 RL2 RL3 T (us) t1/T (%) t2/T (%) t3/T (%) IO1 (A) IO2 (A) IO3 (A)

60 44 34 22 21.13 9.8 44 57.7 0.349 0.701 1.046

60 35 34 22 21.24 10.6 42.5 57.5 0.352 0.703 1.05

60 44 30 22 20.68 10.6 38.6 61 0.346 0.699 1.052

60 44 20 22 20.45 11.1 35.7 64.3 0.348 0.701 1.051

60 38 34 21 20.7 9.1 44.2 56.8 0.349 0.698 1.048

60 38 34 15 20.45 9.4 41.8 58.2 0.351 0.702 1.045
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Fig. 3.5 Secondary side three-way inductor current waveform

Fig. 3.6 Output current waveform measured by simulation

and the measured final output current accuracy is within±2%mA, which effectively
improves the accuracy of the output current. The experimental results showed that
the improved method also improves the stability of multiple outputs.
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3.5 Conclusion

In this paper, a newmulti-output constant current source based on power distribution
control strategy is designed. The system starts from the perspective of power distribu-
tion control and proposes a newmethod to solve the problem of cross-adjustment rate
fundamentally. The design structure is simple and easy, high reliability, especially in
low-power applications and low-cost multi-output power supply applications. It can
meet the requirements of general multi-output power supply cross-adjustment rate.
It also improved the accuracy and stability of multi-output constant current source at
the same time. The overall power control is actually digital, giving the appropriate
input power according to the rated power on the load and giving the appropriate
power distribution according to each desired current. This paper makes the output
current more accurate on the original basis by rigorous theoretical derivation. At
the end of the paper, the performance parameters of the power supply are simu-
lated and verified. The simulation results showed that the new power-based control
strategy based on the secondary side conduction time is more reliable and reduced
the cross-regulation rate of multiple outputs that improved the stability and accuracy
of multiple output currents.
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Chapter 4
Use Accelerometer to Monitoring
the Exercise Status: Held the Push-Ups
Movement as an Example

Yi-Yang Chen, Li-Wa Sha, and Wen-Hsin Chiu

Abstract The present study employed the common push-up exercise to evaluate the
feasibility of using accelerometers tomonitor exercise status. A total of 12 adult male
participants were recruited to engage in a two-staged experiment with an accelerom-
eter attached to their body. In Stage 1, they were first required to perform 10 push-ups
with freshmuscle strength to establish the acceleration and time-axis validity criteria.
In Stage 2, they performed numerous push-ups, the data of which were compared
with the validity criteria established in Stage 1 for a paired sample t test, with the level
of significance set at α = 0.05. The results indicated that the Stage 2 acceleration
values of the third to seventh push-ups were significantly faster than the accelera-
tion validity criterion, which was the mean of the 10 push-ups performed in Stage
1. However, the acceleration values of the twenty-second to thirtieth push-ups were
significantly lower than the acceleration validity criterion. Regarding the time-axis
readings, in Stage 2, the nineteenth to thirtieth push-ups took significantly more time
than the mean of the 10 push-ups performed in Stage 1. These results indicate that
acceleration and time-axis readings can be used to effectively monitor exercise sta-
tus during push-up exercise and to help reduce possible injuries; however, time-axis
readings without the acceleration values cannot be regarded as a full representation
of exercise status.
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4.1 Introduction

Muscle fatigue in sustained exercise can lower the benefits of exercise and raise the
risk of injuries [1]. From the perspective of a trainer, his or her duty is to enhance
an athlete’s skills, and more importantly, to supervise the athlete’s status while in
exercise to prevent injuries [2]. Taking the push-up exercise as an example, it can
effectively train the muscles in the upper extremities and torso [3]. However, as the
number of push-ups increases, muscle strength wanes and fatigue sets in, lengthen-
ing the time required to complete a push-up. Consequently, muscle groups that are
not supposed to be used in push-ups may be activated to help maintain balance and
complete the move. This behavior, known as “muscular compensation,” can deteri-
orate exercise status. Without the supervision of a trainer, this can lead to injuries
[4]. How modern sensors and associated technologies can be applied to help trainers
monitor exercise status, keep athletes safe, and prevent sports injuries has become
an extensively researched topic in recent years [5].

The rapid evolution of wearable devices has made triaxial accelerometers much
more affordable. With qualities such as being small, portable, and highly reliable,
accelerometers have beenwidely applied in smartphones andfitness trackers.Numer-
ous studies have employed gas analyzers to compare accelerometers’ readings with
actual energy consumption in bodily exercise, and all have concluded that accelerom-
eters that generally provide reasonably accurate are reasonably reliable [6, 7]. Accel-
eration measured by accelerometers can also be used to measure activities of daily
living; for example, it can be used to assess older adults’ levels of physical activity
as well as the exercise status of children. Moreover, time-axis readings can be used
to determine differences in older adults’ stride frequency, and the amount of time
children remain sedentary, active, and asleep. This means these two sets of parame-
ters can be useful when monitoring the walking and exercise statuses and lifestyles
of older adults and children [8–10].

Some studies have used acceleration and the time axis to monitor athletes in ball
games and swimming in order to determine skill level, frequency of strength train-
ing, and motor time [11, 12]. The rationale is that accelerometers primarily rely on
piezoelectric crystals tomonitor the acceleration of amovement and provide readings
as output voltage values. When an athlete moves while wearing an accelerometer,
a larger movement requires greater acceleration, and this exhibits a linear relation-
ship with actual energy consumption. The level of correlation is particularly high for
repetitivemovements, such as walking and running. Therefore, it is “indeed feasible”
to assess exercise status, level of physical activity, frequency of physical activity, and
motor time using accelerometers [13, 14].

Although the aforementioned studies have pioneered the use of accelerometers
in monitoring exercise status and sports skills, whether accelerometers can be used
to monitor fatigue remains unclear. The push-up is one of the most popular body-
weight exercises. However, doing an insufficient number of push-ups can reduce the
effectiveness of training, whereas doing too many can result in delayed onset muscle
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soreness. Therefore, the feasibility of applying accelerometers during highly repet-
itive push-up sessions to help trainers monitor exercise status and prevent injuries
should be determined. Accordingly, this study conducted a two-staged experiment,
first monitoring push-ups when participants’ muscle strength was fresh and unspent
to establish validity criteria for acceleration and the time axis (Stage 1), followed by
consecutive push-up sessions (Stage 2). Subsequently, the differences in acceleration
and time-axis readings were compared between the two stages.

4.2 Methodology

4.2.1 Participants

The participants were 12 adult men with no particular proficiency for any given sport
but who were familiar with the push-up exercise (age, 21.3 ± 1.2 years; height,
173.2 ± 2.2 cm; weight, 69.3 ± 5.1 kg). None of the participants had sustained any
serious joint or muscle injuries to the upper or lower extremities in the past year. The
researchers briefed themon the procedures of the experiment, anymatters of note, and
their rights, after which they were asked to sign a letter of consent for participating
in the experiment. This study was approved by the Tsing Hua University of Taiwan
institutional review board.

4.2.2 Phases of a Push-up

A push-up can be divided into upward and downward phases [4], as muscle strength
gradually weakens after numerous push-ups, muscular compensation sets in, with the
upward phase being more prone to muscular compensation than the downward phase
is [15]. In the present study, the push-up was also broken into upward and downward
phases, and the signals detected by an infrared grating were used for movement
phasing. This was to ensure that there was a standard for counting the upward phase,
which is a critical reference for the calculation of acceleration. Figure 4.1 illustrates
the downward and upward phases of a push-up.

4.2.3 Defining the Validity Criteria for Exercise Status

This study defined exercise status as the movement speed of the human body in a
specific direction in a reference frame with respect to time. An accelerometer and
a metronome (SEIKO-DM51, Japan, 60 bpm) were employed to monitor exercise
status during the push-up session, with the acceleration and time-axis readings as the
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Upward

Downward

Downward

Upward

Fig. 4.1 Phases of a push-up

validity criteria. The literature indicates that the positioning of the accelerometer is
unimportant as long as it does not impedemovement, because nomatter which part of
the human body the accelerometer is attached to, the generated acceleration readings
are similar [16, 17]. Considering that a push-up primarily works the pectoralis major
and armmuscles, the wireless accelerometer was attached to the participants’ trapez-
iuses at a position close to the tenth thoracic vertebra. The participants performed
push-ups with fresh muscle strength to set up the validity criteria for the acceleration
and time-axis readings.

4.2.4 Experimental Control

To prevent irregularities in the posture and frequency of the push-ups from affecting
the results, the participants were required to place both arms directly under the
shoulders, with both palms pointing toward the front, the torso straight, legs closed,
and both hands shoulder-distance apart, which was defined as the distance between
both acromion processes. The upper arms had to be parallel to the floorwhen reaching
the end of the downward phase. Throughout the whole process, the participants had
to keep their heads steady and eyes looking at the floor while they followed the beat
of the metronome (60 bpm) to perform one push-up per second [18].

4.2.5 Procedure

In Stage 1, the participants were required to perform push-ups with fresh muscle
strength while wearing an accelerometer (Delsys, three-axis, 16 bit ± 5 g, 150 Hz),
which took the readings of the first 10 push-ups to establish the validity criteria for the
acceleration and time-axis readings. In Stage 2, the accelerometer took the vertical
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acceleration of 30 consecutive push-ups. In both stages, the push-upswere performed
to the rhythm of a metronome, and the acceleration and time-axis readings taken in
Stage 1 served as the validity criteria for the readings taken in Stage 2 to determine the
feasibility of using accelerometers tomonitor people’s exercise status when perform-
ing push-ups. A measuring tape was used to determine each participant’s shoulder
width, which was measured as the distance between both acromion processes. This
width was then adopted as the participants’ standard distance between two upper
extremities when performing push-ups [19]. The height of a participant’s abdominal
external oblique muscles when he was at the end of the upward phase was set as the
height of the infrared gratings for that individual. In Stage 1, a wireless accelerometer
was attached to the participant’s tenth thoracic vertebra, after which he was required
to assume a prone position on a yoga mat with both hands apart at the same width
as his shoulders and his legs closed. After the accelerometer was activated and the
infrared gratings synchronized, the participant was required to perform 10 push-ups
to the rhythm of the metronome to ensure that the acceleration could be collected.
The participant was required to perform the push-ups strictly according to the study
protocol. Following Stage 1, rest for 3 min, after which Stage 2 began, in which he
was asked to perform 30 consecutive push-ups in the same manner as in Stage 1.
To determine the feasibility of using accelerometers to monitor exercise status while
performing push-ups, regardless ofwhether the participants couldmaintain the estab-
lished rhythm due to weakened muscle strength, they were asked to keep performing
push-ups until they reached the required number. The participants only completed
Stage 1 and Stage 2 once each. Figure 4.2 illustrates the experiment setting.

The acceleration collected in the experiments was analyzed using Delsys EMG-
works Analysis software. The data were smoothed by a low-pass filter with a cutoff
frequency of 13 Hz, after which the vertical acceleration was calculated by applying
the root mean square formula [20]. Subsequently, each participant’s infrared grat-
ings signals and time-axis readingswere synchronized and comparedwith the vertical

Delsys signal acquisition system
Accelerometer

Direction of movement

Infrared gratings Metronome

Fig. 4.2 Experiment setting
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acceleration in each upward phase, thus obtaining the vertical-axis (Z-axis) acceler-
ation for use as the acceleration standards in this experiment (unit: g). Regarding the
time-axis readings, the validity criterion was 60 bpm. The time-axis readings from
the infrared gratings signals for one downward movement to one upward movement
recorded in Stage 2 were compared to determine the time each participant spent
completing a push-up. The mean of the readings was adopted as the standard for
the time-axis readings. Subsequently, the vertical acceleration and time-axis validity
criteria determined in Stage 1 and the mean vertical accelerations and mean time-
axis readings (i.e., the time required to complete a push-up) in Stage 2 were used
to conduct a paired-sample t test using IBM SPSS 23 software. The changes in the
participants’ mean vertical accelerations and time-axis readings revealed how accel-
eration varied with time, which was used as the basis for monitoring exercise status.
The level of significance was set at α = 0.05.

4.3 Results

Table 4.1 presents the results for acceleration, showing that the third to seventh push-
ups in Stage 2 were noticeably faster than the acceleration validity criterion obtained
in Stage 1. This indicates that at the time the participants still had fresh muscle
strength, enabling greater acceleration than the validity criterion. However, as the
number of push-ups increased, the acceleration became considerably lower than the
validity criterion, as shown from the results for the twenty-second to thirtieth push-
ups. This suggests that, by the time participants reached the twenty-second push-up,
their muscle strength had gradually waned, causing acceleration to slow down. The

Table 4.1 Comparison of the acceleration validity criterion and mean vertical acceleration

Acceleration
validity
criterion

Push-ups
1–10

T Push-ups
11–20

t Push-ups
21–30

t

1.02 ± 0.10 1.01 ± 0.11 1.256 1.07 ± 0.13 −1.799 0.92 ± 0.13 2.029

1.08 ± 0.15 −1.921 1.05 ± 0.15 −0.806 0.88 ± 0.09 0.473*

1.09 ± 0.14 −2.622* 1.04 ± 0.16 −0.658 0.82 ± 0.07 6.412*

1.12 ± 0.18 −2.396* 1.04 ± 0.12 −0.63 0.77 ± 0.05 10.677*

1.13 ± 0.18 −2.823* 1.03 ± 0.12 −0.614 0.82 ± 0.09 7.124*

1.11 ± 0.10 −3.506* 1.01 ± 0.12 −0.214 0.78 ± 0.05 7.141*

1.09 ± 0.12 −2.611* 1.01 ± 0.13 −0.213 0.75 ± 0.05 8.508*

1.07 ± 0.16 −1.171 1.02 ± 0.12 −0.426 0.73 ± 0.03 8.061*

1.06 ± 0.13 −1.076 0.99 ± 0.17 −0.491 0.73 ± 0.04 7.189*

1.04 ± 0.13 −0.638 0.98 ± 0.15 −0.729 0.71 ± 0.05 9.441*

Note *p < 0.05; unit: g
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apparently lowered acceleration indicates that fatigue set in after the twenty-second
push-up.

Several studies have measured the acceleration values generated by exercises and
used these values as standards to monitor the physical activities of adult women and
children. In the event that the measured acceleration of a certain physical activity
is greater than that of the relevant validity criterion, the signal is considered a valid
datum for the physical activities of adult women and children [14, 21, 22].

From the perspective of the present study, if the acceleration measured in Stage 2
did not exhibit a significant difference with the acceleration validity criterion from
Stage 1 (e.g., the results for the first to second and eighth to twenty-first push-ups in
Table 4.1), the participants’ muscle strength was still fresh and unspent. Conversely,
if the acceleration measured in Stage 2 exhibited a significant difference with the
acceleration validity criterion from Stage 1, there were two possible meanings: (1) If
the acceleration measured in Stage 2 was significantly greater than the acceleration
validity criterion (e.g., the third to seventh push-ups in Table 4.1), the participants’
muscle strength was still fresh. (2) If the measured acceleration was significantly
lower than the acceleration validity criterion (e.g., the twenty-second to thirtieth
push-ups in Table 4.1), the participants were fatigued and their muscle strength was
waning. This lowered their acceleration and could possibly compel their bodies to
resort to muscular compensation, raising the risk of injuries. In situations such as
this, exercise should be stopped immediately [2, 4].

Table 4.2 presents the results for the time-axis readings. From the first to the tenth
push-ups in Stage 2, the participants’ exhibited no significant difference from the
time-axis validity criterion in Stage 1, suggesting that the participants could complete
each push-up within the time limit defined in the Experimental Control Section.
This also suggests that the participants’ exercise statuses had not yet deteriorated.

Table 4.2 Comparison of the time-axis validity criterion and mean time of push-ups

Time-axis
validity
criterion

Push-ups
1–10

t Push-ups
11–20

t Push-ups
21–30

t

1 1.02 ± 0.11 −0.544 1.07 ± 0.06* −3.261 1.21 ± 0.20* −2.854

1.08 ± 0.11 −1.778 1.07 ± 0.14 −1.406 1.28 ± 0.10* −7.012

1.05 ± 0.09 −1.335 1.04 ± 0.11 −0.948 1.35 ± 0.14* −6.759

1.01 ± 0.10 0.001 1.02 ± 0.07 0.095 1.34 ± 0.07* −12.69

0.99 ± 0.05 0.386 1.06 ± 0.10 −1.499 1.33 ± 0.10* −8.624

1.01 ± 0.08 −0.176 1.06 ± 0.12 −1.386 1.41 ± 0.12* −9.197

1.02 ± 0.09 −0.559 1.07 ± 0.12 −1.682 1.39 ± 0.12* −8.328

1.05 ± 0.13 −1.049 1.07 ± 0.13 −1.371 1.41 ± 0.15* −7.134

1.05 ± 0.08 −1.614 1.15 ± 0.12* −2.503 1.42 ± 0.16* −6.931

1.04 ± 0.08 −1.341 1.15 ± 0.17* −2.376 1.21 ± 0.20* −2.854

Note *p < 0.05; unit: seconds
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However, the time the participants spent for the eleventh to nineteenth push-ups
was considerably longer than the validity criterion, suggesting that their exercise
statuses had started to deteriorate, causing them to spend more time on each push-up.
This became even more noticeable between the twenty-first and thirtieth push-ups.
Therefore, the time-axis readings indicate that, when the participants engaged in
consecutive push-ups, their exercise statuses gradually deteriorated and by the time
they reached the nineteenth push-up, the time they spent on one push-up had become
considerably longer than the validity criterion, which is indicative of much lower
acceleration.

The time-axis readings of an accelerometer can be used to record the stride fre-
quency, steps per minute, and swing time during running exercise [22]. Furthermore,
the readings can serve as reference for the estimation of exercise status, and after
comparison with the measured acceleration values, can be utilized for precise assess-
ment of physical activity level and exercise status. This enablesmonitoring of exercise
intensity [21, 23–26]. This concept was applied in the present study in the form of
validity criterion that required the participants to perform one push-up per second.
By examining the accelerometer’s time-axis readings, the time the participants spent
on one push-up was monitored. The results indicated that, if the time the participants
spent did not exhibit a significant difference from the time-axis validity criterion
(e.g., the first to tenth and the twelfth to eighteenth push-ups in Table 4.2), the partic-
ipants still had fresh muscle strength. However, as the number of push-ups increased,
their muscle strength gradually became spent, and the time they took to complete a
push-up lengthened. When the time they took became significantly longer than the
time-axis validity criterion (e.g., the eleventh and the nineteenth to thirtieth push-ups
in Table 4.2), it was indicative of deteriorated muscle strength and exercise status,
which increased the time for each movement due to lowered acceleration. When this
occurs, exercise should be stopped immediately to prevent injury [2, 4].

This study cross-compared the Stage 2 data that exhibited a significant differ-
ence with the acceleration and time-axis validity criteria from Stage 1. The findings
revealed that when the participants were performing the third to seventh push-ups
in Stage 2, their acceleration values were significantly greater than the acceleration
validity criterion (Table 4.1), but no significant difference was noted in the time
they spent versus the time-axis validity criterion (Table 4.2). This proves that the
participants’ muscle strength was still fresh at the time. When the participants were
performing the eleventh and nineteenth to thirtieth push-ups in Stage 2, no significant
difference was noted between the acceleration values and the acceleration validity
criterion (Table 4.1), but the time spent was significantly longer than the time-axis
validity criterion (Table 4.2). This suggests that the longer time taken to complete
the press-ups at this point could not be entirely attributed to lowering of accelera-
tion. However, by the time the participants reached the twenty-second to thirtieth
push-ups in Stage 2, their acceleration values had become significantly lower than
the acceleration validity criterion, and the time they spent was significantly longer
than the time-axis criterion. Moreover, as the number of push-ups increased, their
acceleration values dropped and the time they spent increased, suggesting that their
muscle strength was waning. This observation agrees with another study that when
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muscle strength deteriorates, measured acceleration decreases, but the time spent on
each movement increases.

4.4 Conclusion

This study examined whether accelerometers can be used to monitor exercise status.
Pre-established validity criteria were employed to assess performance during push-
ups based on acceleration and time-axis readings measured by an accelerometer, and
these validity criteria were compared with actual measurements while participants
engaged in push-ups. This approach was designed with the goal of precisely mon-
itoring athletes’ exercise statuses, thereby helping trainers to execute their training
programs. The results proved that acceleration values measured by accelerometers
could be used to monitor exercise status, and time-axis readings could be used to
determine the time spent on each movement. Notably, the results revealed that the
length of time spent on each move could not accurately represent exercise status
alone without the relevant acceleration data. Specifically, an individual’s exercise
status could only be regarded as significantly deteriorated when the acceleration
became significantly lower than the acceleration validity criterion and the time spent
on amovement became significantly longer than the time-axis validity criterion.Only
when this prerequisite was satisfied could exercise status monitoring be considered
effective. In summary, acceleration and time-axis readings measured by accelerom-
eters can be used in conjunction to help trainers monitor athletes’ exercise statuses
and to prevent possible injuries.
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Chapter 5
Low-Coupling 2 ∗ 1 Micro-strip Antenna
Array Based on Defect Structure

Ning Guo, Xinliang Liu, and Nana Bu

Abstract The periodic defected ground structure (PDGS) has been proposed in this
work to diminish high mutual coupling of antenna components. The PDGS is always
periodically etched on the bottom ground plane along x-axis, placed at the center
of the two neighboring patches with side-by-side distance of 0.025λ (λ free space
wavelength). Both PDGS and antenna elements are not coplanar, working at the
center frequency 5.8 GHz. By inserting a compact PDGS structure at the ground
plane facing the center of the two patches, over 50 dB of coupling between adjacent
antennas is suppressedwithin the effective operating frequency rangeof 5.7–5.9GHz,
achieving low coupling and compact type in the antenna arrays.

5.1 Introduction

With the development of integration, the array antenna is required not only to have
high gain but also tomeet the requirements ofminiaturization. Intensive array antenna
will be widely used [1], which is the development trend of array antenna. The closer
the antenna elements are, the higher the coupling will be, which will distort the
antenna performance. The farther the antenna elements are, the lower the coupling
is, but it cannot be infinitely far away, which also distorts the antenna performance.
By studying the principle of coupling formation, scientists successively proposed
defect ground structure (DGS) [2], electrical tape gap structure (EBG) [1, 3], and
stop-band filter structure [4–6] to suppress the coupling between antenna elements. In
order to meet the growing demand for antenna performance, array antennas provide
an irreplaceable solution for most wireless communication systems. Nevertheless,
the narrow spacing of antenna elements always results in strong mutual coupling
between adjacent patches, which can result in poor antenna performance [7]. There-
fore, low mutual coupling of antenna components plays a significant role in wireless
communication systems [8]. In previous studies, some have conducted to effectively
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decrease the high coupling of antenna units in antenna array. Among them, the spe-
cial band-gap structure [9] is an effective method to reduce the mutual coupling,
which uses the band-stop characteristic to change the current distribution to reduce
the strong mutual coupling of the antenna component. Defective ground structures
(DGS) are also one of the most common structures for reducing strong mutual cou-
pling. It has been used to degrade themutual coupling of antenna components through
interference field to change the current distribution of the antenna components [10,
11]. Another common way to reduce mutual coupling is to use an electromagnetic
band-gap structure (EBG) [12], which can change the direction of wave propagation
to decrease the mutual coupling of two adjacent patches. Other special structures can
also achieve low coupling. In reference [13], the U-shaped micro-strip line structure
embedded between the coupling elements reduces the strong mutual coupling of
adjacent patches through interfering with a field between the two patches. In refer-
ence [14], an innovative H-type conductive wall structure is proposed which restrain
mutual coupling and ameliorates isolation of the tightly spaced error antennas (MSA).
Furthermore, in reference [15], mutual coupling reduction is achieved by controlling
the polarization of the coupled field using a novel polarization conversion isolator
(PCI). Although these proposed methods can reduce coupling, there are still draw-
backs in terms of compactness and applicability. In any case, researchers still need to
work hard on the decoupling between the antenna arrays, propose a better solution,
and ensure low-coupling problems without affecting the compactness of the antenna
array [16] and high gain. In this paper, the periodic defect structure (PDGS) is used
to change the distribution of effective dielectric constant of the circuit substrate,
thereby changing the distributed inductance and distributed capacitance of transmis-
sion line based on the medium, so that the transmission line has the characteristics
of band gap and slow wave, and then suppress high coupling of adjacent patches
without affecting the resonant frequency of the antenna array itself. By using the
proposed periodic defect structure (PDGS), mutual coupling is greatly reduced, and
the maximum value of mutual coupling reduction is greater than 50 dB. In addition,
by comparing the un-decoupled antenna array with the decoupled antenna array, the
gain of the decoupled antenna array proposed in this paper is increased about 2 dB
in the range of effective frequency.

5.2 Decoupling Structure

Defect ground structure (DGS) is in the micro-strip and coplanar waveguide trans-
mission line earth metal plate etching of periodic or aperiodic various grid structures,
in order to change the distribution circuit substrate effective dielectric constant,which
changes based on the medium distribution inductance and distributed capacitance of
transmission line, makes this kind of transmission line with band-gap characteristics
and slow potter. DGS is simple in structure, simple in manufacture, easy to inte-
grate, and can be used in array antenna array effectively to realize the function of
restraining coupling. As the number of DGS structures increases, the coupling factor
of the coupler will increase [1]. The change of DGS cell size will cause the change
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of equivalent inductance and capacitance of the micro-strip line, so as to realize the
desired band resistance characteristics [2].

EBG, a periodic structure, can control the propagation of electromagnetic waves
by correctly selecting the size, material, and shape of the scattering medium. EBG
structure uses its surface wave band-gap characteristics to suppress the propagation
of surface waves between antenna elements, so as to reduce the mutual coupling
between antenna elements and improve the performance of antenna array. EBG
improves antenna direction diagram, realizes micro-strip antenna miniaturization
and low profile. The research shows that [3], the micro-strip antenna array is made of
EBG structure as the substrate to replace the metal base plate of the antenna, which
effectively improves the performance of the micro-strip antenna array. The results
show that the array performance of micro-strip antenna with EBG structure is much
better than that of ordinary array.

By comparison, the theoretical basis of defect ground structure (DGS) and electri-
cal tape gap structure (EBG) is mature, which is widely used in micro-strip antenna,
micro-strip filter, and other structures, and its special properties are used to make
the antenna have the advantages of wide bandwidth, low coupling, and small size.
It plays an important role in satellite communication, mobile communication, radar
navigation, and other fields. However, there are still defects in compactness and appli-
cability. So in this article, using periodic defect ground structures (PDGS) to change
the distribution circuit substrate effective dielectric constant, which changes based on
the medium distribution inductance and distributed capacitance of transmission line,
make this kind of band-gap characteristics and slow potter, a transmission line, in
turn, to curb high coupling between adjacent tiles, and shall not affect the resonance
frequency of the antenna array itself.

5.3 Antenna Design

Figure 5.1 shows the antenna array (Fig. 5.1a) and the decoupled structure PDGS unit
(the model of Fig. 5.1b). The 2 ∗ 1 antenna array and the PDGS structure (green part)
are designed to work at the center frequency of 5.8 GHz, and working in the same
frequency range. Two micro-strip patches (red part) are arranged along the x-axis
with a distanceD= 1.3 mm (0.025λ) between adjacent edges for good compactness.
FR4 is adopted as the substrate of the antenna array, which has the dielectric constant
of 4.4 and the loss tangent of 0.02. The overall size of the 2 ∗ 1 patch array antenna is
35 mm (length) × 22 mm (width) with the substrate thickness of 1.6 mm. the length
(L1) and width (W1) of each patch are 11.68 mm and 11.8 mm, respectively.

The structure is formed by etching an empty white region on the ground plane
to form a defect as shown in Fig. 5.1b, which minimizes mutual coupling between
two adjacent patches. The PDGS structure suppresses surface current by changing
the current distribution and isolates the patches finely at the target frequency. The
optimization parameters of the DGS unit are: L2 = 1.1 mm, L3 = 0.6 mm, L4 =
0.6 mm, L5 = 0.8 mm, L6 = 0.9 mm, and L7 = 0.55 mm. The width of the PDGS
structure is always 0.1 mm.
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(b) partial diagram of PDGS structure

Fig. 5.1 Model of 2 ∗ 1 patch array antenna with DGS
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5.4 Decoupling Performance Analysis

The simulated S parameters of an antenna array having a PDGS structure and no
PDGS structure are shown in Fig. 5.2. The figure shows clearly that the resonant
frequencies at S11 and S22 always maintain the same target frequency. In other
words, compared to the decoupled antenna array, there is no difference in the resonant
frequency of the 2 ∗ 1 antenna array based on the PDGS structure, which indicates
that the decoupling structure is effective. From Fig. 5.2, it can be clearly observed
that the introduction of the decoupling structure PDGS will sharply reduce S12 from
−14.8 dB to −51.5 dB, that is, the coupling between adjacent patches is reduced.

The current distribution is shown in Fig. 5.3. As shown in Fig. 5.3a, a large amount
of energy accumulate between adjacent patches in 2 ∗ 1 micro-strip antenna array
without a PDGS structure, which results in the strong mutual coupling between the
patches. On the contrary, the model of Fig. 5.3b, that is, the 2 ∗ 1 antenna array based
on the PDGS structure, the current density between adjacent patches is significantly
reduced. The main reason is that when the left port is energized and the right port
is terminated by 50�, it inhibits propagation from the left port to the right port,
allowing energy to be concentrated on one side to minimize mutual coupling of the
antenna components.

Figure 5.4a, b show the radiation patterns of 2 ∗ 1 antenna array having a PDGS
structure and no PDGS structure on the x z plane and y z plane. There is nomeaningful
change in the radiation pattern of the antenna array with PDGS structure and without
the PDGS structure. That is to say, the PDGS structure proposed in the paper is
effective for suppressing mutual coupling of antenna units. And it is worth noticing
that the gain of the antenna is slightly enhanced compared to the gain before the
decoupling. As shown in Fig. 5.5, the gain is increased by about 2 dB.
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Fig. 5.3 Distribution of surface current on the ground level

As shown in Table 5.1, by comparing the decoupling structure proposed in this
paper with the decoupling effect and other properties of the decoupling structure in
the reference, it can be clearly obtained that the PDGS structure proposed in this paper
is more compact and has higher isolation that is more applicable. In addition, there is
no change in the resonant frequency, whichmeans that the size of the PDGS structure
can be adjusted to be suitable for antenna array decoupling in other frequency bands.
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Table 5.1 Comparison of performance of the proposed antenna with known research

References Resonant
frequency
[GHz]

Adjacent
spacing

Improve S12
[dB]

Resonant
frequency
shift [MHZ]

Decoupling
structure

[3] 2.57 0.14λ 40 30 DGS

[5] 5.59 0.4λ 25.35 Not
mentioned

EBG

[8] 5.8 0.18λ 22.3 20 PCI

This paper 5.8 0.025λ 35–45 0 PDGS

5.5 Conclusion

In this paper, periodic defect ground structure (PDGS) is used to change the dis-
tributed inductance and distributed capacitance of the transmission line based on
this medium, so that such transmission line has band-gap characteristics and slow
baud property, so as to suppress the high coupling between adjacent patches without
affecting the resonant frequency of the antenna array itself. Through adopting the
proposed periodic defect ground structure (PDGS), the maximum mutual coupling
reduction is more than 50 dB. In addition, by comparing the un-decoupled antenna
array with the decoupled antenna array, the gain of the decoupled antenna array pro-
posed in this paper is increased by about 2 dB in the effective frequency range. The
periodic defect ground structure (PDGS) designed in this paper can not only achieve
low coupling between adjacent patches, but also meet the requirements of compact
structure, and at the same time adapt to low-coupling antenna arrays of different
frequency bands. In addition, the model presented in this paper shows that there is
a smaller separation distance and greater isolation between adjacent patches than



5 Low-Coupling 2 ∗ 1 Micro-strip Antenna Array … 71

the model mentioned in the reference. Furthermore, there is no marked difference
between S11 and S22, and achieved enhancement gain of about 2 dB. This paper
presents an effective method to suppress the coupling between micro-strip antenna
arrays by using the defect ground (DGS) structure. The defect structure is applied
to the design of micro-strip antenna array. To demonstrate the effectiveness of this
method, we analyze the coupling of two micro-strip antenna elements on a thick
substrate with a large dielectric constant. Simulation and experimental results show
that the introduction of the defective structure can effectively reduce the coupling
between antenna elements, suppress the side lobe level, and improve the performance
of the original antenna when the coupling between elements is significant. This struc-
ture has a good application prospect in mutual coupling suppression of micro-strip
antenna array.
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Chapter 6
Power Control in D2D Underlay
Distributed Antenna Systems

Gongbin Qian, Ce Zhang, Chunlong He, Xingquan Li, and Chu Tian

Abstract Anew scenario is considered that device-to-device (D2D) communication
users underlay the spectrum resource of cellular user in distributed antenna systems
(DAS) is discussed in this paper. We mainly focus on how to improve spectral effi-
ciency (SE) and energy efficiency (EE) of the system. Under the maximum transmit
power constraint per antenna unit, we propose two resource allocation algorithms
to solve the optimal problems of maximum SE and EE. The first problem can be
transformed into a difference of convex (DC) structure problem by function recom-
bination, then the concave-convex procedure (CCCP) algorithm and the interior point
method which are adopted to get the optimal solutions for the maximum SE. Sub-
sequently, by using the Dinkelbach algorithm based on the parameter method, a
power allocation algorithm for energy efficiency is developed to solve the maximum
EE optimization problem. The optimal solutions are also obtained by the CCCP
algorithm and the interior point method. Simulation results show that compared to
co-located antenna systems (CAS) with D2D users, the SE and EE performances of
the proposed system have a significant improvement.

Keywords Distributed antenna systems · Device-to-device · Spectral efficiency ·
Energy efficiency · Power allocation

6.1 Introduction

With the increasing demand for smartphones and fast mobile Internet services, the
fifth generation (5G) ofmobile networks is being researched to support large amounts
of data traffic. One of the key performance indicators (KPIs) in future communication
network design is the energy consumption, which means that spectral efficiency (SE)
and energy efficiency (EE) are important factors in the 5G design. There are two
techniques presented, they are: (i) Distributed antenna systems (DAS), because DAS
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can reduce the communication distance between mobile phones and remote access
units (RAUs), the DAS has many advantages to increase capacity, improve coverage
and EE [1–3]; (ii) device-to-device (D2D) communication, that can underlay the
spectral resource of cellular users to enable a user device communicatingwith another
nearbyuser device directlywithout extra hop frombase station. It increases the overall
network SE and thus allows the network to admit more users [4, 5].

It is well known that power allocation will become an urgent problem in the
future. In the field of DAS and D2D communication, there are a number of efficient
approaches which have been presented to solve this problem [6–12]. For instance,
for DAS, an power allocation approach to maximize SE has been provided for gen-
eralized DAS in [6]. The authors in [7] have proposed a power allocation approach
to maximize the EE, which transforms the fractional form of non-convex problem
into its equivalent subtractive form. For D2D communication, the authors consid-
ered maximizing sum-rate over signal to interference and noise ratio of the system
in [10]. In order to keep the quality of service (QoS) of D2D users and cellular user
equipments, a three-step approach has been presented to improve the total transmit
rate of the system in [11].

The above methods all improve the performance of communication system. How-
ever, among the aforementioned power allocation approaches, there is no paper con-
sidering the scenario of coexistence of DAS and D2D communication. In this paper,
to further improve the performance of system, a new scenario for D2D communica-
tion underlaid DAS is proposed. We mainly focus on how to improve the SE and EE
of the system.We first convert themaximizing SE and EE objective functions to a DC
problem by function reorganization, CCCP algorithm and the interior point method
which are presented to get optimal solutions. In particular, the Dinkelbach algorithm
based on the parameter method is utilized in EE power allocation algorithm, and we
transform the fractional form of EE optimization into a subtractive form that is easier
to solve. In order to confirm the reliability of the proposed algorithm,we also compare
with co-located antenna systems (CAS) with D2D communication [13]; experiment
results demonstrate that the proposed algorithm has a better performance. Unlike the
existing approaches, the proposed one has a good performance in improving system
efficiency. So it is a key technique for the future communication systems.

6.2 System Model and Problem Formulation

6.2.1 System Model

In this section, the model of D2D user underlaying the spectral resource of cellular
user in DAS is established. We consider downlink transmission in a cellular network
where UE and D2D pairs use the same frequency bands. The locations of N RAUs
are uniformly located in the cell and connected to the central base station (e.t. RAU1)
through optical fiber. In one cell, there areM cellular user equipments (UEs) and K
D2D pairs, and they are both equipped with one single antenna. Each channel under-
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Fig. 6.1 DAS with D2D system model

goes independent and identically distribution (i.i.d.). We can define configuration
specified in the system as (N,M,K). For example, Fig. 6.1 is a (5, 1, 1) system that is
discussed in this paper, whereM = 1, N = 5, K = 1. In addition, there are two special
cases

1. (N, M, 0) stands for the DAS with fully distributed antennas;
2. (1,M, 0) represents the co-located antenna system (base station can equip with

multiple antennas).

6.2.2 Channel Model

In this paper, hn,c denotes the channel which consists of a small- and large-scale
fading, which can be written as [14, 15]

hn,c = gn,cwn,c, (6.1)
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where

wn,c =
√
csn,c
dn,c

, (6.2)

gn,c represents the small-scale fading, gn,c ∼ CN (0, 1) and wn,c represent the large-
scale fading factor, which has no relationship with gn,c. c denotes the median of the
mean path gain, dn,c denotes the communication distance between cellular user and
RAU n, α and sn,c are constants.

6.2.3 Achievable Rate

We assume that the RAUs and UEs in the system can easily get the channel state
information (CSI) and the total system bandwidth is 1 MHz.

The following parameters are used in the description of the system model

• pd : Transmit power of the D2D transmitter.
• pn,c: Transmit power from the nth RAU to the UE.
• Pd

max: Maximum transmit power of the D2D transmitter.
• Pn

max: Maximum transmit power of RAU n.
• hn,c: The channel gain from the RAU n to cellular user.
• hd : The channel gain from the D2D transmitter to D2D receiver.
• hd ,c: The channel gain from the D2D transmitter to UE.
• hn,d : The channel gain from the D2D transmitter to RAU n.
• σ2

c ,σ
2
d : The power of the white Gaussian noise (AWGN) of UE and D2D user,

respectively.
• Rc: The transmission rate of UE.
• Rd : The transmission rate of D2D user.

The SE of UE and D2D user is expressed as follows

Rc = log2

(
1 +

∑N
n=1 pn,c

∣∣hn,c∣∣2
pd

∣∣hd ,c

∣∣2 + σ2
c

)
, (6.3)

Rd = log2

(
1 + pd |hd |2∑N

n=1 pn,c
∣∣hn,d ∣∣2 + σ2

)
. (6.4)

6.3 Objective Optimization Formulation

In the first part, the maximum SE optimization problem is discussed. Then, the EE
optimizationmodel is considered in the second part including the power consumption
of circuit and optical fiber. Finally, an effective power allocation scheme is presented
to maximizing the EE of system.
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6.3.1 Maximum SE Optimization

Due to the D2D pair and UE use the same spectrum at the same time, there exists
interference between them, which makes the problem becomes more complicated.
It can be modeled as

max
P

SE
Δ= Rc + Rd

s.t. pn,c ∈ [0,Pn
max] ∀n ∈ {1, 2, · · · ,N },

pd ∈ [0,Pd
max] .

(6.5)

where P Δ= [p, pd ], p = {pn,c, for n = 1, 2 · · · ,N }.
Readjusting the expression of the objective function (6.5), we can find that the

objective function has a special DC structure. We can exploit the similar methods
based on DC structure to solve the optimization problem [16–18]. Let fse(P) repre-
sents the variable and objective functions in (6.5), respectively. So the (6.5) can be
decoupled as

fse(P) = fcave(P) + fvex(P) (6.6)

where

fcave(P)
Δ= log2

(∑N
n=1 pn,c

∣∣hn,c∣∣2 + pd
∣∣hd ,c

∣∣2 + σ2
c

)
+log2

(
pd |hd |2 + ∑N

n=1 pn,c
∣∣hn,d ∣∣2 + σd

2
)

,
(6.7)

fvex(P)
Δ= −log2

(
pd

∣∣hd ,c

∣∣2 + σ2
c

)
−log2

(∑N
n=1 pn,c

∣∣hn,d ∣∣2 + σd
2
)

.
(6.8)

We can learn that fcave(P) and fvex(P) are strict convex and concave functions of
P, respectively. So the objective function in (6.6) is a function with DC structure.

Let SR represents the set of constraints of (6.5), Therefore, SR is a convex set. The
optimizing SE problem can be transformed into an equivalence problem containing
the objective function with DC structure [16].

max
P∈SR

{fcave(P) + fvex(P)}. (6.9)

In [17, 18], the author further points out thatwhen there is a partial derivative of the
convex function part in theDCobjective function, theDC algorithm can be simplified
to the CCCP algorithm, and its core idea is to use Majorization-Minimization (MM)
method [19], stepwise iteratively linearizing the convex function part of the DC
objective function.
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Table 6.1 Maximum SE power allocation algorithm

Algorithm 1 Maximum SE power allocation algorithm

1: Initialize k = 0, ∀P(0) ∈ SR, ε > 0.

2: Do
3: P(k+1)= arg max

P∈SR
{fcave(P) + ∇fvex(P(k)) ∗ PT }

4: Use interior point method to solve convex optimization problem

in the above formula:

a: Exploiting logarithmic barrier function transforming the original

problem into an unconstrained problem,

b: Use the Quasi-Newton method to obtain the search direction,

c: Obtain optimal step size with Backtraking linear search based

on Armijo criteria.

5: k=k+1.

6: Until
∥∥P(k+1) − P(k)

∥∥ < ε.

7: Return P(k+1).

Due to the convex function part of fvex(P) in (6.9) has a partial derivative. There-
fore, we can linearize fvex(P) according to the first-order Taylor expansion in each
iteration to get the iteration equation as below

P(k+1)= argmax
P∈SR

{fcave(P) + ∇fvex(P(k)) ∗ PT}
= argmax

P∈SR
{fcave(P)+[ |hd ,c|2

(pk
d
|hd ,c|2+σ2

c ) ln 2
,

∑N
n=1 |hn,d |2

(
∑N

n=1 pn,c|hn,d |2+σd
2) ln 2

]
∗ PT},

(6.10)

where PT is the transposition of P, ∇fvex(P(k)) represents the gradient of fvex(P) at

P(k) Δ= [p(k), p(k)
d

], p(k) = {p(k)
n,c

, for n = 1, 2 . . . ,N }.
At this time, the objective function in (6.10) is convex, which can be solved by

traditional methods such as interior point method. The specific algorithm is showed
in Table 6.1.

The convergence of the CCCP algorithm can be guaranteed by the following two
theorems [18, 20].

Theorem 1 The optimization objective function (6.9) increases with the power
sequence {Pk} generated by the convex optimization problem in (6.10) monotoni-
cally.

Theorem 2 The power sequence {Pk} generated by the convex optimization problem
in (6.10) converges to its limit point P∞ when SR �= Φ, and at this point, the KKT
condition in the original optimization problem (6.9) is satisfied.
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6.3.2 Maximum EE Optimization

(1) Power Consumption
The total power consumption Ptotal can be decoupled into two parts: the transmit
power consumption of power amplifier at antennas (RAUs and D2D transmitter) and
the extral circuit power consumption. The first part can be written as [21]

Ptrans =
∑N

n=1 pn,c + pd
τ

, (6.11)

where τ is a constant, representing the drain efficiency.
The second part is denoted as Pcircuit , which is consisted of three parts. (i): the

circuit power consumption Pb; (ii): the basic power consumption Pu; (iii): the wasted
power of signals transmit through optical fiber Po. So it can be modeled as

Pcircuit = Pb + Pu + Po, (6.12)

The total power consumed by DAS with D2D communication, denoted as Ptotal ,
is given by:

Ptotal = Ptrans + Pcircuit

=
∑N

n=1 pn,c + pd
τ

+ Pb + Pu + Po.
(6.13)

(2) EE Problem Formulation
We focus on optimizing the power allocation to maximize the system EE. It can be
expressed as (unit: bits/J/Hz) [22, 23]

max EE
Δ= Rc+Rd∑N

n=1 pn,c+pd
τ +Pb+Pu+Po

s.t. pn,c ∈ [0,Pn
max] ∀n ∈ {1, 2, . . . ,N },

pd ∈ [0,Pd
max].

(6.14)

(3) Maximize EE Optimization Model
Through the above analysis, the overall energy efficiency optimization problem of
the user terminals can be expressed as

max
V∈S

EE
Δ= Rc + Rd∑N

n=1 pn,c+pd
τ

+ Pb + Pu + Po

. (6.15)

where V and S represent the optimization variables and constraint sets, respectively.
According to [24], (6.15) is equivalent to the following problem

max
V∈S

{
Rc + Rd − λ∗

(∑N
n=1 pn,c + pd

τ
+ Pb + Pu + Po

)}
= 0, (6.16)
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Table 6.2 Dinkelbach algorithm

Algorithm 2 Dinkelbach algorithm

1: Initialize k = 0, ε > 0.

2:λ(0)=EE|V=V(0), ∀V(0) ∈ S.

3: Repeat

4:
V(k+1) =
argmax

V∈S {Rc + Rd − λ(k)(
∑N

n=1 pn,c+pd
τ + Pb + Pu + Po)}.

5: λ(k+1) = EE|V=V(k+1)

6: k = k + 1

7: Until
∣∣ee(λ(k))

∣∣ < ε,

ee(λ(k)) =
max
V∈S {Rc + Rd − λ(k)(

∑N
n=1 pn,c+pd

τ + Pb + Pu + Po)}.
8: Return V(k+1).

where λ∗ = max
V∈S

EE represents the maximum value of the optimization goal.

For the above conclusions, the [24] has a simple and constructive proof, which
will not be repeated here. In addition, the [24] also gives an iterative algorithm
based on the parameter method (Dinkelbach algorithm) to find the optimal solution

V∗ Δ= argmax
V∈S

EE of the optimization problem in (6.15). The specific process is

shown in Table6.2.
In the Dinkelbach algorithm, the most critical step is to solve the following sub-

problems for a given parameter λ

ee(λ)
Δ= max

V∈S
{Rc + Rd − λ

(∑N
n=1 pn,c + pd

τ
+ Pb + Pu + Po

)
}, (6.17)

In each iteration, if the solution of Eq. (6.17) can be obtained, then the iteration
can continue until the optimal solution of the optimization problem in Eq. (6.15)
is obtained. The convergence of the Dinkelbach algorithm can be ensured in each
iteration, λk+1 ≥ λk and ee(λk+1) ≤ ee(λk) (k = 0, 1 . . .), and the specific proof
process is in [24].

Next, we will give the solution to the sub-problem for the energy efficiency opti-
mization problem. By the parameter transformation in the Dinkelbach algorithm, the
NFP optimization problem in (6.15) can be expressed as the following subproblem

max
pn,c,pd

{
Rc + Rd − λ(

∑N
n=1 pn,c+pd

τ
+ Pb + Pu + Po)

}
,

s.t. pn,c ∈ [0,Pn
max] ∀n ∈ {1, 2, · · · ,N },

pd ∈ [0,Pd
max] .

(6.18)



6 Power Control in D2D Underlay Distributed Antenna Systems 81

According to the discussion of the D.C. optimization problem in the previous
section, the above problems can be expressed as

max
pn,c,pd

{fcave(Q) + fvex(Q)},
s.t. pn,c ∈ [0,Pn

max] ∀n ∈ {1, 2, . . . ,N },
pd ∈ [0,Pd

max] .

(6.19)

where Q = [pn,c, pd ] represents the optimization variable,

fcave(Q)
Δ= log2(

∑N
n=1 pn,c

∣∣hn,c∣∣2 + pd
∣∣hd ,c

∣∣2 + σ2
c )

+log2(pd |hd |2 + ∑N
n=1 pn,c

∣∣hn,d ∣∣2 + σd
2).

(6.20)

fvex(Q)
Δ= −log2(pd

∣∣hd ,c

∣∣2 + σ2
c )

−log2(
∑N

n=1 pn,c
∣∣hn,d ∣∣2 + σd

2)

−λ(
∑N

n=1 pn,c+pd
τ

+ Pb + Pu + Po).

(6.21)

where fcave(Q) and fvex(Q) represent concave function part and convex function part
of the objective function, respectively. ST is the set of constraints in (6.18). Since all
constraints are linear inequalities, ST is a convex set. In addition, the convex function
in (6.18) has a partial derivative, so the above D.C. problem can be transformed into
the following sequential convex program problem by the CCCP algorithm

Q(k+1)= argmax
Q∈ST

{fcave(Q) + ∇fvex(Q(k)) ∗ QT}
= argmax

Q∈ST
{fcave(Q)

+[ |hd ,c|2
(p(k)

d |hd ,c|2+σ2
c ) ln 2

− λ,
∑N

n=1 |hn,d |2
(
∑N

n=1 p
(k)
n,c |hn,d |2+σd

2) ln 2
− λ] ∗ QT}.

(6.22)

where QT is the transposition of Q, ∇fvex(Q(k)) represents the gradient of fvex(Q) at

Q(k) Δ= [p(k), p(k)
d

], p(k) = {p(k)
n,c

, for n = 1, 2 . . . ,N },.
Because the objective function in equations (6.18) is a concave function. Sowe can

exploit the traditional methods to obtain the optimal solutions. After transformation,
the optimizing energy efficiency problem in (6.15) can be solved by a three-layer
nested loop algorithm, which is concluded in Table6.3.

6.4 Numerical Results

In the simulations, to simplify the computational complexity, we only consider a
single-cell DAS with one UE and one D2D pair in the downlink transmission, both
of which are uniformly located in the cell. The parameters values are showed in
Table 6.4. The system is set as a circle of radius D. The layout of the RAUs is similar
to [25].
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Table 6.3 Maximum energy-efficient power allocation algorithm

Algorithm 2 Maximum energy efficient power allocation algorithm

1: Initialization k = 0, ε > 0

2: λ(0)=EE|Q=Q(0) , ∀Q(0) ∈ ST .

3: Do

4:
Q(k+1) =
arg max

Q∈ST
{Rc + Rd − λ(k)(

∑N
n=1 pn,c+pd

τ + Pb + Pu + Po)}
5: Use CCCP algorithm to solve DC optimization problem (19)

6: Use interior point method to solve the problem:

a: Exploiting logarithmic barrier functions to transform the original

problem into an unconstrained optimization

problem,

b: Use the Quasi-Newton method to obtain the search direction,

c: Obtain the optimal step size with Backtraking linear search based

on Armijo criteria.

7: λ(k+1)=EE|RD=Q(k+1)

8: k = k + 1

9: Until
∣∣ee(λ(k))

∣∣ < ε

ee(λ(k)) =
max
V∈S {Rc + Rd − λ(k)(

∑N
n=1 pn,c+pd

τ + Pb + Pu + Po)}.
10: Return Q(k+1).

Table 6.4 Simulation parameters.

Parameters Value

The cellular radius D 1000 m

The D2D distance L 20 m

The UE number M 1

The D2D pairs number K 1

The noise power σ2
c −114 dBm

The noise power σ2
d −114 dBm

The maximum transmit power of UE Pc
max 30 dBm

The maximum transmit power of D2D Pd
max 30 dBm

The circuit power consumption Pd 20 dBm

The basic power consumption Pu 30 dBm

The optical fiber transmission Po 30 dBm

Path loss exponent α 3.8

Drain efficiency τ 38%
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Fig. 6.2 SE versus maximum transmit power

In Fig. 6.2, Pc
max changes from 5 to 30 dBm to show its effects on SE of the

system. It shows that the SE increases with the increase of Pc
max, and the perfor-

mance of the power allocation methods used in DAS with D2D pair is better than
used CAS with D2D pair in [13]. We also compare with two different optimization
objectives of maximizing SE and EE. From Fig. 6.2, for maximizing SE in DASwith
D2D communication, maximizing SE power allocation algorithm is better than the
algorithm used to maximize EE. Compared to CAS with D2D communication, the
maximum SE in DAS is approximately 89.9% higher than maximum SE in CAS
when Pc

max = Pd
max = 30 dBm.

In Fig. 6.3, maximizing SE and maximizing EE algorithms are both used in
increasing the EE of DAS with D2D communication. In this case, the maximizing
EE algorithm is much better than the algorithm of maximizing SE power allocation.
We also show the impact on the overall system performance after introducing DAS.
Obviously, compared to CASwithD2D communication in [13], the EE has improved
significantly in DAS with D2D communication. The EE of maximum EE in DAS is
approximately 408.9% higher than maximum EE in CAS when Pc

max = Pd
max = 30

dBm.
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Fig. 6.3 EE versus maximum transmit power

6.5 Conclusion

We considered a coexistence scenario of DAS andD2D communication in this paper.
CSI is assumed known at both receiver and transmitter side.We first presented a opti-
mization problemwith respect to the maximizing SE power allocation, and the origi-
nal problemwas transformed into aDC structure problemby function recombination.
Then the CCCP process was exploited to solve the DC structure problem, in which
the interior point method was used to get the optimal power allocation solution. Then
maximizing EE of the system also considered in the following part. We proposed
an algorithm to maximize EE by Dinkelbach algorithm based on parameter method.
Simulation results indicated that the performance of the power allocation methods
used in DAS with D2D user was better than used in CAS with D2D communication.
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Chapter 7
Analysis of Transmission Efficiency
of Magnetically Coupled Resonant Radio
Energy

Xiaohu Yin and Yue Zhao

Abstract Magnetically coupledwith resonant radio energy transmission technology
can realize medium-distance power transmission between power supply equipment
and electrical equipment. Working principle of resonant coupled radio energy trans-
mission is introduced in this paper, and bilateral compensation method is used to
analyze the two factors of large leakage inductance and low coupling coefficient,
which affect the transmission efficiency of the system. In practical applications, to
achieve maximum efficiency transmission of the system, it is necessary to deter-
mine the appropriate circuit operation mode, resonant frequency and coil parame-
ters. According to the four different compensation topologies, the influence of the
secondary quality factor and transmission distance of the wireless energy transmis-
sion system on the transmission efficiency of the system is analyzed in detail based
on MATLAB simulation.

7.1 Introduction

In the recent years, wireless energy transmission technology has always been a hot
issue in human research. Inductively coupled power transfer (ICPT) is a new type of
power access method that achieves non-contact transmission of electrical energy in
a small scale [1, 2], but the transmission distance is still limited to a small within the
scale, transmission of 15 cm has been considered a considerable distance [3, 4]. In
2007, Professor Marin Soljacic of the Massachusetts Institute of Technology (MIT)
and others made breakthroughs in radio energy transmission. They used the principle
of electromagnetic resonance to realize thewireless transmission ofmedium-distance
power, and a 60 W in 2 m distance. The bulb is lit and the transmission efficiency is
around 40% [5].

Resonant coupled radio energy transmission utilizes electromagnetic near-field
resonance coupling to efficiently transfer energy from one resonator to another in
the form of a ‘tunnel’ without energy exchange with or little with non-resonant
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objects. In theory, the energy that is not absorbed by the load will return to the
transmitting end, so that it will not affect the efficiency [6]. The wireless energy
transmission technology based on magnetic coupling resonance has the advantages
of high transmission efficiency, large transmission distance, small radiation, non-
magnetic objects and little harm to the human body [7], and it will certainly be a
kind safe and reliable charging method.

However, at this stage, the resonant coupled power wireless transmission tech-
nology is still in its infancy, and many problems need to be solved, transmission
efficiency, transmission power, transmission distance, electromagnetic compatibility,
electromagnetic radiation pollution and biosafety issues. Especially, in the aspect of
transmission efficiency analysis, MIT’s analysis is only limited to physical analysis,
and related theoretical and experimental research is still lacking [8, 9].

In this paper, the mathematical modeling and simulation analysis of the circuit
topology of PSSS, PSSP, PPSS and PPSP are carried out, and the transmission
characteristics of the resonant compensation mode are compared.

7.2 Resonant Coupled Power Wireless Transmissions
Works

Magnetically coupled resonant radio energy transmission technology is a near-field
strongly coupled radio energy transmission technology. The core is to use two induc-
tive coils with the same operating frequency to achieve efficient power transmission
when resonance occurs, and still atmediumdistance. It can carry out higher efficiency
and higher power transmission of electric energy [10].

The resonant coupled power wireless transmission technology mainly utilizes
two resonant circuits having the same frequency to realize wireless transmission of
energy from the stationary power supply system to the power supply device through
magnetic field coupling.

7.3 Circuit Design of Electromagnetic Coupling Resonant
Radio Energy Transmission System

7.3.1 The Importance of Resonance Compensation

The wireless energy transmission system achieves non-contact transmission of
energy through the resonant coupling of the separable transformer. The separable
transformer of the wireless energy transmission system is a loosely coupled trans-
former. The gap between the primary and secondary is relatively large, resulting in a
large magnetic leakage, which greatly reduces the transmission performance of the
wireless transmission system. In order to reduce the voltage and current stress of
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the transformer [11], the unnecessary power in the power transmission network is
effectively compensated, so the resonance compensation technique is used.

In order to improve the efficiency of the system, at the beginning of the wireless
energy transmission system, the secondary circuit is added with an appropriate equal
amount of compensation capacitance and the leakage inductance of the primary
and secondary coils to form a resonance compensation circuit [12]. According to
the different topological structure of the resonant circuit, there are eight kinds of
compensation methods. The primary coil and the secondary coil are denoted by P
and S, respectively; the series and the parallel are, respectively, denoted by S and P.

According to the theoretical analysis, the single-side resonance compensation
topologies PSS_, P_SS, PPS_, P_SS can only improve the working efficiency of the
primary loop and the secondary loop unilaterally. In order to increase the efficiency
of the entire radio energy transmission system, a bilateral compensation topology is
required. According to the above analysis, the bilateral compensation topology can
be divided into the following four types: PSSS, PSSP, PPSS and PPSP.

7.3.2 Circuit Design of the Resonant Coupling Part

The diagram of the system’s structural frame is shown in Fig. 7.1.
Among them,C1 andC2 are series or parallel compensation capacitors of primary

and secondary inductors L1 and L2, respectively, andM is mutual inductance. When
using bilateral compensation, there are two quality factors: primary and secondary
quality factor. For the convenience of calculation, the internal resistance of the power

(SP) (SS)

(PS) (PP)

Fig. 7.1 Resonant coupling circuit design
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supply. Quality factor as Formula (7.1):

Q = wL

r
= 1

wCr
= 1

r

√
L

C
(7.1)

7.3.3 Experimental Analysis

In practical applications, the wireless energy transmission system needs to provide
energy to different loads, and the change in load causes a change in the secondary
quality factor. Based on the MATLAB under the compensation topology, the influ-
ence of the secondary quality factor and the transmission distance of the two coils
on the transmission efficiency are analyzed.

For the secondary loop, the secondary loop transmission capability is proportional
to its quality factor. However, the improvement of the quality factor will also lead
to an increase in the volt-ampere characteristics of the secondary circuit. Therefore,
it is a very important parameter in the entire wireless energy transmission system.
In practical applications, the value is generally between 2 and 10, and the primary
circuit. The geometrical characteristics and primary current determine the value of
the primary quality factor. The primary quality factor is affected by different design
schemes, and the range of values is generally between 2 and 50.

A. Analysis of the influence of secondary quality factor and transmission distance
on voltage gain.

The voltage gain is the ratio of the output to the input voltage. The expression for the
voltage gain of the wireless energy transmission system is derived below. Taking the
PSSS resonance compensation topology as an example, the voltage gain expression
is derived:

The ratio of the operating frequency to the magnitude of the resonant frequency
can be expressed as Formula (7.2):

ωn = ω

ω0
(7.2)

The coupling coefficient k is expressed as Formula (7.3):

k = M√
LP LS

, M = μ0πN1N2r1r2
2D3

μ0 = 4π ∗ (
10−7

)
N/A2 (7.3)

Themagnetic permeability in the vacuum is the radius of the coil, and the distance
between the coils is the number of turns of the coil.

The reflected impedance when the secondary series is (4)–(6):
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Zr = Re − jIm (7.4)

Re = ω4C2
s M

2RL

(1 − ω2CsLs)2 + ω2C2
s R

2
L

(7.5)

Im = ω3CsM2
(
1 − ω2CsLs

)
(
1 − ω2CsLs

)2 + ω2C2
s R

2
L

(7.6)

The voltage gain of PSSS is (7):

Gv = nkω2
n√

ω2
n(1 − ω2

n)
2 + (QS(1 − ω2

n)
2 − k2QSω4

n)
2

(7.7)

It can be seen from the above formula that the voltage gain is related to n,w,D, r1,
r2 and the like. Similarly, Cocoa derives the voltage gain expressions for the other
three compensation topologies.

B. Influence of secondary quality factor and transmission distance D on current
gain.

The ratio of the output current to the input current is called the current gain. The
expression of the current gain of the wireless power transmission system is derived
based on the PSSS compensation structure as Formula (7.8):

i2 = jωMi1
jωL2 + 1

jωC2
+ RL

(7.8)

Therefore, the current gain in the PSSS compensation circuit is expressed in
Formula (7.9):

Gi = nω2
nQsk√

Q2
s (1 − ω2

n)
2 + ω2

n

(7.9)

Similarly, the current gain expressions of the other three compensation topologies
can be derived.

C. Influence of secondary quality factor and transmission distance D on system
efficiency.

The purpose of introducing resonance compensation into the radio energy transmis-
sion system is to improve transmission efficiency. Transmission efficiency can be
expressed as Formula (7.10):

η = Po
Pi

=
∣∣∣∣voiovi ii

∣∣∣∣ = GvGi (7.10)
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The transmission efficiency is equal to the ratio of the output power to the input
power, that is, the product of the voltage gain and the current gain, as in the above
equation.

N1 = N2 = 10, r1 = r2 = 0.01,

μ = 4π × 10−7L1 = L2 = 3.94 ∗ 10−6, n = 1

From this, an expression about the relationship between efficiency and the
secondary quality factor and the coupling coefficient can be obtained. Here, it repre-
sents the output voltage and current of the system, and represents the input voltage
and current of the system. Substituting the above voltage gain and current gain expres-
sions into the above equation yields an expression about the relationship between
efficiency and secondary quality factor, and transmission distance. In the simulation
below, let, so;

String-string compensation loop:

➀ Secondary quality factor affects transmission efficiency (D = 0.05 m).

The simulation diagram is shown in Fig. 7.2.
Can be seen from Fig. 7.2. When the system operating frequency is equal to

the resonant frequency, different quality factors can achieve the highest efficiency.
However, when D = 0.5 and 1, the curve has only one peak; when it is equal to 4, 8
and 10, the curve shows three peaks, indicating that when it becomes larger, it will
cause frequency bifurcation.

➁ Transmission distance D affects transmission efficiency:

The simulation diagram is shown in Fig. 7.3.

Fig. 7.2 String-string
compensation and
relationship curve
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Fig. 7.3 String-string
compensation D and the
relationship curve
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When the serial string compensation topology is used, when the secondary quality
factor is determined, the curve around the apex is steepest when the distance is
transmitted.AsDdecreases, the curvegradually becomesgentle, indicating thatwhen
D is small, the wireless energy transmission system can achieve higher efficiency
and a wider range.

String and compensation loop

➀ Secondary quality factor affects transmission efficiency:

The simulation diagram is shown in Fig. 7.4.

Fig. 7.4 String and
compensation curve
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As the number continues to increase, the frequency bifurcation phenomenon
becomes more apparent.

➁ Transmission distance D affects transmission efficiency:

The simulation diagram is shown in Fig. 7.5.
As the transmission distance D becomes smaller, frequency bifurcation is prone

to occur.

Parallel compensation loop

➀ Secondary quality factor affects transmission efficiency:

The simulation diagram is shown in Fig. 7.6.

Fig. 7.5 Series and
compensation for the
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Fig. 7.6 Parallel
compensation and
relationship curve
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Fig. 7.7 Parallel string
compensation D and the
relationship curve
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As the number continues to increase, the frequency bifurcation phenomenon
becomes more apparent.

➁ Transmission distance D affects transmission efficiency:

The simulation diagram is shown in Fig. 7.7.
When the parallel-compensated topology is used, the frequency bifurcation

phenomenon is not easy to occur.

And compensated in the loop

➀ Secondary quality factor affects transmission efficiency:

The simulation diagram is shown in Fig. 7.8.
When the structure is compensated, as the frequency increases, the frequency

bifurcation phenomenon becomes more and more obvious.

➁ Transmission distance D affects transmission efficiency:

The simulation diagram is shown in Fig. 7.9.
When the sum is used and the structure is compensated, the distance is above

0.05 m, and the transmission efficiency reaches a maximum value under resonance.
Regardless of the compensation topology used, an increase in the secondary quality
factor leads to the occurrence of frequency bifurcation. When the secondary quality
factor is determined to be 1, when the transmission distanceD= 0.5, its curve around
the apex is the steepest. As the transmission distance becomes smaller, the curve at
the apex becomesmore gradual, indicating that the transmission distanceD is longer.
When small, the radio energy transmission system can achieve a higher efficiency
frequency range.
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Fig. 7.8 and the relationship
between compensation and
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Fig. 7.9 and the relationship
between compensation and
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The optimum input frequency depends on the relative distance between the
two coils. When the input frequency is equal to the natural frequency (resonant
frequency), the transmission efficiency is maximized when the transmission distance
is 0.05. The simulation analysis is basically consistent with the variation of the
theoretical part.

7.4 Conclusion

Bilateral resonance compensation can effectively compensate for the shortcomings
of low transmission efficiency of the system. In this paper, the bilateral resonant
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compensation wireless power supply system is taken as the research object, and the
influence of transmission distance and secondary quality factor on transmission effi-
ciency under resonance is derived. The simulation proves that when the secondary
quality factor is greater than 1, the frequency bifurcation phenomenon will occur.
The larger the secondary quality factor, the more obvious the frequency bifurcation
phenomenon; when the transmission distance is too small (near-distance transmis-
sion—the distance that the radio energy can transmit is smaller than the device) (No
more than two times the size), no resonance compensation circuit is needed at this
time. When the transmission distance is increasing, the frequency range in which the
wireless power transmission system can achieve less efficiency is relatively narrow.
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Chapter 8
Remote Monitoring of River Water
Pollution Using Multiple Sensor System
of WSNs and IoT

Evizal Abdul Kadir, Hitoshi Irie, Sri Listia Rosa, Bahruddin Saad,
Sharul Kamal Abdul Rahim, and Mahmod Othman

Abstract Rivers are commonly found in the tropical regions because of high rain
intensity. Many people and communities like to live along the riverside since decades
ago. Rivers play a significant role in communities for transportation and daily activ-
ities. This research was aimed to design and develop a system with multiple sensors
to monitor river water pollution because most of the community members use river
water in their daily activities. In this design and development of system, wireless
sensor networks (WSNs) were applied because of many advantages that can be
enjoyed. Multiple sensor nodes were installed for the detection of water pollution
parameters such as temperature, electrical conductivity (EC),water pH, and dissolved
oxygen (DO). The system was designed to monitor river water pollution parameters
and send the information to the data center (backend system). Arduino microcon-
troller was used to process and filter the data before sending to the backend system.
Only valuable information was collected and kept in the database. Results show that
the system was able to detect polluted water by showing the parameters of interest
in a graph. Based on the analysis, it can be concluded that polluted water indicators
were mostly contributed from residence waste and industries. Furthermore, WSN
sensors will be deployed in some areas, and the results will be compared to each
other. Furthermore, the Internet of things (IoT) technology will be used for data
sharing and communication.
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8.1 Introduction

Water pollution is one of the issues that has been raised in some of the areas in
Indonesia. This research focussed on Siak River located in Riau Province because of
the issue of river pollution since a few years and until now no significant solution by
the respective authorities had been taken.RiauProvince is located in central Sumatera
Island in Indonesia. This province has five long and deep rivers, and one of the rivers
is the deepest in Indonesia. Along the Siak River, many companies are operating, the
big company being pulp and paper beside other small companies. Sometimes, the
companies emit pollution to the river, and this contaminates the river. Contamination
of the river water may be contributed by various sources such as industrial waste,
chemical spill, and community and residence waste. Flooding and other disaster
might also pollute the river. This research aims to introduce a monitoring system
which incorporates four basic sensing systems which include temperature, dissolved
oxygen (DO), water pH, and electrical conductivity.

The conventional techniques tomeasure the quality ofwater using severalmethods
had been discussed [1–4]. The methods collect river water and information regarding
the water quality conducted in the laboratory including biological, chemical, and
physical parameters of the water. It is time consuming and expensive to get full
information along the river as many samples need to be sampled. Real-time water
quality monitoring system using WSNs is popular in recent years because of the
advantages of technology to collect data and information through the sensor node.
The requirement for continuous data monitoring for water quality in a real-time
system to establish trend and predict behavior from the history is discussed in [5–9].

A biological sensing system for water quality detection is a method to detect
bacteria using a computer vision system in analysis, and chemical analysis of the
pollutant is discussed [10–12]. The use ofmulti-sensors for the water pollutant detec-
tion system for the basic parameters is not limited to a few parameters. The use of
locals for the collection of the data to support the monitoring system that has limited
access is elaborated [13–16]. The image of river water capture by camera as a sample
then send to the backend station for analysis, then compare to analysis used sensors.
In the previous research, the maximum distance was 10 m for the image analysis [17,
18]. In deep waters or river, the use of robotic system for water quality detection has
several advantages. Another scenario is in the ocean where mobile communication
can assist in the detection of water quality. In others, research conducted uses the
method for polluted water detection but ineffective way to the permanent solution
system; furthermore, the case of the area is discussed [19–22].

In this research, multiple sensors are proposed to study water quality or polluted
water.Multiple sensors are able to achieve better analysis of the samples compared to
the detection using a single sensor. The basic parameters proposed are temperature,
water pH, electrical conductivity, and DO. Output gained from this approach will
contribute to valuable knowledge for the monitoring of water quality in rivers. The
transfer of data betweenWSN nodes and a node sink for smooth data communication
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is also a part of the objective in this work. Siak River, being one of the longest and
deepest rivers in Riau Province, Indonesia, was chosen for the studies.

8.2 Multiple Sensor System of WSNs

The proposed design of multiple sensor systems for water quality monitoring using
WSNs was based on a case study at Siak River in Riau Province, Indonesia. The
river is very long (more than 200 km). Most of the community and rural residents
live along the riverside and do their daily activities using river water. A preliminary
survey on the river and geographical information was used to design the sensing
system for the detection of pollutants in the river. Figure 8.1 shows the geographical
location of Siak River in Riau Province, Indonesia. The river water was polluted
from housing wastes as well as unhealthy community practices. Furthermore, in the
rainy season the situation becomes worst because of the flooding and all the rubbish
and wastes find their way into the river through the canals.

Based on an early survey, the river is highly polluted because the river is not only
used for the residents living along the riverside but also for transportationwheremany
vessels and wooden ship ply through the river carrying various materials including

Fig. 8.1 Geographical location of Siak River and the testing location
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people using high-speed boats. Furthermore, many companies operate along the river
because of easy transportation and water supply. Some of the companies spilled
chemical wastes and other materials into the river. Figure 8.2 shows a scene of
the polluted river water as indicated by the colored water sensors required for the
detection of water contaminant in the river. This information will be used to decide
the type of sensors that need to be installed to the system for detection such as
temperature, DO, pH, and electrical conductivity as well as other parameters for the
future.

Multiple sensor systemwas designed to incorporate four parameters for the estab-
lishment of river water pollutant index, and results of all the sensors provide infor-
mation on how polluted the water was. A complete block diagram of WSN system
is shown in Fig. 8.3. The Arduino Uni Microcontroller use for the data processing,
while sensor node is the series of node in data hopping between sensor until to the
end of node which is gateway to data center. In the last step of the system block
diagram, an antenna was used to transmit the signal and information to the other
sensor node and send the information to the data center.

The complete expected indicator of measurement and range of the results in the
unit as well as the accuracy is shown in Table 8.1.

Fig. 8.2 Actual scene of Siak River in Riau, Indonesia
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Fig. 8.3 Block diagram of multiple sensor system

Table 8.1 Design
specification of the multiple
sensor system

Parameter Range Accuracy Method

pH 0–14 ±0.1 Glass electrode

Temperature 0–16 °C ±0.5 °C Thermistor

DO 0–20 mg/L ±0.5 mg/L Polarography

Electrical
conductivity

0–50 ±0.5 Conductivity

Measurement

8.3 System Design for Polluted Water Detection

In the proposed design of the multiple sensing systems for polluted water using four
parameters as mentioned earlier, every sensor is contributed to the collection of data
and performs the analyses in the system. To detect common polluted water in real
time, the sensing system must be deployed to the river. Solar system is required
to supply power to the system because of its remote location with no electricity
available. In this case, a set of solar panel with backup battery was provided based on
the capacity of sensing system that has been tested. In themonitoring of polluted river
water, there are several external factors that need consideration such as environmental
condition, weather, and temperature. Based on the earlier testing, some parameters
increase abnormally with exponential curve. This is because some of the sensing
surface was covered by foreign materials that registers high signal but fortunately
this takes place for short time.

Design of multiple sensors uses several modes of sensing, and one of them
is temperature sensor which contributed to thermistor with nonlinear parameter
between temperature and internal resistance. The range of temperature sensor was
from 0 to 40 °C. The scale of temperature was selected based on early measurement
and average temperature of Siak River water as well as environmental conditions in
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Pekanbaru city in Riau Province. In common use, the thermistor is valid for high
temperature which is more than 300 °C; thus, low range of temperature is better
in detection to avoid the nonlinearity. The resistance of sensor can be scaled using
general formula as invented in Steinhart–Hart thermistor third-order approximation
and can be written as in Eq. (1) [2]:

1

T
= A + B · ln(R) + C · (ln(R))3 (1)

where T indicates the temperature of water detected in degree Kelvin and R is the
measured resistance in Ohm. The parameters A, B, and C are standard constants
that were obtained from the manufacturer. These parameters determine the accuracy
reading of the sensor. When the sensor was powered, voltage was induced across
the thermistor at the fed point and goes into the operational amplifier to gain and
fine-tune the offset signal. Value of voltage output from the sensor is in analog which
must be converted to digital to match with the WSN system which used Arduino
microcontroller. The value of thermistor internal resistance is very much depen-
dent on manufacturer. The internal resistance of sensor represent of temperature, for
example 25° is similar to 20 k� then the characteristics can be written as in Eq. (2):

RT = |R0 · eβ· 1
T − 1

T0 (2)

where RT is the resistance of the thermistor at T and the temperature is in Kelvin. The
value of T 0 is 298.15 °K (or 25 °C), and the value of beta is based on manufacturer’s
datasheet and specification. Equation 3 was used to calculate the temperature based
onmanufacturer datasheet as a comparison to the actual value detected during testing.
The results of temperature based on the analysis using Eq. (3) are required for the
calibration of the temperature as detected by the sensor.

T = β

ln R
r∞

(3)

where

r∞ = R0 · e−β/T0 (4)

The flow of process in the system is started with establishment of connection from
WSN node to sink in order to confirm that all the nodes are connected. Water sensor
may in sleep mode (inactive) for while to save power supply, and will on (wake up)
when request to collect data or to sense the water parameter. Figure 8.4 shows the
flowchart of the process in the sensing system for water pollution.
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8.3.1 Multiple Sensor System

The multiple sensor system has been done on a prototype as well as tested in the
laboratory. Sensors for the detection of river water pollutants as shown in the spec-
ifications in Table 8.1 were fabricated to connect to the microcontroller. Figure 8.5
shows the fabricated system tested on a mini scale. Results show that the system was
able to read all the water parameters and are shown in the LCD. Next step is to test
the prototype after improving the casing to be taken to the riverside.

The testing was done in the laboratory for long period of time to check its long-
term performance. Results show that the readings for the various parameters give
accurate results when compared to the manual calibration or conventional way. The
use of multiple systems for detection is good because it provides various indicators
of polluted water to be analyzed to ensure that the final result for determination of
polluted water is more accurate. Furthermore, introducing an intelligent system on
microcontroller programming assists the accuracy of the decision on the results.
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Fig. 8.5 Prototype of multiple sensors for water pollutant detection

8.3.2 WSN Sensing Communication

Communication to the backend system is one of the requirements to pull data to the
server and monitoring system. In actual conditions, the sensor system was located
on-site at the riverside. Several sensors were connected to each other for data sharing,
and a systemwas used as a gateway for communication to the backend system. Based
on the survey, the distance of site location can be more than 30 km to the backend
system. Figure 8.6 shows a design of data transfer to the remotemonitoring, and every
sensor node represented water pollutant sensing system that has their individual sink
for data collection andwas kept on-site by local host before sending to themonitoring
system. The proposed multiple sensing for water pollutant applies 4G as network for
communicating from sink node to backend. The database or data center allows faster

Fig. 8.6 WSN node communication to sink node and monitoring system
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Fig. 8.7 Proposed diagram of WSN sink node communication to sensors

transfer of data as well as real-time monitoring, which in most of area are currently
covered by network in latest technology such as 4G.

The system design with real-time monitoring system thus was able to detect
data from the sensors which must be transferred immediately with short delay. A
block diagram for communication to the backend is shown in Fig. 8.7. Fourth-
Generation (4G) technology or General Package Radio Service (GPRS) was used;
then, river water pollution data were collected in an interval of time to minimize
dumb and useless data that can be waste in local memory. Universal asynchronous
receiver/transmitter (UART) unit was used as interface between MCU and the 4G
communication unit.

The design of multiple sensor system consists of four parameters which are
common indicator in polluted water, but the sensor node for WSNs was able to
serve up to fifty nodes or location in 10 of a sink node. The distance of sensing
system node from a location to others according to site survey must not be more
than 500 m because longer distance results in low accuracy because of the fast river
water flow, especially during rainy season. The system was supplied with indepen-
dent power system from the solar panel because some locations are very far away
from the electrical utility. Figure 8.8 shows an actual scan of Siak River located in
the capital of Riau Province. A set of sensor under testing on-site was used to get
the readings for analysis and calibration to be compared to the actual value. Many
activities on the river create the pollution to the river and affect the sensor reading.
Needless to say, the polluted river water can be very hazardous to the community
when consumed or used for daily activities.
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Fig. 8.8 A set of sensor under testing on-site

8.3.3 IoT System and Communication

Internet of things (IoT) is a technology that was used as support in this case with
integration to WSN system, the design scenario of sensing system for effective
communication and data transfer in order to achieve good response of sensors in
the location. Combination between WSN system and IoT as proposed in this design
enables optimum data collection from every sensor to be kept in buffer memory
in sink node of WSNs. Figure 8.9 shows a network architecture of IoT and WSN
integration.

After the sensors collect and store signals inmemory in sink node, the next process
is to provide useful data information for IoT application. In addition, integration of
WSNs and IoT can be as such properties.

The placement of the sensor nodes of IoT and sink nodes of WSNs is in static
locations. Location of sensor node is fix (coordinate x and y) for all node and has
same distance between of each node, then data will passing by hopping all the way
of node Eq. (5).

dist =
√

(x1 − x2)
2 + (y1 − y2)

2 (5)

where (x1; y1) is the location of the first node and (x2; y2) is the location of the second
node. The distance is calculated based on effective communication of WSN node to
transfer the data.

The power of transmission for each sensor node is set as required; although the
distance is the same, every sink node has a different path loss and environmental
effect.
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Fig. 8.9 An architecture of WSNs and IoT system integration

8.4 Simulation Results and Discussion

The results from the in-house testing system that measures temperature, water pH,
electrical conductivity, and DO are compared to the conventional system which
manually measures the quality of the tested water. Preliminary testing is very impor-
tant to make sure that the readings of the sensing system are accurate compared to
the actual conditions. Some of the results from the sensors were compared to other
datasheet and literature in reference [2]. Good agreement of results from the two
methods was found (Fig. 8.10). The deviation between the sensing system and the
readings of manual thermometer is very minimum (0.071–1 °C).

Electrical conductivity is one of the indicators used to obtain information on
pollutedwater. Small error on results based on testing for the electrical conductivity is
expected to get high accuracy for the determination of pollutedwater. Normally, error
for this measurement is not more than 15%, similar to other indicators of polluted
water. Good agreement of results in the comparison between readings of simulated
electrical conductivity and the actual signal conditioning was found (Fig. 8.11).

Another common indicator to measure water quality is water pH, sensing system
for detection of water pH was designed to integrate other sensors, and results were
analyzed using the same microcontroller. Referring to the table, the specification of
pHwithin the range from 0 to 14 is within 0.1 accuracy. Figure 8.12 shows the results
of measurement of water pH compared to the theoretical values.

According to the initial testing in the laboratory, all the sensors were able to func-
tion well and were able to detect water parameters as displayed on the LCD. Further
action is required to install and to do testing at the actual site as the proposed system.
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Fig. 8.10 Comparison of temperature obtained from the proposed system to that obtained using
conventional method using thermometer

Fig. 8.11 Test results of the electrical conductivity of the sensor node

The results expected to achieve high accuracy based on actual contain polluted water.
Figure 8.13 shows the results of water flow meter between manual and sensing
systems.

According to the initial testing in the laboratory for all the parameters of the
water, good agreement of results between the conventional measurement unit and
the sensing systems was found. Thus, the proposed system has a significant impact
on the community and further step was continued to test on-site for real environ-
mental conditions. The proposed system applied both WSN and IoT technologies
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Fig. 8.12 Water pH test results versus theoretical values

Fig. 8.13 Water flow meter test versus theoretical analysis

for monitoring. Distance between sensing node and the sampling site is one of the
considerations to achieve good and representative readings of the sensing system.

8.5 Conclusion

A system was proposed for the assessment of polluted water using multiple sensors;
the fabricated unit was tested in the laboratory as well as initial testing on-site.
Results show good agreement between the proposed system and that of conventional
measurement. Four main indicators in sensing system such as water pH, tempera-
ture, DO, and electrical conductivity were measured to assess the quality of river
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water. The proposed system applied intelligent system as well in programming the
microcontroller to achieve high accuracy in the final decision based on the detected
values. For further development is for water level that benefit for community for
flooding alert. Finally, to make sensing system smart, intelligent algorithm should
be applied into microcontroller programming because of various types of material
and chemicals in the water.
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Chapter 9
Dimension Detection of Varistor Based
on Random Hough Transform

Wei Chen and Xueying Yang

Abstract An improved method based on edge detection and random Hough trans-
form is proposed for industrial detection of varistors. Firstly, using the improved edge
detection to detect the contour, the protruding part can be smoothed effectively, mak-
ing it more fit to the circular feature without changing the size. Then, the improved
random Hough transform is used to accurately locate the circle, the properties of
the circle are determined by using three points, three non-collinear pixel points are
extracted from the edge point, the circle satisfying the conditions is found, and then
the fourth point is randomly taken out. If the difference between the distance and
radius from the point to the center of the circle is within the threshold 1, it may be true
circle. Then, if the difference between the center and radius of the detected circle
is greater than the threshold 2, the detected circle is determined to be true circle.
Otherwise, the duplicate circle is deleted.

9.1 Introduction

Product testing is an important link to ensure product quality. Traditional manual
testing is easy to be influenced by subjective factors. Long-term testing can lead to
fatigue of workers and lead to missed or wrong inspection, which leads to low preci-
sion of testing results. And in a large number of product testing, sampling inspection
is usually adopted, which cannot guarantee the quality of all products. Varistors are
widely used in industry. Because the shape of varistors is round, image recognition
can be used to solve this problem. The common circular detection methods include
standard Hough transform (SHT) [1] and Hough transform based on gradient trans-
form [2]. But themethod needs to introduce a three-dimensional voter, the calculation
amount is large, and a large amount of occupied calculation memory is occupied,
so the operation speed is relatively slow, and the timeliness of industrial detection
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is not met. In view of this defect of standard Hough transform, Xu et al. [3] pro-
posed random Hough transform (RHT). By randomly sampling three non-collinear
edge points, the position parameters of circle can be accumulated, but it is easy to
detect repeated circle by this method. In order to solve this problem, an improved
algorithm based on random Hough transform is proposed in this paper. The limit of
center coordinate and radius is added. If the two center distance and radius distance
are less than the threshold, then one of them is kicked out. Then, the accuracy of
detection is greatly improved.

9.2 Improvement of a Canny Edge Algorithm

The conventional Canny edge detection is processed by using a Gaussian filter at the
time of filtering, while the interference of the noise can be suppressed to a certain
extent, but the useful edge cannot be extracted well for the image with the “Burrs”
[4]. In this case, an improved Canny edge detection is proposed.

9.2.1 Mean Filter and Closed Operation

Mean filtering is also called linear smoothing filter. The principle of mean filtering is
to calculate the average value of the neighborhood of any point, and the average value
is obtained from the sumof the neighborhood divided by the area of the neighborhood
[5]. The filtering effect of the mean filtering method is related to the template size
used. Usually, the larger the radius of the template, themore blurred the filtered image
is and the slower it runs. In this paper, the window selected by many experiments
is order 5. Meanwhile, under the condition that the edge information is preserved
as far as possible without changing the size of the image, the closed operation is
introduced. Closed operation is the first expansion of the image and then corrosion
[6].

I · S = (I ⊕ S) ⊗ S (9.1)

where I is the image and S is the structural element. Common structural elements
are rectangular structure, elliptical structure and cross-shaped structure. The image
to be detected in this paper is circular, and through practice, the structure is more
similar to the cross-shaped structural elements. Figure 9.1 is a cross-shaped structural
element. I ⊕ S denotes the expansion operation on the image, taking the maximum
value within the cross neighborhood of each position as the output grayscale value
of that position. I ⊗ S indicates that the image is eroded. That is, take the minimum
value of the value in the cross neighborhood of each position as the output value of
that position.
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Fig. 9.1 Cross-shaped
structure

9.2.2 Edge Detection

The edge of the image refers to the location where the grayscale value changes
dramatically. Sometimes the image undefined content can be understood only by
considering the edge of the image [7]. In this paper, the third-order sobel operator is
used to calculate the gradient amplitude and direction.

sobelx =
⎡
⎣
1
2
1

⎤
⎦ ∗ [

1 0 −1
] =

⎡
⎣
1 0 −1
2 0 −2
1 0 −1

⎤
⎦ (9.2)

sobely = [
1 2 1

] ∗
⎡
⎣

1
0

−1

⎤
⎦ =

⎡
⎣

1 2 1
0 0 0

−1 −2 −1

⎤
⎦ (9.3)

where sobelx denotes the convolutional kernel in the horizontal direction and is used
to detect the vertical edge. sobely denotes the convolutional kernel in the vertical
direction and is used to detect the horizontal edge. Image matrix I and sobelx, sobely
convolution to get dx and dy. So you can get to the gradient G and direction θ of the
pixel.

G =
√
dx2 + dy2 (9.4)

θ = arctan 2(dy, dx) (9.5)

In order to improve the accuracy of edge location, the gradient assignment is
refinedby interpolation on the basis ofCanny algorithm [8]. Interpolation pixels in the
neighborhood. Decompose the perimeter of the pixel into 8 pixel neighborhoods, as
shown inFig. 9.2.A total of 9 pixels centered onA(i, j) are calculated and interpolation
in the gradient direction. If the amplitude of the center point A(i, j) is less than the
interpolation of its adjacent two gradient directions, then it should be a non-edge point
and assign A(i, j) to 0; if A(i, j) is greater than or equal to two adjacent interpolation
in the gradient direction, then A(i, j) is used as the primary edge point.
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Fig. 9.2 Location of pixel
points

A(i-1,j-1) A(i,j-1) A(i+1,j-1)

A(i-1,j) A(i,j) A(i+1,j)

A(i-1,j+1) A(i,j+1) A(i+1,j+1)

Taking A(i, j) as an example, the gradient angle at A(i, j) is first found, then the
straight line in the gradient direction is drawn according to the gradient direction,
and finally in the neighborhood centered on A(i, j), the neighborhood in the gradient
direction is generally located. Next, A(i, j) is compared with the value in the gradient
direction, if its value is larger than the neighborhood value in the gradient direction,
it can be regarded as the maximum value, A(i, j) is selected as the edge point; if its
value is not all larger than the value of the neighborhood in the gradient direction, it
can be regarded as a non-maximum value, which needs to be suppressed so that A(i,
j) = 0 [9].

The false edge can be effectively reduced by threshold of the processed image. It
sets two threshold values and deals with them according to the following rules. The
main results are as follows:

1. Those points whose edge strength is greater than the high threshold are used to
determine the edge points.

2. Those points whose edge strength is smaller than the low threshold are
immediately eliminated.

3. Those points whose edge strength is between the low threshold and the high
threshold can only be accepted as the edge points when they can be connected
to the determined edge points according to a certain path. The edge strength of
all the points that make up this path is greater than the low threshold.

9.3 Improved Circle Detection Algorithm Based
on Random Hough Transform

On the basis of Canny edge detection, the circular device is located. The traditional
Hough transform (CHT) detection principle is as follows:

The circle with (a, b) as the center of the circle and r as the radius is transformed
into the three-dimensional space with a, b, r as the parameter, and the following
equation is obtained: (xi − a)2 + (xi − b)2 = r2. Each pixel on the edge of the same
hole corresponds to a unique conical surface in the parameter space, and these cones
intersect at one point. The point circle parameter can be obtained by cumulative
voting, that is, the position parameter of the hole.

However, this method needs to establish a three-dimensional voting machine, the
calculation is large, the operation speed is slow, and it is not suitable for industrial
detection. Random Hough transform is the random selection of three non-collinear
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points in the image space to map to a point in the parameter space, which is a multi-
to-one mapping; thus, avoiding the huge amount of computation of the traditional
Hough transform from one to multiple mapping. In order to reduce the memory
requirement, the dynamic linked list structure is adopted to accumulate the parameter
allocation units obtained by more than one mapping. Compared with the traditional
Hough transform, the memory requirement is reduced and the parameter space of
RHT is infinite. The parameter precision is arbitrarily high and so on. However, when
dealing with complex images, a large number of invalid units are still introduced into
random sampling, resulting in a large number of invalid accumulations. In this paper,
an improved RHT is proposed for circle detection.

Let D be the set of edge points, select four edge pixels randomly, and define a
distance criterion to find the possible circle. When we find a possible circle, we
use constraints to determine whether it is a true circle or not. The principles of the
algorithm are as follows:

In a rectangular coordinate system, the general equation of a circle is expressed
as follows:

(x − a)2 + (y − b)2 = r2 (9.6)

It can also be expressed as:

2xa + 2yb + d = x2 + y2 (9.7)

Among them: d = r2 − a2 − b2. Select three pixes vi(xi, yi), i = 1, 2, 3. If these
three points are not collinear, they may be a circle with a center (a123, b123) and a
radius of r123. Obtained by Eq. (9.5):

⎧⎨
⎩
2x1a123 + 2y1b123 + d123 = x21 + y21
2x2a123 + 2y2b123 + d123 = x22 + y22
2x3a123 + 2y3b123 + d123 = x23 + y23

(9.8)

Among them, d123 = r2123 − a2123 − b2123. The above three equations are expressed
in matrix form:

⎛
⎝
2x1 2y1 1
2x2 2y2 1
2x3 2y3 1

⎞
⎠

⎛
⎝
a123
b123
d123

⎞
⎠ =

⎛
⎝
x21 + y21
x22 + y22
x23 + y23

⎞
⎠ (9.9)

When v1, v2, v3 not collinear, that is, (x2 − x1)(y3 − y1)−(x3 − x1)(y2 − y1) �= 0.
Solve it:

a =

∣∣∣∣
x22 + y22 − (x21 + y21 ) 2(y2 − y1)
x23 + y23 − (x21 + y21 ) 2(y3 − y1)

∣∣∣∣
4((x2 − x1)(y3 − y1) − (x3 − x1)(y2 − y1))

(9.10)
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b =

∣∣∣∣
2(x2 − x1) x22 + y22 − (x21 + y21 )
2(x3 − x1) x23 + y23 − (x21 + y21 )

∣∣∣∣
4((x2 − x1)(y3 − y1) − (x3 − x1)(y2 − y1))

(9.11)

r123 =
√

(xi − a123)2 + (yi − b123)2 (9.12)

Is taken v4(x4, y4) as the fourth pixel point, and the distance from the pixel v4 to
the circle c123 is d4−123. That is:

d4→123 =
∣∣∣
√

(x4 − a123)2 + (y4 − b123)2 − r123
∣∣∣ (9.13)

We set a threshold t (t = 1), when d4−123 ≤ t, the point is considered to be on the
circle. Random Hough transform sometimes detects multiple adjacent circles near
the detected target, as shown in Fig. 9.1. In order to solve this problem, we introduce
the limit of center coordinate distance and radius coordinate distance. The distance
between the center of the circle, the longitudinal coordinates, and the radius of the
detected circle is calculated in pairs, that is:

m = ∣∣a123 − a1′2′3′
∣∣ (9.14)

n = ∣∣b123 − b1′2′3′
∣∣ (9.15)

l = ∣∣r123 − r1′2′3′
∣∣ (9.16)

If the values of the above three are all less than the set threshold z (z = 15), then
delete one of the circles, leaving a better detection effect of the circle (Fig. 9.3).

The algorithm steps are as follows:

1. Constructing edge pixes l set V, Vi = (xi, yi). Initialize the failure counter f to be
0. Set the six thresholds of Tf , Tmin, Ta, Tr , Tb, Tc. If is the maximum number
of failures allowed, Tmin represents the minimum number of remaining pixels
in V; Ta represents the minimum distance between any two selected pixels; Td

Fig. 9.3 Two adjacent
circles
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represents the distance from the fourth pixel point to the center of the circle being
detected; Tr represents the ratio of the detected edge point set to the theoretical
2πr point set; Tb represents the distance threshold of the detected close circular
horizontal and vertical coordinates; Tc represents the radius distance threshold.
|V| represents the number of pixels remaining in V.

2. If f = Tf or |V| < Tmin, then stop detecting. Otherwise, 4 pixels (vi, i = 1, 2, 3, 4)
are selected randomly. At the same time, v = v − {vi}.

3. Select three edge pixels, solve the parameters of the circle and satisfy the con-
straints. If fit, turn Eq. (9.4). Otherwise, it is put back into collection V, and f =
f +1. Then, turn Eq. (9.2).

4. Initialize the counter C = 0, and for each vi in V, check whether di−ijk is less than
the given distance threshold Td . If satisfied, the value of the counter is added by
1, and the vi is taken out of V. Traverse all the pixels in V, let c = d, the number
of pixels satisfying the condition is np.

5. If np≥ 2π rTr andm, n≤ Tb, l≤ Tc, turn Eq. (9.6). Otherwise, the detected circle
is considered to be a false circle. Put np pixels back into V and turn Eq. (9.2).

6. Think that the possible circle detected is true circle, set f = 0, turn Eq. (9.2).

9.4 Dimensional Inspection of Varistor

In order to verify the effectiveness of the algorithm, this paper uses OpenCV3.4
and Python3.5 language to simulate. In the experiment, a 2 million-pixel industrial
camera was used to capture a varistor image. Figure 9.4 is the traditional Canny
algorithm detection, Fig. 9.5 is improved Canny algorithm detection, we can clearly
see that the improved algorithm not only smoothed the contour of varistor image,
but also eliminated the noise well, and made the edge clearer. And retained the real
edge, more in line with the industrial testing requirements of varistors.

Fig. 9.4 Traditional Canny edge detection
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Fig. 9.5 Improved Canny edge detection

Traditional RHT detection circles are prone to false circles or omissions, that
is, multiple circles are detected in the same circle or some circles are not detected,
as shown in Fig. 9.6. In view of this situation, an improved RHT is proposed to
increase the limit of center distance and radius distance, which effectively solves
the problem. The average detection time is kept at 0.9 s, and the time standard of
industrial detection is met at the same time. The test result is shown in Fig. 9.7.

Fig. 9.6 Traditional RHT detection images
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Fig. 9.7 RHT detection image after improvement

9.5 Conclusion

Varistor is a common electronic component, for its automatic detection, and is a
certain market demand. The time and space complexity of the standard Hough trans-
form is relatively high, so the detection time is relatively long that it is not suitable
for industrial detection. Before the detection, the mean filter is used to de-noising
the image, and the expansion and corrosion of the image edge are smoothed to make
it more consistent with the circular features. As can be seen from Fig. 9.6, the tra-
ditional Hough transform detects a plurality of duplicate circles in the first row and
omits the first varistor in the second line. Obviously, this effect does not meet the test
requirements. The research in this paper shows that the improved Hough transform
can avoid the occurrence of this situation, and the new detection method satisfies the
detection time and the detection accuracy.
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Chapter 10
Phase Retrieval Method Based
on Transport of Intensity Equation
with Microscope Single Field of View

Hong Cheng, Rui Wang, Fen Zhang, Wenxia Bao, and Quanbing Zhang

Abstract In microscopic imaging, transport of intensity equation (TIE) is an effec-
tive phase retrieval method. In order to effectively calculate the lost phase from
the intensity information, a phase retrieval method based on the combination of
traditional microscope monocular movement and TIE is proposed. In the eyepiece
interface, a C adapter ring is used to connect the CCD detection device, and then, the
C adapter ring is moved along the optical axis to obtain multiple single field of view
intensity images. After registration, the phase of the sample is calculated by combin-
ing TIE. This method utilizes the microscope eyepiece interface, which can change
the defocus distance conveniently and quickly. Real experiments, respectively, test
the phase retrieval ability of the method for different complexity case. Finally, the
correctness and effectiveness of the algorithm are verified by experimental results.

10.1 Introduction

In the field of optical microscopy, there are a variety of observed samples that are
phase objects. The amplitude transmission distribution of such objects is uniform,
but the spatial distribution of refractive index or thickness is not uniform. This causes
the change in the amplitude portion of the wave to be weak, but the phase change is
very significant, which means that the phase distribution highlights the differences
of refractive index and thickness of microscopic structures. However, the human eye
or other digital detector can only obtain the amplitude changes caused by the object
but cannot detect the phase changes, so it is necessary to obtain phase information
in microscopic imaging.

Numerous techniques have been developed for phase measurement in the field
of microscopic imaging, such as Zernike phase contrast microscopic [1] and dif-
ferential interference contrast (DIC) microscopic imaging [2] which can be qual-
itatively observed, but these methods are impossible to quantitatively recover the
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phase of the object. For quantitative phase imaging methods [3], there are interfer-
ometric approaches by introducing the principles of interferometry and holography
into microscopy, and on a different note, there is a phase retrieval algorithm based
on transport of intensity equation (TIE) method [4–8]. Compared with the former,
TIE is a very important non-interferometric method, which only needs to capture the
intensity images of multiple planes along the optical axis without explicit manipula-
tion of object and reference beam, then it can directly obtain the phase information
through calculation. TIE-based approaches are also applicable under some partially
coherent illumination, so more and more scholars apply TIE to microscopic imaging
field [9–11]. In 1998, Barty et al. [12] described the quantitative phase contrast imag-
ing of unstained cheek cells with optical fiber by TIE, which was the first application
of TIE in quantitative optical phase contrast imaging. In recent years, Zuo et al. of
Nanjing University of Science and Technology have proposed multimodal computa-
tional microscopy based on TIE [13], which used an electrically tunable lens module
to connect with the camera port of the microscope. Tian et al. [14] from Jiangnan
University proposed a dual-view TIEmethod based on traditional microscope equip-
ment by placing a 3 mm C-mount brass spacer rings between the C interface of the
CCD and the binocular tube to capture the over- and under-focus images. , it is a pity
that the method cannot change the defocus distance conveniently, and the detailed
correction process to solve the problem of image deviation is not given.

In this work, we propose a new phase retrieval method based on the combination
of monocular movement and TIE in traditional microscope. This method ingeniously
utilizes the eyepiece interface of a traditional microscope, but the position between
the images will be misaligned. Therefore, the geometric position correction of inten-
sity image is realized by registration. The phase results of phase objects, such as
cells, can be obtained in a simple experimental device, which provides an auxiliary
function for morphological observation of phase objects and will be helpful for its
3D reconstruction in the future.

10.2 Transport of Intensity Equation Under Partially
Coherent Optical Field

With the beam of monochromatic optical waves propagating along the z-axis and
under paraxial approximation conditions, the relationship between intensity and
phase can be expressed as [6]

∂ I (x, y, z)

∂z
= − λ

2π
∇x · (I (x, y, z)∇xϕ(x, y, z)) (10.1)

where λ is the wavelength, I (x, y, z) is the intensity, ϕ(x, y, z) is the phase,
∂ I (x, y, z)/∂z denote the changeof the intensity along the z-axial direction,x denotes
the 2D coordinate vector (x, y), and∇x is the 2D gradient operator over x. Eq. (10.1)
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is known as the traditional TIE, which is derived under the condition of completely
coherent optical field.

When the optical field to bemeasured is a quasi-monochromatic partially coherent
light, TIE has been proven to be connected to theWigner distribution function (WDF)
[15]. For the case of partially coherent optical field in space, the generalized TIE can
be well expressed as

∂ I (x)
∂z

= −λ∇x ·
∫

uWω(x,u)du (10.2)

where u is the spatial frequency coordinate corresponding x, the 2D coordinate vector
(x, y), and Wω(x,u) represents the WDF of monochromatic component (character-
ized by the optical frequency ω = c/λ, where c is the speed of light and λ is the
wavelength) in the partially coherent optical field.

When monochromatic optical waves are also completely coherent in space, the
phase gradient under partially coherent case is related to the first-order conditional
spatial frequency moment of the WDF as follows

∫
uW (x,u)du∫
W (x,u)du

= 1

2π
∇xϕ(x) (10.3)

Equation (10.3) can be substituted into Eq. (10.2) to obtain

∂ I (x)
∂z

= − λ

2π
∇x · (I (x)∇xϕ(x)) (10.4)

It can be seen that the forms of Eqs. (10.4) and (10.1) are the same. Therefore,
phase also can be quantitatively retrieved by TIE in partially coherent optical field.

10.3 Phase Retrieval in the Microscopic Single Field
of View System

10.3.1 Theory

The schematic diagram of the optical experiment system in this paper is shown in
Fig. 10.1. Because the intensity of the main light source of the microscope is sym-
metrically distributed on the optical axis and the circular aperture diaphragm of the
illumination is strictly aligned on the optical axis, the traditional Kohler illumination
we use in themicroscopic system satisfied the null frequencymoment condition [15].
It is indicated that the traditional TIE phase retrieval method can be applicable to
microscopes with partially coherent illumination.
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Fig. 10.1 Schematic
diagram of experimental
system

In this paper, in order to obtain the intensity images of different defocus distances,
we use the C adapter ring set at the eyepiece tube interface to connect the CCD
detection device, use the precision translation stage to obtain the focused image, and
then, carry out the quantitative movement, so that CCD can capture the intensity
images of different defocus distances.

It can be concluded from Eq. (10.4) and Fig. 10.1 that the intensity partial deriva-
tive ∂ I/∂z of the corresponding z value needs to be accurately estimated when the
phase is solved by TIE. As the light intensity variation diagram is shown in Fig. 10.2,
the spacing between the over-focus diagram and the focus diagram, the focus diagram
and the under-focus diagram are all d.

We first write the Taylor expansion of the intensity I (x, y, z0 + d)

Fig. 10.2 Light intensity
variation diagram
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I (x, y, z0 + d) = I (x, y, z0) + ∂ I

∂z
d + ∂2 I

∂z2
d2

2! + O(d3) (10.5)

If we simply approximate the value of ∂ I/∂z by [I (x, y, z0 + d)−I (x, y, z0)]
/
d,

the error is large enough to reach the first order of the distance O(d), and thenTaylor’s
expansion of the intensity I (x, y, z0 − d) to get

I (x, y, z0 − d) = I (x, y, z0) + ∂ I

∂z
(−d) + ∂2 I

∂z2
(−d)2

2! + O((−d)3) (10.6)

The result of Eq. (10.5) minus Eq. (10.6) is

I (x, y, z0 + d) − I (x, y, z0 − d) = ∂ I

∂z
(2d) + O(d2) (10.7)

So, the intensity change ∂ I/∂z canbe approximately replacedby afinite difference
of the intensity distributions in plane perpendicular to the propagation axis z at
distance of z0 + d and z0 − d. Meanwhile, the error is reduced to the second order
of the distance O(d2) [16]. Thus, Eq. (10.4) can be rewritten as

I (x, y, z0 + d) − I (x, y, z0 − d)

2d
= − λ

2π
∇x · (I (x)∇xϕ(x)) (10.8)

Although the defocus image can be obtained by quantitatively moving the C
adapter ring, dislocation (rotation and translation) is inevitably introduced, which
affects the clarity of the phase recovery results. Therefore, we solve this problem
by using the image registration algorithm based on Harris operator [17–19]. The
in-focus image is used as the reference image, and the defocus image is used as the
image to be registered.

Firstly, Harris feature points are detected and extracted from the reference image
and the defocus image. Then, the feature points between the two images are matched,
and the degree of normalized cross-correlation [20] between the feature points on
the two matching images is compared. Finally, the spatial transformation model T

′

between images is solved according to the matching points. θ ′ is the rotation angle,
and t

′
x , t

′
y are the translation parameter.

T
′ =

⎡
⎣ cos θ

′ − sin θ
′
t

′
x

sin θ
′

cos θ
′
t

′
y

0 0 1

⎤
⎦ (10.9)

The defocus image is geometrically transformed according to the transformation
model T

′
, so that the misaligned defocus image and the in-focus image are placed in

the same spatial position. Irq(x, y, z0 − d) and Irg(x, y, z0 + d) are the under- and
over-focus images after registration, respectively.
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{
Irq(x, y, z0 − d) = T

′
(I (x, y, z0 − d))

Irg(x, y, z0 + d) = T
′
(I (x, y, z0 + d))

(10.10)

10.3.2 Experiment and Result Analysis

To validate the implemented method, a conventional microscope (Olympus CX23)
is used, and the experimental setup is shown in Fig. 10.3. The partially coherent light
source is a built-in LED, using a green filter with a center wavelength of 532 nm
and FWHM of 22 nm to ensure the partially coherent light in monochrome. A motor
neuron cell smear is used as sample, and a 10x infinity corrected objective is used
for imaging. Therefore, the beam derived from LED light was filtered by a green
filter and then passed through the sample to be measured after aperture diaphragm
and the condenser lens. After the Fourier transform of the objective lens, the infinite
parallel beam enters the tube lens, and the tube lens is used for imaging. Finally, the
CCD connected to the eyepiece tube receives and records the intensity information.

As shown in Fig. 10.3, the inside of the red circle is a C adapter ring which is
used to adapt the connection between the CCD and the eyepiece tube interface. The
defocus distance can be changed by moving the adapter ring, and the range can be
adjusted from 0 to 20 mm.

Fig. 10.3 Device diagram of
real experimental
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In this experiment, the defocus distance is set as 3 mm. The three intensity
images are captured by CCD according to the aforementioned approach, as shown
in Fig. 10.4a–c. Reference intensity image is shown in Fig. 10.4e. Figure 10.4d, f
show the over-focus image and the under-focus image after registration, respectively.
Moreover, it can be clearly observed from Fig. 10.5a that there is a misalignment
between Fig. 10.4a, c, which causes a ghost of the phase result shown in Fig. 10.5c.
Figure 10.5b shows the intensity difference distribution in Eq. (10.8). We can also
be clearly observed from Fig. 10.5d that the registered over-focus image has a good
overlap with the registered under-focus image, and the misalignment position rela-
tionship shown in Fig. 10.5a is well improved. Then, the intensity difference distri-
bution shown in Fig. 10.5e also demonstrates the corrective ability of the registration.
Figure 10.5f shows the phase recovery result of the corrected over-focus image and
the corrected under-focus image. The phase quality of the cells is improved, the
phase misalignment is reduced, and the clarity is improved. Therefore, the men-
tioned method can have a well-defined phase retrieval result for the cells and greatly
change the defocus distance.

In order to further illustrate the applicability of the proposedmethod, a more com-
plex object is tested. A common optical resolution plate is used as sample. Due to dif-
ference in experimental materials, we use a 4x infinity corrected objective to capture
optimal images, and the defocus distance is 2mm.Aswith the above steps, Fig. 10.6a–
c are the three intensity images captured in the experiment. Figure 10.6d shows the
intensity distribution comparisons along the lines in Fig. 10.6a–c. Figure 10.6e is the

Fig. 10.4 Comparison diagram of intensity image. aUnregistered over-focus intensity image; b in-
focus intensity image; c unregistered under-focus intensity image; d registered over-focus intensity
image; e reference intensity image; f registered under-focus intensity image
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Fig. 10.5 Real experimental results of motor neuron cells. a Unregistered over-focus image and
unregistered under-focus image misalignment; b unregistered intensity difference image; c unregis-
tered phase via TIE; d registered over-focus image and registered under-focus position; e registered
intensity difference image; f registered phase via TIE

geometric positional relationship of the lines in the image after registration. The abil-
ity of image correction can be observed quantitatively fromFig. 10.6d, e. Figure 10.6f
shows the poor phase retrieval result before registration, with a severe ghost and a
blurred edge. Figure 10.6g is the phase retrieval result after registration, as observed
in Fig. 10.6, it can be observed that our proposed approach can also successfully
achieve an accurate retrieval phase in complex case.

10.4 Conclusion

In this paper, the existing interface of the microscope is fully considered, and the
optical characteristics of themicroscope are combinedwith theCadapter ring tomake
a reasonable movement change of the defocus distance. Two sets of experiments
verify the convenience of changing the defocus distance, and errors in the phase
recovery result caused by movement can be compensated by registration.

The National Natural Science Foundation of China (Nos. 61301296, 61501001,
61605002,61401001), Natural Science Foundation of Anhui Province (No.
1608085QF161), Natural Science Project of Anhui Higher Education Institutions
of China (Nos. KJ2016A029, KJ2015A114).
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Fig. 10.6 Real experimental results of optical resolution plate. a, b, and c Captured over-focus
image, in-focus image, and under-focus image; d intensity comparisons along the lines in (a), (b),
and (c); e comparison of intensity image lines after registration; f and g phase comparison before
and after registration
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Chapter 11
Graphic QR Code with the Second
Hidden QR Code by Codeword
Rearrangement

Yi-Wei Juan, Tzren-Ru Chou, Chun-Shien Lu, and Hsi-Chun Wang

Abstract Thedevelopment of science and technologyhas brought about tremendous
changes in both the virtual and realworlds. The quick response code (QRcode), a kind
of two-dimensional barcode, has become an important interface between the two,
playing the roles of advertising, marketing, transaction payment, and information
authentication. The traditionalQRcode only has black-and-white information dots. It
is difficult to distinguish the content from the appearance and also is easy to be copied.
Therefore, for the protection of information and convenient interpretation, how to
enhance the security and beauty of the QR code has also been studied by researchers
all over the world. Therefore, this study proposes a double-encrypted graphic QR
code to modify the previous halftoning technology, to enhance its aesthetics and to
perform recognition analysis. The digital halftoning technique is used to hide the
second QR code in the cover QR code, and the graphic QR code of the 41 × 41
modules (the sixth version) is obtained. The fourth version QR code has 33 × 33
modules. The codeword data of the fourth version QR code is hidden around the
graphic QR’s codeword, which did not affect the central area of the QR code, and
its image quality was enhanced. Each module in the graphic QR code is divided into
3 × 3 sub-modules, and the explicit 41 × 41 QR code information is embedded
in the middle of the 3 × 3 sub-modules. The 33 × 33 QR codeword information,
according to the pseudo-random number generated by the key, is hidden in one of the
other eight sub-modules, and the remaining seven sub-modules were used to display
the gradation of the cover image. To study the recognition, the graphic QR code is
outputted at four different sizes and then all of them are scanned for data recognition.
The research results show that the modified double-encrypted QR code has better
image quality, and the larger size of the QR code has better recognition rate. In
addition to the double hidden information, the graphic QR code generated by this
research could achieve anti-counterfeiting function and be aesthetically pleasing. In
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the future, double-encrypted graphic QR code could also be used to various image
value-added applications that require halftone images.

11.1 Introduction

With the rapid development of modern technology and the Internet, various infor-
mation exchanges are happening all the time. Two-dimensional barcodes play an
important role in it. QR code is the most commonly used two-dimensional barcode.
However, the traditional QR code is not beautiful enough, and it also has informa-
tion security issue. Scholars have done researches in the beautification of QR code
to make it both aesthetically pleasing and retaining the information readability. Cur-
rently, beautification of QR code is divided into two categories, one is for continuous
tone color or grayscale graphicQRcode [1–3], and the other is halftone-based graphic
QR code [4]. In the study of continuous tone color graphic QR code, the QR code’s
information point will interfere with the visual quality of the image. Therefore, some
scholars have studied the characteristics of the QR code error correction mechanism
and the codeword for mask processing. It makes the image of the key areas to have
better image quality [5, 6]. The aesthetics of halftone graphic QR code is worse
than that of continuous tone color graphic QR code, but there are many applications
where halftone graphic QR code has to be used (e.g., printing or laser perforation).
The halftone QR code still has its unique research value.

In termsof security, there is currently a double-encryptedQRcode such asSecurity
QR code (SQRC)which is used to increase the security of theQR code. A study about
double hidden double-encrypted QR code was proposed by Kuan et al. [7] and some
researches used infrared to hide the message in the QR code [8, 9], but there was no
researchwhich applied the codeword characteristics on halftone graphic image. Thus,
this study combined the QR code’s codeword feature with both digital halftoning
technique and double-encrypted QR code to develop a modified double-encrypted
graphic QR code.

11.2 Related Works

In this study, the two-dimensional barcode and the cover image are combined to
form a two-dimensional graphic barcode, and the pseudo-random random number
is used to hide other two-dimensional barcode information into the two-dimensional
graphic barcode. Decoding with a mobile phone can solve the information of the
explicit QR code. Using the correct key, the implicit QR code information can be
obtained. It can improve the anti-counterfeiting function and information security
of the QR code. This section will be divided into two parts, first introducing the
research of QR code and related beautification methods, and secondly, introducing
the multiple information hiding techniques related to QR code.
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Barcode was originally invented in 1949 by Woodland and Silver in the USA
to manage food-related equipment. The data is stored in black-and-white lines or
squares. When using the decoder, lines or squares can be converted into stored infor-
mation in 0 s and 1 s. The common barcodes are mainly divided into two categories:
“One-dimensional barcode” and “Two-dimensional barcode.” One-dimensional bar-
code can only store data in one direction, so the data capacity is limited. Two-
dimensional barcode can record information in both horizontal and vertical direc-
tions. In addition to large data storage, it can also be quickly recognized bymachines.
Among different types of two-dimensional barcode, QR code, invented by Denso
Wave Inc. in Japan in 1994 [10], is the most popular bar code specification. Quick
response code (QR code, Fig. 11.1a) also has an error correction mechanism, so that
the QR code can still be read by the machine under the attacks (damages, unexpected
scratches, or stains) within error correction capability. Now, many companies have
used the QR code error correction mechanism to put trademarks or images into the
QR code. Even if the QR code itself loses some information points, it still can be
read by a normal reader (Fig. 11.1b).

TheQRcodehas 40versions, fromversion1 to version40.Versionmeans different
QR code sizes, such as 21 × 21, 25 × 25, 29 × 29, …, 177 × 177. The larger the
version, the more information can be stored. The relationship between modules (M)
and version (V ) can be formulated asM = 17+ 4 V. The QR code’s error correction
mechanism has 4 levels, namely L (7%),M (15%), Q (25%), and H (30%). In order
to obtain double encryption, the level H is chosen to study the decoding performance.
The QR code storage information and error correction mechanism are encoded by
codeword. Each codeword is composed of data of 8 bits. One bit of data (0 or 1) is a

Fig. 11.1 Related graphic QR code researches
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module in black-and-white dot, and the error correction mechanism for codeword is
based on Reed–Solomon’s Code. Each version of the QR code has a different number
of codewords. The larger version has more codewords, and the error correction level
represents the number of codewords that can be misjudged. The H-level used in this
study means that even 30% of the number of codeword are damaged or misjudged
but it still can recover the original stored information. The QR code used in this study
(41 × 41 and 33 × 33) has 172 and 100 codewords, respectively.

The research on QR code beautification is shown in (Fig. 11.1c–f). Chu et al.
proposed the method of graphic QR code, which uses halftone techniques to incor-
porate QR code and cover image [4]. Each QR code module is divided into 3 × 3
sub-modules, and the original QR code information is hidden in themiddle of the 3×
3 sub-modules, and the remaining eight sub-modules are filled with black-and-white
dots (Fig. 11.1c). Those halftone dots make the image gradation so that it can have
both the original image information and the QR code information. Garateguy et al.
proposed a full-frame color graphic QR code algorithm [1]. By inputting the color
image, QR code, and mask, overall optimization and the interpolation method are
used to combine the cover image and QR code information (Fig. 11.1d). Li et al.
proposed a method of masking codeword and performing pixel analysis on the back-
ground image to make the image’s region of interest not affected by the original QR
code information [5]. And then the pixels are analyzed to select the black-and-white
points where the QR information would not be implanted, so that the user can gener-
ate the colorful graphic QR code by in an aesthetically pleasing manner (Fig. 11.1e).
Kuan et al. [7] also proposed a double-encrypted QR code using halftone technique,
which contains both explicit and implicit QR code with the same size. It can improve
the aesthetics, anti-counterfeiting feature, and security of the QR code (Fig. 11.1f).

Regarding the multiple message hiding of QR code, Security QR code (SQRC) is
a QR code encryption application proposed by Denso Wave Inc. The information in
SQRC can be divided into two parts: public and private. When this type of encrypted
QR code is decoded by a general scanner (QR code Reader), the public data can be
seen. Only the specific SQRC scanner or software can interpret the private/encrypted
data with a secret key, similar to a set of passwords. Japanese scholar Nobuyuki
proposed amethod of double-codingQR code using ordinary black ink and simulated
black formed by mixing C (cyan), M (magenta), and Y (yellow) inks [8]. The hidden
information can be obtained by the optical properties of the ink under the infrared
detection. By using the characteristics of different inks, even if the same QR code is
viewed under visible light, infrared illuminationmayproduce different coded images.
Therefore, the explicit and implicit data in double-encoding two-dimensional bar
codes can be detected in visible light and infrared light. Wang et al. proposed a
way to use information hiding and error diffusion techniques to hide two QR code
information in the graphic QR code [9]. In order to avoid the interference between
explicit and implicit QR code during detection, the black ink component of the
explicit QR code is replaced by C (cyan), M (magenta), and Y (yellow) inks. The
implicit QR code information is hidden in the K (black) ink of CMYK mode by
infrared detection to enhance its security feature.
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11.3 Methods

The double-encrypted QR code of this study used the halftone technique to hide the
QR code codeword information of the fourth version of 33 × 33 modules into the
graphic QR code of the sixth version of 41× 41 modules. The method of generating
double-encrypted QR code is based on the algorithm proposed by Kuan et al. [7]
and we modify it to obtain better image quality. The methods of this study would be
described separately in terms of image quality, different output size, and recognition
error analysis. The double encryption method we used was generated by halftoning
technique and error diffusion methods. The difference between the method by Kuan
et al. and the proposed modified method of double-encrypted QR code is shown in
Fig. 11.2.

It could be seen by the eye that the modified double-encrypted graphic QR code
is better than Kuan’s method to match the original image, and the using of the peak-
signal noise ratio (PSNR) to evaluate the image quality will be carried out. In this
study (shown in Fig. 11.3), we selected a color image to make the double-encrypted
QR code. Referring to the proposed method by Kuan et al., we chose a 41 × 41 QR
code as the explicit QR code of the double-encrypted QR code. Then, we selected
33 × 33 QR code to be processed and used it to be the double-encrypted QR code.
The fourth version of the 33 × 33 QR code contains information in the codeword.
The 33 × 33 QR has 100 codewords. The 172 codewords of the explicit 41 × 41
QR code were encoded according to the method of Fig. 11.4 to form a modified
double-encrypted QR code, but the central region of interest area did not have the
QR 33 × 33 codeword data, which had less influence on the cover image display.
We selected four images (Fig. 11.5) to create the modified double-encrypted QR
code, comparing the image quality of the original double-encrypted QR code of the
four different images to the modified double-encrypted QR code of this study. The
output sizes of four QR codes (Figs. 11.6 and 11.7) are 2.8 × 2.8 cm (sample #1),

Fig. 11.2 Kuan et al. and our research about double-encrypted QR codes
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Fig. 11.3 A schematic diagram of research process

Fig. 11.4 Data of the QR A and the QR B in the proposed graphical QR code

2.4× 2.4 cm (#2), 1.8× 1.8 cm (#3), and 1.4× 1.4 cm (#4), receptively. Then, after
scanning at 600 dpi, we compared the data of sub-module and codeword in the output
double-encrypted QR code and the original digital data in image files to evaluate the
recognition rate of sub-modules and codewords during the decoding of the printed
graphic QR code.
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Fig. 11.5 Double-encrypted QR code image quality comparison

Fig. 11.6 Different output sizes by our method

11.4 Results and Discussions

First, the image quality comparison was performed for the double-encrypted QR
code of different cover images, and we compared the data proposed by Kuan et al.
It could be seen that in the image with more details, the performance difference
between the new double-encrypted QR code and that of the previous one is not very
obvious. In general, our proposed method can have higher image quality, and image
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Fig. 11.7 Different output sizes by Kuan’s method

with less detail had a bigger difference between the graphic QR codes of our method
and the method of Kuan et al.

Methods of both the proposed andKuan et al. were used to generate digital images
which were outputted in four sizes for further recognition error analysis. Each size
had been printed 5 copies for reproducible tests (Figs. 11.8 and 11.9). The error rate
of both sub-modules and codewords were calculated. The physical output sizes are
numbered #1 (2.8 cm), #2 (2.4 cm), #3 (1.8 cm), and #4 (1.4 cm). The bit (sub-
module) error rate for all samples of both methods was kept within 20%. However,
in the codeword, only the error rate of samples #1 and #2 remained within 30%. The
codeword error rate of Kuan’s sample #3 was more than 30% in the both explicit and
implicit QR codes, which are very marginal for successful reading. The codeword
error rate of sample #3 in the modified method was kept within the range of 30%
for the explicit QR code, but the implicit QR code also had the error rate more than
30%, which may not able to be recognized. The error rate of the double-encrypted
QR code of sample #4 (1.4 cm) in both methods was out of the acceptable range, so
there is no chance for the QR code to be interpreted.

Then, we analyzed the wrong recognition to understand the characteristics of
error information. The errors can be classified into two cases, one is “black dots
misjudged into white dots” (false white) and the other is “white dots misjudged
into black dots” (false black) (Figs. 11.10 and 11.11). As QR code recognition error
occurs, the situation of white dots being judged as black dots happened more than
the black dots being judged as white dots. It probably was caused by the dot gain
during the printing process.

The findings of this study could be used as a reference for generating printed
double-encrypted QR code in the future. Using codeword rearrangement could
improve image quality for double-encrypted QR code, and the information reten-
tion was also better than the Kuan’s method. The image quality in the region of
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Fig. 11.8 Bit and codeword (CW) error rate for the modified method at different sizes

interest area was also higher by the proposed method. And it is not necessary to
sacrifice the error correction capability to support visual image quality like the meth-
ods of [5, 6]. According to the data of image quality analysis, it could be found
that for an image with more details, the image quality difference of both methods is
smaller. The error positions of the data point after output were mostly false black.
The finding could be helpful as a reference to the design of graphic QR code. Since
double-encrypted image is an important factor of affecting image quality and human
eye observation, therefore, if it is possible to select the original image, it is better
to select an image with less details and the region of interest area could be in the
central part. The codeword error rate for samples #1 and #2 were within 30%, and it
provided the user flexibility to choose proper size of printed graphic QR code. Thus,
the generated double-encrypted QR code could maintain a better recognition rate
and better image quality improvement. Also, it will have a visually pleasing look
and increases the security of the double-encrypted QR code.
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Fig. 11.9 Bit and codeword (CW) error rate for Kuan’s method at different sizes

11.5 Conclusion

In this paper, the following conclusions could bedrawn. First, in ourmodifiedmethod,
the image quality of the double-encrypted QR code is significantly improved, espe-
cially in the case of low-spatial frequency components of the cover image. Both of
the image quality measurement and the visual appearance are obviously improved.
Second, in the QR code error rate analysis, the larger output size would lead better
recognition; however, there is no significant difference between the previous and new
methods. Third, in the case where the information point is misjudged, most of the
errors occur in white dots being judged as black dots (false black), and the number
of false white is less.

In terms of future suggestions, more versions of the double-encrypted QR code
can be studied. In addition, researchers can also improve the algorithm for making
double-encrypted QR codes to reduce the possible errors in the recognition. The use
of the deep learning method is suggested to perform training analysis on the decoder
to increase the recognition ability to decode the double-encrypted graphic QR code.
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Fig. 11.10 Recognition error classification for our method

Fig. 11.11 Recognition error classification for Kuan’s method
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Chapter 12
A Novel Position-Shift Method
of Double-Phase Fresnel Hologram
for Synthesizing a Complex Fresnel
Hologram

Chuan Shen, QinQin Zhu, QingQing Hong, Cheng Zhang, and Sui Wei

Abstract An ideal desired spatial light modulator that is capable of complex ampli-
tude modulation will be one of the ultimate tools for holographic display. In this
paper, an analytical method to overlap double-phase Fresnel holograms displayed
on the phase-only spatial light modulators for synthesizing a complex Fresnel holo-
gram is proposed. Two 4 f configurations with the phase-only spatial light modulator
inserted in the Fourier plane are employed. Different programmable blazed phase
gratings can be easily implemented by encoding their phase functions onto the spatial
light modulators. We theoretically analyze the implementation of the proposed sys-
tem based on Fourier optics. The effects introduced by the discrete pixelated nature
of the spatial light modulator are assessed. A 4 f configuration of holographic dis-
play system based on two liquid crystals on silicons is designed to indicate the free
position-shift of the hologram. Optical reconstructions yield satisfactory results.

12.1 Introduction

With the development of optoelectric technology, digital holographic display enjoyed
a wide research. Many researchers set up varieties of holographic display systems
to achieve the reconstruction of computer-generated holograms (CGHs) based on
different spatial light modulators (SLMs), but there are still many challenges for uti-
lizing digital media such as SLMs to realize holographic video display. The desired
SLMs are supposed to have a smaller pixel pitch, a higher resolution, and the ability
of complex arithmetic operations. In this paper, we concern the issues about control-
ling both the amplitude and phase of the wavefront. Unfortunately, the wavefront is
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complex-valued, wherever the state-of-the-art SLMs cannot modulate the amplitude
and phase of the incident light simultaneously.

Even though the modulation capabilities of easily achievable digital micro-mirror
device (DMD) or liquid crystal on silicon (LCoS) are limited, different approaches
of complex amplitude modulation have been proposed. These approaches involve
employing two SLMs for amplitude modulation or phase modulation[1], or employ-
ing the two different SLMs that are working in real-only configuration and in
imaginary-only mode separately [2]; however, most of them require the pixel-to-
pixel registration of the SLMs to achieve the complex modulation. Another consid-
eration for saving number of SLMs is the single SLM configuration [3], where the
holograms can be displayed side-by-side at the corresponding part of the SLM with
a limited spatial resolution. Note that the diffraction efficiency is one of the critical
parameters of the holographic display system, so encoding the complex amplitude
information onto phase-only filters based on phase-only SLMs has already been
reported in several literatures [4–6].

Another alternative approach to encode complex information is the double-phase
hologram (DPH) [7, 8]. DPH method proposes to decompose an arbitrary complex
number into the sum of two phase-only values with constant magnitude. Nowa-
days, the programmable property of the phase-only SLM enables it to represent the
complex hologram cell by only two masks or pixels [9]. In another relative devel-
opment, Liu et al. achieved the overlap of the holograms at the output plane of the
4 f configuration system by using a sinusoidal grating [10]. Zhang et al. proposed a
three-dimensional (3D) near-eye systems based on complex amplitude modulation
[11]. As the techniques discussed above, the grating, one of diffractive optical ele-
ments (DOEs), plays an important role in the system. Benefiting from these methods,
the purpose of this paper is not to use static gratings but to employ SLMs displayed
with phase functions for providing a similar role, where we only focus on analyzing
the implementation for the position-shift of hologram.

In this paper, an analytical method to display a complex Fresnel hologram by
the phase-only SLM is proposed. Two 4 f optical systems are employed to combine
double-phase Fresnel holograms (DPFHs), and the dynamic DOEs (two different
blazed phase gratings) generated by phase-only SLM are inserted in the Fourier
plane. Our purpose is to control the position-shift of the DPFHs and then implement
to overlap them for synthesizing a complex Fresnel hologram. Firstly, the principle
of the proposed method that combines two phase holograms is introduced. Secondly,
the numerical simulation is carried out to investigate the synthesis of a complex
Fresnel hologram. Finally, a holographic display system based on two LCoSs is built
to verify the position-shift of the hologram.

12.2 Principle of Complex Fresnel Hologram Synthesis

Considering the hologram reconstruction, 3D images can be understood as a result
from Fresnel diffraction. The Fresnel diffraction or transform is directly related to
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the paraxial or Fresnel approximation of the formalism describing light propagation
between the optical field in the hologram plane and the field in the image plane. As
shown in Fig. 12.1, phase holograms are displayed on the SLM plane. The field at
distance zc from the SLM can be expressed as,

U (ξ, η, zc) = eikzc

iλzc
exp

[
iπ

λzc
(ξ 2 + η2)

]

∫ ∞∫
−∞

{
U (x, y, 0) exp

[
ik

2zc

(
x2 + y2

)]}
exp

[−i2π

λzc
(ξ x + ηy)

]
dxdy (12.1)

where λ is the wavelength of the incident light, k = 2π
/

λ is the wave number, and
U (x, y, 0) denotes the transmittance function of the SLM.

An equivalent expression for Eq. (12.1) can be given by,

U (ξ, η, zc) = eikzc

iλzc

∫ ∞∫
−∞

U (x, y, 0) exp

{
ik

2zc

[
(ξ − x)2 + (η − y)2

]}
dxdy

(12.2)

It becomes a convolution integral, and the Fresnel impulse response is defined by,

h(x, y) = exp

[
iπ

λz

(
x2 + y2

)]
(12.3)

So fast Fourier transform algorithms could be employed to compute the propaga-
tion [12], which is given in the following relation,

U (ξ, η, zc) = eikzc

iλzc
�−1{�{U (x, y, 0)}�{h(x, y)}} (12.4)

where� denotes the Fourier transform and�−1 denotes the inverse Fourier transform.

Fig. 12.1 Schematic
diagram of holographic
reconstruction
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It is a pity that the available SLM devices could not modulate both the phase
and amplitude of the wavefront independently at the same time. The DPH encoding
method makes it possible to display a complex hologram using a single phase-only
SLM, as we know, any complex amplitude transmittance t (x, y) = A exp(iΦ) can
be decomposed into the sum of two vectors with constant magnitude of 1/2 and
different phase quantities, φ1, φ2, the transmitted intensity remains constant while
the phase shift is varied, i.e.,

t (x, y) = A exp(iΦ) = 1

2
exp[φ1(x, y)] + 1

2
exp[φ2(x, y)] (12.5)

where the phases that displayed on neighboring pixel of the phase SLM are
φ1(x, y) = Φ + arccos A, and φ2(x, y) = Φ − arccos A, respectively.

In solving the problemof complexmodulation,we prefer to combine theseDPFHs
together. The system configuration that we used to realize this operation is shown in
Fig. 12.2 (Tomake the analysis as simple as possible,we assume thephase-onlySLMs
selected work in the transmission mode.) The major idea of our method is as follow.
Firstly,DPFHs,which could express an arbitrary complex optical field, are computed.
Then, different from DPH method, the SLM1 is divided into two sub-parts along x
axis: one half (Green color) is added the phase distribution φ1(x, y) while the other
right half (Yellow color) is added the other phase pattern φ2(x, y). (Note that it also
allows one to use twoSLMs for displaying these holograms separately.) Furthermore,
two 4 f configurations with phase-only SLMs inserted in the Fourier planes are

Fig. 12.2 Scheme of the proposed display system for synthesizing a complex Fresnel hologram
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employed, and the SLMs of the proposed architecture comprise two different blazed
phase gratings independently for the purpose of combining the DPFHs. Finally, the
reconstruction in the image plane can be produced from the propagation of a complex
Fresnel hologram.

In the above method, the key problem is to achieve the position-shift of hologram.
As far as the SLM1 is divided into two sub-parts along x axis, the following for-
mulation derived in the 1D case is straightforward. The amplitude transmittances of
these DPFHs can be shown as,

t1(x) = exp[φ1(x)]

t2(x) = exp[φ2(x)] (12.6)

The Fourier transform of these functions is given by,

T1(u) = �{t1(x)}
T2(u) = �{t2(x)} (12.7)

Assume that two ideal blazedphase gratings are placed in the back focal plane.And
the amplitude transmittances of the gratings within a single period can be represented
by,

G1(u) = ei2πu/ L , 0 ≤ u < L

G2(u) = e−i2πu/ L , 0 ≤ u < L (12.8)

So the complex amplitude at the output plane and the modified spectrum of the
input amplitude transmittance follows the relations,

�
{
t1

(
x + λ f

L

)}
= T1(u)G1(u) = �{t1(x)}ei2πu/ L

�
{
t2

(
x − λ f

L

)}
= T2(u)G2(u) = �{t2(x)}e−i2πu/ L (12.9)

Note that both the final coordinate systems could be reversed at the same time.
Corresponding to the position of original DPFHs, the resulting two phase Fres-

nel holograms appear at the focal plane of the second lens which are shifted with
±(

λ f
/
L
)
, respectively, along the x axis. Assuming, d being the distance between

the centers of DPFHs, if the condition d
/
2 = (

λ f
/
L
)
is followed, the DPFHs are

combined as a complex Fresnel hologram successfully. That makes phase-only SLM
ideal for manipulating both the phase and amplitude of the optical wavefront.

One of the biggest advantages of the electronic-based processing systems is their
flexibility due to their programmability. The SLM makes it possible to implement
the programmable DOE whose characteristics can be changed dynamically [13].
Benefits from this, it serves a method we can employ to generate the blazed phase
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Fig. 12.3 Quantization of phase levels for a blazed phase grating

grating using phase-only SLM. As shown in Fig. 12.3, consider now the quantized
grating (two-level), we have an amplitude transmittance over one period of,

G1(u)= =
{

ei0 = 1, 0 ≤ u < L
/
2

eiπ = −1, L
/
2 ≤ u < L

(12.10)

The phase-only SLM applies a freedom way to generate different phase grating;
however, it will also have an effect on the characteristics of the blazed phase grating.
After some good approximation, the diffraction efficiency of first diffraction order
we interested in given by

η1 = sinc2
(
1

N

)
(12.11)

where N is denoted as phase levels. For SLMs, it means making a smaller pixel,
because for a finite size of SLM period, scaling down the pixel would scaling up the
phase levels. Since the smallest feature of the easily achievable DMD, LCD or LCoS
technology is around 10 microns; if the SLM has been chosen, the minimum feature
of the programmable phase grating is twice as much as the pixel pitch of the SLM.
We generate blazed phase grating on the SLM assuming a spatial period of different
pixels, which denies different values of L; in this way, each phase hologram could be
shifted with different distances along the x axis, and then we will give some results
in the latter optical experiments to verify it.

12.3 Simulations

In this section, the numerical simulation is performed in order to investigate the
synthesis of the DPFHs. The wavelength is λ = 532 nm, and the pixel pitch of
the SLM1 is Λ1 = 12 µm, which also determined the maximum resolution of the
hologram. To use fast Fourier transform algorithms, we determine each Fresnel phase
hologramhas a 512× 512 pixel resolution, and both of theDPFHs could be displayed
side-by-side on the SLM1 along the horizontal direction. The pixel pitch of the SLM2
is Λ2 = 6.4 µm. We set the focal lengths of lens1 and lens2 is f1 = f2 = 300 mm.
And the spatial discretization by the SLM pixels will be further discussed in the
following experiments.



12 A Novel Position-Shift Method of Double-Phase … 155

In this paper, theGerchberg–Saxton(GS) algorithm [14] could be used to calculate
the Fresnel phase hologram. It should be noted that one could get a “conventional
Fresnel phase-only hologram (CFPH),” keeping just the phase information after
the iteration is over. However, we would like to encode arbitrary complex fields
accurately, so the amplitude information does not be dropped. In this letter, the
initial amplitude and phase functions of complex Fresnel hologram calculated by the
GS algorithm are specially chosen with the purpose to obtain the DPFHs. As shown
in Fig. 12.4a, a picture “GS” is the desired object pattern. Let zc = 200 mm be the
reconstruction distance and the iteration number we used is ki = 20.

As shown in Fig. 12.4b, in order to observe the position-shift of each DPFH,
only one of the DPFHs is displayed onto the right part of SLM1. Now, as far as the
distance between the centers of each DPFHs is d = 512 × Λ1 = 6144 µm; finally,
the grating period of the desired phase grating is calculated to be L = 2λ f

/
d ≈ 52

µm, which using 8 pixels per period in the SLM2. Figure 12.4c shows the blazed
phase grating loaded to the SLM2, and Fig. 12.4d shows the corresponding pattern
obtained in the complex hologram plane. We can see that there is a spatial shift of the
hologram along the x-axis. In the same way, the hologram which displayed onto the
left part of SLM1 could be shifted and the combination of DPFHs can be achieved
in the complex hologram plane.

For the purpose of comparison, the numerical reconstructions corresponding to the
CFPH and complex Fresnel hologram obtained in the image plane are also shown in
Fig. 12.4e, f, respectively. A quantitative estimation of the quality of the holographic

Fig. 12.4 a Object pattern, b only one phase hologram is displayed on the right part, c the blazed
phase grating, d the corresponding pattern obtained in the complex hologram plane, e numerical
holographic reconstruction of CFPH, f numerical holographic reconstruction of complex Fresnel
hologram
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reconstruction shall be given by the absolute root-mean-square (RMS) error, which
is defined by,

RMS =

√√√√
∑
x,y

[|Urec(x, y)| − ∣∣Uobj(x, y)
∣∣]2

M × N
(12.12)

where |Urec(x, y)| and |Uobj(x, y)| denote the amplitude of holographic reconstruc-
tion and the original object, with M × N as the pixel numbers of the image. The
calculated RMS errors corresponding to Fig. 12.4e, f are 0.1505 and 0.1377, respec-
tively. It points out that compared with the CFPH, the complex Fresnel hologram
generates a more accurate reconstruction of the desired object.

12.4 Experimental Demonstration and Discussions

In our experiment, two LCoSs are employed to design a holographic display system.
LCoS is themarriage of flat-panel display and silicon chip technology, so the resulting
product could benefit from both sides [15]. In this paper, we focus on the position-
shift of phase hologram, so let us consider the simple case of one 4 f configuration;
the detailed setup of the system is shown in Fig. 12.5, because the LCoS operates in
reflection mode rather than transmission mode; two beam splitters naturally should
be used to achieve the 4 f configuration shown in Fig. 12.2. However, the efficiency
is reduced to a half after the light pass through the beam splitter once. Finally, for the
sake of high efficiency, we choose to use near-perpendicular incidence rather than
perpendicular incidence, which make no use of two beam splitters. We assume this
has a minor effect on behavior of our system.

The LCoS1 used in our work is MD1280 (Three-Five systems), which has 1280
× 1024 pixel resolution and a small pixel pitch of 12 µm. It is illuminated by an

Fig. 12.5 Experimental setup based on two LCOSs. BE: beam expander, CL: collimating lens, P:
polarizer, A1: square aperture, A2: square aperture
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expanded collimated laser beam (diode-pumped solid-state green laser), and the illu-
mination beam is linearly polarized. The LCoS2 we used is JD8554 (Jasper Display
Corp.), which is capable of phase modulation. This reflective LCoS has 1920× 1080
pixel resolution and a small pixel pitch of 6.4 µm. The focal lengths of lens1 and
lens2 are f1 = 300 mm and f2 = 300 mm, respectively. The image plane is at the
distance zc = 200 mm from the back focal plane of lens2.

To provide a baseline position of hologram for comparison, we first assume a
basic 4 f setup, if a mirror instead of the LCoS2 inserted in the setup, then the
light passes through the setup and we obtain the same exact hologram in the output
plane as we load onto LCoS1. The pixelated structure of the LCoS causes multi-
order diffractions. In this paper, we only focus on the reconstruction image placed
in the center of the diffraction pattern. To avoid the aliasing effect between multi-
order diffractions and the shifted hologram, aperture A1 is proposed to filter out the
multi-order diffractions except the expected hologram. The final hologram obtained
in the output plane of the 4 f system is shown in Fig. 12.6a when the basic 4 f
configuration is used. As discussed in Sect. 2, the pixel pitch of LCoS2 is smaller
than LCoS1 and that leads to the limitedmaximum shifted distance of the hologram is
λ f2

/
2Λ2 ≈ 12.47 mm from the original position. To investigate the dependence of

performance on the different periods, we configure a series of blazed phase gratings
using different pixels per period generated by phase-only LCoS2. Ng is the number
of pixels per period we use, and the shifted holograms in the output plane are shown
in Fig. 12.6b–d when Ng = 8, 4, 2. We have chosen the incident light diffracted
into the −1 diffraction order as the target hologram. The measured shift distance
of holograms is 3.1 mm, 6.2 mm, and 12.5 mm, respectively, and these results
have a good agreement with the calculation results described in Sect. 3. It shows
the capability of the method to encode blazed phase grating on a phase-only SLM.
As it can be seen that there are some multi-order beams caused by the blazed phase
grating with different periods, for the simulation in Sect. 3 when Ng = 8, as shown
in Fig. 12.6b, our approach fails because the aliases of these multi-order beams are
presented, a general solution to this problem is to increase the distance d by a loss
of some spatial resolution for displaying the phase hologram. In this paper, to avoid
the overlap of adjacent diffraction orders, it requires we get the following condition
to be fulfilled,

Fig. 12.6 Holograms obtained in the back focal plane of lens2, scale bar is 6.0 mm, a basic 4 f
setup, b 8 pixels per period, c 4 pixels per period, d 2 pixels per period.
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Fig. 12.7 Holographic reconstructions in the image plane, scale bar is 6.0 mm, a basic 4 f setup,
b 8 pixels per period, c 4 pixels per period, d 2 pixels per period

MΛ1

2
≤ λ f2

NgΛ2
(12.13)

It is worth to mention that the small pitch of SLM2 is not only needed to diffract
light to a large offset diffraction angle but it also can avoid the overlapping from
higher orders into the first diffraction order used.

Here, by changing the period of the blazed phase grating, we also get the corre-
sponding holographic reconstructions in the image plane, as shown in Fig. 12.7a–d.
As already explained in Sect. 2, all the holographic reconstructions as well as the
coordinate systems in the output plane of the 4 f system are reversed. It can be noted
that the convolution approaches exhibit the same magnification between the holo-
grams and the reconstructions. For practical issue, we place an aperture A2 at the
back focal plane of lens2 to block the undesired orders except the −1 diffraction
order caused by blazed phase grating; resulting in only the shifted hologram appears
in the region of output plane. The effects of the aperture2 are shown in Fig. 12.8a–d.

Experimental reconstructions show that the method we proposed could achieve
to implement the position-shift of hologram. A smaller pixel pitch and more pixels
of SLM for displaying the blazed phase grating are effective enough to improve the
accuracy for the shift of the hologram. As a notable result, it is possible to achieve
a spatial shift of the RGB holograms along the coordinate axis to synthesis a color
hologram for color holographic display.

Fig. 12.8 Holographic reconstructions in the image plane without undesired orders, scale bar is
6.0 mm, a basic 4 f setup, b 8 pixels per period, c 4 pixels per period, d 2 pixels per period
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12.5 Conclusions

In this paper, we have proposed an analytical method to display a complex Fresnel
hologram using the phase-only SLM. Based on DPFHs encoding method, we prefer
to employ two 4 f configurations with the phase-only SLM inserted in the Fourier
plane, and the effectiveness of the method is demonstrated by encoding different
phase functions of the blazed phase gratings onto the SLMs. The use of two LCoSs
also shows the basic design of one 4 f configuration. Optical experiments verify that
the position-shift of hologram has been implemented, and it provides a useful way
for similar applications.
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Chapter 13
An Examination of Obstacle Avoidance
by Sound for Visually Impaired Children

Yukiko Matsushima, Teruo Kimura, Feifei Cho, and Noboru Yabuki

Abstract In this paper, our research group examines obstacle avoidance by sound to
support visually impaired children, because it is estimated that there are 1.4 million
visually impaired children in theworld. For that reason, we have developed awalking
training device for these children. This paper demonstrates obstacle avoidance by
sound as an elemental technology of the device. An obstacle transmission element
outputs different sounds depending on the position of the obstacle. In particular, the
element calculates the distance from the child to the obstacle by values from another
elemental technology. After that, the element selects a sound using the distance and
obstacle coordinates, and outputs the sound. For an evaluation of the elemental tech-
nology, we conducted an evaluation experiment to confirm that the sound correctly
corresponds with the distance to the obstacle. As a result, we confirmed that the
device could calculate distance and output different sounds correctly.

13.1 Introduction

It is estimated that there are 1.4 million visually impaired children in the world.
Moreover, the number of the children is forecasted to increase by five hundred thou-
sand new patients each year, of which 50% of the children die within 1–2 years [1].
They are slower in motor development such as grabbing, walking and running than
healthy children. Their walking start time is about two years old on average. When
babies can walk alone, their range of activities expands, but for visually impaired
children, they may receive support from guardians or walking trainers because it is
feared that they do not know the situation around them [2].

In contrast, according to a survey by Ministry of Health, Labour and Welfare in
2017 [3], there are approximately fourteen thousand certified orthoptists engaged in
rehabilitation, about five hundred walking trainers working in schools and facilities
for the blind. In addition to this, the number of guide dogs that are partners for
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visually impaired people is also lacking in Japan. The number of guide dogs per one
million population is 79.3 in NewZealand, 79.2 in the UK, 49.7 in Nederland, 36.5 in
the USA and 28.8 in Ireland, compared to only 7.5 in Japan [4]. This is a very small
number, because there are few guide dog breeders and guide dog training facilities.

As mentioned above, the supply of support services has not caught up with the
need for the visually impaired people in Japan, so in this paper, our research group
examines obstacle avoidance by sound to support visually impaired children.Wehave
developed a walking training device for the children, and this paper demonstrates
obstacle avoidance by sound, as an elemental technology of the device. The goal of
the device is to reduce fear and resistance to walking, and to support safe walking.
Furthermore, when the visually impaired children performwalking training in houses
or parks using this device, the burden on guardians and walking trainers is reduced.

The device consists of three elemental technologies. In the first element, an ultra-
sonic sensor, an infrared sensor and a temperature sensor obtain values indicating an
obstacle. In the second element, a 3D distance image sensor obtains the coordinates
of the obstacle. The third element, the obstacle transmission element, outputs dif-
ferent sounds depending on the position of the obstacle. In particular, the obstacle
transmission element calculates the distance from the child to the obstacle by the val-
ues from the first element. After that, the element selects a sound using the distance
and the obstacle coordinates from the second element, and outputs the sound.

For an evaluation of the elemental technology, we conducted an evaluation exper-
iment to confirm that the sound correctly corresponds with the distance to the obsta-
cle. As a result, we confirmed that the device could calculate distances and output
different sounds correctly every 30 (cm). In addition to this, we examined which
frequencies are easy to hear for a child in Okayama School for the blind, and found
that frequencies around 300Hz and around 700Hz were easy to hear. Using audible
sounds is important, because infants with inherent visual impairment have slower
sense and motor development than healthy children.

As a related research, Takuno et al. proposed a small device that guides visually
impaired people to destinations [5]. They examined the use of this device for walking
training. The purpose of this walking training is to help visually impaired people who
can walk alone to learn newwalking routes, and this device can partly act for walking
trainers. They use a pedometer to calculate walking distance and a geomagnetic
sensor to detect a direction of walking in order to realize a small, lightweight and
inexpensive system.

The rest of this paper is organized as follows: Section 13.2 presents the walking
training device. Section13.3 describes the obstacle transmission unit as an elemental
technology of the device. Section13.4 shows evaluation results. Section13.5 con-
cludes this paper with a future study.
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13.2 Walking Training Device

To use the walking training device, a visually impaired child pushes a handcart to
performwalking training, as shown in Fig. 13.1. The child is attached to three types of
sensors on the chest, and there are a 3D distance sensor and a laptop on the handcart.
The sensors on the chest and the handcart detect obstacles in front of the child, and
the speaker of the laptop plays sounds indicating the positions of the obstacles.

In order to ensure effective walking support, our research group set the goals of
this device as follows.

• Distance to obstacles from the child: detects obstacles up to 3 (m) in front of the
child.

• Obstacle height: detects obstacles up to the height of the child.
• Ground depression: detects grooves, stairs, etc.

Our research group has developed this device into threemajor elemental technolo-
gies. Firstly, we call the first element the ultrasonic sensor unit. In this ultrasonic
sensor unit, an ultrasonic sensor, an infrared sensor and a temperature sensor obtain
values indicating an obstacle to a visually impaired child. Figure13.2 shows the
appearance of the first unit. The first unit mainly detects obstacles in front of the
child. The unit uses the ultrasonic sensor as the main sensor and uses the infrared
sensor for soft obstacles that are hard to detect by the ultrasonic sensor. Moreover,
the temperature sensor measures temperature because the ultrasonic sensor changes
its outputs depending on the temperature. By this mechanism linking the sensors,
the walking training device can measure the values to an obstacle accurately.

Secondly, we call the second element the 3D distance image sensor unit. This
3D distance sensor unit detects some obstacles and acquires their shapes. This unit
outputs the shapes of the obstacles in coordinates. Figure13.3 shows the appearance
of the second unit. The walking training device recognizes an obstacle in two steps.

Fig. 13.1 Walking training device
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Fig. 13.2 Ultrasonic sensor unit

Fig. 13.3 3D distance image sensor unit

First, the ultrasonic sensor unit detects the obstacle, and after that the 3D distance
image sensor unit detects the shape of the obstacle.

Lastly, the third element outputs different sounds depending on the position of
the obstacle using inputs from these sensors. We call this element the obstacle trans-
mission unit, and this paper demonstrates the third unit as an elemental technology
of the device.
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13.3 The Obstacle Transmission Unit

13.3.1 Sound Selection Process

The obstacle transmission unit calculates the distance from a visually impaired child
to an obstacle by the outputs of the ultrasonic sensor unit. After that, this obstacle
transmission unit selects a sound using the distance and the obstacle coordinates
from the 3D distance image sensor unit, and outputs the sound.

In addition, as a method of transmitting the position of obstacles to visually
impaired children, we examined a sound method by a speaker, a vibration method
by a vibrator and a light emission method by LED. As a result, we decided to
use the sound method in this research. This is because the sound method does not
rely on vision, can easily be extended to output in various forms of information on
positions and distances of obstacles, and can be miniaturized because it does not
require additional IC chips.

The walking training device uses a microcomputer as a processing device for each
sensor of the ultrasonic sensor unit. The obstacle transmission unit performs distance
calculation on thismicrocomputer. Thismicrocomputer transmits a calculation result
using a serial communication, and the laptop on the handcart receives it. At the same
time, the laptop receives outputs from the 3D distance image sensor unit.

The output of the 3D distance image sensor unit is coordinates that indicate posi-
tions and sizes of obstacles seen from the perspective of the visually impaired child.
The program on the laptop uses the coordinates to determine the positions of the
obstacles seen from the perspective of the child.

At the end of this process, the obstacle transmission unit determines the position
of the obstacle in three dimensions according to the position and the distance of
the obstacle seen from the child, and selects an appropriate sound for the obstacle
avoidance to the child. Figure13.4 shows these procedures.

Fig. 13.4 Sound selection process
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Table 13.1 Outline of SH7125F

Item Performance

Power supply voltage DC 4.0–5.5 (V)

Internal flash memory 128 (KB)

RAM 8(KB)

Clock rate 50 (MHz)

Fig. 13.5 SH2 Tiny
microcomputer SH7125F

The reason why the ultrasonic sensor unit uses the microcomputer is that the
ultrasonic sensor unit must be lightweight and compact so that the visually impaired
child can wear it on the chest. In this study, our research group uses the SH2 Tiny
microcomputer SH7125F. The reason for this choice is that processing is fast and
extensibility is high. Additionally, the SH7125F has a power supply voltage of 5 (V),
which is common to other components. Table13.1 shows the outline of SH7125F,
and Fig. 13.5 shows the appearance of it.

13.3.2 Positioning of Obstacle

13.3.2.1 Distance Calculation to Obstacle

This section shows how to calculate the distance between a visually impaired child
and an obstacle using themeasurement data of each sensor from the ultrasonic sensor
unit.

Our research group assumes that the distance between the visually impaired child
and the obstacle is L (m), the speed of sound is c (m/s), and the time until an ultra-
sonic sensor emits ultrasonic waves and they bounce back is t (s). Equation (13.1)
calculates L .
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Fig. 13.6 Change of sound velocity by temperature

L = c × t × 1

2
(m) (13.1)

Here, as shown in Fig. 13.6, the speed of sound changes depending on the air
temperature, so the ultrasonic sensor unit measures the air temperature using the
temperature sensor and calculates the speed of sound to obtain a more accurate
distance. We assume that the temperature is T (◦C), and Eq. (13.2) calculates c.

c = 331.5 + 0.6T (m/s) (13.2)

13.3.2.2 Position Classification of Obstacle

This section shows the method to classify the position of an obstacle using the
coordinates data from the 3D distance image sensor unit.

The obstacle transmission unit obtains the planar position of the obstacle seen
from the visually impaired child as coordinates from the 3D distance image sensor
unit. The obstacle transmission unit calculates the width and height of the obstacle
from these coordinates. If the 3D distance image sensor unit detects two or more
obstacles, the 3D distance image sensor unit can detect the closest one.

The obstacle transmission unit uses these data to classify the position of the
obstacle in nine directions seen from the perspective of the child, which are upper
left, upper, upper right, left, front, right, lower left, lower and lower right, as shown
in Fig. 13.7.
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Fig. 13.7 Position classification of an obstacle

13.4 Evaluation Experiment

For an evaluation of the obstacle transmission unit, our research group measured
whether a sound correctly corresponds with a distance to an obstacle. In addition to
this, we examined which frequencies are easy to hear for a child in a school for the
blind.

13.4.1 Measurement Experiment of Sound Selection
Accuracy

In order to confirm whether the obstacle transmission unit can accurately calculate
a distance to an obstacle and select a sound corresponding to the distance by the
outputs of the ultrasonic sensor unit, we performed an experiment in which a subject
is attached to the ultrasonic sensor unit on the chest and walked toward the obstacle.
The temperature of the experiment day was 15 (◦C).

The procedure of the experiment was as follows.

1. A subject stands 3 (m) in front of an obstacle.
2. The obstacle transmission unit calculates the distance to the obstacle and outputs

the sound corresponding to the distance from the speaker.
3. The subject advances 30 (cm).
4. Repeat step 2 and step 3 until the subject touches the obstacle.

Table13.2 shows the distance to the obstacle and the corresponding output sound
used in this measurement experiment. In the experiment, we set the obstacle trans-
mission unit so that the sound goes up the scale sequentially from C to A every time
the subject approaches the obstacle by 50 (cm).

As a result of the measurement experiment, we confirmed that this unit can cal-
culate distances and output different sounds correctly every 30 (cm) as shown in
Table13.3.
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Table 13.2 Output sound by distance

Distance to obstacle (cm) Sound

−75 A

75–125 G

125–175 F

175–225 E

225–275 D

175– C

Table 13.3 Result of measurement experiment of sound selection accuracy

Distance to obstacle (cm) Measured distance (cm)

30 30

60 60

90 90

120 121

150 151

180 183

210 212

240 244

270 276

300 305

13.4.2 Hearing Experiment by Children in School for Blind

We investigated which frequency band sounds are easy to hear for one child at
Okayama Prefectural Okayama School for the Blind. The reason is that infants with
inherent visual impairment are slower in development of other senses and motor
development than healthy children, so using audible sounds is important.

Table13.4 shows the information of the child who cooperated in the experiment.

Table 13.4 Information of the child who cooperated in the experiment

Item Data

School year Sixth grade in elementary school

Height 123 (cm)

Vision Right eye: total blindness

Left eye: severe blindness
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As an experimentmethod, the speaker of this unit outputted sounds of 300–700Hz
one by one, and we asked the child whether they could hear the difference between
these sounds. The results are as follows.

• He could easily hear sounds around 300 and 700Hz.
• He did not understand differences of the sound around 500Hz.
• He could find differences by 10Hz for sounds around 300Hz.

The child who participated in the experiment was not impaired except for the
visual sense and was able to carry out the sound discrimination as instructed by our
research group. On the other hand, there are a number of children born with complex
disorders affecting the brain, such as visual impairment and physical development
delay, so we must broaden the range of subjects and find sounds that are easy for
most people to hear.

13.5 Conclusion

Our research group developed a walking training device to reduce visually impaired
children’s fear and resistance to walking, and to support safe walking. In this paper,
we implemented an obstacle transmission unit as an elemental technology and con-
ducted two evaluation experiments. As a result of the measurement experiment, we
confirmed that the unit accurately outputted sounds according to distances to the
obstacles. As a future development, we are considering the introduction of stereo-
phonic sound so that visually impaired children can intuitively recognize the position
of an obstacle.
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Chapter 14
Efficient Technique of Impulsive Noise
Detection and Replacement in Color
Digital Images

Bogdan Smolka

Abstract In this paper, a very efficient method of impulsive noise suppression in
color digital images is presented. The new filtering design exploits the concept of
digital paths connecting the boundary of the filtering window with its center pixel.
If the minimum connection cost of a path linking the window center with its border
exceeds a predefined threshold, then the pixel is considered as distorted and filtered,
otherwise, it is preserved. For finding the path with minimum cost, the Dijkstra
algorithm is applied. The noisy pixels are restored using a new approach, which
is based on the overdetermined system of equations used in the Laplace inpainting
technique. The experimental results show that the application of the impulse detection
relying on the connection cost, combined with a robust method of pixel replacement,
significantly excels over existing techniques designed for impulsive noise reduction
in digital color images.

14.1 Introduction

The reduction of noise in digital images is still one of the most researched subjects,
as the correction of image distortions is required in various practical imaging tasks.
Color images are frequently degraded by f different kinds of impulsive noise, which
randomly changes one or all color pixels channels. This kind of noise can be intro-
duced by faulty pixels in the camera sensors, aging of the storage material, flawed
memory locations and can be also caused by analog to digital converter errors during
the acquisition process and electromagnetic disturbances [1, 2]. The enhancement
of color images affected by impulsive noise is the subject of this contribution.

The techniques of noise suppression in color images operate on individual image
channels or they treat color pixels as vectors. In the channelwise denoising, the
color image components are processed using methods developed for the grayscale
pictures and are then combined to obtain the filtered output. Such an approach is
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straightforward and often applied, however, the omission of correlation between
image components often creates strong color artifacts, especially noticeable at edges
and for this reason vectorial methods are preferred.

Very often, filters used to remove impulses in color images are utilizing the con-
cept of order statistics [3]. The goal is to order the color pixels, treated as vectors,
belonging to a processing window, which will be denoted asW . For each element of
W , the sum of distances to other pixels from the filtering window is calculated and
the aggregated distances serve as a measure of pixel similarity. A small value of the
cumulated distances indicates that there are many similar pixels in the processing
window,whereas a large value suggests that a pixel ismost probably an outlier, which
significantly differs from other pixels occupying the window and has to be corrected.
The pixel minimizing the cumulated distances to other members of W constitutes
the output of the widely used vector median filter (VMF) [4].

The drawback of VMF is that the filter uniformly processes every image pixel and
theunaffectedpixels are treated in the samewayas outliers,which causes unnecessary
replacements of undistorted pixels resulting in the loss of image details. The VMF is
also not able to suppress the Gaussian noise, as its output is always a pixel from the
noisy image. To alleviate this effect, trimming techniques were introduced, which
determine the average of the first ordered pixels to enable the smoothing of Gaussian
noise contaminating the color image. Additionally, various kinds of color spaces and
dissimilarity measures between pixels are being applied [2, 5].

If the image is affected by impulsive noise only, various switching filters, which
tend to filter out only the corrupted pixels are used. First, the noisy pixels are detected
and in the second step they are recovered by a suitable robust filter, which operates on
the uncorrupted pixels from the neighborhood. Generally, the switching filters, that
restore exclusively the samples detected as distorted, offer good denoising efficiency,
as the clean pixels are left unchanged [5–7].

In [8], a concept of a peer group of pixels belonging to the processing window
was proposed. If a pixel is not disturbed, then it should show high similarity to other
pixels, otherwise, it is an outlier injected by the impulsive noise. For the detection
of noisy pixels, their distances to the neighboring pixels are determined and then
sorted. If the difference between successive distance values exceeds a predetermined
threshold, the processed pixel is changed by theVMFoutput, otherwise, it is retained.

The number of pixels which exhibit strong similarity to the center of W is also a
reliable measure of pixel corruption. In the method introduced in [6, 9], the number
of pixels close to the center of W is counted. If the middle pixel of isolated and in
its neighborhood a predefined number of close neighbors cannot be found, then it is
replaced by the VMF or by the average of neighboring pixels which were detected
as not corrupted.

Another technique of impulsive pixels detection [10] is based on the analysis of
the dissimilarity between the central element ofW and the average of the pixels with
smallest ranks in a sorted sequence obtained using the reduced ordering concept.
The cumulative sum of pixel distances to the VMF output can also be used as an
approximation of the pixel variance and on this basis the outlying pixels can be
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detected [11]. This approachhas beenmodified in [12],whereweightswhichdecrease
with the pixel rank in an ordered sequence of pixels were introduced.

The signal-dependent rank order mean (SD-ROM) also calculates the distances
between the pixels from W , finds the lowest-ranked pixels and compares them with
the processed pixel using predefined thresholds. If the distances do not exceed the
threshold values, a pixel is recognized as undistorted, otherwise, it is replaced by the
VMF output.

The detection of corrupted pixels can be also performed with the use of fuzzy set
techniques. These denoising filters are based primarily on fuzzy similarity measures
[13, 14], which are utilized to determine the degree of membership of a filtered pixel
to its neighborhood.

Recently, algorithms utilizing the cost of digital paths exploring the neighbor-
hood of a pixel were proposed. In [15], the cost of a connection between filtering
window border and its central pixel was applied as a measure of pixel distortion.
The connection cost was estimated utilizing a two-pass algorithm and used for the
calculation of distance transform in binary images [16]. A simplified version of this
algorithm, which allowed only the shortest paths to link the central pixel with the
window boundary was also proposed [17].

In this paper, a method which is using the Dijkstra algorithm to find the minimum
connection cost and a very promising technique of detected noisy pixels replacement
is described. The novel filtering design significantly excels over existing methods
of impulsive noise removal and due to its low computational burden can be used in
various imaging applications.

The rest of paper is organized as follows. Next section presents the construction
of the noisy pixel detection and replacement method. Then, the experimental results
are described and compared with the competitive denoising techniques. At the end,
some conclusions are drawn and future work is briefly outlined.

14.2 Noisy Pixel Detection and Replacement

14.2.1 Impulsive Noise Detection

Let us assume that the image is processed using a square window Wi , consisting of
n = (2r + 1)2 pixels, which is placed at pixel f i , where i stands for the pixel location
on the image domain. Then, let us analyze the connection costs of digital paths joining
the window boundary with its central pixel. The cost C of a path consisting of pixels
f 0, f 1, . . . f η will be defined as

C{ f 0, fη} =
η∑

q=0

D( f q−1, f q),
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Fig. 14.1 Exemplary paths
of minimum connection
costs. Starting and ending
points are marked with white
circles

where D is a dissimilarity measure between neighboring pixels. Performed exper-
iments show that choosing D(a, b) = ‖a − b‖2 where ‖ · ‖ denotes the Euclidean
distance calculated in RGB color space provides satisfying results [15, 18, 19]. The
cost of a connection of the central pixel f i of Wi to its boundary will be denoted
as C( f i ). Figure14.1 shows paths of minimum connection costs joining three pairs
of test image pixels. As can be observed the paths tend to propagate along smooth
areas, which enables to minimize the overall connection cost.

Figure14.2 depicts a part of a grayscale image (a) and its pixels intensities (b).
For every pixel, the connection cost with the window’s border is calculated with the
Dijkstra algorithm. In this example, the absolute value of the difference between the
intensities of neighboring pixels is taken as the cost of a transition. If the central
pixel is an outlier, there is no low value connection with the window border. Even
if the noisy central pixel is surrounded by similarly corrupted pixels, the minimum
cost is still high, as the cluster of pixels form an “island” which is not connected with
the boundary of the filtering window (“mainland”). In this way, we can calculate the
minimumcost of all paths linking the center pixelwith the boundary of the processing
window and we can treat this value as a measure of pixel impulsiveness. The map
of minimum connection costs is shown in (c) and its visualization is depicted in (d).
Applying a suitable threshold value, the pixel in the center of the processing window,
which is corrupted by impulsive noise and needs replacement can be detected.

In this way, the pixel f i is detected as an outlier if the cost C( f i ) of a connection
to the border of the window Wi exceeds a predefined threshold value denoted as h.
The output yi of the outlier detection is formulated as
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(a) test image

125 134 134 150 152 153 160 158 170 173 195

116 130 141 150 149 159 159 165 164 167 183

122 133 139 144 149 172 174 164 152 155 171

115 132 138 140 177 222 198 157 146 174 155

115 131 124 143 219 232 220 181 149 155 166

110 112 109 139 224 252 233 196 143 139 141

89 92 96 127 173 221 225 165 131 139 155

75 92 93 112 123 158 152 134 127 131 148

72 79 96 104 112 116 122 131 132 135 141

74 82 93 99 103 118 126 122 117 132 142

71 79 100 105 103 110 120 113 116 131 144

(b) pixel intensities

0 0 0 0 0 0 0 0 0 0 0

0 4 7 0 1 1 1 5 6 3 0

0 7 9 6 1 14 14 6 3 0 0

0 8 10 10 19 62 38 8 9 3 0

0 9 14 13 61 72 60 32 6 0 0

0 2 5 17 66 92 73 47 6 2 0

0 3 7 15 42 69 73 28 2 2 0

0 3 4 8 11 27 21 3 6 2 0

0 4 4 1 8 4 2 2 1 4 0

0 3 7 1 0 2 6 2 1 1 0

0 0 0 0 0 0 0 0 0 0 0

(c) connection cost (d) cost map visualization

Fig. 14.2 Concept of the minimum connection cost C of the middle pixel of the filtering window
(marked red) of size (2r + 1) × (2r + 1), with its boundary (marked green). In this example, r = 5

yi =
{
f i if [C( f i )] 1

2 ≤ h,

NaN, otherwise,

where NaN stands for Not a Number data type. The pixels which were assigned the
NaN label will be processed in the subsequent step and replaced with a Laplacian-
based inpainting technique.

Figure14.3a presents a part of test image IMG 3 chosen from a set of pictures
shown in Fig. 14.6, which was corrupted with 20% random valued impulse noise (b).
The random impulsive noise modifies a fraction of image elements (p), in such a way
that RGB components are replaced by random values from a uniform distribution in
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(a) (b) (c) (d)

Fig. 14.3 Noisy pixel detection scheme using the minimum connection cost approach: a part of
test image, b degraded image, p = 0.2, c map of noise intensity and d detected impulses which are
assigned NaN label

the range [0, 255], assuming a 24 bit color image. The connection costs are depicted
in (c) and the pixels whose connection cost exceed a certain threshold are marked in
black (d).

14.2.2 Noisy Pixel Replacement

Many inpainting methods were proposed in the rich literature, however, the tech-
niques based on the Laplacian interpolation are popular, as they are simple, fast and
deliver good quality results. This kind of interpolation assumes that the missing data
can be interpolated using a harmonic function u(x, y) which satisfies �u = 0. Har-
monic functions have the mean value property, which can be used for determining
the missing data points. In case of images, every missing pixel intensity is an average
of its neighbors.

The inpainting method based on the Laplacian partial differential equation can be
expressed as ⎧

⎨

⎩

�u = 0 in �\�R,

u = f in ∂ �R,

∂nu = 0 in ∂ �\�R,

where f is the known and reliable image data in the region denoted as�R consisting
of pixels whose neighborhood does not contain missing values (NaNs), with bound-
ary ∂�R on the image domain � and ∂n denotes the derivative in normal direction
to the image border [20] (see Fig. 14.4a).

Figure14.4b shows a part of a grayscale imagewith two detected impulsesmarked
in black (NaNs), with their direct neighbors marked in yellow. The reliable pixels are
marked with green color. To simplify the procedure, the four-neighborhood system is
applied.We assume that every pixel detected as an impulse (u1 and u2 in the example)
and the adjacent pixels (yellow) are equal to the average of the local neighborhood.
This assumption leads to a system of equations



14 Efficient Technique of Impulsive Noise Detection and Replacement … 177

∂ Ω

ΩR

∂ ΩR

Ω\ΩR

(a)

7 4 6 1 3 5

6 5 4 1 2 1

5 7 u1 u2 3 4

3 4 6 2 1 5

4 1 7 3 5 7

(b)

Fig. 14.4 Illustration of the Laplace interpolation method (a) and a part of an exemplary image
with two impulsesmarked in black and their neighborsmarked in yellow (b). The remaining reliable
pixels are colored with green

u1 = (7 + 4 + u2 + 6)/4, u2 = (u1 + 1 + 3 + 2)/4,

7 = (5 + 5 + u1 + 4/4, 4 = (5 + 6 + 1 + u1)/4,

1 = (4 + 1 + 2 + u2)/4, 3 = (u2 + 2 + 4 + 1)/4,

2 = (6 + u2 + 1 + 3)/4, 6 = (4 + u1 + 2 + 7)/4.

After simplifying, we obtain an overdetermined system of eight equations with only
two unknowns, which can be solved by the standard least-squared method

4u1 − u2 = 17, −u1 + 4u2 = 6, u1 = 14,u1 = 4,

u2 = −3, u2 = 5,

u2 = −2, u1 = 11.

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

4 −1
−1 4
1 0
1 0
0 1
0 1
0 1
1 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

[
u1
u2

]
=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

17
6
14
4

−3
5

−2
11

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

→ u1 = 5.58, u2 = 2.58.

The application of the overdetermined system of equations is beneficial, as the
final output is more robust to outlying pixel values not properly identified in the
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noisy pixel detection step. Additionally, the interpolation of corrupted pixels takes
into account the neighboring missing pixels, whose interpolated values are found
solving the overdetermined equation system. Such an approach yields much better
results than interpolating using only the known values in the local neighborhood,
which is a standard procedure applied in the popular filtering designs. For high noise
intensity, it may happen that a corrupted (missing) pixel is surrounded by outliers,
which in the standard filters lead to the application of a larger window or other
technique which allows to replace the pixels recognized as injected by the noise
process. Using the proposed technique, such a problem does not exist, as even large
parts of the image can be interpolated using the proposed inpainting technique. In
this way, the proposed method is capable of first detecting and then interpolating
small clusters of impulses which are treated by the conventional methods as tiny
image details and are retained.

Figure14.5 shows the result of the Laplace interpolation method using a part
of a test image. The regions which have to be filled are marked in black. As can
be observed, the missing pixels are smoothly filled with a harmonic function. The
texture details are lost; however, in case of impulsive noise, where the corrupted
pixels form only small clusters of pixels, this effect is not noticeable.

14.3 Experiments

In this work, we evaluated the proposed image filtering approach on test images
polluted by so-called random valued impulsive noise. This noise model presumes
that the channels of the corrupted pixels are changed by a random variable drawn
from a uniform distribution from the available intensity range, in our case [0, 255]
[6, 21], and the relative amount of corrupted pixels is denoted by p.

The efficiency of the proposed denoisingmethodwas evaluated utilizing thePSNR
and MAE image quality measures defined as

MSE = 1

3N

N∑

i=1

3∑

c=1

( fi,c − zi,c)
2, PSNR = 10 log

(
2552

MSE

)
, (14.1)

MAE = 1

3N

N∑

i=1

3∑

c=1

| fi,c − zi,c|, (14.2)

where fi,c, c ∈ {1, 2, 3} are color components of the original, (clean) pixelswith index
i , N denotes the total amount of pixels and zi,c are output pixels. The experiments
were performed on test images from the database used in [6] and filtering results are
reported using test images as depicted in Fig. 14.6.

Figure14.7 depicts the dependence of the PSNR measure on the filtering window
size r for the test images 1, 2, 5 and 6 (see Fig. 14.6). As can be observed, a filtering
window of the size 5 × 5 (r = 2) enables to obtain the best denoising results for low
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(a) (b)

(c) (d)

Fig. 14.5 Illustration of the Laplace inpainting: a test image, bmask of positions (black) for which
the RGB values are unknown and have to be interpolated, c the test images with superimposed
mask, d result of Laplace interpolation

and medium contamination level (p ≤ 0.3). For higher image degradations, a larger
window yields slightly better results; however, the gain is not worth the increased
computational burden.

In this way, the only parameter of the novel algorithm is the threshold h, which
is used to detect the noisy pixels. As can be observed in Fig. 14.8, the dependence
of the PSNR on the thresholding parameter h is similar for all test images and does
not change significantly with the noise intensity.

The maximum of PSNR is attained for the optimal value of the threshold h. If
the threshold is too small, too many pixels are recognized as corrupted and are mod-
ified. Otherwise, some impulses are treated as uncorrupted pixels and are retained.
Generally, the PSNR measure is varying slowly with the threshold value which is
beneficial as a deviation of h from the optimal setting causes only a small decrease in
the PSNR performance. Therefore, the setting h = 20, for which the PSNR attains
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IMG 1 IMG 2 IMG 3

IMG 4 IMG 5 IMG 6

Fig. 14.6 Test images from the publicly available database [6].
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Fig. 14.7 Dependence of PSNR on the window size r for increasing fraction of corrupted pixels
p ∈ {0.1, . . . , 0.5} using test images 1, 2, 5 and 6
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Fig. 14.8 Dependence of PSNR measure on threshold h for various fractions of corrupted pixels:
p ∈ {0.1, . . . , 0.5} using test images 1, 2, 5 and 6

mostly a value close to the maximum (see Fig. 14.8), provides satisfactory denoising
efficiency and this default value was used for the comparison with the competitive
denoising methods.

The following filters were taken for comparisons:

• Soft switching digital path filter (SSDPF) [15],
• Shortest path filter (SPF) [17],
• Adaptive center-weighted vector median filter (ACWVMF) [5],
• Adaptive vector median filter (AVMF) [5, 10],
• Fast averaging peer group filter (FAPGF) [7],
• Fast adaptive switching trimmed arithmetic mean filter (FASTAMF) [6],
• Fast fuzzy noise reduction filter (FFNRF) [5, 14],
• Fast modified vector median filter (FMVMF) [5, 22],
• Fast peer group filter (FPGF) [5, 23],
• Peer group filter (PGF) [8] and
• Sigma directional distance filter (SDDF) [5, 11].
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part of IMG 3 noisy image, p = 0.2 PROPOSED

SSDPF FAPGF FASTAMF

FFNRF PGF FPGF

Fig. 14.9 Comparison of the filtering efficiency using IMG 3, (p = 0.2)

The denoising results in terms of PSNR andMAE quality measures are presented
in Table14.1. The proposed filter significantly outperforms the techniques based on
digital paths (SSDPF, SPF) [15, 17] and other state-of-the-art filtering methods. The
increased efficiency is due to the more accurate determination of the connection cost
and much better efficiency of the applied inpainting method used for the noisy pixel
replacement. The satisfactory denoising capability the proposed filter can be also
assessed visually in Fig. 14.9.
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14.4 Conclusion

In the paper, a novel filtering design suitable for the removal of impulsive noise in
color digital images has been described. The proposed filtering structure is based
on the minimal connection cost of digital paths linking the border of the filtering
windowwith its center. This cost determined with the Dijkstra algorithmwas used as
a measure of pixel impulsivity and applied for the detection of samples contaminated
by impulsive noise. This procedure proved to be very efficient and able to discriminate
clusters of corrupted samples.

The second step of the proposed algorithm is the noisy pixels replacement. Instead
of substituting the noisy pixels with local estimates based on the uncorrupted sam-
ples, the Laplacian inpainting scheme was used. Filling the gaps in the noisy images
was performed solving an overdetermined system of linear equations. The approach
utilizing the inpainting mechanism yields excellent results, both visually and objec-
tively in terms of image restoration quality measures. The comparison with the exist-
ing filters show that the described approach offers significantly better suppression
efficiency and detail preservation capability. As the proposed filter is fast and only
one tuning parameter is needed, it can be applied in various image processing tasks
which work with noisy color images. Future work will concentrate on the elaboration
of more efficient transition costs working preferably in perceptually uniform color
spaces.
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Chapter 15
Development of Walking Support System
for Visually Impaired People

Feifei Cho, Tatsuya Ohta, Yukiko Matsushima, Teruo Kimura,
and Noboru Yabuki

Abstract Currently, shortage of trainers for visually impaired people with profes-
sional knowledge is a big problem in Japan (Japan Ministry of Health in Labour
and Welfare: Annual Report on Government Measures for Persons with Disabili-
ties, 2014; Fukui in Nippon Hojyoken Kagaku Kenkyu 2(1), 22–25, 2008) [1, 2]. In
addition, children with congenital blindness are so difficult to learn to walk by them-
selves, because they cannot get the visual image. In this research, the authors aim to
develop a new support device for walking training that can rise for visual impairment
and visually impaired children’s spatial perception. Themethod involves three stages
of training, hand cart type stage, wearable type stage, and final stage. The authors
focus on developing a safe, lightweight walking support system that can be worn
in children’s waist belt at the second and the third stage. In this paper, the authors
proposed the wearable type walking support system that consists of infrared sensor
and ultrasonic wave sensor. In addition, the equipment is used at each stage so that
it can finally walk independently.

15.1 Introduction

Currently, there are concerns about an increase in visually impaired children for
three reasons: ➀ Increase in children with disabilities due to population growth,
➁ popularization of medical infrastructure in the world, and ➂ increase in prema-
ture infants. There is also a concern that the shortage of qualified trainers for the
visually impaired with expert knowledge due to the increase in children with visual
impairment will becomemore serious than ever. In addition, children with congenital
blindness have no irritation on the vision, and independent walking is extremely dif-
ficult. In this research, the authors aim to develop a new support device for walking
training for mobility and spatial capacity development of visually handicapped and
visually impaired children.
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In order to become a support device that can be used at normal family, the costmust
be reduced. So, the authors use ultrasonic distance measuring sensor and infrared
distance measuring sensor, which is inexpensive and easy to construct system. The
authors also use SH7125F microcomputer with high processing speed and low price
for control. Moreover, this device will be worn for a long time, and therefore, the
authors designed and proposed walking training system with emphasis on weight
reduction.

The authors assume three sensor module attachment devices, a backpack type, a
stick type, and a push car type. Among three types, the push-pull type has a large
payload, so it is supposed to install additional equipment.

In this paper, the authors investigated the present condition of visually impaired
people and developed the walking training system that supports vision as a means
of solving each problem and its mounting device. The authors devised three sensor
modulemounting devices and designed the sensor module and developed the system.

15.1.1 Background

Recently, visually impaired people are increasing steadily. As one of the indicators,
the research team at Anglia-Ruskin University in England predicts that visually
impaired people will increase from current 36 million to 150 million by 2050 unless
improving treatment by budget enlargement [3]. The cause is aging, rising age of
childbirth, improvement of medical technology. Figure 15.1 [3] shows the visually
impaired people with severe and moderate vision disorders among the increasing
visual impairments. The vertical axis shows the number of people, and the horizontal

Fig. 15.1 Increase in the number of moderately and severely blind people
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Table 15.1 Number of qualified care workers of various types

Profession Number of people

Physical therapist 120,072

Occupational trainer 70,672

Vision trainer 12,085

An artificial prosthetist 4447

Language hearing expert 23,750

axis shows the year. In their paper, the authors know that SoutheastAsia, China, South
Africa are the most frequent increased [3, 4].

If the number of people with visual impairment that cannot be self-sustained
increases, the burden on social welfare such as child rearing support expenses
for visually impaired children and living assistance expenses for visually impaired
people becomes immeasurable [5].

The other problem is the shortage of qualified trainers. As given in Table 15.1,
there are 300,000 people with visual impairment in Japan. On the other hand, there
are 12,000 qualified trainers [6]. The ratio is 25:1, and the shortage of this qualified
trainer is said to become even more severe in the future. Figure 15.2 [6] shows the
breakdown of caregivers.

Moreover then, it is extremely difficult to walking training people with visual
impairment, it places a heavy burden on trainers and guardians during training such
as colliding with obstacles in front of the face, falling into grooves/holes missed by
white sticks. Therefore, the ratio of this qualified trainer to the visually impaired is
a big problem to be solved [7].

Fig. 15.2 Emphasis on selecting nursing robots
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Fig. 15.3 Reason about not
to introduce care robot

15.1.2 Opinions from the Field

Next, the opinions of nursing care sites are shown at Fig. 15.2 [8, 9]. This data is
on public opinion survey conducted in Japan. The graph is needed for the support
device/support robot. The vertical axis represents the item, and the horizontal axis
shows the percentage that answered “Yes.” Items are numerous sales results, good
reputation, national recommendation, compact, easy tomaintain, accident insurance,
long-term care insurance, safety, low price, and ease of operation. The authors can
see that low cost which is required from more than 60% of nursing side.

Next, Fig. 15.3 [10, 11] shows the reason why the caregiver does not introduce
support devices/support robots. Items are in clockwise order, high prices, so handling
is difficult, adequate human, complex subsidy system, others, etc. The graph shows
that high price is a bottleneck in the introduction of support equipment/support robot.

15.1.3 Purpose

Therefore, the purpose of this study is to solve spatial problems in the training of visu-
ally impaired people and accompany various findings accompanying autonomous
behavior, making it low cost and easy to handle.

The goal is to develop a new support device for walking training for visually
impaired people who can realize the above. In addition, eventually, it will strengthen
the connection between the movement ability and the environment of the spatial
ability and create an opportunity to learn the perception, cognition, language, society,
etc., of the visually impaired and visually impaired children, the social reintegration
of visually impaired person. It aims to be useful for independence of children.
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15.2 Walking Training System

In this research, the authors use one three-dimensional range image camera and one
sensor to recognize surrounding environment. First, confirm the operation and the
performance of the 3D range image system. Next, the distance image is acquired,
and the object having the same distance from the distance image is extracted as one
object. For each extracted object, discrimination between the moving object and the
stationary object is performed. After that, the stationary object records the position of
the living beings and recognizes it as an obstacle and aims at tracking the movement
for themoving object. Furthermore, by detecting the object by distancemeasurement
using a sensor, this is assisted to improve safety.

First, appropriate obstacles are corresponded to obstacles analyzed by image pro-
cessing. At this time, infants with visual impairment are delayed in the concept of
“there are obstacles in walking in the space,” so the authors repeated the experiments
at school to determine the timing of the best utterance and the type of sound. Next, the
authors will support training of direction sense by changing the sound to be output
depending on who is walking toward. As for this, the authors adopt a method which
tests both the absolute direction based on the east, west, north, and south and the
direction relative to the entrance of the room and has a large blind angle effect.

Table 15.2 below shows the responsible range of the department of collaborative
research and the contents of each subject of this research.

15.2.1 Sensor

The device detects approach by two distance measuring sensors. Figure 15.4 [12]
shows the infrared distance measuring sensor used, and Fig. 15.5 [13] shows the
ultrasonic distance measuring sensor. The infrared distance measuring sensor has
high accuracy with respect to price and has few errors. However, there is a weak
point that permeate cannot be detected. Therefore, by compensating for that part by
the ultrasonic distancemeasuring sensor, it is possible tomeasure with high precision

Table 15.2 Division of research with collaborative research members

Affiliation/duties Sharing

National Institute of Technology, Tsuyama
College. Mechanical System Course

Understand the progress of the whole plan,
construction of a fall prevention mechanism,
introduction of sensors

National Institute of Technology, Tsuyama
College. Communication and Information
System Course

Image processing

National Institute of Technology, Tsuyama
College. Communication and Information
System Course

Audio output system



192 F. Cho et al.

Fig. 15.4 Infrared distance
measuring sensor

Fig. 15.5 Ultrasonic
distance measuring sensor

regardless of the type of the object to be measured. Table 15.3 [12] and Table 15.4
[13] show the performance tables.

The infrared distance measuring sensor uses “sharp distance measuring module
GP2Y0A710K.” The power supply voltage V cc is −0.3 to +7 V, and the output
terminal voltage is−0.3 toV cc + 0.3 V. The operating temperature is−10 to+60 °C.
The infrared distance measuring sensor uses “ultrasonic distance sensor module US-
015.” The measurable distance is 0.02–4.0 m, the operating current is 2.2 mA, the
power supply voltage V cc is 5 V, and the operating temperature is 0 to +70 °C.

Table 15.3 Infrared distance
measuring sensor data sheet

Parameter Rating

Operating voltage DC 5 V

Working current 2.2 mA

Operating temperature 0 ~ +70°

Output mode GPIO

Sensing angle is less 15°

Detection distance 2–400 cm

Detection accuracy 0.1 cm + 1%

Resolution higher 1 mm
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Table 15.4 Ultrasonic
distance measuring sensor
data sheet

Parameter Rating

Supply voltage V cc −0.3 to +7 V

Output terminal Vo −0.3 to V cc + 0.3 V

Operating temperature −10 to +60 °C

Storage temperature −10 to +70 °C

Therefore, it can be used under normal temperature, has a measurement distance
enough to avoid obstacles, and can be fed from the same power supply.

Next, the authors show the distance detection method of each sensor. The infrared
distance measuring sensor outputs a voltage corresponding to the distance. This
is converted to a digital value by AD conversion. Calculate this value to find the
distance. Examples are shown below.

(Ex) When the 10-bit AD conversion value is 400

5

210
× AD(= 400) = 1.953 . . . [V ]

From the graph of Fig. 15.6 [12], the distance at this example is

0.006[1/cm] = 166.666 . . . [cm]

The distance can be measured from the above.
Next, the ultrasonic distance sensor outputs a pulse of a time corresponding to the

distance. Therefore, calculate the distance by calculating the time of the pulse.

Fig. 15.6 Output
characteristic of infrared
distance sensor
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15.2.2 Equipment Device

The mounting apparatus will be described. Figure 15.7 ~9 shows the outline of
the device. The authors assume three types of mounting devices: “shoulder type,”
“white cane type,” and “hand cart type.” Among them, the hand cart type has a
large payload, so it is supposed to install 3D range image camera equipment. The
attachment device’s main body is in green, the sensor module is in blue, and the 3D
range image camera is in orange to indicate it.

Explain why multiple types of production are assumed? The visual impairment is
roughly divided into three types, blindness, lack of vision, and amblyopia. In addition,
the each level of symptoms is further divided, additionally visually impaired is often
complicated with other disorders, and it is difficult to completely manualize the
walking training. Therefore, it is to cope with this by selectively using multiple types
or joint use.

Next, each mounting apparatus will be described. The hand cart type shown in
Fig. 15.7 shall be used at the initial stage of walking training. This hand cart type
guarantees safety, reduces fear of walking, and helps smooth transition to subsequent
training. Shoulder type shown in Fig. 15.8 shall be used duringwalking training. This
shoulder type is assumed to be used in combination with other mounting devices.
Whenwalking training in hand cart type,withwhite cane, the authors supportwalking
training by installing it additionally. Thewhite wand type shown in Fig. 15.9 assumes
danger avoidance at the final stage of training and assistance during autonomous
walking. Also, by combining these as described above, it is possible to support
optimal walking training and autonomous walking according to individual levels.

Finally, prototype sensor module is shown in Fig. 15.10 and explained. In the
prototype, the authors implemented the sensor most easily. Create a prototype sensor
module as a book. The authors are also planning experiments on prototype operation
and measurement system.

Fig. 15.7 Hand cart type
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Fig. 15.8 Shoulder type

Fig. 15.9 White cane type

Fig. 15.10 Prototype of
support system [14]

ControllerSensor
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15.2.3 Equipment Production

In this research, the design concept of the part in charge of the laboratory is as follows.

1. Make the device wearable.
2. It is a device used for training of single walk.
3. Even children with visual impairment can safely use it.
4. The sensor detects an obstacle in front of the wearer and sounds it to the wearer.
5. There is little burden on the body when worn.

The authors made a device to realize the above concept.
Figure 15.11 shows the 3D CAD of the mounting device. Also, Fig. 15.12 shows

the manufactured device, and Fig. 15.13 shows a photograph of it when worn.

Fig. 15.11 Mounting device
image

Fig. 15.12 Production
equipment outline
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Fig. 15.13 Production equipment mounting photograph

15.3 Experiment

15.3.1 Experimental Method

An experiment was conducted on the performance of the fabricated sensor module
and the correction program for the temperature sensor. Perform experiments using a
mobile battery as a power source. Use a measure to measure distance. Three types of
obstacles are used: concrete wall, acrylic board, and cloth. The reason for adopting an
acrylic board is to check whether a transparent object can be detected in each sensor,
and the reason for adopting a cloth is to check if a soft object can be detected in
each sensor. Figure 15.14 shows an outline of the experimental setup. The detection
distance of the measurement object is 1 m, and the detection range of ultrasonic
waves is conical with a tip angle of 15° as shown in Fig. 15.14.

Fig. 15.14 Outline of
experiment equipment
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Table 15.5 Results of
measurement by each sensor

Concrete Acrylic board Cloth

Ultrasonic sensor
average

100.8 cm 98.3 cm

Same sensor
standard deviation

0.71 0.63

Infrared sensor
average

96.7 cm 98.1 cm

Same sensor
standard deviation

0.71 0.49

Table 15.6 Comparison of
standard deviation of ad value
measured by temperature
sensor

AD without
correction

AD with
correction

Average 377.87 360.70

Standard deviation 66.10 6.19

15.3.2 Results and Discussion

Table 15.5 shows the measurement results of the ultrasonic sensor and the infrared
sensor. When the cloth was measured by the ultrasonic sensor, the sensor reacted,
but the measurement distance was large, and the value was not stable. The reason
for this is that the ultrasonic sensor measures the distance by the echo of the sound,
so it is considered that the measured value becomes unstable with the cloth that the
sound hardly echoes. In addition, when the acrylic plate wasmeasured by the infrared
sensor, the sensor did not react at all even if the object entered the set distance range.
The reason for this is that the infrared sensor measures the distance by reflection of
infrared light, so it is considered that the infrared light does not reflect, and it cannot
detect the passing acrylic plate. From this, it was found that it is necessary to use an
ultrasonic sensor and an infrared sensor in combination to detect all obstacles.

Next, Table 15.6 shows the results of experiments on the temperature sensor
correction program. The set temperature is 76 °F. The ad value of the temperature
sensor is read by a microcomputer and displayed on seven segments. The standard
deviation of the ad value of the temperature sensor could be reduced to the original
9.36% after correction. It is considered that this makes it possible to greatly improve
the correction of other sensors by the temperature sensor and make the accuracy in
the distance measurement of the device more accurate.

15.4 Improvement

Figure 15.15 shows the detection range of the existing sensor module. As shown
in the figure, in the existing sensor module, a gap exists between the 15° detection
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Fig. 15.15 Detection range of prototype

range of each sensor. Therefore, the authors will improve the detection part of the
device. The image of the improved part is shown in Fig. 15.16.

In the improvement, the detection range is expanded by reciprocating the sensor
in the x and y axial directions using two motors. Figure 15.17 shows the detection
range of the improved device. The detection range is 60° vertically and 90° hori-
zontally. This improvement has eliminated gaps in the detection range. In addition,
more accurate detection of obstacles is possible. By conducting measurement that
concentrated around the detected obstacle by the operation of the motor, it is possi-
ble to determine the shape and angle of the obstacle, and it becomes possible for the
visually impaired to transmit accurate information of the obstacle.

Fig. 15.16 Image of
improved equipment
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Fig. 15.17 Detection range of improved equipment

15.5 Conclusion

In this study, the authors investigated the present condition of the visually impaired
and analyzed the spatial problems in the training of visually handicapped people
(including congenital blind people and children with blindness) as a means of solv-
ing problems such as increasing tendencies of visually impaired people and lack
of trainers. The authors are developing a novel support device for walking training
for the visually impaired who can realize the above thing more than making it pos-
sible to experience the solution of the autonomous behaviors and various findings
accompanying the self-sustaining behavior, making it cheap and easy to handle. The
authors devised three sensor module mounting devices, designed a sensor module,
and developed a highly safe system using two sensors. In the future, the authors will
combine the whole research and production work done in each laboratory, produce
prototypes of three sensor module mounting devices, and conduct evaluation tests at
the blind school.
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Chapter 16
Research on Video Mosaic Technology
Based on Fully Mechanized Face of Coal
Mine

Weihu Zhang, Zhihui Tao, and Xu Li

Abstract In the process of coal mine safety production, video surveillance is one
of the important technical means to ensure production safety. However, due to the
complicated environment of the coalmine itself, video surveillance has some defects,
and the means are single, which cannot effectively complete the effective monitoring
of the production environment. Therefore, a video monitoring method that meets the
actual needs and is suitable for the complex environment of coal mines is proposed.
In this paper, in view of the fact that the coal mine fully mechanized mining face
needs the whole roadway visual field to monitor the safety of the whole roadway,
the whole roadway monitoring can be completed by studying the panoramic video
splicing technology, which can meet the production conditions and facilitate the safe
mining activities of coal mines. The experimental results show that the method used
in this paper has good robustness and timeliness and can be used for panoramic video
stitching in coal mines.

16.1 Introduction

At present, video stitching algorithm has some development but it is not applicable
to the actual needs of fully mechanized coal face [1]. The video splicing technology
based on ORB feature proposed by Huang [2] effectively satisfies the video splicing
requirements and reduces the number of feature extractions by dividing the ROI
area of interest to improve the splicing rate. However, the coal mine underground
environment is complex, and the dust is large which requires more real-time splicing
effect. In 2017,Cheng et al. [3] proposed to stitch images through theSURFalgorithm
and the improved sampling consensus algorithm to solve the problem of ghosting
and stitching. In 2017, Feng and Peng [4] and others proposed to improve the SURF
algorithm descriptor to optimize the panoramic video splicing technology. The video
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splicing effect is better but it is not applicable in coal mines. In 2018, Guan et al. [5]
proposed improving the SURF algorithm for dimensionality reduction and dividing
the region of interest by ROI to improve the efficiency of downhole video stitching.
In 2018, Chen and Zhang [6] proposed the importance of panoramic video in coal
mining and proposed a feasible method which provided a very constructive opinion
for the application of video stitching in coal mines. In view of the current theoretical
stage for coal mine video splicing technology in practical applications, there is a
problem that the delay is large andmore video frames need to be discarded. Amethod
of quickly splicing video is proposed which can meet the actual needs and save more
video. Frame information to avoid the loss of real video information in coal mine
roadways [7]. And in the real environment of coal mine, the dust is large, the lighting
conditions are poor, etc., the corresponding preprocessing technology is adopted,
the video frame is denoised and preprocessed, and the video frame information is
optimized to provide the basis for subsequent video stitching.

16.2 Introduction to Video Stitching Principle

16.2.1 Technical Route and Block Diagram

In this paper, the video splicing technology collects the video through the coal mine
roadway camera, performs video preprocessing, and denoises the video informa-
tion to provide more feature points extraction for the next video splicing. Then, the
Moravec operator was used to extract feature points from different video frames, and
FLANN method was used for coarse matching. The RANSAC algorithm performs
the purematching and themodel parameter estimation on the extracted feature points,
performs affine transformation [8], and then performs video frame fusion and out-
put image. If a scene changes or timeout occurs during video stitching, the matching
point is recalculated. If there is no change, the stitching is performed according to the
previous affine transform coefficient. This method effectively improves the program
running efficiency. The results show that the method has good real-time performance
and can meet the actual production needs. The schematic is shown in Fig. 16.1.

16.2.2 Video Stitching Algorithm Flow Introduction

Moravec Operator
This paper detects feature points of video frames by Moravec [9] operator. This
operator defines feature points as points with low “autocorrelation”. The algorithm
detects each pixel of the image, uses a neighborhood around the pixel as a patch, and
detects the correlation of the patch with other patches around it. This correlation is
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Start
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Frame I Moravec Extracts 
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Frame II Moravec Extracts 
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No

Video Frame Fusion and Output Image

End

Fig. 16.1 Video mosaic flowchart

measured by the sum of squared differences (SSD) between the two patches, and the
smaller the SSD value, the higher the similarity is.

When theMoravec operator calculates feature points, the following occurs: Pixels
are in the smooth image area, the surrounding patches are very similar, and the SSD
will be small; if pixels are on the edges, the surrounding patches will be in the
direction orthogonal to the edges. There are big differences, which are similar in
the direction parallel to the edges. SSD is small in one direction, and there are great
differences in other directions. Pixels are feature points that change in all directions,
and all patches around them are not very similar. In all directions, the SSD will be
large. The algorithm steps are as follows.
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In the n ∗ n window centered on the image pixel (x, y), the grayscale variance V
in the four directions (horizontal, vertical, diagonal and anti-diagonal) of the image,
the average grayscale variation, is calculated using the following formula [9]:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Vh =
k−1∑

i=−k

(
Ix+i,y − Ix+i+1,y

)2

Vv =
k−1∑

i=−k

(
Ix,y+i − Ix,y+i+1

)2

Vd =
k−1∑

i=−k

(
Ix+i,y+i − Ix+i+1,y+i+1

)2

Vo =
k−1∑

i=−k

(
Ix+i,y−i − Ix+i+1,y−i−1

)2

(16.1)

where i represents the value of the change and accumulates k, k = [n/2] represents
the number of pixels to be calculated in the window, [n/2] represents rounding, I(x
+ i, y) represents the pixel value of the corresponding position of the image, and
the SSD in each direction is calculated by such a method, and the minimum value is
selected as the feature point response value.

According to the set threshold of the actual image, let the window traverse the
image and use the feature point response value larger than the threshold as the
candidate corner point.

Local non-maximum value suppression selects feature points. In a window of a
certain size, the candidate feature points selected in the second part are removed
from the point where the response value is not the maximum value, and the reserved
feature points are the feature points of the region.

FLANN Match
The result of the feature points matching will result in a correspondence list of the
two feature sets. The first set of features is called the training set, and the second set
is called the query set. FLANN [10] trains a matcher to improve the speed of the
match before calling the match function. The training phase is to optimize execution
performance. The training set class will build an index tree of feature sets. Match
each feature point of the query set with the training set matcher to find the best match;
that is, match the trainer one by one from the features of the query set, that is, each
feature set of the query set will have one the best match.

RANSAC Extracts Feature Points
The random sampling consensus algorithm uses the idea of iteration to estimate the
correct mathematical model parameters from a set of normal data and anomalous
data.

RANSAC [11] achieves its goal by iteratively selecting a random set of data in
the data. The selected subset is assumed to be intra-office point and verifies with the
following method:
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1. Randomly select several data contained in the data and set it as an intra-office
point;

2. Calculate the model suitable for the intra-site point;
3. Put the data that is not selected in the first step into the model calculated in the

second step to determine whether it is an intra-office point;
4. Record the number of points within the office;
5. Loop iteration, repeat the above steps until you find the model with the most

in-office points, so that the coarse matching feature points are filtered.

Parameter determination is as follows [11].
In the sampling consensus algorithm, it is necessary to determine the parameter

t (which is used to determine whether the data is adapted to the threshold of the
model), d (determine whether the model is suitable for the number of data in the data
set), and k (the number of iterations of the algorithm). Where t and d are determined
by specific experimental conditions, and k can be deducted by theory.

Assuming that the probability that each point is an intra-point is a, then a is equal
to the number of intra-points divided by the total amount of data, but it is not actually
known what the w is. The nth power of a indicates that the selected point of each
of n times is the probability of the intra-point, and 1 − an indicates the probability
that at least one of the n points is not the intra-point, indicating that a bad one is the
calculated model. We use p to indicate a model with a good selection and evaluation.

1 − p = (
1 − an

)k
(16.2)

Number of iterations:

k = log(1 − p)

log(1 − an)
(16.3)

Image Fusion
In this paper, the video frame is fused and outputted by using the fading-integrated
fusion method. The method is to linearly assign weights to the pixels of the two
images in the overlapping region [12].

frame = frame1 ∗ d + frame2 ∗ (1 − d) (16.4)

The frame represents the pixel point of the fused video frame, and frame1 and
frame2 are the pixel points of video frame to be splicing. d is the distance from a pixel
point in the overlapping region to the boundary. In this method, the pixel points of
the corresponding position video frame were fused into one pixel point, and different
video frames were merged into one video frame with a larger observation field.
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16.3 Result Analysis

To verify whether video splicing can be performed on scenes with poor lighting in
real time, we deal with Figs. 16.2, 16.3, and 16.4 through the Moravec corner points
and Figs. 16.5, 16.6, and16.7 through the SIFT algorithm.

Through program simulation verification, we can get the difference between the
number of extracted feature points and the extraction speed of Moravec corner
detection operator and SIFT extraction algorithm (Tables 16.1 and 16.2).

According to the results obtained, we can see that the SIFT algorithm is better
than Moravec in extracting effect, but the time required is longer than the corner
detection time. Considering that in practical applications, we need more in the case
of meeting the demand. Focus on real time, so choose the corner detection algorithm.

Fig. 16.2 Moravec test

Fig. 16.3 Moravec test
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Fig. 16.4 Moravec test

Fig. 16.5 SIFT test

After matching by the FLANN algorithm, the feature matching result filtered by
the RANSAC random sampling consensus algorithm. Select two images for splicing
as an example, as Fig. 16.8 shows.

Since the video cameras of the intelligent working surface may have angular dif-
ferences, the viewing angle correction is performed during the preprocessing process
of the entire algorithm, thereby ensuring that the video images are in the same plane
and ensuring the stitching effect [13]. Figures 16.9 and 16.10 indicate the stitching
effect.

It can be seen from Figs. 16.9 to 16.10 that the algorithm effectively meets the
actual requirements. The algorithm extracts feature points from the same part of
different video frames and then stitches different video frames together by matching
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Fig. 16.6 SIFT test

Fig. 16.7 SIFT test

Table 16.1 Moravec test
results

Figure 16.2 Figure 16.3 Figure 16.4

Number of feature
points

500 512 618

Speed (ms) 338.021 318.394 319.074

Table 16.2 SIFT test results Figure 16.5 Figure 16.6 Figure 16.7

Number of feature
points

800 1772 2000

Speed (ms) 753.978 927.605 1052.39
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Fig. 16.8 Feature point extraction matching

Fig. 16.9 Stitching result 1

feature points. The results show that the splicing work can be performed on the
complex coal mining face, so as to save more video frames and avoid the loss of real
video information of coal mine roadway. Moreover, by preprocessing the image, the
poor illumination condition can be solved and the roadway in the coal mine can be
monitored better.
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Fig. 16.10 Stitching result 2

16.4 Conclusion

Under the current experimental conditions, compared with the SIFT algorithm, the
real-time performance is worse than theMoravec operator, the algorithm proposed in
this paper can effectively realize the stitching effect, complete the design andmeet the
real-time performance, and whether to use the previously retained transform matrix
coefficients to perform video in real time by judging whether the scene changes or
recalculating the affine transformation matrix within a certain time. But we can also
see that the stitching effect is not very good, so nextwe need to optimize the algorithm
under the existing conditions, so that the stitching effect is more impressive.
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Chapter 17
Optimization Scheme for Traceability
of Distributed Denial of Service Attacks
Based on Dynamic Probability Packet
Marking

Li Chen and Jun Yao

Abstract Aiming at how to improve the efficiency of path reconstruction and reduce
the false positive rate, this paper proposes a new optimization scheme based on
dynamic probabilistic packet marking (DPPM). First, the IP address information of
the router is marked in the form of dynamic probability to some available fields of
the packet header. Secondly, in order to reduce the false positive rate during path
reconstruction, the IP address of the router and the corresponding hash value are
divided into two pieces. Finally, the experimental results show that the improved
probability packet optimization algorithm requires 30% of the original convergence
packet compared with the dynamic probability packet labeling algorithm; when the
attack path length. When it is greater than 12 hops, the false positive rate of the
optimization scheme of this paper is 40% of the dynamic probability packet marking
scheme. Through experimental comparison, the scheme has good a performance
based on DDOS attack traceability.

17.1 Introduction

Distributed denial of service (DDOS) attacks have become a major threat to Internet
users due to their ease of implementation, low attack costs, and high risk [1]. DDOS
attacks exploit the shortcomings of the TCP/IP protocol during the transmission of
data packets. The attacker usually changes the packet header information to use a
fake IP address, thereby hiding the true identity of the attacker and posing a huge
challenge to the network defense [2]. In order to effectively defend against DDOS
attacks, you need to trace the source of the attack. However, most DDOS attacks
currently use fake IP addresses to attack, hiding the true identity of the attacker. So
IP traceability technology based on DDOS attacks has become a hot issue in network
security research.
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In paper [3], a dynamic probability packet labeling scheme for fragmentation
correlation of DDOS attack source is proposed, but this scheme is too complicated
in the path reconstruction process, and the number of data packets required for path
reconstruction is too large. In paper [4], the information of the router is tagged to
the data domain of ICMP to achieve traceability. This method needs to generate a
large number of ICMP message packets to ensure the success rate of reconstruction.
In this paper, the data packet passing through the router node is marked in the form
of a dynamic probability mark. The 32-bit IP address information of the router node
is divided into two pieces, which are high 16 bits and low 16 bits, respectively.
Then convert the 16-bit address information into an 8-bit hash value through the
hash function. The hash function is used to convert the 8-bit hash value to ensure
the validity of the IP address during the reconstruction of the attack path. Finally,
the experimental results show that the scheme can effectively reduce the number of
data packets required for path reconstruction, reduce the false positive rate of path
reconstruction, and solve the uncertainty of attack source.

17.2 Dynamic Probability Packet Marking Algorithm

17.2.1 Dynamic Probabilistic Packet Marking (DPPM)

In the DPPM scheme, the router in the attack path has a label probability p = 1/i (i
representing the number of hops between the current router and the attacker) to mark
the data packet w. At this time, the probability that the data packet is finally marked
by any router is 1/d [5]. Then determine the probability p of the tag based on the
value of the TTL field. The initial value of TTL is in the set {32, 64, 128, 255} [6].
The method for determining the probability of a router in an attack path is as follows
(wt tl represents the value of the ttl field in packet w):

1. When wttl < 32, the probability of labeling p = 1/(32 − wttl) at this time;
2. When 32 < wttl < 64, the probability of labeling p = 1/(64 − wttl);
3. When 64 < wttl < 128, the probability of labeling p = 1/(128 − wttl);
4. When the value of wttl in the data packet is the flag probability, p = 1/(255 −

wttl);

The algorithm interleaves 32-bit router address information and 32-bit hash value
in bits and combines them into 64-bit addresses. The odd-numbered bits represent
the address information of the router, and the even-numbered bits represent the hash
check code. The address information is divided into eight slices on average, each of
which is 8-bits, and the corresponding offset is 0–7.
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17.2.2 The Problem of Dynamic Probability Packet Marking

Problem 1: The router’s IP and its corresponding hash value are divided into eight
pieces. In the DPPM scheme, each packet carries only 1/8 of the total information, so
at least eight packets need to be collected to reassemble the IP address information
of one router node in the attack path. In the process of attack path reconstruction, a
large number of data packets are needed and it is very time consuming.

Problem 2: The selection of the marker probability in the DPPM scheme depends
entirely on the TTL value in the IP packet, but the attacker can tamper with the TTL
value to destroy the attack source. For example, if the attacker changes the value of
the TTL field of the IP header to 140, the router ri closest to the attacker will consider
that the packet has passed 115 routers, that is 115 hops (255 − 140 = 115), so the
labeling probability of the node is for 1/115, the next router will mark the packet
with a probability of 1/127, 1/128, …, but the packet actually passes through only 1
hop. Tampering of TTL values can affect the accuracy of attack path reconstruction.

17.3 Optimization Scheme of Dynamic Probability Packet
Marking

17.3.1 Tag Domain Settings

In paper [7], it can be concluded that the probability that IP packets are fragmented
will not be greater than 0.25%, and fragmentation can be avoided by automatic MTU
discovery [8]. Therefore, in the optimization scheme of this paper, the identification,
flags, and offset fields in the packet header are used to store the tag information,
which does not affect the forwarding and routing of the packet by the router. This
paper selects the 16-bit identification field, the upper 1 of the flags field, and the
13-bit offset field. The tag space is shown in Fig. 17.1.

In this paper, the 30-bit mark space is divided into four fields, corresponding to
different tag information. The explanations of the four fields are as follows:

1. IP_frag (16bits): used to store the IP fragment information of the router.
2. hash_frag (8 bits): stores the hash value corresponding to the IP fragment of the

router and plays a check role when the path is reconstructed;
3. offset (1 bit): indicates the offset of the fragment of the router’s IP address. The

two values of 0, 1 indicate the corresponding fragment offset;
4. distance (5 bits): indicates the number of hops between the router and the victim

from the attack path; the literature [9] shows that the data packets transmitted
through the networkwill not exceed 32 hops, so distance is enough for the domain
to use 5-bit (25 = 32).
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Fig. 17.1 Selection of marker space in the optimization scheme

17.3.2 Generation of Tag Information

This scheme divides the tag information into two blocks. The processing method of
the router IP address is shown in Fig. 17.2.

First: Divide the IP address of the 32-bit router into two blocks, which are the
I P0 of the high 16 bits and the I P1 of the low 16 bits. When the router decides to
mark the data packet, it will correspond according to the value of the offset field.
The fragmentation information value is stored in the IP _frag domain.

Second: Two hashes are used to calculate two hash fragments by using the 8-
bit hash function, which are hash0 and hash1. Hash_fragi stores hashi+1 value (i
indicates the corresponding offset of the shard), hash_fragi and hashi correspond to
the following relationship:hash_frag0 = hash1; hash_frag1 = hash0.

Third: When the data packet is marked, the marking device randomly generates
a number i between the set S = {0, 1}, and the i group data is marked according to
the marking algorithm.

Fig. 17.2 Processing
method of tag information
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17.3.3 Marking Algorithm

In order to protect against the impact of path reconstruction on packets that have
been tampered with TTL values, this paper sets a uniform initial value for the TTL
field, which is represented by Tinit. When the router node detects that the value of
the TTL field in the data packet is greater than Tinit, the value of Tinit − 1 is written
into the TTL field at this time, and the distance between the router and the attacker is
considered to be only 1 hop, because the data packet will not exceed 32 hops during
transmission. The value of Tinit is preferably 64 or 32.

When wttl < 32 in the data packet, the probability of labeling is p = 1/(32 − wttl);
When 32 < wttl < 64 in the data packet, the probability of the flag is p = 1/(64 −

wttl);
The specific description of the marking algorithm is as follows:

1. Obtain the IP address information of the current device, and then divide the
obtained IP address information into two pieces;

2. Check the TTL value of the received IP packet header. If Tinit < wttl (Tinit = 64,
write Tinit − 1 to the TTL field, wttl < Tinit goes directly to the next step;

3. Determine the mark probability p. The router obtains the value of the TTL field
in the data packet arriving at the node wttl. When wttl < 32, then p = 1/(32 −
wttl); when 32 < wttl < 64, p = 1/(64 − wttl);

4. The router node randomly generates a number x between [0, 1] and an integer i
of 0 or 1, and compares x with the calculated probability p. If x < p, the router
needs to mark the data packet and perform step 5; if not, perform step 6;

5. Process the IP address information of the router, and obtain IP0, IP1, hash0, and
hash1. According to the random integer i, add i pi to the IP_addr domain, and
add hashi+1 to the hash_frag domain, and set the distance field to 0, the fragment
offset t is set to i, and the mark is completed;

6. First, check the value of the w.distance field in the data packet. If w.distance= 0,
it means that the data packet has been marked by the previous node. In this case,
the value of the w.offset field i needs to be read from the data packet; XOR ip_i
of this node information with the value of the IP_addr field in the packet, and the
result of XOR is rewritten into the IP_addr field in the packet; then the node is
hashi+1 The value is XORed with the value of the hash_frag field in the packet,
the result of the XOR is written to the hash_frag field of the packet, and finally
the value of the distance field in the packet is incremented by 1. The IP_addr field
and the hash_addr field record the side information between adjacent nodes; if
w.distance �= 0, the value of the distance field is directly added to 1 to complete
the marking algorithm.
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17.3.4 Path Reconstruction Algorithm Running
on the Victim Host

1. On the victim host, first, divide the data packet into different sets according to
the value of the distance field in the attack data packet (the distance domain is
the same as a set); secondly, in the set with the same distance domain value, and
then according to the offset the value of the domain i (i = 0, 1) is divided into
two small sets;

2. Starting from the distance domain w.distance = 0, reorganize the IP fragment
address. For the packet w, if its woffset = 0, convert the value of its IP_addr field
to the same hash function as when it was marked, and comparing it with the
hash_frag field value in the woffset = 1 set. If they are the same, they may be
from the same node of the router. Secondly, the value of the IP_addr field in the
woffset = 1 set is compared with the value of the IP_addr field in the woffset =
0 set by the hash function conversion. After double comparison, if they are the
same, they are the same router node information, thus obtaining the complete IP
information of a router node on an attack path.

3. Starting from w.distance = 1, the values of the IP_addr field and the hash_frag
field in the data packet are XORed with the values of the corresponding fields in
the data packet of w.distance = 0. The w.distance = 0 packet stores the last hop
router IP address information, and w.distance �= 0 stores the XOR edge infor-
mation of the neighboring router node, according to the nature of the exclusive
XOR operation a ⊕ b ⊕ a = b, in turn, the fragment address information of the
previous hop router can be restored, and then the fragment address is reassembled
to obtain the complete router node address.

4. Start fromw.distance=0until the largestw.distance node information is restored,
thus completing the reconstruction of the entire attack path.

17.4 Experimental Simulation Results

To verify the performance of this article’s optimization scheme, this paper uses
network simulation software NS2 to analyze and compare the performance of the
optimization scheme. Three experiments of convergence, false positive rate, and
uncertainty of attack source are selected for simulation experiments.

17.4.1 Convergence Performance Comparison

The convergence in the traceability scheme is the number of packets required to
reconstruct the attack path at the attacked host when the length of the attack path is
different. In this paper, the router node address information is divided into two pieces,
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and one node information can be combined by two data packets when reconstructing
the path. In the DPPM scheme, the router IP address information is divided into eight
pieces, and the data packet required to reconstruct the attack path is expected to be
E0(N) [10]:

E0(N ) = K ∗ ln(kd)

1/d
= kd ∗ ln(kd) (17.1)

In the formula (17.1), k is the number of fragments of the IP address information,
and d is the number of router nodes on the attack path.

In the optimization scheme of this paper, the node IP address information is only
divided into two pieces, and the data packet required to reconstruct the attack path
is expected to be EI(N):

E I (N ) = 2 ∗ d ∗ ln(2d) (17.2)

In order to test the convergence performance of this optimization scheme, the
attack path lengths d = 1, 2, 3,…, 0.32 were selected and simulated, and compared
with the DPPM scheme, the attack path length and the number of data packets
required to reconstruct the attack path were obtained. Simulation diagram between.
As shown in Fig. 17.3.

It can be concluded from Fig. 17.3 that compared with the DPPM scheme, the
number of packets required for the optimization scheme of this paper is 30% of the
number of packets required by the DPPM. This means that the number of packets
required during the reconstruction of the attack path is small and the reconstruction
efficiency is high.

Fig. 17.3 Relationship
between path length and
number of packets required
to reconstruct the attack path
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17.4.2 False Positive Rate

The false positive rate is an indicator used to measure the robustness of the IP trace-
ability scheme. The false positive is that the attack path reconstructed at the attacked
host is not the actual attack path. The literature [11] shows that in a hash function of
length h, the probability of receiving a candidate edge of any construct is 1

2h . When
there are y attackers, at any d, the worst will probably be y different routers, so the
false positive rate of arbitrary reconstruction at distance d is Pe [12] as follows:

Pe = 1 −
(
1 − 1

2h

)yk

(17.3)

The yk in the formula (17.3) represents the number of times the combination is
required in the worst case. It can be obtained by formula (17.3), the false positive rate

of DPPM Pe(DPPM) = 1 − (
1 − 1

232
)mk

, where m represents the number of attack
paths.

In the optimization scheme of this paper, the node IP address is divided into
two pieces, which requires two hash operations. That is to say, when there are m
attack paths on the distance i, the false positive rate of finding adjacent fragments
is m

28 . A shard can only get two complete comparisons to get the complete address
information at most, so the false positive rate of an IP address is obtained during the
reconstruction process Pe = 1 − (

1 − m
28

)2
.

In order to test the false alarm rate performance of the traceability of the scheme,
the length of the attack path was simulated from 1 to 32, and compared with the
DPPM scheme, the relationship between the false positive rate and the attack path
was obtained, as shown in Fig. 17.4.

It can be concluded from Fig. 17.4 that when the attack path is less than 12, the
false positive rate of the optimization scheme is higher than DPPM, but the false
positive rate of the optimized scheme is also kept at a low level; when the attack

Fig. 17.4 Relationship
between path length and
false positive rate
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path is greater than or equal to 12, the false positive rate of the optimization scheme
is significantly smaller than DPPM. When the attack path length is close to 20, the
false positive rate of the DPPM scheme is close to 1, and the false positive rate of the
optimization scheme is only close to 0.15. The false positive rate of the optimization
scheme is basically 40% of DPPM. This shows that for the DDOS attack source
tracing, the better the false positive rate of the optimization scheme proposed in this
paper is when the attacker is farther away from the victim.

17.4.3 Attack Source Uncertainty

In the DPPM scheme, the value of the TTL field in the data packet may have been
tampered with by the attacker, affecting the labeling probability of the data packet,
which leads to the reconstruction of the attack path in the traceability process, result-
ing in uncertainty of the attack source. However, in the optimization scheme, the
initial value Tinit of the TTL domain is specified, and when the router node in the
attack path detects that the value of the TTL field in the data packet is greater than a
predetermined initial value, the value is rewritten into the TTL domain, and the node
is considered to have only 1 hop from the attacker. At this point, the uncertainty of
the attack source can be well reduced.

17.5 Conclusion

Based on the dynamic probability packet marking DDOS attack source optimization
scheme, the optimization scheme reduces the router IP address fragmentation from
eight slices to two slices and adopts the strategy of double checksum between two
slices by hash code, which greatly reduces the path reconstructing the number of
packets required, on the other hand, reduces the complexity and false positive rate of
fragmentation reorganization. Finally, through the experimental simulation compar-
ison, the optimization scheme of this paper is much better than the DPPM scheme
in terms of convergence and false positive rate.
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Chapter 18
Processing Initial Data
for the Agent-Based Model of the Russian
Federation Spatial Development

Aleksandra L. Mashkova

Abstract In our research, the preparation of initial data for the simulation model
of the spatial development of the Russian Federation is being conducted. Within the
model database, information about population, economy, and social institutions from
the official open sources: Web sites of the ministries, federal, and regional statistical
yearbooks, is integrated. While information about population and education is quite
detailed, referring to the production system it is disaggregated and needs processing
to be converted into required structure. In this paper, structure of initial data for simu-
lating production in the model and methods of matching it with available open data
are presented. Iterative proportional fitting technique is implemented for aggregating
information about employment and equipment of organizations in different regions.
Within the procedure of generation, the model database is filled with objects created
on the basis of initial data.

18.1 Introduction

Our research is aimed at developing a tool for evaluating alternative managerial
decisions by simulating different scenarios of the spatial development of the Russian
Federation. Creation of such a model requires integration of population, economic
structures, and social institutions to reflect a wide range of control actions, including
tax, monetary, and investment policies. Significance of practical application of the
model directly depends on completeness and detailing of its input data, which ensure
that the model environment corresponds to the real world and the forecast estimates
obtained on its basis are adequate.

Initial modeling data on the population, production, infrastructure, financial state
of organizations, and households can be found in federal and regional statistical
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collections [1, 2], open data of ministries [3–5], and results of sociological surveys
[6, 7]. Since this information was collected by different sources and for different
reasons, it needs processing to be converted into required structure of initial modeling
data tables.

Of particular difficulty is the search for information in a spatial context. To analyze
demographic processes, one can rely on census data [1], which provides a full range
of necessary information about population in regional, urban, and rural context.
Detailed information on higher and secondary vocational education is presented in
the reports of the Ministry of Education and Science [5]. For economic structures,
obtaining information in a spatial context is fraught with considerable difficulties.
Themain source of information is the Federal State Statistics ServiceWeb site [2] and
its annual collections, but information provided in them is significantly generalized.
More detailed information is available in regional collections, but there are a few
difficulties that determine the need for initial data preprocessing:

1. Detailing of sector structure of gross regional product is presented in collections
for only 14 regions out of 82.

2. In these 14 collections, some economic activities are not detailed; for example,
economic activity ‘personal services’ is detailed only in collections of Karelia
and Arkhangelsk.

3. Often, 2–3 related sectors are combined into a complementary set (e.g., food and
tobacco industry); moreover, composition of complementary sets differs from
one regional collection to another.

The purpose of the presented work is integration of data from different sources,
which retains high detail for the regions that presented themost complete information
and uses proportional fitting techniques for others. The solution of the indicated
problems is only the first step in the study, since in the future it is planned to integrate
data on individual organizations and corporations within the model database. The
task of statistical data preprocessing, however, is urgent for the development of the
demo version of the model and debugging of its algorithms.

18.2 Research Methodology

For modeling spatial development of the Russian Federation agent-based approach
was chosen [8], which includes heterogeneity, bounded rationality, and global
dynamics as a result of micro-level agents’ interactions. Based on these assumptions,
agent-based models become computer laboratories to test the effects of policies on
macroeconomic and spatial dynamics [9]. Agent-based models have already been
implemented in different policy areas such as fiscal [10], monetary [11], financial
[12], and labor market policy [13].

Loading real data into agent-based models remains an urgent task. There are
examples of solving this task for different regions, for example, for Leeds, the UK
[14], andSaint Petersburg,Russia [15].Due to the regional scale of thesemodels, only
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regionalmanagementmeasures are simulated in thesemodels, whilemacroeconomic
effects are treated as the external environment.

Within creation of the model of spatial development of the Russian Federation
sex-age structure of the population, infrastructure, production, administration, and
educational institutions in each region are reconstructed. Dynamics of the system is
simulated through behavior of agents and decisions of organizations.

In this paper, methods of processing initial modeling data used for reconstructing
production system of the Russian Federation in the spatial context are considered.
For data processing, iterative proportional fitting (IPF) is used, which is a proce-
dure for assigning values to internal cells based on known marginal totals in a
multidimensional matrix [16]. In different branches of academic research, IPF is
called bi-proportional fitting or RAS algorithm [17]. IPF is widely used in spatial
microsimulation studies for integrating geographically aggregated data sources [18].

18.3 Structure of the Agent-Based Model

In our research, the agent-based model is being developed, which simulates demog-
raphy, production, employment: financial, education, and budgetary system (see
Fig. 18.1). Population and organizations are related to regions of the Russian
Federation [19].

In the module, ‘population’ demographic processes are reflected, including birth
and death, as well as creation of new households connected with marriages and
divorces. Within other modules, agents act as students, employees and employers,
taxpayers and consumers.

Organizations in themodel are aggregated: one organization in themodel responds
to a set of organizations of one economic sector in the region [20]. There are commer-
cial, budgetary, and financial organizations in the model. Commercial organizations
interact within ‘production and service’ module. Financial institutions in the model

Fig. 18.1 Main processes in the agent-based model of spatial development of the Russian
Federation
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are the Central Bank (that sets the interest rate and issues bonds) and regional banks,
which deal with deposits and credits of households and organizations. The state
administration is responsible for tax collection, social transfers, and federal invest-
ment programs. The regional administration implements their functions through
budgetary organizations in social security, education, and medicine [19].

18.4 Data Processing Algorithms

In the further paragraphs, methods of processing data from the portal of the Federal
State Statistics Service [2], federal and regional statistical yearbooks are consid-
ered. Information on regional production, employment, property, and equipment is
presented in the economic activities scale, which is much less detailed than the sector
scale used in the federal input–output table [19].Organizations in themodel, however,
represent sector structure of regional economies. Table 18.1 shows that available data
requires preprocessing to match initial modeling data structure.

18.4.1 Production and Service

Firstly, production volume of each sector in the complemented set P

k∑

i=1
si

r , presented
in the regional statistical yearbook, is calculated.

ds
r

∧

= Ps

∑k
i=1 P

i
(18.1)

ds
r

∧

—share of sector s in the complemented set in region r; Ps , Pi—gross product
of sectors in Russia, k—number of sectors in the complemented set.

Ps
r = P

k∑

i=1
si

r ∗ ds
r

∧

(18.2)

Ps
r —product of sector s in region r ; P

k∑

i=1
si

r —product of the complemented set of
sectors.

Results of processing data about production in economic activity ‘transport and
communication’ in region 1 (Belgorod) are presented in Table 18.2. Supplementary
sets are: ‘land transport service’ and ‘water transport service’; ‘additional transport
service’ and ‘communication’.
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Table 18.1 Initial modeling data for simulating spatial distribution of production

Initial modeling data
tables

Table content Available open data
tables

Table content

Production Ps
r —product of sector s

in region r
Input–output table Ps—product of

sector s, billion RUR

Aggregated gross
regional product
structure

Pe
r —product of

economic activity e in
region r

Detailed gross
regional product
structure

Ps
r —product of

sector s in region r

Export and import es ; i s—share of export
and import in the output
of sector s

Input–output table Es ; I s—volume of
export and import in
sector s

Supply ai j—volume of sector i
product used in
production of a unit of
sector j

Input–output table xi j—cost of sector i
product used in total
production of sector j

Product of sectors in
physical terms

Prs—product of
sector s in physical
terms (standard units)

Property, plants and
equipment

PEs
r—volume of

property, plant, and
equipment in sector s in
region r

Property, plant, and
equipment in
different regions

PEr—volume of
property, plant, and
equipment in region r

Property, plant, and
equipment of
organizations of
different economic
activities

PEe—volume of
property, plant, and
equipment in
economic activity e

Employment Ls
r—number of

employees in sector s in
region r

Number of employees
in different regions

Lr—number of
employees in region r

Number of employees
of organizations of
different economic
activities

Le—number of
employees in
economic activity e

Total product of sector s in regions from 1 to u with detailed statistical data is:

V det
s =

u∑

r=1

Ps
r (18.3)

V det
s —total product of sector s in regions from 1 to u; u—number of regions with

detailed statistical data about sector s; Ps
r —product of sector s in region r.

For different economic activities u accepts values from 2 (‘personal services’) to
14 (manufacturing). In economic activity ‘transport and communication’ u = 11.
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Table 18.2 Results of data processing (transport and communication in Belgorod region)

Sectors in economic
activity ‘transport and
communication’

P

2∑

i=1
si

1 , billion RUR Ps , billion RUR d̂sr Ps
1 , billion RUR

Land transport service 25.6 5596.5 0.97 24.8

Water transport service 191.3 0.03 0.8

Air and space transport
service

0 928.9 0 0

Additional transport
service and
communication

13.8 2669.5 0.58 8.0

Communication 1971.0 0.42 5.8

For each sector its total product in other regions is:

V ost
s = Vs − V det

s (18.4)

V ost
s —total product of sector s in regions from u to 82.

For regions from u to 82, approximate share of sector s in the corresponding
economic activity type is calculated:

ds−e
∧

= V ost
s /

82∑

r=u+1

Pe
r (18.5)

ds−e
∧

—approximate share of sector s belonging to economic activity e; Pe
r —

product of economic activity e in region r .
For further operations, share of sectors in economic activities in different regions

is calculated:

ds−e
r = Ps

r

Pe
r

(18.6)

ds−e
r —share of sector s in economic activity e in region r, Ps

r —product of sector
s in region r, Pe

r —product of economic activity e in region r.
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18.4.2 Export and Import

Share of export in the output of sector s is:

es = Es

Ps
(18.7)

es—share of export in the output of sector s; Es—volume of export in sector s;
Ps—product of sector s.

Share of import in consumption of product sector s is:

i s = I s

Ps
(18.8)

i s—share of import in sector s; I s—volume of import in sector s; Ps—total
consumption of product of sector s.

Since more detailed information is not available, it is assumed that share of export
in output and import in supply of each organization is equal to the average share for
the sector, which the organization belongs to.

18.4.3 Supply

In the federal input–output tables, deliveries between sectors are presented in mone-
tary terms. In order to preserve quantitative relationships in the real economy in the
period of changes in currency exchange rates and inflation, accounting of production
in standard units for each sector is used. For this task, the price of a standard unit of
each sector is calculated:

Prices = Ps

Prs
(18.9)

Prices—price of a standard unit of sector s; Ps—product of sector s in monetary
terms; Prs—product of sector s in physical terms (standard units)

Supply matrix in the model should be presented in physical terms as well:

ai j = xi j
Pr j ∗ Pricei

(18.10)

ai j—element of supply matrix (volume of sector i product used in production of
a unit of sector j); xi j—cost of sector i product used in total production of sector j
(presented in the federal input–output table); Pr j—product of sector j in physical
terms; Prices—price of a standard unit of sector s.
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18.4.4 Property, Plants, and Equipment

For aggregating information about property, plant, and equipment of organizations,
iterative proportional fitting algorithm (IPF) is used. Initial data includes PEr—
total volume of property, plant, and equipment in region r (table ‘property, plant, and
equipment of organizations in different regions’ presented on Federal State Statis-
tics Service Web site) and PEe—total volume of property, plant, and equipment
in economic activity e (table ‘property, plant, and equipment of organizations of
different economic activities’ presented on Federal State Statistics ServiceWeb site).

The aim of calculations is defining PEe
r—total volume of property, plant, and

equipment in economic activity e in region r, so that:

PEe =
82∑

r=1

PEe
r (18.11)

PEr =
15∑

e=1

PEe
r (18.12)

PE =
82∑

r=1

PEr =
15∑

e=1

PEe (18.13)

where PE = 74,662.4 billion RUR—total volume of property, plant, and equip-
ment in Russia [7], PEe and PEr are presented in appropriate line and column in
Table 18.3.

At first, preliminary volume of property, plant, and equipment in economic
activities in each region is calculated:

PEe
r (preliminary) = PEe ∗ Pe

r (18.14)

PEe
r (preliminary)—preliminary volume of property, plant, and equipment in

economic activity e in region r, PEe—total volume of property, plant, and equip-
ment in economic activity e, Pe

r —share of region r in production volume of economic
activity e.

Iteration 1 is calculating variation of preliminary volume of property, plant, and
equipment in regional scale:

vr (i1) = PEr
∑15

e=1 PEe
r (preliminary)

(18.15)

PEr—baseline volume of property, plant, and equipment in region r;
PEe

r (preliminary)—preliminary volume of property, plant, and equipment in
economic activity e in region r.
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Maximal variation vr (i1) is 127% in Chechen Republic. Since variation is very
high, the volume of property, plant, and equipment in economic activity e in region
r using vr (i1) is calculated and used as correcting coefficient:

PEe
r (i1) = PEe

r (preliminary) ∗ vr (i1) (18.16)

PEe
r (i1)—volume of property, plant, and equipment in economic activity e in

region r at the first iteration.
Iteration 2 Calculation of variation of volume of property, plant, and equipment

in the scale of economic activities:

ve(i2) = PEe

∑82
r=1 PEe

r (i1)
(18.17)

PEe—baseline volume of property, plant, and equipment in economic activity e;
PEe

r (i1)—volume of property, plant, and equipment in economic activity e in region
r at the first iteration.

Maximal variation ve(i2) is 19.1% in economic activity ‘fishery,’ so the data needs
further processing:

PEe
r (i2) = PEe

r (i1) ∗ ve(i2) (18.18)

PEe
r (i2)—volume of property, plant, and equipment in economic activity e in

region r at the first iteration.
Repeating iterations, on the fourth the deviation in regional scale goes down to

zero and maximum 3.1% in economic activity scale (Table 18.3).
Further information about property, plant, and equipment of organizations is

detailed to the sector scale:

PEs
r = PEe

r (i4) ∗ ds−e
r (18.19)

PEs
r—property, plant, and equipment of an organization, representing sector s in

region r; PEe
r (i4)—volume of property, plant, and equipment in economic activity

e in region r at the fourth iteration.

18.4.5 Employment

IPF is also applied for aggregating information about employment,which is presented
separately in regional scale and in scale of economic activities. Starting from
maximum variation 232% in regional scale and 22% in economic activity scale,
on the fourth iteration a zero and 2.5% variation accordingly is reached.
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Number of employees of organizations in different sectors is also calculated:

Ls
r = Le

r (i4) ∗ ds−e
r (18.20)

Ls
r—number employees of an organization, representing sector s in region r;

Le
r (i4)—number employees in economic activity e in region r at the fourth iteration.

18.5 Further Data Processing

The aim of the first stage of our research methodology is to prepare and process
initial data into detailed and interconnected objects of the database. The population
and organizations at the base year of modeling are reconstructed by filling the model
database step by step. Structure of the model database is presented in [19].

Algorithm of artificial society reconstruction is considered in [20]; it includes the
following steps:

1. Set geographical structure of the Russian Federation (82 regions).
2. Create the original generation of agents in accordance with the sex-age structure

of population and structure of households in each region (on the basis of All
Russian Population Census data).

3. Generation of aggregated organizations in the regions. After that the property,
plant, and equipment, financial state (credits and deposits) and accounting of
each organization are initialized, as well as its supplies. Each organization
has employees, which are assigned to it through workplaces with different
qualification and salaries

4. Generation of educational places and assigning agents of the appropriate age to
them.Number of educational places in higher and secondaryvocational education
is presented in the reports of the Ministry of Education and Science [5].

Procedure of synthetic population, organizations, and institutions generation was
programmed on C# in Microsoft Visual Studio 2015. Generated objects are stored in
the model database for later access via SQL-queries. Modeling results are presented
in [20].

18.6 Results and Discussion

In this paper, methods of data preprocessing for the agent-based model of spatial
development of the Russian Federation have been presented. At the first stage of the
research, the population, production, and social institutions in the regions of Russia
were reconstructed. This stage required collection of large amounts of information
from various sources: All Russian Population Census, federal and regional statistical
yearbooks, official information on the portals of the ministries and survey results.
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While information on demographic situation and educational system in the
regional context is quite fully represented in open official sources [1, 5], information
on regional production and service requires processing. In official collections, infor-
mation on employment and equipment is presented separately in the regional scale
and in the scale of economic activities, while for simulating spatial development both
of these aspects are crucial. The iterative proportional fitting algorithm was used to
integrate such data arrays. Another problem was incompleteness of information in
regional collections; for its solution, amethod of sequential detailingwas used,which
maintained high accuracy for the regions that provided complete information.

The resulting arrays of initial data were converted using the generation algorithm
[20] to the synthetic society that represents population of the Russian Federation
in 2014, production, property, and equipment of organizations, employment, and
educational system.

The task of loading real data is a crucial part of creating the model of the Russian
Federation spatial development, since it gives the opportunity to evaluate impact of
federal and regional policy on different categories of population, taking into account
age, education, income and status inmarriage, aswell as their preferences and beliefs.
The concept of integration large data arrays can be implemented in different coun-
tries which would seriously improve prognostic capabilities of the social simulation
models.
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Chapter 19
Design and Implementation of Total
Station Wireless Data Transmission
System

Xiaohu Yin and Mihuan Wang

Abstract At present, the data transmission of total station is transmitted by wired
mode, which requires the laying of transmission line hardware and has a high cost.
In this paper, the total station wireless data transmission system is designed by using
TMS320F28335 DSP and nRF905 wireless transceiver module. The system con-
sists of wireless module sending data node and receiving node, displaying the data
collected by the total station on the upper computer and applying it. The hardware
design of the system includes the interface circuit between total station and DSP, the
hardware circuit between wireless module and DSP, and the serial communication
between DSP and host computer, and the software part includes nRF905 software,
DSP control program software, and CSI serial communication software. The experi-
mental results of wireless transmission waveform and PC serial port debugging show
that the design can achieve wireless transmission of total station data, and the results
are accurate.

19.1 System Design

The total station wireless data transmission system is a wireless data transmission
device based on radio frequency technology. It is mainly divided into four parts: total
station, DSP controller, nRF905 wireless transceiver module, and host computer.
The system designed the connection between the DSP and the total station interface
RS232. The data measured by the total station is loaded into the nRF905 wireless
transmitting module through the interface under the control of the DSP for GFSK
modulation [1], and the data was then sent to the nRF905 wireless receiving module.
Next, it is transmitted by theDSPcontroller of the receiving end to the upper computer
through the interface for processing. The receiving end receives the data transmitted
by each transmitting module according to the actual needs in an address-sharing way
[2]. The diagram of the system’s structural frame is shown in Fig. 19.1.
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Fig. 19.1 Diagram of the system’s structural frame

19.2 Hardware Design of the System

The hardware of the total station wireless data acquisition system mainly includes:
each part of the power circuit, the interface connection circuit, and the nRF905
transceiver module circuit. For each part of the power circuit, it can be determined as
the total station end and the upper machine end according to different situations. This
design uses the Nikon series of total stations. The total station power supply adopts
18650 lithium battery pack, which has the advantages of small size, lightweight,
high efficiency and energy-saving, multiple cycles, and many other advantages. The
working time can reach 6 h, and the battery voltage range is 6–8.4 after combination
with 2 strings and 2 combinations. V. The chip AMS1117-5V is used to convert the
5 V voltage required by the DSP, and the AMS1117-3.3 is used to convert the 3.3 V
voltage required for the nRF905 operating mode. The same applies to the power
circuit of the upper computer, which is not described here.

19.2.1 Interface Circuit Design

The interface for the Nikon series of total stations is a circular serial physical con-
nector that uses the very broad RS-232C interface standard. RS-232C is a long-
established standard (RS stands for recommendation; 232 stands for identifier; C
stands for number of modifications), which describes the physical interface and
protocol for lower-rate serial data communication between computers and related
devices [3]. The names and functions of the pins of the Nikon Total Station RS-232C
interface are shown in Table 19.1 [4].

For control data transmission, the selected DSP model is TMS320F28335 [5].
This type of digital signal processor is a TMS320C28X series floating-point DSP
controller from TI. Compared with the previous fixed-point DSP, the device has
high precision, low cost, low power consumption, high performance, high periph-
eral integration, large data and program storage, and more accurate and faster A/D
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Table 19.1 Name and
function of each pin of the
RS-232C interface

Pin position Signal Input/output Description

1 Public NULL Applied

2 NULL

3 SD (TXD) data
reception

1 Applied

4 RD (RXD) data
reception

1 Applied

5 NULL

6 NULL

Table 19.2 Name and
function of each pin of the
RS-232C interface

Pin Definition Function

1 DCD Carrier detection

2 RXD Receive data

3 TXD Send data

4 DTR Ready for data terminal

5 SG Signal position

6 DSR Ready for data

7 RTS Request to send

8 CTS Clear sending

9 RI Ringing prompt

conversion. The TMS320C28335 DSP also uses the RS-323C interface. Unlike the
total station, it uses a 9-pin specification [6], as shown in Table 19.2.

It can be seen from Tables 19.1 and 19.2 that to achieve the goal of connecting
the total station to the DSP, only the data line connection needs to be selected. The
RS-232C interface connection between the total station and the DSP is shown in
Table 19.3. At the same time, the selection of the data line is about 10 cm. The
principle of the connection is that the total station is used as the output terminal and
the DSP is used as the input pin connection [7]. It is also an essential line.

Table 19.3 Total station
circular interface and DSP
9-pin interface

Serial port Corresponding pin

Total station 1 2 5

DSP 2 3 5
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Table 19.4 Name and function of each pin of the RS-232C interface

PWR_UP TRX_CE TX_EN Working mode

0 X X Power down and SPI programming Saving mode

1 0 X Standby and SPI programming Saving mode

1 1 0 ShockBurst RX Normal mode

1 1 1 ShockBurst TX Normal mode

19.2.2 nRF905 Transceiver Module Circuit

The nRF905 used in this system is a single-chip RF transmitter chip from Nordic,
Norway [8]. The 433 MHz band is freely used in China. The nRF905 consists of a
frequency synthesizer, a receiver demodulator, a power amplifier, a crystal oscilla-
tor, and a modulator. The nRF905 can communicate with any MCU using the SPI
interface, where the address, output power, and communication channel can be con-
figured through the program, so it can be used for multi-machine communication
[9]. The nRF905 incorporates ShockBurstTM technology, which automatically pro-
cesses the packet headers and has built-in CRC check to ensure reliable data transfer
[10]. The nRF905 consumes very low power. When transmitting at −10 dBm, the
operating current is only 11 mA. The corresponding receiver’s operating current is
only 12.5 mA, which is widely used. The working mode of the nRF905 is shown in
Table 19.4.

As the core control center, DSPhas the control function for the nRF905 transceiver
module [11].Because thedata transmissionofTMS320F28335andnRF905 ismainly
applied to the MISO and MOSI pins in this circuit connection, the clock signal is
output by the DSP, and other parts only need to be high. The low level is used.
The power supply required by the nRF905 is 3.3 V, and the power supply of the
TMS320F28335 is 5 V. It has been solved in the power supply circuit before and is
not described here. The two ground lines can be directly connected, and the specific
connection circuit is shown in Fig. 19.2.

19.2.3 Block Diagram of Interface Circuit Between DSP
and PC

Nowadays, most PC computers do not have RS232 9 pin serial port, soUSB is needed
to realize communication. The USB specification describes bus characteristics, pro-
tocol definitions, programming interfaces, and other features required for system
design and construction. USB is a master–slave bus. When working, the USB host is
in themastermode and the device is in the slavemode [12]. The only system resources
needed by the USB system are the memory space used by the software of the USB
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Fig. 19.2 TMS320F28335 DSP and nRF905 circuit connection

system, the memory address space (I/O address space) used by the USB master con-
troller, and the interrupt request (IRQ) line. USB data transmission requires device
drivers to identify devices, etc. It also needs a device driver to virtualize the serial
port and imitate the real serial port. The driver of this system is USB POS provided
by Microsoft, which allows applications to access USB devices. At the same time,
the 9-pin serial port of the DSP has been explained above, and it will not be further
elaborated. From RS232 to the host computer, USB needs to use chip conversion;
the chip model used here is PL2303, produced in Taiwan, with good performance.
The specific circuit block diagram is shown in Fig. 19.3.

Fig. 19.3 Interface circuit block diagram
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Fig. 19.4 DSP program control block diagram

19.3 Software Design of the System

19.3.1 Software Programming

The communication protocol of TMS320F28335 and nRF905 in this system adopts
SPI protocol. Each interface communication in the system requires software imple-
mentation to match the hardware. Specifically, the program software of the interface
between the controller DSP and the total station, the program software of the nRF905
transceiver module, the program software of the controller DSP and the host com-
puter interface, the above programs need to be completed in the DSP controller, and
the specific block diagram is shown in Fig. 19.4.

19.3.2 Software Program Implementation

19.3.2.1 Receiving and Transmitting nRF905

In the process of designing and implementing the system, the data transmission is
divided into one master node and several slave nodes. In the actual use of the total
station, the total station data of the different slave nodes is transmitted to the master
node PC. The data in the master node is received by the nRF905 to the DSP, and the
slave node is the same [13].When theDSP controls the nRF905wireless transmission
program design, the software we use here is CCS3.3. The specific SPI configuration
procedure is as follows:

void spi_init()
{SpiaRegs.SPICCR.bit.SPISWRESET = 0; // reset SPI
SpiaRegs.SPICCR.bit.CLKPOLARITY = 0;
SpiaRegs.SPICTL.bit.CLK_PHASE = 1; // Input data latched on rising edge
SpiaRegs.SPICCR.bit.SPICHAR = 0x07; // One-character move-in is removed
to 8 bits
SpiaRegs.SPICTL.bit.MASTER_SLAVE = 1; // DSP is set to host mode
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SpiaRegs.SPICTL.bit.TALK = 1;
SpiaRegs.SPIBRR = 0x0063;
SpiaRegs.SPICCR.bit.SPISWRESET = 1; // SPI is ready to work
SpiaRegs.SPIPRI.bit.FREE = 1; // automatically running}

The control of the nRF905 chip by TMS320F28335 mainly includes the initial
configuration,workingmode, transmitting data, and receiving stored data of nRF905.
During initialization, configure the center frequency, operating band, output power,
retransmission data enable, RX and TX address width, RX and TX data valid width,
output clock frequency, crystal oscillator frequency setting, in the RF configuration
register of the nRF905. The CRC check allows a series of configuration parameters
such as enable bit and CRC mode. The specific procedures are as follows:

Unsigned char Rfconfig[11] = {
0x00, // configuration command
0x4c, // CH-NO, configure the frequency band at 430 MHZ
0x0c, // output power is 10 db, no retransmission, the node is in normal mode
0x44, // accept the address width setting, 4 bytes
0x20, 0x20, // Receive valid data length is 32 bytes
0xCC, 0xCC, 0xCC, 0xCC, // receive address
0x58}; // CRC fill, 8-bit CRC check, external clock signal is not enabled, 16M
crystal

In the master node, the reception of data is mainly for the protocol operation of
the nRF905 radio. The specific operation is as follows: When the nRF905 enable
bit (TRX_CE) is set to high level and the mode select bit (TX_EN) is low level in
the CCS3.3 software, the ShockBurstTM receive mode is entered at this time; after
650 µs, the nRF905 detects this time. After the 340 MHz band, the carrier pin is
set high; for the matched address, the address match bit AM is set high; after the
data packet is received, the header, address, and CRC check bit are automatically
removed, and the data is received. Bit DR is high; the enable bit (TRX_CE) is low
and enters the idle mode; nRF905 transmits the received data to the DSP through the
SPI interface, and the received data pin (DR) bit and address match are transmitted
after the transfer is completed. Pin AM is set low. The software part of the program
is:

Void RxPacket(unsigned char *RXBUF) // receive packet
{
Int i = 0;
TRX_DIS // register read and write mode
NRF905_CSN_L; // chip select, active low
spi_write_BYTE(RRP); // receive command word
For(i = 0; i < 4; i++)
{*RXBUF++ = spi_read_BYTE();}
DELAY_US(2);
NRF905_CSN_H; // chip select pull high
TRX_EN // register read and write mode}
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In the slave node, mainly the DSP controls the nRF905 to transmit data. The
specific operation is as follows: After the DSP controls the total station data trans-
mission, the address and data of the master node receiver are transmitted to the
nRF905 through the SPI interface; the DSP set enable bit (TRX_CE) and the mode
control bit (TX_EN) bit are high. The nRF905 enters the ShockBurstTM transmis-
sion mode; in the transmission mode, the RF register is automatically turned on, the
prefix and the CRC check code are automatically added, and then the data packet is
transmitted.When the transmission is completed, the data bit DR is set to a high level.
AUTO_RETRAN is asserted high, and data is continuously retransmitted. After the
enable bit (TRX_CE) is asserted low, the transmit process is complete and the idle
mode is entered. Since there are many similarities between the main program and
the receiving end on the transmitting end, they are not described here.

19.3.2.2 Data Transmission Between DSP and PC

Serial data communication between DSP and PC is realized by transferring total
station data to PC’s serial port software through serial port. SSCOM32 serial port
software is used in this system. SCI serial communication is used in DSP [14]. In
order to transmit data correctly, it is necessary to keep the transmission parameters
of DSP and SSCOM32 consistent; that is, the baud rate is 9600, the invalid test bit,
the 8-bit data bit and the 1 stop bit. The SCI setup code is as follows:

void scic_echoback_init()
{// in the InitSysCtrl() function
ScicRegs.SCICCR.all = 0x0007; // 1 stop bit, No loopback

// No parity, 8 char bits,
// async mode, idle-line protocol

ScicRegs.SCICTL1.all = 0x0003; // enable TX, RX, internal SCICLK,
// Disable RX ERR, SLEEP, TXWAKE

ScicRegs.SCICTL2.all = 0x0003;
ScicRegs.SCICTL2.bit.TXINTENA = 1;
ScicRegs.SCICTL2.bit.RXBKINTENA = 1;
#if (CPU_FRQ_150 MHZ)

ScicRegs.SCIHBAUD = 0x0001; // 9600 baud @LSPCLK = 37.5 MHz.
ScicRegs.SCILBAUD = 0x00E7;

#endif
ScicRegs.SCICTL1.all = 0x0023; // Relinquish SCI from Reset
}
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Fig. 19.5 Transmitter data waveform

19.4 System Testing and Results

19.4.1 Wireless Transmission Data Testing

In this system, the data collected by the total station (horizontal angle, horizontal
distance, vertical angle, slant range, etc.) is tested during the DSP control nRF905
wireless data transmission process, and the bugs in the program are modified in
time according to these test results. Continuous optimization data can be transmitted
smoothly. The waveform of the data transmitted at the transmitting end of nRF905
is as shown in Fig. 19.5.

Similarly, thewaveformof receiving data at the receiving end is shown inFig. 19.6.
In Figs. 19.5 and 19.6, the channels 1 and 2 of the four-channel oscilloscope are

the clock and transmission data of the transmitting end, respectively, and the channels
3 and 4 are the clock and receiving data of the receiving end, respectively, and the
data transmission is consistent by the 2 and 4 channels.

19.4.2 Display Result of PC Serial Port Software

In the actual test, the data of the total station is displayed on the upper computer. In
this system, the baud rate, stop bit, check bit, and data bit are set by using sscom32
serial port software. The data obtained is shown in Fig. 19.7.
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Fig. 19.6 Receiver data waveform

Fig. 19.7 Serial port data
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According to the data sheet, it can be seen from Eb that the vertical angle of the
target point is 83.14°, the horizontal angle is 132.09°, the slant distance is 2.51m, and
the PPM is 22.2. AsDa knows, theN coordinate of themeasuring point is−2711.652,
the E coordinate of the measuring point is 19,246.649, and the Z coordinate of the
measuring point is −0.0 (the coordinate of the measuring point is set manually).
As can be seen from Fig. 19.7, in the system, the command word DaCRLF and
EbCRLF are sent to obtain the required data. After viewing the specific meaning
and comparing with the actual total station data, it can be concluded that the data
transmission is accurate during the data transmission process. The transmission error
rate is 0.

19.5 Conclusion

In this paper, the various parts of the total station wireless data transmission system
are designed. NRF905 wireless data module and DSP controller are used for circuit
design and software design. After debugging, the data to be transmitted is obtained
in the serial port software, and explained and utilized, which shows that the wireless
information transmission of the total station can be realized, and the bit error rate
is 0, which satisfies the design requirements. Because of its small size, the system
can be directly applied to most of the total station. In the future construction of field
roads, bridges, and houses, the workload of surveying workers is greatly reduced,
the speed of the project is increased, and the overall contribution is tremendous.
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Chapter 20
The Comprehensive Evaluation of “Five
Aspects” Based
on Coefficient-of-Variation-Modified G1
Combination Weighting

Wei Ren and Hao Jian

Abstract In order to test the scientificity of evaluation criteria and evaluation
indexes, this paper firstly uses principal component analysis method to analyze the
evaluation indexes under the evaluation criteria. Then, this paper uses the ratio of
the coefficient of variation of each evaluation index to replace the experts’ subjective
ratio of the importance degree, building a combination weighting method based on
coefficient-of-variation-modified G1. Finally, with this method, this paper makes a
comprehensive evaluation of development of “FiveAspects” inGuangdongProvince.

20.1 Introduction

As is known, the key to scientific and successful comprehensive evaluation is to
scientifically and rationally endow different weight for each evaluation index. At
present, important methods for determining the weight of evaluation indicators are
subjective weighting method, objective weighting method and combined weighting
method. The subjective weighting method can better reflect the subjective intentions
or experiences of decision makers or experts, but it cannot accurately reflect the
objective real data information of the evaluation indicators. The objective weighting
method is opposite. People wanted to find out a scientific evaluation method, which
could not only take in the advantages of subjective and objective weighting methods
in scientific decision-making but could also solve the problem that single method
was incapable of reflecting experts’ experience or the objective information of the
indexes. In this situation, combination weighting method came into being.

The combination weighting used for comprehensive evaluation absorbs both the
advantages of the subjective weighting and the objective weighting. Nevertheless, it
overcomes both of their shortcomings. However, the combination weighting method
is difficult to allocate the combination coefficient scientifically and reasonably. In
order to overcome the shortcomings of combination weighting, many scholars have
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taken different approaches and used the objectiveweightingmethod to revise the sub-
jective weighting method. Certainly, the effectiveness of such a revised combination
weighting method has been proved. For example, Li [1] used the method of entropy-
revised G1 combination weighting to evaluate the development of science and tech-
nology. In 2012, he put forward another combination weighting method based on the
standard variance-revised group G1 [2]. Zhu and his colleagues [3] used the entropy-
revised AHP combination weighting method to evaluate the development of “Five
Aspects” in Jilin Province. Nevertheless, Zhu and his colleagues also put forward
modified-G2 weighting method based on improved CRITIC [4] and coefficient of
variation [5]. Besides, Jia and her colleagues bring about an entropy-modified G2
weighting method [6]. As for improved-G1 method, Xing and her cooperators come
up with an improved CRITIC-G1 weighting method [7]. Zhu and his partners put
forward a modified G1 method based on information gain ratio [8]. These studies
have contributed to the development and application of comprehensive evaluation
methods.

The Opinions on Accelerating the Construction of Ecological Civilization pro-
poses to coordinate the promotion of new industrialization, informatization, urban-
ization, agricultural modernization and greening. In order to scientifically evaluate
the objective status quo of regional “FiveAspects”, based on the comprehensive eval-
uation index system established byZhu and his colleague [3], following the principles
of scientificity, comparability, operability, comprehensiveness and the availability of
data to select the indexes, we firstly construct a comprehensive evaluation index
system which can fully reflect the development of the “Five Aspects”. Secondly,
a coefficient-of-variation-modified G1 combination weighting method is proposed.
Finally, our new combination weighting method is used to empirically analyze the
development status of the “Five Aspects” in Guangdong Province.

20.2 Construction of the Index System

20.2.1 Basis of the Construction of the Index System
and Establishment of the Criterion Layer

The Opinions on Accelerating the Construction of Ecological Civilization proposes
to coordinate the promotion of new industrialization, informatization, urbanization,
agricultural modernization and greening. Therefore, these “Five Aspects” are used as
the criterion layer of the index system.Among them, “new industrialization, informa-
tization, agricultural modernization” reflect the principle of innovation-driven, “ur-
banization” reflects the principle of people-oriented, and “greening” reflects the
principle of green and low-carbon.
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20.2.2 Construction of the Index System

Drawing on the existing researches, following the principles of scientificity, compa-
rability, operability, comprehensiveness and the availability of data, we establish a
comprehensive evaluation index systemwith five criteria and 25 indexes (Table 20.1).
In order to know whether the information of the indexes of each criterion can fully
symbolize the criterion, we firstly performed principal component analysis. If all
indexes of one criterion could only produce one principal component, it indicated
that the principal component could integrate all the information of each index well.
In our study, principal component analysis was performed with SPSS 24.0, and
selection of the principal component was based on the characteristic root which was
more than or equal to 1. All indexes under each criterion layer could only produce
one principal component, and each principal component could account for most of
the variance variation (close to or beyond 80%), indicating that it is scientific and
reasonable to use these indexes to reflect each criterion.

20.3 Coefficient-of-Variation-Modified G1 Combination
Weighting Method

20.3.1 Introduction of the Traditional G1 Method

G1 [8–10] is a typical subjective weighting method. The weight of indexes depends
on the subjective experience of experts or decisionmakers.When using the traditional
G1method, the weight of the index layer to the criterion layer is determined first, and
then, the weight of the index layer to the goal layer is determined. While using G1
method, the orders of indexes are determined by the experts. Then, the ratio of the
importance degree (rk) of the adjacent index Xk−1 and Xk is determined according
to the determined order, and the weight of each index under the criterion layer is
determined according to the value of rk . The value of rk is generally referred to
Table 20.2.

It can be seen that while using the traditional G1 method, the ratio of the impor-
tance degree (rk) of the adjacent index Xk−1 and Xk is determined by the experts’
experience, and it fails to effectively reflect the information utility contained in the
objective data itself. Therefore, the coefficient-of-variation-modified G1 method is
used to determine the ratio of the importance degree (rk) of the adjacent index Xk−1

and Xk , which can reflect the experts’ experience as well as the magnitude of data
information through rk .



256 W. Ren and H. Jian

Ta
bl

e
20

.1
C
om

pr
eh
en
si
ve

ev
al
ua
tio

n
in
de
x
sy
st
em

fo
r
th
e
de
ve
lo
pm

en
to

f
“F

iv
e
A
sp
ec
ts
”

N
o.

C
ri
te
ri
on

la
ye
r

In
de
x
la
ye
r

D
ir
ec
tio

n
Pr
in
ci
pa
l

co
m
po
ne
nt

in
te
rp
re
ta
tio

n
va
ri
an
ce

(%
)

20
13

20
14

20
15

20
16

20
17

1
N
ew

in
du

st
ri
al
iz
at
io
n

X
1

V
al
ue
-a
dd
ed

of
in
du
st
ry

X
11

Po
s.

89
.5
1

26
,8
94
.5
4

30
,0
79

.2
4

31
,2
90
.7
5

32
,6
50

.8
9

35
,2
91
.8
3

2
G
ro
ss

in
du
st
ri
al

ou
tp
ut

va
lu
e
X
12

Po
s.

11
9,
13
9.
72

13
0,
08
1.
02

13
5,
30
8.
14

14
4,
92
6.
09

14
8,
17
3.
99

3
Pr
op
or
tio

n
of

th
e

gr
os
s
in
du
st
ri
al

ou
tp
ut

va
lu
e
in

G
D
P
X
13

Po
s.

0.
43

0.
44

0.
42

0.
40

0.
39

4
V
al
ue
-a
dd
ed

of
hi
gh

-t
ec
h

m
an
uf
ac
tu
ri
ng

in
du
st
ry

X
14

Po
s.

66
54
.3
8

70
83
.6
6

75
37
.3
4

84
75
.2
5

95
07
.8
1

5
Pr
op
or
tio

n
of

va
lu
e-
ad
de
d
of

hi
gh

-t
ec
h

m
an
uf
ac
tu
ri
ng

in
du
st
ry

X
15

Po
s.

0.
25

0.
24

0.
24

0.
26

0.
27

6
U
rb
an
iz
at
io
n
X
2

U
rb
an
iz
at
io
n
ra
te

X
21

Po
s.

97
.0
2

67
.8
0

68
.0
0

68
.7
1

69
.2
0

69
.9
0

7
Pe

r
ca
pi
ta

ho
us
in
g

co
ns
tr
uc
tio

n
ar
ea

X
22

Po
s.

30
.2
7

31
.8
8

32
.2
5

32
.7
4

33
.0
9

(c
on
tin

ue
d)



20 The Comprehensive Evaluation of “Five Aspects” … 257

Ta
bl

e
20

.1
(c
on
tin

ue
d)

N
o.

C
ri
te
ri
on

la
ye
r

In
de
x
la
ye
r

D
ir
ec
tio

n
Pr
in
ci
pa
l

co
m
po
ne
nt

in
te
rp
re
ta
tio

n
va
ri
an
ce

(%
)

20
13

20
14

20
15

20
16

20
17

8
Pr
op
or
tio

n
of

no
n-
ag
ri
cu
ltu

ra
l

po
pu
la
tio

n
X
23

Po
s.

53
.6
9

54
.3
2

54
.9
6

55
.6
0

56
.2
5

9
Pe

r
ca
pi
ta

di
sp
os
ab
le

in
co
m
e
X
24

Po
s.

29
,5
37

.2
9

32
,1
48

.1
1

34
,7
57
.1
6

37
,6
84

.2
5

40
,9
75
.1
4

10
Pe

r
ca
pi
ta

co
ns
um

pt
io
n

ex
pe
nd
itu

re
X
25

Po
s.

21
,6
21

.4
6

23
,6
11

.7
4

25
,6
73
.0
8

28
,6
13

.3
3

30
,1
97
.9
1

11
G
re
en
in
g
X
3

In
du
st
ri
al

w
as
te
w
at
er

X
31

N
eg
.

92
.0
4

17
.0
5

17
.7
6

16
.1
5

13
.2
0

12
.3
8

12
To

ta
lv

ol
um

e
of

in
du

st
ri
al
w
as
te

ga
s
em

is
si
on

X
32

N
eg
.

28
,4
34

.0
0

29
,7
93

.0
0

30
,9
23
.0
0

38
,8
46

.0
0

41
,9
97
.5
0

13
L
iv
in
g

w
as
te
w
at
er

X
33

N
eg
.

69
.1
3

72
.6
8

74
.9
3

80
.6
0

83
.7
5

14
Pe

r
ca
pi
ta
ur
ba
n

pu
bl
ic
gr
ee
n
ar
ea

X
34

Po
s.

15
.9
4

16
.2
8

17
.4
0

17
.8
7

18
.2
4

15
N
um

be
r
of

pu
bl
ic

tr
an
sp
or
ta
tio

n
ve
hi
cl
es

X
35

Po
s.

65
,8
44

.0
0

61
,6
85

.0
0

62
,9
47
.0
0

68
,9
65

.0
0

73
,8
88
.0
0

(c
on
tin

ue
d)



258 W. Ren and H. Jian

Ta
bl

e
20

.1
(c
on
tin

ue
d)

N
o.

C
ri
te
ri
on

la
ye
r

In
de
x
la
ye
r

D
ir
ec
tio

n
Pr
in
ci
pa
l

co
m
po
ne
nt

in
te
rp
re
ta
tio

n
va
ri
an
ce

(%
)

20
13

20
14

20
15

20
16

20
17

16
In
fo
rm

at
iz
at
io
n

X
4

N
um

be
r
of

m
ob

ile
te
le
ph

on
es

su
bs
cr
ib
er
s
X
41

Po
s.

79
.9
5

14
,7
06

.0
6

14
,9
43

.3
7

15
,0
09
.7
5

14
,3
48

.9
6

14
,7
98
.8
5

17
B
ro
ad
ba
nd

su
bs
cr
ib
er
s
of

in
te
rn
et
X
42

Po
s.

21
54
.2
8

22
43
.8
7

22
85
.1
9

28
50
.6
0

32
88
.1
5

18
Po

pu
la
ri
za
tio

n
ra
te
of

m
ob

ile
te
le
ph

on
es

X
43

Po
s.

13
8.
16

13
9.
35

13
8.
35

13
0.
46

13
2.
48

19
Pi
ec
es

of
ex
pr
es
s

m
ai
ls
er
vi
ce

X
44

Po
s.

21
0,
67
0.
00

33
5,
55
5.
90

50
1,
33
5.
00

76
7,
24
1.
56

10
13
,4
68
.0
0

20
A
nn
ua
la
ve
ra
ge

nu
m
be
r
of

ne
w
sp
ap
er
s
an
d

m
ag
az
in
es

su
bs
cr
ib
ed

pe
r

10
0
pe
rs
on
s
X
45

N
eg
.

10
.5
8

8.
94

8.
40

6.
25

4.
99

21
A
gr
ic
ul
tu
ra
l

m
od

er
ni
za
tio

n
X
5

To
ta
la
gr
ic
ul
tu
ra
l

m
ac
hi
ne
ry

po
w
er

X
51

Po
s.

88
.1
4

25
45
.3
0

26
11
.7
8

26
96
.8
0

23
90
.5
0

24
10
.7
7

(c
on
tin

ue
d)



20 The Comprehensive Evaluation of “Five Aspects” … 259

Ta
bl

e
20

.1
(c
on
tin

ue
d)

N
o.

C
ri
te
ri
on

la
ye
r

In
de
x
la
ye
r

D
ir
ec
tio

n
Pr
in
ci
pa
l

co
m
po
ne
nt

in
te
rp
re
ta
tio

n
va
ri
an
ce

(%
)

20
13

20
14

20
15

20
16

20
17

22
To

ta
la
re
a

cu
lti
va
te
d
us
in
g

m
ac
hi
ne
ry

X
52

Po
s.

34
88
.0
3

36
12
.6
9

37
41
.8
1

39
69
.1
7

40
14
.0
5

23
W
at
er
-s
av
in
g

ir
ri
ga
te
d
ar
ea

X
53

Po
s.

26
8.
35

28
1.
77

29
5.
86

30
1.
49

32
6.
19

24
To

ta
la
re
a
so
w
n

us
in
g
m
ac
hi
ne
ry

X
54

Po
s.

20
4.
84

23
2.
88

26
4.
76

31
5.
78

34
2.
21

25
V
al
ue
-a
dd
ed

of
ag
ri
cu
ltu

re
X
55

Po
s.

30
47
.5
1

31
18
.3
9

32
75
.0
5

35
93
.6
4

37
12
.7
1



260 W. Ren and H. Jian

Table 20.2 rk Value rk Value Notes

1.0 Xk−1 is as important as Xk

1.2 Xk−1 is slightly more important than Xk

1.4 Xk−1 is obviously more important than Xk

1.6 Xk−1 is especially more important than Xk

1.8 Xk−1 is extremely more important than Xk

20.3.2 Coefficient-of-Variation-Modified G1 Method

20.3.2.1 Scoring the Evaluation Index

Suppose Pi j be the jth index score of the ith evaluation object, Vi j the raw data of
the jth index of the ith evaluation object, and n means the number of objects to be
evaluated. Here comes the scoring formula for positive indexes:

Pi j = Vi j − min1≤i≤n
{
Vi j

}

max1≤i≤n
{
Vi j

} − min1≤i≤n
{
Vi j

}

The economic meaning in the formula is the relative distance of the deviation
between the jth index value and the minimum value of the ith evaluation object with
respect to the maximum–minimum deviation, and higher the score indicates that the
index is better. As for the negative indexes, we have another scoring formula:

Pi j = max1≤i≤n
{
Vi j

} − Vi j

max1≤i≤n
{
Vi j

} − min1≤i≤n
{
Vi j

}

20.3.2.2 Calculating the Coefficient of Variation

Suppose CVk be the coefficient of variation of the kth evaluation index, then

CVk = δk

x̄k

δk represents the standard deviation of the kth evaluation index, and x̄k represents
the mean value of the kth evaluation index. The larger the value of CVk , the more
information the evaluation index contains, indicating that the index ismore important.
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20.3.2.3 Combination Weighting

1. According to the value of CVk , we determine the ratio of the importance degree
(rk) of the adjacent index Xk−1 and Xk . The formula is

rk =
{

CVk−1

CVk
, while CVk−1 ≥ CVk;

1, while CVk−1 < CVk .

2. According to the value of rk , we calculate the coefficient-of-variation-modified
G1 combinationweight sm of themth index under the criterion layer. The formula
is

sm =
(

1 +
m∑

k=2

m∏

i=k

ri

)−1

3. According to the value of sm , we can calculate the weight of the other index. The
formula is

sk−1 = rk · sk, k = m − 1,m − 2, . . . , 1, 2, 3

4. Suppose αk be the weight of the kth index under the jth criterion layer to the
total goal, sk be the weight of the kth index to the jth criterion layer under the jth
criterion layer, s( j) be the weight of the jth criterion layer to the total goal. Then,
we have the weight of the index to the total target αk :

αk = sk · s( j)

20.3.2.4 Calculating the Score of the Evaluation Object

Suppose Pi be the score of the ith evaluation object. According to the weight and the
score of the index, we have

Pi =
n∑

j=1

Pi j · ai
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20.4 Empirical

20.4.1 Evaluation Objects and Data Sources

We take Guangdong Province as the research object and select the relevant indexes
of Guangdong’s “Five Aspects” during 2013–2017 as sample. The data needed are
from the statistical yearbook of Guangdong Province. Among them, data of indus-
trial wastewater discharge, industrial waste gas discharge and urban domestic sewage
discharge are only from2013 to 2016.According to their development trend, the aver-
age growth rate is used to supplement the data of 2017, same as the non-agricultural
population. The method predicts the data for three years, from 2015 to 2017. There
is data of agricultural machinery, mechanical farming area, water-saving irrigation
area and mechanical planting area for 2015–2017, and the average increase is also
based on its development trend. The data for 2013 and 2014 will be supplemented
(Table 20.1).

20.4.2 Evaluation Index

The data of each index in 2013–2017 are standardized and scored with the evaluation
index scoring formula in Sect. 20.3.2.1 (Table 20.3).

20.4.3 Calculating the Coefficient of Variation
and the Combination Weight

According to the formula in Sect. 20.3.2.2, we calculate the coefficient of variation
of each index. By summing up the coefficient of variation of each index under the
same criterion, we calculate the coefficient of variation of each criterion (Table 20.3).
According to the coefficient of variation of index and criterion, based on the formula
in Sect. 20.3.2.3, we calculate the weight of the index, criterion. Finally, we calculate
the comprehensive weight of the index to the total goal (Table 20.3).

20.4.4 Calculating the Score of Evaluation Object

We calculate the scores of each evaluation index according to the formula in
Sect. 20.3.2.4. The summation sum is then used to calculate the scores for each eval-
uation criterion (Table 20.4). For the convenience of analysis, all scores of evaluation
indexes time 100.
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Table 20.4 Evaluation scores of the development status of the “Five Aspects” in Guangdong

Year New
industrialization

Urbanization Greening Informatization Agricultural
modernization

Comprehensive
evaluation

2013 7.37 0.00 14.10 9.02 2.37 32.86

2014 22.11 7.33 10.73 15.77 6.77 62.70

2015 25.86 13.32 13.60 17.89 11.92 82.59

2016 35.12 19.38 13.80 10.43 12.40 91.12

2017 44.41 25.33 13.88 26.02 16.37 126.01

20.4.5 Analysis of the Status Quo of the Development
of “Five Aspects” in Guangdong Province

It can be seen from Table 20.4 that the development status of the “Five Aspects” in
Guangdong Province is increasing year by year and maintaining a good momentum.
The comprehensive score of 2017 “Five Aspects” is nearly four times that of 2013. In
order to better present the development trend of the “Five Aspects” in each year, the
year is taken as the abscissa, and the “Five Aspects” score is taken as the ordinate to
draw the development trend of the “FiveAspects” inGuangdongProvince (Fig. 20.1).

It can be seen from Fig. 20.1 that the comprehensive score of “Five Aspects”
in Guangdong Province in the five years from 2013 to 2017 has increased year by
year, showing the good momentum of the development of “Five Aspects” in Guang-
dong Province. In concrete terms, new industrialization, urbanization and agricul-
tural modernization have shown a good momentum of development year by year.
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Fig. 20.1 Development trend of “Five Aspects” in Guangdong
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The development of new industrialization in 2014–2017 has surpassed other “four
aspects”, indicating that new industrialization provides a continuous stream of devel-
opment for the “FiveAspects”.This is in linewithGuangdong’s status of the country’s
first major economic province.

The development of informatization has experienced ups and downs, but overall,
it still shows growth momentum, which can be said that it develops in twists and
turns. It should be noted that although the state of the development of greening dur-
ing the period of 2014–2017 has improved, it still does not reach the level of 2013.
During the period of 2013–2017, although the discharge of industrial wastewater
in Guangdong Province has been declining year by year, the discharge of indus-
trial waste gas and urban domestic sewage has increased year by year, resulting in
a decline in the development of “greening” in Guangdong. Greening dragged the
hind legs of the “Five Aspects”, indicating that the development of new industrial-
ization, urbanization, informatization and agricultural modernization was at cost of
the environment.

20.4.6 Comparison

In previous research, we analyzed the development of the “Five Aspects” based on
coefficient of variation weighting method. The results show that during 2013–2017,
new industrialization, urbanization and agricultural modernization have shown a
goodmomentumof development year by year. Besides, even though the development
of greening during the period of 2014–2017 has improved, it still does not reach the
level of 2013 (seen from Fig. 20.2). These findings are consistent with what we found
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Fig. 20.2 Development trend of “Five Aspects” in Guangdong based on coefficient of variation
weighting
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based on the coefficient-of-variation-modified G1 weighting method. The difference
exists in the informatization.

On the one hand, informatization is the first impetus for the development of the
“Five Aspects” based on coefficient of variation weighting, while new industrializa-
tion takes the place based on the coefficient-of-variation-modified G1 combination
weighting. On the other hand, informatization develops year by year based on the
former method, but it develops in twists and turns based on the latter method.

Seen from thehistorical experience, industrialization promotes the development of
urbanization and agricultural modernization, while it influences the development of
greening. Nevertheless, new industrialization brings a great need of development of
informatization. As a consequence, new industrialization should be the first impetus
for the development of the “Five Aspects”. Therefore, experts’ experience should
be taken into consideration while evaluating. Comparatively, the results based on
the coefficient-of-variation-modified G1 combination weighting method are more
scientific and reasonable.

20.5 Conclusion

In this paper, the coefficient-of-variation-modified G1 combination weighting
method is constructed by using the coefficient of variation of the evaluation index.
The actual importance degree of the index is determined by the coefficient of vari-
ation. Coefficient-of-variation-modified G1 combination weighting method can not
only reflect the subjective intention of the experts or the decision makers, but it can
also reflect the objective information of the index and solve the problem of reason-
able distribution of weights. By using this method, this paper uses the development
data of “Five Aspects” of Guangdong Province to conduct an empirical analysis.

Based on our analysis, Guangdong should continue to promote the development
of new industrialization andmaintain a strong growthmomentum in the future devel-
opment process of the “Five Aspects” while strengthening construction of greening
and intensifying efforts to rectify industrial waste emissions on the basis of fur-
ther reduction of industrial wastewater. Besides, try to raise people’s environmen-
tal awareness, encourage the recycling of domestic sewage, reduce urban domestic
sewage discharge. What is more, increase the intensity of afforestation, promote the
use of new energy. In a word, we want gold and silver mountains as well as green
water and mountains.
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Chapter 21
An Inertia Weight Variable Particle
Swarm Optimization Algorithm
with Mutation

Mengying Zhao, Yuqi Ni, Tao Chao, and Ke Fang

Abstract To improve the precision, accuracy, and speed of the particle swarm opti-
mization (PSO) algorithm, the influence of the function concavity of the inertia
weight reduction strategy on the performance of the algorithm is analyzed by heuris-
tic and contrast experiments. The advantages and disadvantages of different mutation
strategies are analyzed, and a PSO algorithm is proposed based on the summary of the
experimental results. The algorithm introduces a new type of inertia weight change
strategy and mutation mode, so that the particles have different mutation probability
in different periods of the algorithm, and the inertia weight is linearly reduced in
segments by increasing the absolute value of the slope. The experimental results
show that the proposed algorithm has better performance than the original algorithm
in most of the selected test functions. In other words, the improvements to the PSO
algorithm can improve the precision, speed, and correct rate of PSO algorithm.

21.1 Introduction

Optimization problems are common in our daily life.After propermathematicalmod-
eling, such problems can be described as extreme point finding problems. Generally,
the objective function is more complicated in this kind of problems, so it is almost
impossible to solve this problem conveniently by just using the analytical method.
The optimization problem applies to the following mathematical description (21.1):

⎧
⎨

⎩

min y = F(x) = ( f1(x), f2(x), . . . , fm(x))
T

s.t. gi (x) ≤ 0, i = 1, 2, . . . , q
h j (x) = 0, j = 1, 2, . . . , p

(21.1)
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Each fm(x) equation represents an objective function, while gi (x) ≤ 0 represents
a series of inequality constraints on the optimization space, and h j (x) = 0 represents
the equality limit that needs to be taken into account. Single-objective optimization
can be considered as a special case when the m value is 1, which will be the topic of
this paper. Meanwhile, there are many ways to deal with the constraints, which will
not be the topic of this paper.

For the sake of solving these problems, Kennedy and Eberhart [1] proposed the
basic particle swarmalgorithm in 1995. The algorithm is derived from the observation
of the clustering behavior of birds, and abstracts the members of the flock into
flying particles without collision volume. The algorithm has the advantages of rapid
convergence and simple parameter setting, but it also faces the inherent drawbacks of
convergence too early and falling into local extreme points and limited convergence
accuracy. Later generations proposed many revisions based on the basic particle
swarm algorithm [2–5]. In terms of inertia weight alone, there are many change
strategies such as linear decline and exponential decline.

In 1998, Shi and Eberhart introduced the concept of inertia weight for particle
swarm optimization in his work [6] and pointed out that when the inertia weight
is constant, the value is appropriate in the interval [0.9, 1.2], which is inertia. The
iteration effect is best when the weight is 0.9. In the following year, Shi proposed a
linear weight change strategy in another paper [7]. It is also pointed out that when
inertia weight starting with a initial value close to 1 then linearly decreasing to 0.4,
the algorithm will have the best optimization effect. Then adaptive inertia weights
and exponential decline change strategies have also come out [8, 9]. These algorithms
have different improvements and have different efficiency.

In the aspect of algorithm innovation, it is also proposed to mix particle algorithm
and genetic algorithm [10] and introduce mutation algorithm to let the particle have
a certain probability to speed or position initialization after state update.

In this paper, a class of inertiaweight reduction strategy based on the segmentation
line method is proposed, and the start and stop conditions of the mutation algorithm
are improved. The following is mainly written in the following order: 1. Introduce
several existing inertiaweight settingmethods and conventionalmutation algorithms.
2. Through the method of heuristic and comparison, this paper proposes a folding
line inertia weight reduction strategy and improved mutation algorithm with better
optimization effect. 3. Through the optimization experiment on the selected test
function, verify the performance improvement effect of each improved part on the
algorithm. A particle swarm optimization algorithm based on the off-line inertia
weight reduction strategy and the improved mutation algorithm is summarized.
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21.2 Particle Swarm Optimization Algorithm and Its
Improved Strategy

21.2.1 Basic Particle Swarm Optimization

The particle swarm optimization algorithm is a heuristic algorithm that starts from
the random initial solution and updates the state through a specific update rule to
search for the point with the best function value in the solution space. Denote the
speed of the ith particle in the population at the k + 1th iteration as vk+1

in , and its
position as xk+1

in , then the update process of the particle state can be describe by using
the following two Formulas (21.2) and (21.3):

vk+1
in = w · vkin + c1 · r1 · (

pkin − xkin
) + c2 · r2 ·

(
pkgn − xkin

)
(21.2)

xk+1
in = xkin + vkin (21.3)

In the formula, w represents the inertia weight, which determines the degree of
influence of the velocity state in the previous iteration on the particle velocity in
this iteration, and represents the inheritance of the velocity state. pkin represents the
individual historical optimal position of the ith particle under the current iteration
number, and pkgn represents the overall historical optimal position of the particle
population. r1 and r2 are two random coefficients whose values are independent of
each other between 0 and 1.

It can be seen that the velocity of the particle is mainly composed of three compo-
nents—the influence from the previous velocity, the spatial distance from the optimal
position of the individual history, and the spatial distance from the optimal position
of the population history [11].

21.2.2 Variable Inertia Weight Reduction Strategy

The linear decline of inertia weight is a more common adopted change strategy
nowadays, and its expression is as shown in Eq. (21.4):

w = ws − (ws − we) ∗ i

T
(21.4)

where i is the number of the current iteration when the state is updated, and T is
the total number of iterations to be made. Since the inertia weight is continuously
decreasing during the optimization process, ws is both the maximum inertia weight
and the initial value of the inertia weight. Similarly, we means both the minimum
inertia weight and the final value of the inertia weight change.
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In some adaptive PSOalgorithms, an “adaptive inertiaweight” strategy is adopted.
In this case, the inertia weight is dynamically adjusted in the iterative process as
follows

{
we − ( f − fmin)

( favg− fmin)
∗ (ws − we), f < favg

ws, f ≥ favg
(21.5)

This formula is suitable for a particle swarm optimization algorithm that seeks the
minimum value, where fmin represents the current minimum function value of the
particle population, and favg represents the average function value of the population.
The meanings of ws and we are the same as in the previous formula.

In addition, there is a type of exponential descent method, in which c3 is the
adjustment coefficient, and the expression is (21.6)

w = we ∗ (ws/we)
1/(1+c3∗i/T ) (21.6)

Improved variable inertia weight reductionmethod Through experimental expe-
rience, it is found that if the value of the inertia weight is a continuous function with
the period as the independent variable, the concavity and convexity of the function
will affect the performance of the algorithm. The exponential decline method is a
type of descent method with concave function characteristics. It is conceivable that
the algorithm will have better performance when the inertia weight decreases with
a certain concavity. In order to study and discuss the most suitable way to reduce
the inertia weight, this paper uses the method of “Using strait line to replace curve”
to divide the total iteration period of the algorithm into four time periods. The iner-
tia weight decreases linearly according to different slopes in each time period. By
adjusting the ratio between the slopes of each stage, it is possible to approximate the
curves with different concave and convex features. When the absolute value ratio of
the slope has a decreasing trend, the polyline function adopted by the scheme can be
approximated as a concave function curve. Conversely, when the absolute value of
the slope of the polyline has an increasing trend, the polyline function can be approx-
imated as a convex function curve. The concave function strategy and the convex
function strategy are used to refer to the two types of schemes. Both types of schemes
will be referred to using a concave function strategy and a convex function strategy.
Denote the slope ratio of the four periods as a : b : c : d and let k = a + b + c + d,
then we have the following inertia weight expressions (21.7):

w =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ws − (ws − we) ∗ a∗i
T∗k/4 , i ≤ T

4

ws − (ws − we) ∗ b∗(i−T/4)+a
T∗k/4 , T

4 < i ≤ T
2

ws − (ws − we) ∗ c∗(i−0.5T )+a+b
T∗k/4 , T

2 < i ≤ 3T
4

ws − (ws − we) ∗ d∗(i−0.75T )+a+b+c
T∗k/4 , 3T

4 < i ≤ T

(21.7)

This method is called the piecewise linear descent method.
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21.2.3 Introduction and Improvement of Mutation Algorithm

The mutation algorithm is an algorithm widely used in intelligent algorithms. It is
attached to the regular status update. Because it is as unpredictable as the mutations
produced in the genome, it is also called the mutation algorithm. The mutation
algorithm can bring more randomness to the optimization process, so it often makes
the population jump out of the local optimum [11–13].

Mutation algorithm in particle swarm optimization In the particle swarm opti-
mization algorithm, the mutation algorithm specifically refers to that when all the
particles of the population update the current state of the individual in an updated
generation, there is a certain probability to randomly extract one particle in the popu-
lation, so that a certain dimension or all of its position. The dimension is reinitialized.
In theory, it can expand the active area of the particle to a certain extent, reducing
the risk that the algorithm falls into local optimum. The variation frequency of the
conventional mutation algorithm is fixed. The principle is to preset a constant m
between [0, 1]. The algorithm generates a value between 0 and 1 after each state of a
particle is updated. The random number r, when r > m, randomly extracts a certain
position dimension of the particle to execute the mutation statement. Therefore, the
lower the m value, the greater the probability that the particle will mutate after the
updated state. After adding the mutation algorithm, the flow of the particle swarm
algorithm is shown in Fig. 21.1.

Improved mutation algorithm The improved particle swarm algorithm only
mutates in the early stages of the algorithm. The working period of the particle
swarm algorithm can be roughly decomposed into three parts, a less constrained
development period, a stable search period, and a dense collection period. Consider-
ing that the particle’s range of activity is maximized in the early stage, the population
can be prevented from falling into local optimum, and the particle can have a higher
frequency of variation at this stage. In the middle of the algorithm, the particle swarm
wants to search in a reasonable step size so as not to cross the optimal solution [12];
at this time, if the method of maintaining high-frequency variation has a certain risk,
the particle will end the search for part of the region ahead of time and make a mis-
take. The particles skip the optimal solution [13]. Therefore, the improved mutation
algorithm will cause the particles to mutate at high frequency in the early stage.
The frequency of the mutation decreases with iteration, and the mutation process
gradually stops in the middle. This process is realized by modifying the m value:

m =
{
5i/T, i ≤ 0.2T
1, 0.2T < i ≤ T

(21.8)

Equation (21.8) is the m expression of the improved mutation algorithm. In the
first quintile of the optimization, the probability of mutation linearly decreases from
100% to 0. When a particle mutates, its position dimension is reinitialized in the
solution space.
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Fig. 21.1 Flow chart of the
mutated PSO algorithm

21.3 Experiments and Discussion

In order to test the performance of the improved algorithm, the test functions [14,
15] such as Schaffer, Rastrigin, Ackley, Rosenbrock, Shubert, and Griewank were
selected to test the algorithm before and after the improvement. The experiment was
carried out in two steps. First, the improved performance of the piecewise linearity
was tested, followed by an improved test of the mutation algorithm. The parameter
c1 = c2 = 1.49445 remains constant. In the exponential descent strategy, the adjust-
ment coefficient c3 is set to 10. The population size is set to 20. At the maximum
speed, an expression of Vmax = 0.5 ∗ |Xmax − Xmin| is used. Each group of exper-
iments was independently repeated 10,000 tests, and the experimental results were
taken as arithmetic mean.
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21.3.1 Experiment on Inertia Weight Strategy

Schaffer function and related tests The expression of the Schaffer function is
shown in (21.9):

f1 =

(

sin
√

x21 + x22

)2

− 0.5

(
1 + 0.001 × (

x21 + x22
))2 + 0.5, xi ∈ [−100, 100] (21.9)

When the number of iterations is 30, the experimental data is given in Table 21.1.
For the convenience of timing, Table 21.1 lists the total duration of the algorithm

cycle 5000 times.

Griewank function and related tests The expression of the Griewank function is
shown in (21.10):

f2 = 1

4000

n∑

i=1

x2i −
n∏

i=1

cos

(
xi

i
1
2

)

+ 1, xi ∈ [−600, 600] (21.10)

The global minimum value is 0. In the experiment, the optimization dimension
is set in 10 dimensions, and the average optimization results obtained are shown in
Table 21.2.

Rosenbrock function and related tests The Rosenbrock function expression is
shown in (21.11):

f3 =
n∑

i=1

[
100

(
xi+1 − x2i

)2 + (xi − 1)2
]
, |xi | ∈ [0, 2.048] (21.11)

Table 21.1 Schaffer function optimization results

Decline method Inertia weight interval Optimization result Total time (s)

Self-adaptive 0.95–0.4 −0.9927705072 109.230513

1.3–0.8 −0.9995883456 110.438924

Exponential 1.3–0.8 −0.9959402668 81.202922

Piecewise linear (0:0:0:1) 0.95–0.4 −0.9975228308 78.750133

1.3–0.8 −1 80.388402

Piecewise linear (0:0:1:10) 0.95–0.4 −0.9970870357 78.832222

1.3–0.8 −1 78.437102

Linear 1.3–0.8 −0.9992841241 78.325553

0.95–0.4 −0.9932311664 78.915517



276 M. Zhao et al.

Table 21.2 10-dimensional Griewank function optimization results

Decline method Number of iterations: 30 Number of iterations: 500

Inertia weight
interval:
0.95–0.4

Inertia weight
interval: 1.3–0.8

Inertia weight
interval:
0.95–0.4

Inertia weight
interval: 1.3–0.8

Self-adaptive 3.414528011 3.148078106 0.625433003 0.018070961

Exponential 2.223207988 3.793199799 0.877454287 0.217150569

Piecewise linear
8:4:2:1

2.192629299 3.182405984 0.316146847 0.270820153

Piecewise linear
0:0:0:1

2.75245875 1.588307524 0 0.294277477

Piecewise linear
0:0:1:10

2.794118027 1.400035895 0.036250868 0.33845017

Linear 2.211153999 1.931402254 0.130402658 0.271730083

The globalminimumvalue of the function is 0. In the experiment, the optimization
dimension is set in 10 dimensions.

Analysis and conclusion In addition to the Schaffer function, the Griewank func-
tion, and the Rosenbrock function, the Ragtrigin, 10-dimensional Ackley, Shubert,
and 10-dimensional Sphere functions are also tested using the weighting intervals
[0.4, 0.95] and [0.8, 1.3].

Among them, the test group with the ratio of 0:0:0:1 and 0:0:1:10 can reach
the accuracy requirement first on the Schaffer test function. The experimental results
mainly show twocharacteristics: First, the algorithmoptimization effect of the convex
function strategy is better than the algorithm optimization effect using the concave
function; secondly, the optimization effect on the inertia interval [0.8, 1.3] is better
than that on inertia interval [0.4, 0.95]. A similar conclusion was obtained when
testing the 2-dimensional Rastrigin.

In the optimization test of 10D (10-dimensional) Griewank and 10D Ackley and
10D Sphere three kinds of functions, the mean value does not meet the accuracy
requirement only when iterating 30 times, but the experimental group with a slope
ratio of 0:0:1:10 is more linear than the linear one. The experimental error of the
drop was reduced by approximately 27.5%. The optimization effect on the inertia
weight [0.8, 1.3] interval is also better than that on the [0.4, 0.95] interval.

In fact, take 100 results from each experimental group of the Griewank function
as observation samples, it can be noted that the optimization effect under the convex
function strategy is significantly two-level differentiation—either reaching e−10
accuracy or falling into extreme local optimum. The results of those severe failures
constrain the accuracy of the average optimization value. However, only consider the
correct rate, the effect of optimization under the convex function strategy is much
higher than that of the concave function strategy control group.

On the 10-dimensional Rosenbrock and Shubert functions, the test group using the
concave function strategy has better optimization precision than the convex function
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only when iterating 30 times. Moreover, the optimization results performed under
the [0.4, 0.95] interval are generally better than those performed in the interval [0.8,
1.3]. This situation is especially evident in the test group of the convex function.

However, when the number of iterations is appropriately extended, such as 500
generations or even 1000 generations, most of the above conclusions are no longer
applicable. The accuracy of the convex function strategy over the [0.4, 0.95] interval
exceeds its accuracy over the [0.8, 1.3] interval, while the concave function strategy
is more applicable to the remaining functions except the Sphere function over the
[0.8, 1.3] interval. On all selected test functions, when the convex function strategy
is matched with the [0.4, 0.95] inertia interval, its accuracy has been roughly flat or
even exceeds the optimization effect under the concave function strategy.

The contribution of adaptive inertial strategy to accuracy is limited, but it takes
the longest time. In Table 21.1, the accuracy of adaptive inertial strategy is less than
1e−10, but the average time spent is 38.7%more than that of the experimental group
with the ratio of 0:0:0:1.

Therefore, when the number of iterations is small, such as only iterating for 30
generations, either using a concave function strategy with a variation interval of [0.4,
0.95] or using a convex function strategy with a variation interval of [0.8, 1.3] has
a better optimization result than default linear descent strategy. The specific choice
is mainly influenced by the nature of the test function itself. After 500 generations
or even 1000 generations of iterations, from the perspective of optimization stability
and optimization precision, the convex function optimization strategy matched with
an interval of [0.4, 0.95] can obtain the most ideal effect.

21.3.2 Mutation Algorithm-Related Experiments
and Analysis

For proving the superiority of the improved mutation algorithm, the experiment uses
the inertia weight reduction method with slope ratio of 0:1:2:12 in each stage to
test and sets parallel groups using different mutation methods, which are grouped as
follows:

Group 1: nomutation is used; group 2:m value is alwaysmaintained at 0.8, particle
resets all-position dimension when mutation; group 3: m is constant at 0.5, particle
resets all-position dimension when variation; group 4: m is based on Formula (21.8)
Variation, the particle resets the full position dimension when the mutation, this
group is the modified mutation algorithm; the group 5: m changes strictly according
to the (21.8), the mutation only resets the single dimension; the group 6:m is mutated
according to Formula (21.8) in the first five fifths, and the probability of variation is
0.5 in the last fifth of the period; and group 7: the value of m mutate in the first five
fifths according to the (21.8), while the probability of mutation remains at 0.8 in the
last quintile.
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On the 30-dimensional Rosenbrock function, each experimental group algorithm
performs 500 generations, and each group of algorithms is cycled 10,000 times to
obtain an average test result as shown in Table 21.4.

It can be seen from the records in Table 21.4 that the use of the mutation algorithm
has a certain positive effect on the optimization. However, groups 2 and 3, which
have mutated behaviors in each period, are inferior in accuracy to group 4 that only
mutated in the first quintile. Comparing the results of group 4 with group 5, it can be
seen that the effect of making the full-scale variation of the particles is better than
changing the effect of the single dimension. Comparing group 4 with group 6 and
group 7, it can be considered that if the variation behavior is continued in the later
stage, the optimization precision of the algorithm will be damaged.

Then, the algorithm is tested on Ackley, Rastrigin, Griewank, and Sphere. The
minimum function value of these four functions is 0, and the solution space dimension
is set at 30 dimensions. When the error between the optimization result and the true
optimal function value of the test function is within 1e−7, the number of iterations
that the algorithm has been running at this time is called the average necessary
number of iterations. The control group used the linear decline strategy without any
mutation algorithm. Both experimental groups A and B used an improved mutation
algorithm, group A used an inertial variation strategy with a ratio of 0:1:2:12, and
group B used a linear reduction strategy. Here, the maximum number of iterations is
500. Since the final average optimization results of group 1 and group 2 are both 0,
they are not listed, and Table 21.5 is obtained.

Table 21.4 Rosenbrock
function results

Group Average optimization result

1 77.23301137

2 0.0000003313468723

3 1.010948118E−12

4 5.01817044E−25

5 45.01632424

6 0.0000001284314917

7 0.00000006138500513

Table 21.5 Optimization results of the four types of function

Test function Average necessary number of
iterations

Average optimization results of the control
group

Group A Group B

Ackley 37.59766667 40.0345 9.637387932

Rastrigin 35.96 38.20933333 124.953894

Griewank 37.186 40.72566667 26.69177666

Sphere 37.79066667 40.00366667 7.635740014



21 An Inertia Weight Variable Particle Swarm Optimization … 279

It can be seen from Table 21.5 that, when the mutation algorithm is not used
for improvement, the average optimization result of the particle swarm algorithm
does not reach the desired accuracy in the four types of test functions. The use
of the improved particle swarm optimization algorithm enables the particle swarm
algorithm to both achieve the accuracy requirements of the algorithm and reduce the
number of iterations necessary.

21.4 Conclusion

This paper proposes an improved particle swarm optimization algorithm. The
improved algorithm is based on two aspects of inertia weight and increasing muta-
tion algorithm. It is pointed out that the optimization strategy of convex function
is more suitable for high-dimensional test function, and the parameter setting strat-
egy of improved mutation algorithm is proposed. By adopting the convex function
descent strategy, supplemented by the mutation algorithm only in the initial stage,
the improved particle swarm algorithm can complete the accurate optimization of
30-dimensional Ackley, Rastrigin, Griewank, and Sphere in 500 generations. In the
cycle of about 37 generations, the optimization result is accurate to 1e−7.

But in fact, when combining different improvement strategies, there will be a
certain coupling effect inside the algorithm. The impact of different improvement
measures on the performance of the algorithm is not simply additive, but may be
multiplicationor evenmutual restraint. In the follow-upwork, the authorwill consider
more of this impact and conduct more detailed research on existing findings, looking
for a set of more general applicability of the proportion of polyline. The future
research will mainly lie in replacing the polyline with a smoother descent curve.
It is expected to integrate the existing conclusions into the research work of multi-
objective optimization in the next stage.
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Chapter 22
Performance of Probabilistic Approach
and Artificial Neural Network on
Questionnaire Data Concerning
Taiwanese Ecotourism

Vladislav Bína, Václav Kratochvíl, Lucie Váchová, Radim Jiroušek,
and Tzong-Ru Lee

Abstract This paper aims to perform modeling of Taiwanese farm and ecotourism
data using compositional models as a probabilistic approach and to compare its
results with the performance of an artificial neural network approach. Authors use
probabilistic compositional models together with the artificial neural network as a
classifier and compare the accuracy of both approaches. The probabilistic model
structure is learned using hill climbing algorithm, and the weights of multilayer
feedforward artificial neural network are learned using an R implementation of H2O
library for deep learning. In case of both approaches, we employ a non-exhaustive
cross-validation method and compare the models. The comparison is augmented
by the structure of the compositional model and basic characterization of artificial
neural network. As expected, the compositional models show significant advantages
in interpretability of results and (probabilistic) relations between variables, whereas
the artificial neural network provides more accurate yet “black-box” model.
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22.1 Introduction

When analyzing a sample data set, we cannot infer any results concerning some
population with certainty. Therefore, during last more than one hundred years, many
tools were developed which are able in a way to handle data having the uncertain
nature. They start from the basic test methods of mathematical statistics and so far
arrived at the probabilistic and other alternative algorithms and systems more or less
capable of serving as a basis for artificial intelligence approaches.

The probabilistic graphical models were considered as a standard tool for support
of decision making under uncertainty and become popular as a tool interconnecting
probabilistic description and graphical presentation. The approaches for decision-
support initially started from the simple managerial tools assessing causes of prob-
lematical status. Then, it continued as qualitative schemes of influence diagrams and
evolved into the tools of flowcharts, causal loop diagrams, stock and flow diagrams
and in the last three decades developed influence diagrams based on Bayesian net-
works.However, the usability and local computations ofBayesian networks (see, e.g.,
Jensen and Nielsen [1]) bring together one important source of confusion, namely
its graphical representation using directed acyclic graphs. The arrows used in such
graphical tools resembles less experienced users direction from causes to effects
which is rather intuitive and usually accepted but not correct. Moreover, this graph-
ical presentation is of only little use in case of large diagrams having higher tens or
even hundreds of nodes (as we show below). In these situations, one may acknowl-
edge an alternative, yet equivalent algebraic approach based on compositionalmodels
Jiroušek [2] and Jiroušek and Kratochvíl [3].

In recent year, based on better algorithms of deep learning and higher performance
of computers, the approach of artificial neural networks become successful in a wide
variety of tasks including computer vision, text and opinion mining, machine trans-
lation, image and video processing, etc. It is sometimes referred as a “deep learning
revolution” (see, e.g., Sejnowski [4]). Similar to the comparison of probabilistic and
neural network approaches by Tavana et al. [5] or by Simfukwe et al. [6], the aim of
this paper is to compare the accuracy of the powerful and well-developed method-
ology of artificial neural networks with a (yet developing) probabilistic approach of
compositional models. Of course, the main disadvantage of compositional models
is rather the current state of the art which (unlike the case of neural networks) lack
a professional and user-friendly implementation of algorithms. But still, composi-
tional models represent an easy way to interpret “white-box” approach and have thus
a great advantage in comparison with neural networks. On a simple (but not toy)
example data set concerning Taiwanese farm and ecotourism, we present that under
certain circumstances, the performance of compositional models is comparable to
the performance of artificial neural networks.
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22.2 Brief Summary of Theoretical Background

Throughout the paper, we use two modeling approaches. Compositional models as
a probabilistic model structure a multilayer feedforward artificial neural network. In
this section, we will briefly characterize both approaches and set a basis for their
comparison using a Taiwanese farm and ecotourism data.

22.2.1 Compositional Models

The theory of compositional models was summarized in Jiroušek [2] with the impor-
tant structural properties summarized in Jiroušek and Kratochvíl [3]. Similarly, we
will adopt the notation in the following sense. Throughout this paper, we analyze a
set of n finite valued variables {X1, X2, . . . , Xn}. Subsets of variables are denoted
by lower-case Roman alphabets (e.g., x , y, and z). 〈Xi 〉 denotes the set of values
(states) of variable Xi . Analogously, for sets of variables x, y, the respective Carte-
sian products of all combinations of their values are denoted by 〈x〉, 〈y〉, respectively.
Elements of these sets, i.e., the (combinations of) values of variables will be denoted
by lower-case boldface Roman characters (e.g., a ∈ 〈x〉).

Conditional distributions will be denoted using a standard notation, e.g., π(y | X).
In case thatwe consider conditioningby a specific value of variable X byπ(y|X = a),
let us stress that sincewe deal with finite valued variables, the conditional distribution
π(y|X) is represented by a table where π(y|X = a) is a probability distribution for
each a ∈ 〈x〉.

For a probability distribution π(x) its marginal distribution for y ⊂ x is denoted
either by π(y) or by π↓y . Under a notion of extension (in a way opposite to marginal-
ization), we understand any distribution κ defined for a superset of variables, i.e.,
κ(z) for z ⊃ x , such that κ(x) = π(x). The set of all extensions of distribution π(x)
for variables z ⊃ x will be denoted by Ψ [π; z]. The symbol π(x ∩ y) 	 κ(x ∩ y)
denotes that κ(x ∩ y) dominates π(x ∩ y). This holds (in the considered finite set-
ting) when

κ↓x∩y(b) = 0 =⇒ π↓x∩y(b) = 0

for all b ∈ 〈x ∩ y〉.
Now, consider two distributions π(x) and κ(y). Obviously, there exists their joint

extension if and only if they are consistent, i.e., if π(x ∩ y) = κ(x ∩ y). In case
that they are not consistent then one can be interested in getting an extension of π

containing from κ asmuch information as possible. Speakingmore precisely, one can
look for a distribution μ(x ∪ y) that is a projection of κ into the set of all extensions
Ψ [π; x ∪ y]:

μ(x ∪ y) = arg min
λ∈Ψ [π;x∪y]

Div(λ(y); κ(y)).
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If we consider a Kullback–Leibler divergence, Theorem 6.2 in [2] states that this type
of projection can be got as a composition of π and κ . The composition is defined
only if π(x ∩ y) 	 κ(x ∩ y) by the formula

μ(x ∪ y) = π(x) � κ(y) = π(x) · κ(y)

κ(x ∩ y)
.

The use of the operator of composition can be iterated. The result of the repeated
application to the sequence of low-dimensional distributions is (if defined) a multi-
dimensional distribution which can be written in the following way:

κ1 � κ2 � κ3 � . . . � κn := (. . . ((κ1 � κ2) � κ3) � . . .) � κn.

Throughout this paper, we will focus on the models composed from the marginals
of one data distribution, thus there are no inconsistent distributions.

22.2.2 Artificial Neural Networks

An approach of artificial neural networks (ANN) had roots in 1940s when the first
computational model for neural networks was developed (see McCulloch and Pitts
[7]). The methodology of ANN became useful and extensively employed after the
development of backpropagation algorithms (see Schmidhuber [8]). But the case of
networks with higher number of hidden layers tended to give worse results than the
shallow networks (see, e.g., Alom et al. [9]). The success of deep learning approaches
together with improved computational capacities (use of GPUs and employment of
its vector computation features) resulted in last ten years in a so-called deep learning
revolution, i.e., a radical change of artificial intelligence industry and massive use of
ANNs (this breakthrough resulted in awarding of Turing Award in March 2019).

Let us clarify that under the notion of deep network we understand an artificial
neural network with at least three hidden layers, oppositely, the ANN with one or
two hidden layers is called shallow (this is quite frequent classification (see, e.g.,
[9]).

One of the modern and most successful open-source systems for artificial intelli-
gence is a H2O platform capable of analyzing (using in-memory compression) huge
data samples. Moreover, it has a linear scalability and is able to interconnect with,
e.g., R, Python, and Hadoop (see [10]). We used it as an implementation of artificial
neural network and its learning under R software (we used a version 3.6.1 [11])
augmented by a H2O package version 3.26.0.2 [12].

In our case, we use the artificial neural network as amodel of dependencies among
the set of categorical variables (most of them binomial, two multinomial variables).
Because of the architecture of ANN layers, we need to choose one of the variables as
a variable in an output layer. The H2O implementation does not provide a possibility
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to handle multiple output variables. The nonlinear character of activation functions
provides a possibility to perform a classification task.

The considered artificial neural networkhas a structure of amultilayer feedforward
(nodes do not form a cycle) neural network (perceptron). The network is trained with
stochastic gradient descent algorithm based on backpropagation, and it is necessary
to specify the number of network layers and number of neurons in each layer, see
[10]. The binary character of variables allowed to choose among different activation
functions (the Tanh activation function performed with the analyzed data set better
than ReLU and Maxout). For the classification into multiple classes, i.e., for the
multinomial output layer, a softmax activation function can be used. See, e.g., Glorot
et al. [13].

Though the H2O package is capable to efficiently handle huge data sets thanks to
the parallelization of its procedures, this was not our case. However, relatively small
Taiwanese data were divided one hundred times in order to performmultiple training
and validation cycles.

22.2.3 Measures Based on Confusion Matrix

The paper employs a basic set of measures derived from the confusion matrix (see,
e.g., Fawcett [14]). The confusion matrix visualizes the correspondence of predicted
class based on model and class observed in data in a contingency table with the
setting according to Table22.1.

Sensitivity (or true positive rate) is defined as

TPR = TP

TP + FN
,

specificity (or true negative rate) is given by

TNR = TN

TN + FP
,

precision (or positive predictive value) is defined as

PPV = TP

TP + FP
,

Table 22.1 Confusion matrix

Observed class

Predicted True positive (TP) False positive (FP)

Class False negative (FN) True negative (TN)
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under accuracy we understand

ACC = TP + TN

TP + TN + FP + FN

and F1 score is a harmonic mean of precision and sensitivity which result into

F1 = 2TP

2TP + FP + FN
.

22.3 Data Set and Preprocessing

The Taiwanese farm and ecotourism data set contains answers of 1235 respondents
who filled the questionnaire in the period from2015 to 2017. The answers to the ques-
tionnaire in case of the first ten respondents are shown in Table22.2 as an illustration
of sample data set.

The answers of six main multiple-choice questions were converted into 51 binary
variables containing answers accompanied by respondent’s gender and age category
(0–18; 19–25; 26–35; 36–45; 46–55; 56–65 and 66–). The six main questions are:

Q1 Reasons why you would like to focus on agricultural information.
Q2 What kinds of instant message you would like to see.
Q3 What kinds of products or stories that you are interested in.
Q4 Reasons why you are interested in participating in work exchange.
Q5 What kinds of workshop you are interested in.
Q6 What did you experience from the ecotourism.

Table 22.2 Record of answers of the first ten respondents in the Taiwanese farm and ecotourism
data set

Que. 1 Que. 2 Que. 3 Que. 4 Que. 5 Que. 6 Age Gender

3, 4 1, 2, 8 F, I, L 1, 3 1, 2 1, 2, 3 36–45 Female

3, 4, 5 1, 2, 3, 4,
5, 6, 7, 8

4, 8, 9, A, G,
H, K, L

1, 2 1, 2 5 19–25 Female

3, 4 3, 4, 8 4 1 1, 2 5 36–45 Male

1 1, 6, 7, 8 4, A 5 1 1, 2 19–25 Female

5 8 3, 8, D, K, L 3 1 5 36–45 Female

4 7 6, A, B, F, I 1, 2, 3, 4 3 5 36–45 Male

2, 3 1, 7 C, D 1, 3, 4 1, 2 1, 2, 4 46–55 Female

3, 4, 5 4, 5, 7, 8 2, D, I, O 1, 3 2, 3 1, 3 26–35 Male

3, 5 1, 8 3, 4, A, B, K 3 1 1, 2 36–45 Female

3, 4 6, 7, 8 4, 7, B, L 3, 4 1 2 26–35 Male
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Since all the particular questions are not significant for the sake of comparison of
two modeling approaches, we will not describe in detail all possible answers to the
six main questions. Let us only mention that there were 5 possible answers for the
question Q1, 8 answers for the Q2, 24 answers for the Q3, 6 answers for the Q4, and
3 answers for Q5. Now, let us focus on the answer to the 6th question which will be
analyzed as predicted variables. The possible answers to a multiple-choice question
6 were:

Q6.1 Agricultural experience and understand planting methods.
Q6.2 Enjoy local natural food.
Q6.3 Special festivals participation.
Q6.4 Local culture exchange.
Q6.5 Not yet experienced.

22.4 Models

The main result of the presented paper includes two types of different modeling
approaches describing the Taiwanese farm and ecotourism data. The first approach
uses probabilistic compositional models, whereas the second approach employs the
artificial neural network methodology.

22.4.1 Resulting Compositional Model

The structure of a compositional model is learned from the data set using a structural
EM algorithm (see Friedman [15]) where a maximization step is performed using a
tabu search generalization of hill climbing greedy approach in the space of models
structures (see Russell and Norvig [16]). The resulting compositional model can
be (obviously) written as a model formula. However, because of its rather complex
structure and long formula let us only take a taste on the shortened expression, i.e.,

μ̂ = π(x3.4) � π(x3.O) � π(x3.4, x3.A) � π(x3.A, x3.B) � π(x3.4, x3.5, x3.B) � · · · .

As the kind author can imagine, because of the big number of variables the com-
plete compositional model formula would be very long and not transparent. Instead
of this, we use an equivalent representation, i.e., a structure visualization using a
graphical tool of persegram (introduced by Jiroušek [17], for an application, see,
e.g., Kratochvíl [18]). This tool describes a dependency structure of considered vari-
ables1 and is capable to clearly present both all the particular distributions composed

1In Jiroušek [17] the following assertion is formulated: “Every independence statement read from
the structure (or its persegram) of a compositional model corresponds to probability independence
statement valid for every multidimensional probability distribution represented by a compositional
model with this structure.”
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Fig. 22.1 Persegram of a compositional model structure learned from the Taiwanese farm and
ecotourism data

in themodel (as columns in the table) and occurrence of a variable throughout the dis-
tributions within a model (as rows of the table) where the first occurrence is marked
by a square and all other occurrences are marked using a bullet. The model learned
from an example data set is depicted in Fig. 22.1 and provides an easy insight into
the dependence structure of considered variables. Namely, the answers to question
4.1–4.5 shows an apparent interdependency, or similarly, the answers to questions
3.2, 3.4–3.8.

Probably, the readers are more accustomed to the expression of probabilistic
models in the form of a directed acyclic graph (DAG). Figure22.2 shows the above-
described dependence structure in the form of DAG, which is obviously rather hard
to read and to search the particular (conditional) dependencies. Moreover, the arrows
in the graph might be misleading and can lead to an incorrect interpretation as causal
relations.

Particular distributions and their conditional variants usable for the process of
composition can be easily computed from the data, e.g., conditional distribution
π(x6.1 | x3.B, x4.1, x5.2) can be summarized in a form of Table22.3.
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Fig. 22.2 A directed acyclic graph corresponding to a compositional model structure learned from
the Taiwanese farm and ecotourism data

Table 22.3 An example of one probability distribution from compositional model μ̂ in a form of
conditional probability table, namely π(x6.1 | x3.B , x4.1, x5.2)

Q5.2 = yes Q5.2 = no

Q4.1 = yes Q4.1 = no Q4.1 = yes Q4.1 = no

Q3.B Q3.B Q3.B Q3.B

Yes No Yes No Yes No Yes No

Q6.1 Yes 0.639 0.909 0.500 0.634 0.231 0.671 0.258 0.365

No 0.361 0.091 0.500 0.366 0.769 0.329 0.742 0.635



292 V. Bína et al.

22.4.2 Resulting Artificial Neural Network

Deep learning algorithmwas used five times to build five models. Each of the models
has one of the questions 6.1–6.5 as an output node. The method in each case learned
the weights of five layers multilayer perceptron with 162 neurons in an input layer,
100, 40, and 6 neurons in hidden layers with tanh activation function and an output
layer with two nodes uses a softmax activation function. The algorithm in each case
learned values of 20,600 weights and biases.

The creation of five models was necessary since the current implementation of
H2O does not support multiple response columns. The authors suggest to train a new
model for each response variable. An example of model metrics achieved for the
model with an output being a question 6.1 summarized in Table22.4. Metrics of all
particular models and their comparison is performed in the next subsection.

22.4.3 Comparison of Both Types of Models

In each case, the data set was divided into a training frame and a validation frame in
the ratio of 80–20%. In other words, the training process was conducted on a sample
of 1121, and validation was conducted on 114 statistical units. For both approaches, a
non-exhaustive cross-validation method was used which do not compute all possible
ways of the splitting of the original sample being thus an approximation of leave-
p-out cross-validation approach. In each case, we used 100 iterations of the cross-
validation.

The results of the comparison are summarized in Table22.5 where the metrics
of sensitivity, specificity, precision, accuracy, and F1 score are provided for both
types of models and for each of the five questions from 6.1 to 6.5. This numerical
comparison is augmented by a graphical presentation in Fig. 22.3 of ROC space
graphs for each of the five questions.

Table 22.4 An example of basic maximum metrics and their indices in case of model for Q6.1

Metric Value Index

Max F1 0.867 95

Max accuracy 0.798 79

Max precision 0.966 28

Max sensitivity 1.000 101

Max specificity 0.973 0
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Table 22.5 Set of measures based on confusion matrix of artificial neural network (ANN) and
compositional model (CM) for particular questions from 6.1 to 6.5

Question Model Sensitivity Specificity Precision Accuracy F1 score

6.1 ANN 0.835 0.887 0.969 0.841 0.897

CM 0.921 0.358 0.785 0.759 0.844

6.2 ANN 0.801 0.867 0.959 0.810 0.872

CM 0.959 0.413 0.776 0.782 0.856

6.3 ANN 0.646 0.852 0.759 0.758 0.692

CM 0.585 0.771 0.598 0.704 0.581

6.4 ANN 0.692 0.821 0.851 0.736 0.760

CM 0.646 0.852 0.759 0.758 0.692

6.5 ANN 0.969 0.993 0.947 0.990 0.957

CM 0.145 0.983 0.538 0.886 0.159

22.5 Conclusion

The paper presented two model approaches for modeling of categorical data. The
compositional model approach was applied to build and to use one model approxi-
mating thewhole data set. The approach of artificial neural networkswas employed in
order to create five particular models with an output variable of each of five questions
from 6.1 to 6.5.

The comparison of both approaches showed that in the case of questions 6.1 and
6.2, both approaches provided more or less similar quality of models. In case of
questions 6.3 and 6.4, the approach of artificial neural networks provided a model
of higher quality, and finally, in case of question 6.5, the approach of compositional
models failed to provide reasonable predictions, whereas the artificial neural network
approach was very successful. This was caused by an answer collecting in a way the
rest of respondents and having an unbalanced ratio of answers to question 6.5 (142
positive answers and 1093 negative answers) in contrary to more or less comparable
frequencies of both answers in case of other answers.

This documents the most serious limitation of the approach of compositional
models. But let us mention an important advantage that the compositional models
represent a white-box approach, i.e., the possibility to analyze and interpret its build-
ing blocks (the low-dimensional distributions to be composed) as probabilities usual
for description of uncertainty. Moreover, similar to the approach of compositional
models, the user is able to insert evidence into the model and to analyze interesting
marginal distributions which can be calculated more or less easily from the compo-
sitional model. The artificial neural network approach comprises in a way a black
box. It is theoretically possible to look at the weights of each neuron, but its possible
interpretation is very limited.
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Fig. 22.3 ROC space of artificial neural network and compositional model for non-exhaustive
cross-validation of prediction for particular questions from 6.1 to 6.5
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Chapter 23
AC Operation Hardware Learning
Neural Circuit Using V-F Converter
System

Masashi Kawaguchi, Naohiro Ishii, and Masayoshi Umeno

Abstract In the artificial intelligence, machine learning and neural network field,
many practical use models have been proposed. However, these models are based
on a digital Von Neumann model’s computer. There are minority studies in the
field of analog learning neural networks. Early analog hardware neural network
models were configured with the operational amplifier and the resistance element.
It is difficult to change the value of solid resistance for the learning process. In the
present paper, proposed is a learning neural network using electronic alternating
current (AC) circuits including a voltage-frequency (V-F) converter. These circuits
are composed of an amplifier, additional circuit, inverter, subtract circuit, rectifier
circuit and V-F converter. The input voltage value was described as the input signal
and the input frequency considered the connecting weights. It is easy to change
the connecting weights with a V-F converter. Finally, the input frequency converges
to a constant value after only several learning process. The learning count time is
extremely small. The learning time is quite fast in this AC transmission circuit. The
model works using pure analog electronic circuits. The learning time is quite short
compare to with a digital process computer.

23.1 Introduction

Recently, multilayer neural network models, in particular, a deep learning model
have been researched very sprightly. The performance has been extremely improved
in the specialty of image/sound recognition. The internal mechanism of recogni-
tion system is revealed more clearly; self-learning integrated circuit (IC) chips have
also been realized. However, these models are operating on a general-purpose Von
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Neumann model’s computer with the application system. There are minority studies
that construct an analog parallel hardware structure using a biological information
processing mechanism. We proposed the neural network machine learning model
with a pure analog network electronic circuit. Such a model will develop original
recognition or prediction system using the analog neural electronic circuit. In the
field of multilayer learning models, many useful models such as image recognition
or phenomenon prediction have been proposed. And there are many hardware real-
ization models such as an image/sound sensor or computer by parallel circuit have
been enlargement.

23.1.1 Analog Hardware Neural Network

The main strong point of an analog machine learning network, its operation is by the
real-time linear system, not due to the clock frequency behavior. On another side, a
digital system behavior is due to the clock operation by central processing unit (CPU)
based on a Neumann computer. As another researchers’ study, innovative analog
neural models were proposed [1, 2]. In the complete analog circuit, one element is
the implementation of analog data saving unit, keeping the analog numerical value
for a while time using analog memory [3]. The dynamic random access memory
(DRAM) can bememorized in the condensermemory in short period of time, because
it was performed in the generic complementary metal oxide semiconductor (CMOS)
[4]. However, when the charge is maintained for a long time in the capacitor, it
needs the processing system to keep the numerical value data in the memory. It is
required the refresh process. Capacitors reduce the electric charge over time. It is not
difficult to get back the electric charge of a condenser by refresh process utilization
in the general digital binary memory. Nevertheless, in the situation using analog
memory, the refresh process is not easy because memorizing data is linear analog
data, it needs the time analysis system of electronic charge reducing curve. Other
researchers proposed the memorize methods of connecting weights, the floatage gate
type device [5] and magnetic substance memories [6].

23.1.2 Pulsed Neural Network

Pulsed neural networks receive great number pulses as learning data and change
the connecting weights due to the number of pulses. Such networks can maintain
their connecting weights after learning by the number of pulses and outputs the
signal depending on the input value [7]. Nevertheless, it is necessary the long time
for learning because great number pulses are required before complete learning.
For example, the time interval average of the pulse is 10 uS and 100 pulses are
needed before finished the learning procedure, and it needs 1mS for finished learning
approximately.
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23.1.3 How to Realize the Variable Connecting Weights?

In our former study, proposed model was a movement detection biomedical vision
model using analog general electronic circuits. The suggestionmodel is composed of
four layers. There are differentiation circuit, difference circuit andmultiple circuits in
each layer for detectingpuremotionoutput. Froma technical standpoint, the proposed
modelmakes possible to elucidation of the artificial vision systemmechanism, which
can detect the target object, motion and velocity by the design and simulation using
an analog network electric circuit [8, 9].

On the other hand, attempted to be realize was a multi-layered hardware neural
network using an analog electronic circuit. In the machine learning and neural net-
work field, many practical use models have been proposed. But, these models are
based on a digital general Neumann computer. There are few studies in the practical
study about analog learning neural networks. Early, analog circuit network models
were configured of the difference circuits, multiple circuits and solid resistance. It is
not easy to change the value of solid resistance for the learning process.

The first constructed model was a hardware neural network using variable resis-
tance elements as the connecting weights. In the learning operation process, each
resistance value needs to be adjusted by hand. Next, multiple circuits were used
as the connecting weights. Multiple circuits can calculate the products of a two
input signals. One is an input signal value. Another input as the connecting value is
considered.

In the former study, three-layered neural network analog electronic circuits
were designed. The model used multiple circuits by opamp and metal-oxide-
semiconductor field-effect transistor (MOSFET) as the connecting weights. The con-
necting weights vary easily by controlling the input signal. The model has two input
units and one-output unit with three layers. After the learning process, the model
worked Exclusive OR (EX-OR) logic as the simulation program with integrated
circuit emphasis (SPICE) simulation, this is a linear inseparable problem [10, 11].

23.2 Neural Network by Analog Electronic Circuit

23.2.1 Neural Network Using Solid or Variable Resistance
Elements

Early analog neural circuits’ models were configured of the difference circuits, mul-
tiple circuits and solid resistance. It is not easy to change the value of solid resistance
for the learning process. In past research, a hardware neural network was constructed
using variable resistance. This variable resistance means the connecting weights of
network. The network has nine units in the input layer, three units in the middle
layer and three units in the output layer. The system was able to recognized simple
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patterns by pure analog circuits. However, in the learning process, each resistance
value needs to be adjusted by hand.

23.2.2 Neural Network Using Multiple Circuits

In a former study, multiple circuits were utilized as the connecting weights. The con-
necting weights could be easily changed by controlling the input signal. Figure 23.1
shows the 2-input and 1-output neural circuit. It means the structure of one neuron.
There are three input units, two input signals and one threshold value. The input unit
calculates the product of two voltages, input signal value and connectingweights. The
connecting weights can be easily changed by operating the voltage of the MOSFET
gate signal in Fig. 23.1.

23.3 Perceptron Network by Analog Circuits

Next, a learning neural network was constructed. It is a two-input unit and one-
output unit basic perceptron model with a feedback circuit. The diagram of this
model is indicated in the upper half of Fig. 23.2. In the diagram, multiple circuits
are identified as “Mul”. Additional circuits are indicated as “Add” and subtraction
circuits as “Sub”. Figure 23.2 also shows the perceptron network of analog electronic

V11
0.5v

+3

-2

V+
7

V-
4

OUT 6
OS1 1

OS2 5

U3

uA741

R10

100

0

0

0
0

V12
12v

V13
12V

0

J1B
DN5567

V14
0.1Vdc

V15
-0.5v

+3

-2

V+
7

V-
4

OUT 6
OS1 1

OS2 5

U4

uA741

R12

100

0

0

0
0

V16
12v

V17
12V

0

J2B
DN5567

V18
0.1Vdc

+3

-2

V+
7

V-
4

OUT 6
OS1 1

OS2 5

U1

uA741

0
0

V2
12v

V3
12V

R4
100

0

R5

0.1k
R6

0.1k

0

R11
100

0

R13
100

0

R15
100

R3

100

V

V

VR14

0.1k

V9
0Vdc

+3

-2

V+
7

V-
4

OUT 6
OS1 1

OS2 5

U2

uA741

R8

100

0

0

0
0

V4
12v

V5
12V

0

J1A
DN5567

V10
0.1Vdc

0

Fig. 23.1 Neuron model by multiple circuits
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Fig. 23.2 Block diagram and learning circuit of perceptron
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Fig. 23.3 Convergence output of perceptron by SPICE simulation

circuits. The SPICE simulation result is shown in Fig. 23.3 [12]. It is shown that the
convergence time is about 900 µS, when the learning process is finished.

23.4 AC Operation Neural Circuit

In the previous chapter, the hardware learning network is explained. Although, in
the situation of setting up a network, there is one problem. The operating range of
input and output-voltage level is limited.Moreover, the circuit behavior is sometimes
instability because of the multiple circuit features using a semiconductor. It is said
“circuit limitations.” One reason is a semiconductor specificity. Not all semiconduc-
tors are manufacturing equally. Another reason is the output-voltage limitation of
semiconductor element.

The alternative current (AC), not direct current (DC) was used as a transmission
signal. Shown is the AC operation of one neuron unit in Fig. 23.4. There are two
components in the alternative current. On the alternative currents, current flows with
two elements, voltage and frequency. The input signal of the neural circuit is the input
voltage of the alternative current. The connecting weights of the neural network are
the frequency of the alternative current. The parameter of the circuit is decided as the
capacitance and resistance (CR) coefficient. CR circuit has good stability compared
to a semiconductor analog circuit using the frequency characteristics of capacitor and
resistance. As the result, this circuits outputs the approximately products of voltage
and frequency.

Figure 23.5 is the graph of input frequency and output voltage by AC neural
circuits. Output voltage is the root mean square (RMS) value. In the network, it is
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Fig. 23.4 AC operating neural model
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Fig. 23.5 Output AC operation neural circuits

added the two input alternative currents by an additional circuit. Additional circuit
outputs a wave modulation. This additional circuits works that the outputs increase
satisfactory in the general-purpose frequency range, 3–30 kHz. Figure 23.6 is the
output value of the same neural circuit by a two-dimensional graph. The frequency
range is from 3 to 30 kHz and the voltage range is 5–10 V. It was confirmed that the
output RMS voltage value is also monotonically increasing.
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Fig. 23.6 Output behavior
of AC operation neural
circuit

23.4.1 V-F Converter Circuits

A learning AC operation neural network with a feedback circuit was designed. The
error value feedback signal needs to be converted into a connecting weight. Because,
these circuits use the frequency data as the connectingweights. The initial input signal
is DC current. A voltage-frequency converter circuits was used when generating the
connecting weight. V-F converter circuits were used to calculate the frequency data
from the error value. The unit generates alternative current as the connecting weight.
It is used the backpropagation (BP) learning process using AC feedback circuit. It
has to convert from DC voltage to AC current with frequency, after receive the DC
current by a rectifier circuit. Figure 23.7 shows V-F converter circuit characteristics,
NJM4151, New JapanRadio Co., Ltd. (JRC). The input voltage and output frequency
are monotonically increasing in the logarithmic scale.

Fig. 23.7 V-F converter
circuit characteristics
NJM4151, New JRC
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23.4.2 The Behavior of the Neural Circuit by AC
Transmission

In the AC operation neural network, first amplifier circuit generates the AC current.
Input signal is AC current and the gain of the amplifier is input DC current. Two
AC currents after each amplifier circuits are added by an additional circuit. The
modulated wave is generated in the output of the additional circuit. The first layer’s
output of this neural network is modulated wave. In the learning process of the
AC neural circuit, the feedback error signal needs to be converted to a connecting
weight by AC current. The products difference error signal and input signal means
the correction error signal. The difference between the output signal and the teaching
signal means the difference error signal [13, 14].

Figure 23.8 shows the diagram of AC operation learning neural network model
unit. These circuits are composed of an amplifier, additional circuit, inverter, subtract
circuit, rectifier circuit and V-F converter. The initial input signal and connecting
weights are both DC current. The V-F converter units generate the frequency from
the input DC current. The output of the amplifier circuit is the AC current. Input
signal is AC current and the gain of the amplifier is input DC current. It is shown the
AC operation learning neural circuits except the V-F converter in Fig. 23.9.

Two AC currents after each amplifier circuits calculate the sum by an additional
circuit shown in Fig. 23.10. Each signal is different in voltage and frequency. The
modulated wave is generated in the output of the additional circuit. The output
of inverse circuit is the phase inversion modulated wave. The input of the second
amplifier circuits is phase inversion modulated wave. The teaching signal means
the gain of second amplifier circuit. The second adder circuit calculates the sum of
the second amplifier circuits output and the first adder circuits output. The input of
second amplifier circuits is the output of phase inversion circuit. It means the phase
inverted teaching signal. The output of the second adder circuit is the difference of the
first adder circuits’ output and teaching signal, it is the error value. Thus, the subtract

Fig. 23.8. Diagram of AC
operation learning neural
network model unit
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Fig. 23.9 Whole circuit of AC operation learning neural network

Fig. 23.10 Two input
signals of AC feedback
neural model

circuit does not need to be used to calculate the error value. The output of rectifier
circuit is the DC current, converted from the modulated wave of the second adder
circuits’ output. Figure 23.11 shows the simulation results after rectifier circuits.
There is some distortion in the rectifier signal, but it is not a big problem.

The correction quantity of the connection weights is the DC current, output of the
rectifier circuits. The subtract circuits calculate the difference of initial connecting
weights and correction quantity. The output of subtract circuits is new connecting
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Fig. 23.11 Simulation results after rectifier circuits of AC feedback neural model

weights. Figure 23.12 shows the new connecting weights by an AC feedback neural
model. It is shown that the new connecting weight’s value is almost constant.

The input of V-F converter circuits is the subtract circuits’ output and the output
of V-F converter is the AC current by a frequency signal. The input of first amplifier
circuits is AC current by a frequency signal and input DC current. At last, first
amplifier circuits generated the AC current. The input value means the RMS voltage
of AC current. The connecting weights of the neural network are the frequency of
the AC current. The series of behaviors means BP learning operation, feedforward
and feedback process.

The graph showing the relationship between learning count time and the frequency
of output is shown in Fig. 23.13. Frequency f1 and f2 means the each connecting

Fig. 23.12 Simulation results of new connecting weights by AC feedback neural model
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Fig. 23.13 Learning count time and the frequency of output

weights wiring from each input unit. It shows each frequency convergences to con-
stant value approximately. The learning count is only 5 or 6 times; it is quite small
compared to other learning model. Another merit is fast learning speed; however,
the performance of network is inferior compared to another digital learning network
model. But this model refers to biomedical neuron model. Therefore, this proposed
method outputs soft and smooth nonlinear signal.

23.5 Conclusion and Future Work

23.5.1 Conclusion

An analog neuron model by multiple circuits was designed using operational ampli-
fier and MOSFET instead of using variable resistance. The operation of the network
was confirmed by electronic circuit simulation. Next, one unit of analog neural net-
work was constructed by an AC current operation circuit. The input of first amplifier
circuits is AC current by a frequency signal and input DC current. There are two
components in the alternative current. The input value means the RMS voltage of
AC current. The connecting weights of the neural network are the frequency of the
AC current. Two AC currents after each amplifier circuits calculate the sum by an
additional circuit.

In the final learning process of the network model, the input of V-F converter
circuits is the subtract circuits’ DC output and the output of V-F converter is the
AC current by a frequency signal. In the SPICE simulation results, the frequency
converges to a constant frequency and finishes only several learning processes. In
the experimental result, frequency converges to 4 kHz and 1 kHz, respectively. The
learning count is only 5 or 6 times; it is quite small compared to other learningmodel.
Another merit is fast learning speed; this model refers to biomedical neuron model.
Especially, a deep learning model has been developed very rapidly in the research
area of image/sound recognition. Recently, multilayer neural network models, in
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particular, a deep learning model have been researched very sprightly. The perfor-
mance has been extremely improved in the specialty of image/sound recognition. It
is awaited high performance artificial intelligence model using the learning system
using analog circuit in the near future.

23.5.2 Future Scope Using Deep Learning Model

Deep learning model is one kind of machine learning model. The performance of the
recognition is getting better more andmore. This model is used for practical purposes
in thefield of image detection, video/sound recognition. Thismodelwill be developed
in the field of advanced technology, self-driving, robotics and artificial intelligence.
In the original BP, learning neural network is three-layer structure. However, the
structure of in the general deep learning model, there are nine layers. And there
are also three layered sub-networks, like a convolution network [15]. Furthermore,
learning algorithm in the field of deep learning model uses a stacked auto-encoder.
This algorithm can detect the feature data and abstract expression data from the input
image using large quantity learning data. The proposed AC operation circuits prompt
the possibility for flexible structure neural network like a deep learning model [16].

If AC operation learning network system developed in the direction of multi-
layered network model like a deep learning, many applications will be expected. It
is one of the kinds of soft computing. The output data is soft and smooth, difficult
to realize in the digital processing. In the field of image recognition and speech
recognition, the proposed AC operation model suggests the chance of making the
electrical circuit model of deep learning [17]. The model will develop the artificial
intelligence unit under the environment of automated operation with tough and ben-
eficial for fault tolerance network. Increase the number of units, large-scale system
development and creating integrated circuit are future problems.
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Chapter 24
An Inequality for Linear Canonical
Transform

Mawardi Bahri and Ryuichi Ashino

Abstract In our previous work, we established some basic poverties of the linear
canonical transform and obtained alternative form of convolution and correlation
theorems. In this paper,we study essential properties of the linear canonical transform
(LCT). The properties aremodifications of the classical Fourier transform properties.
They are very need in applyingLCT in signal processing. In addition,we formulate an
inequality associated with the LCT, which is different from the uncertainty principle
in literature.

AMS Subject Classification 11R52 · 42A38 · 15A66 · 83A05 · 35L05

24.1 Introduction

In recent years, the linear canonical transformation (LCT) has been widely discussed
in a number of papers (see, e.g., [1–7]). It is a three-parameter class of linear inte-
gral transformations which is effectively used in many field of applied mathematics,
optics, digital information processing, and so on. The LCT can be looked as a gen-
eralization of the classical Fourier transform [8, 9], so most of the properties of the
classical Fourier transform (FT) are modified in the LCT domain. In literature, the
LCT is also known as the affine Fourier transform, Collins formula, the ABCD trans-
form and Moshinsky-queue-transform [6, 10]. Because of the benefits of LCT, there
are many general transformations, which are built using LCT, that is, by merging
kernel transformation with LCT kernel (see, e.g., [1, 11–19]).
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In this paper, we focus on investigating some properties of the LCT, which are
missing in the literature. Based on the properties we build an inequality related to
the LCT. The inequality gives information about a signal and its LCT. It is shown
that the inequality only holds for the specific matrix parameters of the LCT.

The rest of the paper is organizes as follows. In Sect. 24.2, we investigate several
properties of the LCT, which are generalizations of the corresponding properties of
the classical Fourier transform. Sect. 24.3 is devoted to establish the inequality for
the LCT which describes the relation between the signal and its LCT. In Sect. 24.4,
we conclude the article.

24.2 Essential Properties of Linear Canonical Transform

In this part, we investigate some essential properties of the linear canonical transform
(LCT). They can be regarded as an extension of the classical Fourier transform
properties.

For 1 ≤ p < +∞, the space Lp(R) consists of complex-valued functions f → C

such that
∫
R

|f (x)|p dx < ∞. The Lp-norm ‖f ‖p of f ∈ Lp(R) is defined by

‖f ‖p =
⎛
⎝

∫

R

|f (x)|p dx
⎞
⎠

1/p

.

The space Lp(R) is complete with respected to the Lp-norm, that is, Lp(R) is a Banach
space.

In the present section, we investigate several properties of the linear canonical
transform (LCT) which missed in the literature. Let us now introduce the LCT defi-
nition as follows.

Definition 1 (LCT Definition) Let h ∈ L1(R) and

M = (m, n, p, q) =
[
m n
p q

]
∈ R

2×2

be a matrix parameter such that det(M ) = mq − np = 1.
For n �= 0, the linear canonical transform of f is defined by

LM {h}(ω) =
∫

R

h(x)KM (ω, x) dx, (24.1)
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where KM (x,ω) is so-called kernel of the LCT given by

KM (x,ω) = 1√
2πn

e
i
2 (

m
n x

2− 2
n xω+ q

nω2− π
2 ).

When n = 0, the LCT is reduced to

LM {h}(ω) = √
qei

pq
2 ω2

h(qω).

Note that the LCT kernel mentioned above has the following important property

KM−1(ω, x) = KM (x,ω) = 1√
2πn

e− i
2 (

m
n x

2− 2
n xω+ q

nω2− π
2 ).

Definition 1 implies that the LCT of a signal is essentially a chirp multiplication
when n = 0. Therefore, in this paper, we always assume that n �= 0.

As a special case, when M = (m, n, p, q) = (0, 1,−1, 0), the LCT definition
(24.1) reduces to the Fourier transform (FT) definition. It is known that given LM {h}
we can obtain h by the inverse formula of the LCT given by

L−1
M [LM {h}](x) = h(x) =

∫

R

LM {h}(ω)K−1
M (ω, x) dω, n �= 0. (24.2)

h(x) =
∫

R

LM {h}(ω) 1√
2πn

e− i
2 (

m
n x

2− 2
n xω+ q

nω2− π
2 ) dω, n �= 0. (24.3)

We can obtain the LCT of h ∈ L1(R) via associated FT by

LM {h}(ω) = e−i π
4√
n
e

iq
2nω2F{e im

2n x
2
h(x)}

(ω

n

)
, (24.4)

where F{h}(ω) = ĥ(ω) is the Fourier transform of h ∈ L1(R) defined by

F{h}(ω) = 1√
2π

∫

R

h(x)e−iωx dx. (24.5)

Let r(x) = e−i π
4√
n
e

im
2n x

2
h(x). Then, (24.4) can be written in the following form:

e− iq
2nω2

LM {h}(ω) = F{r}
(ω

n

)
. (24.6)
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The space L2(R) is a Hilbert space with the inner product

(h, g) =
∫

R

h(x)g(x) dx. (24.7)

As a consequence of the inner product (24.7), we easily obtain Parseval’s formula as

(h, g) = (LM {h},LM {g}). (24.8)

Some important properties of theLCTare demonstrated in the following theorems.
We shall see that most properties are corresponding to generalizations of the FT
properties (compare to [8, 9]).

Theorem 24.1 Let f ∈ L1(R). Then, we have

LM {f }(ω) = LM̂ {f }(ω), M̂ =
[
m −n
p q

]
. (24.9)

Proof Indeed, we have

LM {f }(ω) =
∫

R

f (x)
1√
2πn

e
i
2 (

m
n ω2− 2

n xω+ q
n x

2− π
2 ) dx

=
∫

R

f̄ (x)
1√
2πn

e− i
2 (

m
n ω2− 2

n ωx+ q
n x

2− π
2 ) dx

=
∫

R

f (x)
1√−2πn

e
i
2 (

m
−nω2+ 2

n ωx− q
n x

2− π
2 ) dx

= LM̂ {f }(ω), (24.10)

which proves the theorem. �

Theorem 24.2 For f , g ∈ L1(R), it holds that

(LM {h}, ḡ) = (h̄,LM {ḡ}). (24.11)



24 An Inequality for Linear Canonical Transform 315

Proof Simple computations show that

(LM {h}, ḡ) =
∫

R

LM {h}(t)g(t) dt

=
∫

R

(∫

R

h(x)
1√
2πn

e
i
2 (

m
n x

2− 2
n xt+ q

n t
2− π

2 ) dx

)
g(t) dt

=
∫

R

∫

R

h̄(x)
1√
2πn

e− i
2 (

m
n x

2− 2
n xt+ q

n t
2− π

2 ) g(t) dt dx

=
∫

R

h̄(x)

( ∫

R

ḡ(t)
1√
2πn

e
i
2 (

m
n x

2− 2
n xt+ q

n t
2− π

2 ) dt

)
dx

=
∫

R

h̄(x)LM {ḡ}(x) dx

= (h̄,LM {ḡ}), (24.12)

which completes the proof. �

Theorem 24.3 For h, g ∈ L1(R), we have

(h,LM {g}) = (LM {h}, ḡ). (24.13)

Proof By the LCT definition, we obtain

(h,LM {g}) =
∫

R

h(t)LM {g}(t) dt

=
∫

R

h(t)

( ∫

R

g(x)
1√
2πn

e
i
2 (

m
n x

2− 2
n xt+ q

n t
2− π

2 ) dx

)
dt

=
∫

R

(∫

R

h(t)
1√
2πn

e
i
2 (

m
n x

2− 2
n xt+ q

n t
2− π

2 ) dt

)
g(x) dx

=
∫

R

LM {h}(x)g(x) dx

= (LM {h}, ḡ), (24.14)

which completes the proof. �
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Theorem 24.4 If h ∈ L1(R) and g = LM {h}, then h = LM {g}.
Proof Applying (24.13), we have

(h,LM {g}) = (LM {h}, ḡ) = (LM {h},LM {h}) = ‖LM {h}‖22 = ‖h‖22. (24.15)

In view of (24.11), we have

(h,LM {g}) = (LM {h}, g) = (LM {h},LM {h}) = ‖LM {h}‖22. (24.16)

With the help of Parseval’s formula, we obtain

‖LM {g}‖22 = ‖g‖22 = ‖LM {h}‖22 = ‖h‖22. (24.17)

By the hypothesis of the theorem, we have

∥∥h − LM {g}∥∥2
2 = (h − LM {g}, h − LM {g})

= ‖h‖22 − (h,LM {g}) − (h,LM {g}) + ‖LM {g}‖22
= ‖h‖22 − ‖LM {h}‖22 − ‖h‖22 + ‖LM {g}‖22
= 0. (24.18)

This proves the theorem. �

Definition 2 Let LM be the linear canonical transform. The transform L∗
M given by

(LM {h}, g) = (h,L∗
M {g}). (24.19)

is called adjoint of LM .

The definition mentioned above leads to the relationship between adjoint of LCT
and its inverse.

Theorem 24.5 Let h, g ∈ L2(R). The adjoint of the LCT equals to its inverse, that
is,

(LM {h}, g) = (h,L−1
M [g]). (24.20)
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Proof It follows from (24.7) that

(LM {h}, g) =
∫

R

LM {h}(ω) g(ω) dω

=
∫

R

∫

R

h(x)
1√
2πn

e
i
2 (

m
n x

2− 2
n xω+ q

n ω2− π
2 ) g(ω) dω dx

=
∫

R

h(x)

( ∫

R

g(ω)
1√
2πn

e− i
2 (

m
n x

2− 2
n xω+ q

nω2− π
2 ) dω

)
dx

=
∫

R

h(x)L−1
M [g] dx

= (h,L−1
M [g]). (24.21)

Combining (24.19) with (24.21) completes the proof. �

Theorem 24.6 (Parseval’s formula for L∗
M ) If h, g ∈ L1(R), then, we have

(L∗
M {h},L∗

M {g}) = (h, g). (24.22)

Proof Applying (24.2) and (24.20), we have

(L∗
M {h},L∗

M {g}) = (L−1
M [h],L−1

M [g])
=

∫

R

L−1
M [h](x)L−1

M [g](x) dx

=
∫

R

(∫

R

LM {h}(t) 1√
2πn

e− i
2 (

m
n x

2− 2
n xt+ q

n t
2− π

2 ) dt

)
L−1
M [g](x) dx

=
∫

R

LM {h}(t)
( ∫

R

g(x)
1√
2πn

e
i
2 (

m
n x

2− 2
n xt+ q

n t
2− π

2 ) dx

)
dt

=
∫

R

LM {h}(t)
( ∫

R

g(x)
1√
2πn

e
i
2 (

m
n x

2− 2
n xt+ q

n t
2− π

2 ) dx

)
dt

=
∫

R

LM {h}(t)LM {g}(t) dt

= (LM {h},LM {g})
= (h, g), (24.23)

which completes the proof. �
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The following theorem is important because it is a useful tool for investigating
the inequality related to the LCT.

Theorem 24.7 Let f (t) ∈ L1(R). Suppose that LM { dl

dtl f (t)}(ω) exists. Then, we have

LM

{
d l

dtl
f (t)

}
(ω) =

(
−pωi + m

d

dω

)l

LM {f (t)}(ω), l ∈ N. (24.24)

Proof We will show (24.24) by induction. When l = 0, it is trivial. For l = 1, we
easily get

LM

{
d

dt
f (t)

}
(ω) =

∫

R

(
d

dt
f (t)

)
KM (t,ω) dt

= 1√
2πn

∫

R

e
i
2 (

m
n t
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2 )

(
d
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)
dt.

By the integration by parts, we get
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i
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m
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−
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Hence, we get
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d

dt
f (t)

}
(ω) = m

1√
2πn
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m
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2− 2
n tω+ q
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m
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=
(

− pωi + m
d

dω

)(
1√
2πn

∫

R

f (t)e
i
2 (

m
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{
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}
(ω).

It means that

LM

{
d

dt
f (t)

}
(ω) =

(
− pωi + m

d

dω

)
LM

{
f (t)

}
(ω). (24.25)

Assume that it is true for l − 1, that is,

LM

{
d l−1

dtl−1
f (t)

}
(ω) =

(
− pωi + m

d

dω

)l−1

LM
{
f (t)

}
(ω). (24.26)

It follows that

LM

{
d l

dtl
f (t)

}
(ω) = LM

{
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)
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)
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{
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d
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{
f (t)

}
(ω).

The proof is complete. �
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24.3 Inequality for LCT

As we know, the uncertainty principle is one of the fundamental results in the LCT. It
describes howa signal relates to its LCT. In the following,we introduce an uncertainty
associated with the LCT.

Theorem 24.8 (LCT uncertainty principle [5, 20]) Let f ∈ L2(R) be a complex
signal. If LM {f } ∈ L2(R), then the following inequality holds

∫

R

x2|f (x)|2 dx
∫

R

ω2|LM {f }(ω)|2 dω ≥ n2

4

⎛
⎝

∫

R

|f (x)|2dx
⎞
⎠

2

. (24.27)

The other form of the uncertainty is described below.We shall see that the inequal-
ity only holds for the specific matrix parameters of the LCT.

Theorem 24.9 Assume that f ∈ C1(R) ∩ L2(R), f ′ ∈ L2(R), and that LM̌ {f }(ω),
ω LM̌ {f }(ω) ∈ L2(R). Then, the following inequality holds:

∫

R

x2 |f (x)|2 dx
∫

R

ω2 |LM̌ {f }(ω)|2 dω ≥ ‖f ‖42
4p2

, (24.28)

where M̌ =
[
0 n
p q

]
.

Proof Simple computation shows that

d

dx
|f (x)|2 = 2Ref (x)f ′(x). (24.29)

The right side of (24.29) is equal to

2Re
∫

R

f (x)f ′(x) dx = −
∫

R

|f (x)|2 dx.

By Schwarz’s inequality, we have

(∫

R

|f (x)|2 dx
)2

=
(

− 2Re
∫

R

xf (x)f ′(x) dx
)2

≤ 4

(∣∣∣∣
∫

R

xf (x)f ′(x) dx
∣∣∣∣
)2

≤ 4
∫

R

x2|f (x)|2 dx
∫

R

|f ′(x)|2 dx.
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Applying Parseval’s formula (24.8) and Theorem 24.7, we have

( ∫

R

|f (x)|2 dx
)2

≤ 4
∫

R

x2|f (x)|2 dx
∫

R

|LM {f ′}(ω)|2 dω

= 4
∫

R

x2|f (x)|2 dx
∫

R

∣∣( − pωi + m
d

dω

)
LM {f }(ω)∣∣2 dω.

By substituting the matrix parametersM =
[
m n
p q

]
by M̌ =

[
0 n
p q

]
, the above iden-

tity can be written in the form

(∫

R

|f (x)|2 dx
)2

≤ 4
∫

R

x2|f (x)|2 dx
∫

R

∣∣(−pωi)LM̌ {f }(ω)∣∣2 dω

= 4p2
∫

R

x2|f (x)|2 dx
∫

R

ω2
∣∣LM̌ {f }(ω)∣∣2 dω.

This proof is complete. �

Remark 1 It is not difficult to see that if ‖f ‖ = 1, M =
[
m 2
p q

]
, M̌ =

[
0 1

2
p q

]
Eqs.

(24.27) and (24.28) will be reduced to

∫

R

x2|f (x)|2 dx
∫

R

ω2|LM {f }(ω)|2 dω ≥ 1, (24.30)

and ∫

R

x2 |f (x)|2 dx
∫

R

ω2 |LM̌ {f }(ω)|2 dω ≥ 1, (24.31)

For example, the Gaussian function may be defined in the form

f (x) = e−αx2 , α > 0. (24.32)

Its LCT is given by

LM̌ {e−αx2}(ω) = 1√
2αni

e
p+2αqi
4αn ω2

. (24.33)
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24.4 Conclusion and Future Work

We have presented new properties of the LCT. By using those properties, we have
established the inequality for the LCT, which describes the relationship between a
signal and its LCT.The futureworkwill be focused on the generalization of properties
and uncertainty principles in the quaternion linear canonical transform which is a
generalization of the LCT in the framework of quaternion algebra and develop the
LCT applications in partial differential equations.
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Chapter 25
A General Approach to Probabilistic
Data Mining

Radim Jiroušek and Václav Kratochvíl

Abstract The basic idea of compositionalmodels is very simple: It is beyond human
capabilities to describe global knowledge from an application area—one always
works only with pieces of local knowledge. Such local knowledge can be, within
probability theory, easily represented by low-dimensional distributions. This idea is
employed in this paper in the reversed order. Multidimensional probability distribu-
tion, which generated the data, is approximated by a compositional model, and pieces
of local knowledge, i.e., results of the data mining process, are read from the low-
dimensional distribution constituting the compositional model, and from the way,
how these low-dimensional distributions are composed together (more precisely, in
what order they are composed).

25.1 Introduction

There is abundant literature on data mining and, quite naturally, a great number of
different definitions explaining what the authors understand by this notion. All the
authors agree that data mining is a process discovering interesting relationships that
are to be found in large databases, the process uncovering useful information that can
be expressed in the form of knowledge. And this is the point in which the individual
data mining processes differ from each other. Some of the authors consider data min-
ing to be a part of machine learning, as e.g., [2, 3], and therefore they represent the
discovered knowledge in a form of specific models. Some others look for the infor-
mation supporting optimum decision-making processes [4, 5]. The present paper

This survey lecture is patterned on the manuscript of the book [1], and on preceding papers of the
authors.
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Table 25.1 An example of a direct proportion

Age Proportion of patients with disease D (%)

Less than 40 2.1

40–49 7.3

50–59 14.6

60–69 31.1

70+ 44.9

goes back to principles of data mining technology, showing that this technique can
produce new knowledge expressible in a plain language legible to human experts.
One of the oldest papers of this type is [6] describing the GUHA method. A modern
version of these ideas can be found in [7]. These papers describe methods for discov-
ering unknown relations between (among) variables, the relations that can easily be
expressed verbally (e.g., in a form of IF-THEN rules loaded with some uncertainty).
As we are now going to support with arguments, in the approach described in this
paper, we look for knowledge representable with the tools of probability theory.

In the beginning, the researchers in artificial intelligence were reluctant to accept
probability theory for knowledge representation and inference because of several
reasons. Among them, the rigidity of statistical methodology and the complexity of
the respective computational procedures played important roles. It was in the middle
of the eighties of the last century when the probability theory started penetrating
into the field of artificial intelligence thanks to the papers like [8], and the tools
based on probabilistic graphical models [9, 10]. Naturally, we do not claim that the
probability theory is an approach capable to represent all the forms of knowledge, but
it is general enough that it can serve for the purpose of this paper. It can represent a
logical implication (IF-THENrule) by a two-dimensional distribution (fourfold table)
with one zero value. If this rule is loaded with uncertainty, then it contains instead of
the zero a small probability. In probability logic [11], the validity of implication can
be expressed by a conditional probability. Moreover, probability table (distribution),
like in Table 25.1, can represent a type of dependence we express in words “the older,
the greater the risk of suffering from disease D.”

There are many other types of dependence that can be read from a respective
low-dimensional probability table. One of the most important is independence, or
more generally, conditional independence. The concept of independence plays an
important role in human thinking and therefore we will speak about it later in more
details. If the reader cannot find a more general description of dependence, it is
always possible to express it as a series of conditional probabilities, i.e., a series of
IF-THEN rules, the validity of which corresponds to the value of the corresponding
conditional probability. But keep in mind that the type of dependence can be read
only from the low-dimensional probability tables. As a rule, the dimension should
usually be lower than five. Otherwise, the tables starts to be labyrinthine, and, what
is even more important, the estimates of the respective probabilities are unreliable.
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Before proceeding to a more formal exposition let us admit that the probability
theory has also its limits: for example, it cannot model ambiguity. It has been known
since the middle of the last century [12] that humans do not like ambiguity. They
prefer situations when they know probabilities of the alternatives influencing their
decision, and hate situations when the probabilities are fully unknown. This phe-
nomenon is connected with an Ellsberg paradox [13], and it is known that classical
probability theory cannot treat such situations easily. The only way how to over-
come this problem is to employ some generalization designed for treating uncertain
probabilities, as, e.g., theory of imprecise probabilities, or belief function theory [14].

25.2 Basic Notions and Notation

Let us assume the records from the available data file represent observations of
random variables, which are, in this paper, denoted by upper-case characters of Latin
alphabet (like X ,Y, . . .). Thus, for example, the gender and age of a respondermay be
two variables. The first one is binary, it can have only two values (female, male), for
the latter one, several intervals of age may be considered. In this paper, finite sets of
values of variables will be considered. The set of values of variable X will be denoted
by XX , for variable Y the set of its value will be XY , and so on. Since most of the
time we will deal with sets of variables, we will use bold-face characters K, L, M, N
to denote them. Thus, K may be {X,Y,W }. By a state of variables K we understand
any combination of values of the respective variables, i.e., in the considered case
K = {X,Y,W }, a state is an element of a Cartesian product XX × XY × XW . For
the sake of simplicity, this Cartesian product is denoted XK. For a state y ∈ XK and
L ⊂ K, y↓L denote a projection of y ∈ XK into XL, i.e., y↓L is the state from XL

that is got from y by dropping out all the values of variables from K \ L.
Probability tables (distributions) are denoted by characters of Greek alphabet (κ ,

λ,μ, π ). Recall that it means that κ(K) : XK −→ [0, 1], for which∑
x∈XK

κ(x) = 1.
For an example of a two-dimensional distribution see Table 25.2.

Having a probability distribution κ(K), and a subset of variables L ⊂ K, κ↓L

denote a marginal distribution of κ defined for each x ∈ XL by the formula

Table 25.2 Two-dimensional distribution for X = age, and Y = disease D

Age With disease D Without disease D

Less than 40 0.00105 0.18895

40–49 0.00365 0.17635

50–59 0.00730 0.19270

60–69 0.01555 0.21445

70+ 0.02245 0.12755
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κ↓L(x) =
∑

y∈XK :y↓L=x

κ(y). (25.1)

Consider two distributions κ(K) and λ(L). We say that κ and λ are consistent
if π↓K∩L = κ↓K∩L. For two probability distributions defined for the same group of
variables, say π(K), κ(K), we say that κ dominates π (in symbol π � κ) if

∀ x ∈ XK (κ(x) = 0 =⇒ π(x) = 0).

Consider a probability distribution π(N), and three disjoint subsets of variables
K, L, M (K ∪ L ∪ M ⊆ N). Let K and L be nonempty. We say that groups of vari-
ables K and L are conditionally independent given M for distribution π if

π↓K∪L∪M · π↓M = π↓K∪M · π↓L∪M. (25.2)

In symbol, this property is expressed by K⊥⊥L|M [π ]. In case of M = ∅, we use
only K⊥⊥L [π ] and speak about an unconditional independence.

We have already mentioned that the conditional independence is considered in
this paper as a property expressing knowledge about the reality described by the
considered probability distribution. Perhaps, it is not visible just from the definition,
but it is an easy exercise to show that if K⊥⊥L|M [π ], then

π↓K|L∪M = π↓K|M. (25.3)

In words: If we know a state from XM, then learning values of variables from L
does not bring us any new information about variables from K. If we know a state
from XM, then groups of variables K and L become independent. For example,
the intensity of training and the placing of a runner in a race are dependent. But
conditionally, given the time in which the runner accomplished the race, these two
events become independent. Namely, when knowing the time she achieved in the
race, the probability that she wins the race does not change when learning howmuch
time she spent in training.

For a probability distribution π , by its independence structure we understand the
list of all conditional independence relations holding for π . It explains us, which
of the dependence relations between variables are direct, and which are mediated
through other variables.

25.3 Decomposition of Probability Distributions

As said in introduction, humans can read knowledge from low-dimensional proba-
bility tables. It means that when considering a multidimensional distribution one has
to decompose it into low-dimensional ones, and the decomposition should be done
in the way that it gives evidence about the data [15]. Moreover, any decomposition
is required to meet the following properties
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• the result of the decomposition are two objects of the same type as the decomposed
object;

• both these sub-objects are simpler (smaller) than the original object;
• not all objects can be decomposed;
• there exists an inverse operation (we call it a composition) yielding the original
object from its decomposed parts.

The following definition directly follows from the above-stated properties.

Definition 1 We say that a probability distribution π(M) is decomposed into its
marginals π↓K and π↓L if

1. K ∪ L = M;
2. K �= M, L �= M;
3. π(M) · π↓K∩L = π↓K · π↓L.

Notice that the third condition is nothing else than K \ L⊥⊥L \ K|K ∩ L [π ], and
that the original distribution π(M) can be uniquely reconstructed from the marginals
π↓K and π↓L.

Probability distributions can hierarchically be decomposed into a system of low-
dimensional distributions that cannot be further decomposed. An example of such
a hierarchical process represented by a corresponding tree structure can be seen in
Fig. 25.1, where distribution π(X, Y, Z , V,W ) is decomposed into a system of its
marginal distributions:π↓X ,π↓Y ,π↓{Y,Z ,V },π↓{Z ,V },π↓{V,W }. Each decomposition is
made possible by the fact that the respective conditional independence relation holds
for distribution π . It means that the decomposition process from Fig. 25.1 is made
possible by the assumption that the following system of conditional independence
relations holds for distribution π :

• X⊥⊥{Z , V,W }|Y [π ];
• X⊥⊥Y [π ];
• Y⊥⊥W |{Z , V } [π ];
• Z⊥⊥W |V [π ].

Fig. 25.1 Hierarchical
decomposition of
π(X, Y, Z , V,W )
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Therefore, having a multidimensional probability distribution (a generator of the
considered data) decomposed into its “primes” (low-dimensional distributions that
cannot be further decomposed), we are able to express all the knowledge contained
in the distribution by

• the list of conditional independence relations enabling the decomposition of the
considered multidimensional distribution;

• all the knowledge that can be read from the low-dimensional “prime” distributions.

The only problem is that the process of decomposition of amultidimensional distribu-
tion (represented by the considered data file) is, as a rule, computationally intractable.
Therefore, we have to find an indirect process that yields a decomposition of such a
multidimensional distribution, or, which is more realistic, to find an approximation
of such a hierarchical decomposition process. And the description of such a process
forms the content of the rest of the paper.

25.4 Compositional Models

The basic idea is as follows: If we cannot decompose a multidimensional distribution
because of the great computational complexity of the respective process, we find the
approximation of the considered distribution, which is in a form of a compositional
model. It means that its decomposition is “visible” from the structure of the model.
Compositional models are multidimensional distributions composed from a system
of low-dimensional distributions by an operator of a composition realizing an inverse
process to the decomposition defined in the previous section.

Recall thatπ(N) can be decomposed into itsmarginalsπ(K) andπ(L) ifK ∪ L =
N and π(N) · π↓K∩L = π↓K · π↓L. From this, one immediately gets that an inverse
operation, the operation of composition is

π(N) = π↓K · π↓L

π↓K∩L
. (25.4)

This is trivial if we compose distributions κ(K) and λ(L) that are consistent. The
question iswhether one can compose also inconsistent distributions, i.e., distributions
κ(K) and λ(L), for which κ↓K∩L �= λ↓K∩L. We need it because the estimates got
from a data file with missing values are rarely consistent. Therefore, we advocate the
following definition that was first introduced in [16].

Definition 2 For arbitrary two distributions κ(K) and λ(L), for which λ↓K∩L domi-
nates κ↓K∩L, their composition is for each x ∈ XK∪L given by the following formula1

1Define 0 · 0
0 = 0.
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(κ � λ)(x) = κ(x↓K)λ(x↓L)

λ↓K∩L(x↓K∩L)
. (25.5)

In case that κ↓K∩L �� λ↓K∩L, the composition remains undefined.

By a multidimensional compositional model, we understand a multidimensional
probability distribution assembled froma sequences of low-dimensional distributions
with the help of the introduced operator of composition, i.e.,

κ1 � κ2 � · · · � κn.

Unfortunately, the operator of composition is not associative, and therefore the above
expression is ambiguous. Therefore, let us make a convention that we will omit the
parentheses if the operators are to be performed from left to right:

κ1 � κ2 � · · · � κn = (· · · ((κ1 � κ2) � κ3) � · · · � κn−1) � κn.

On the other hand, it is important that for these models, similarly to Bayesian net-
works, efficient computational algorithms were designed that make the application
of these models for the inference possible. There are algorithms for the marginal-
ization of compositional models and for computation of conditional distributions. In
this paper, we are not interested in this type of applications, and therefore we do not
need to present all the properties of the operator of composition, which make the the-
oretical basis for the design of these computational procedures. At this place, let us
highlight just that this operator is generally neither commutative nor associative. The
reader interested in other theoretical issues concerning the operator of composition
is referred to [17] and the papers cited there.

25.5 Heuristics for Model Construction

As said at the beginning of Sect. 25.4, having data, the goal is to construct a com-
positional model approximating the distribution that generated the data. This model
is a bearer of the knowledge from the data. Recall the two types of knowledge men-
tioned at the beginning of Sect. 25.3 that can be directly read from a compositional
model: First, it is the list of conditional independence relations holding for the distri-
bution represented by the model,2 second, each of the low-dimensional distributions,
from which the model is composed, can be interpreted in the way mentioned in the
introductory section.

Similarly to Bayesian network construction, there is no generally accepted “best”
approach to data-based compositional model construction. For the purpose of data

2Instructions for reading all the conditional independence relation from the structure of the model
can be found in [18].



332 R. Jiroušek and V. Kratochvíl

Fig. 25.2 Process of model
construction

mining, one possibility is to use a heuristic procedure3 schematically depicted in
Fig. 25.2. Notice that the described process is fully controlled by an expert, who has
a possibility to influence the constructed model, and thus consequently also the type
of the received knowledge.

As can be seen from the diagram in Fig. 25.2, the process is initiated with the
definition of a system of low-dimensional distributions. Regarding the fact that the
process cyclically employs steps of verification and refinement, during which this
initial system is gradually changed, the result is fairly independent of the initial
selection. For example, starting with all two-dimensional distributions may be quite
reasonable (for application to small data files with a limited number of variables one
can consider a possibility to start with three-dimensional marginal distributions). In
other situations, an expert can select the initial marginal distributions fromwhich the
model should be constructed. Generally, we propose to select distributions carrying
a greater amount of information. This idea is supported by the assertion, proved in
[20] (Corollary 1). It claims that the higher information content of a compositional
model, the better approximation of the unknown distribution. This means that it is
necessary to compute the information content of a multidimensional distribution,
which is for a distribution π(K) defined4

3For a more detailed description of this process, as well as for the survey of the necessary theoretical
background, the reader is referred to [19].
4Div(π‖μ) denotes the famous Kullback–Leibler divergence defined (for π(K) and μ(K))

Div(π‖μ) =
∑

x∈XK

π(x) log
π(x)

μ(x)
.
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IC(π) = Div(π‖
∏

X∈K

π↓{X}) =
∑

x∈XK

π(x) log
π(x)

∏

X∈K
π↓{X}(x↓{X})

. (25.6)

Notice, the information content is a generalization of the famous Shannon mutual
information

MIπ (X,Y ) =
∑

(x,y)∈X×Y

π(x, y) log
π(x, y)

π(x) · π(x)
. (25.7)

In the process of model construction, the following conditional version of Shannon
mutual information is often utilized

MIπ (X,Y |Z) =
∑

(x,y,Z)∈X×Y×Z

π(x, y, z) log
π(x, y, z) · π(z)

π(x, z) · π(y, z)
. (25.8)

It is important to highlight here, that computation of this value is computationally
cheap for, so-called, perfect models. Therefore, the process of “perfectization” of
the model is included into the process of model construction. For perfect models,
the information content of the whole multidimensional distribution can be computed
from the information content of the individual low-dimensional distributions. This
is why the computation of this value for the model is cheap, and also why we want
to get low-dimensional distributions with high information content.

Realization of the box “computation of Kullback–Leibler divergence” in Fig. 25.2
means computing the divergence between the distribution given by data and the
distribution represented by a model. It can easily be done for perfect models. It
helps the user to decide whether the model reasonably approximates the distribution
that generated data. Naturally, one cannot expect that the first choice of the low-
dimensional distributions would yield a satisfactory model. This is true even more in
situations when starting just with two-dimensional distributions. Comparing the data
distribution and the model locally (i.e., computing the Kullback–Leibler divergence
for the marginals corresponding to the low-dimensional distributions, from which
the model is set up), the user can see, which parts of the model do not reflect the
data properly. As the reader will see in the next section, it usually means that it is
necessary to increase the dimension of some low-dimensional distributions. It can be
done, as one can see in Fig. 25.2, in two ways. Having enough data, one can get just
new estimates from the data. However, quite often it may be better to get a maximum
entropy estimate from several low-dimensional distributions of the original model
by the iterative proportional fitting procedure [21].

Let us stress once more that the process in Fig. 25.2 is fully controlled by the
expert. The more cycles of the process are performed, the higher dimensions of the
input distributions are usually considered. If the expert had continued ad absurdum,
the process would have finished with an application of IPFP to all of the initial
low-dimensional distributions (which is, computationally intractable in practical sit-
uations). Therefore, it is obvious that one has to avoid the overfitting of the model.
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Fig. 25.3 Overfitted linear
dependence
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Model overfitting is a well-known phenomenon both in statistics [22] andmachine
learning (artificial intelligence) [23]. It is used to describe a situation when a con-
structed model reflects the noninformative properties of the source data file (like
noise and other misleading properties that each randomly generated data file pos-
sesses). Let us illustrate it on two stochastically dependent variables, the dependence
of which is known to be linear. Because the dependence is stochastic, if randomly
generated data are plotted in a graph, the respective dots are concentrated along a
straight line describing the dependence. Naturally, only a part of dots lies directly on
the line. If one tries to find a curve that connects all the dots in the plot (see Fig. 25.3),
the model becomes for knowledge discovery useless. Realize that such a complex
curve is described (defined) by a much larger number of parameters than the straight
line, which can be determined just by two points.

In agreement with other parts of this section, we propose a solution to this problem
from the perspective of information theory. Namely, the process of model construc-
tion can be viewed as a transformation process; a process transforming the informa-
tion contained in data into the information represented by amodel. Thus, using one of
the basic laws of information theory saying that any transformation cannot increase
the amount of information, we get the basic restriction laid on models constructed
from data: A model is acceptable if it does not contain more information than the
input data file.

However, the application of this idea hits the problem, how to measure informa-
tion in a data file, and how to measure information contained in a model. For this,
we go back more than a half a century to seminal papers by von Mises [24] and Kol-
mogorov [25], who explored relations interconnecting randomness, complexity and
information. They came with the idea that the amount of information in a sequence
of 0’s and 1’s is increasing with the complexity of the sequence, and that the com-
plexity of such a sequence can be measured by the length of the shortest program5

generating the sequence. We accept here this idea but instead of the length of an
(abstract) program we consider the length of a lossless encoding (one can always
generate the sequence from its lossless encoding).

5An abstract program for a universal Turing machine.



25 A General Approach to Probabilistic Data Mining 335

Therefore, in agreementwith results ofKolmogorov and vonMises, before accept-
ing a final compositional model, we look for the shortest possible encoding of both,
data file and the resulting model. In case we get a model, the encoding of which
requires more bits than the encoding of data, we are sure, that some undesirable
information has been added into the model. Regardless of the way the data were
collected, they always contain some specific part of the information, employment of
which results in the overfitting of the model. It should not be included in the model.
Thus, we enforce a principle under which we accept only models, the encoding of
which is substantially shorter than the encoding of the data file. The meaning of the
word substantially is usually left to the user’s discretion.

25.6 Example

The goal of this section is to show how the theoretical ideas presented above can
be utilized during the process of supervised model construction, and what type of
knowledge can be gained during this process. A supervised process is used because of
several reasons. First, no generally acceptedmethod for optimummodel construction
is known. Second, the user usually has some prior knowledge about the area of
application, and this knowledge should be utilized during the process. Further, the
user can have some knowledge about data, based on which the model is constructed.
They may know that the data are not well stratified and some properties should be
suppressed some others highlighted. Quite often, they want to adapt the constructed
model to the purpose for which the discovered knowledge will be used. Therefore, it
is natural that we cannot give general instructions how to proceed when constructing
a model.

The example taken from [1] considers six random variables M = {B, D, N ,

R, T,W }withXB = {1, 2, 3} andXD = XN = XR = XT = XW = {1, 2}. From the
point of view of model construction, we are interested in couples of variables, which
are closely (strongly) connected, and in couples of independent variables. Therefore,
after computing values of mutual information for all pairs of variables, we sort the
couples according to the value of mutual information. In the present example, we
get

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

MI(D; N ) = 0.4356,
MI(B; R) = 0.2871,
MI(R;W ) = 0.2578,
MI(N ; R) = 0.2070,
MI(T ;W ) = 0.1813,

MI(N ;W ) = 0.1546

MI(D; R) = 0.0958

MI(B;W ) = 0.0814

MI(N ; T ) = 0.0709
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MI(D;W ) = 0.0627

MI(B; N ) = 0.0619

MI(D; T ) = 0.0421

MI(B; D) = 0.0342
{

MI(R; T ) = 0.0019,
MI(B; T ) = 0.0007.

The head of this sequence contains the couples of closely connected variables, the
tail of this sequence may point at independent variables. The first five couples are
grouped together because these first five couples covers the whole M. Therefore, let
us start building compositional models from two-dimensional distributions defined
for these couples of variables. To get their best ordering in a model, the information
content of the whole model should be taken into account. The higher information
content, the better the model because it incorporates more information from data.

Consider estimates of the first five two-dimensional distributions got from data
and denote them, respectively: κ1(D, N ), κ2(B, R), κ3(R,W ), κ4(N , R), κ5(T,W ).
If considering model π1 = κ1 � κ2 � κ3 � κ4 � κ5 we get IC(π1) = 1.1618. For π2 =
κ1 � κ4 � κ2 � κ3 � κ5 we get IC(π2) = 1.3687. In fact, this model is the best pos-
sible among those assembled from distributions κ1, κ2, κ3, κ4, κ5, if the amount of
information content is taken as the only criterion of optimality. However, in the step
of model verification, it appears that this model does not reflect the other informa-
tion obtained from computing the mutual information for all couples of variables:
The two smallest values of mutual information suggest that variables T and R, and
variables T and B are independent.

To incorporate this knowledge into the model, one has to proceed to the REFINE-
MENT step, and define a new model, e.g., π3 = κ

↓T
5 � κ2 � κ3 � κ4 � κ5 � κ1. How-

ever, IC(π3) = 1.1874. Thus, it may seem that one can incorporate the knowledge
about the two independence relations into the model only at the cost of a decrease
of information content, i.e., at the cost of the loss of information. To get out of this
trap, let us start studying the way, how variable T is connected with all others. Let
us compute (from the data) the conditional mutual information of T and B given the
remaining variables, and similarly, the conditional mutual information of T and R
given the remaining variables. We get

MI(T ; B|D) = 0.002, MI(T ; R|D) = 0.001,
MI(T ; B|N ) = 0.006, MI(T ; R|N ) = 0.013,
MI(T ; B|W ) = 0.024, MI(T ; R|W ) = 0.084.

How to explain the fact that variables T and R can be considered independent
(MI(R; T ) = 0.0019) but not conditionally independent (MI(T ; R|W ) = 0.084)?
A straightforward explanation is that T and R are independent and jointly influence
other variables. In case we know the meaning of the variables, we should choose
the one, which is, in our knowledge, directly influenced by T and R (or T and B).
Otherwise, we choose the one indicated by the highest value of conditional mutual
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information: MI(T ; R|W ). It makes us believe that two independent variables T
and R influence W , and the only way how to incorporate this knowledge into the
model is to start considering a three-dimensional distribution: Let κ6(R, T,W ) be
the corresponding estimate got from data. Naturally, this three-dimensional distri-
bution is a bearer of all the information expressed by both κ3 and κ5, which can be
now dropped from the further consideration. Naturally, κ6 contains more informa-
tion than κ3 and κ5. It describes the combined influence of T and R on W , which
cannot not be expressed by two two-dimensional distributions. To illustrate the fact
that a three-dimensional distribution may bear more information than a collection
of its two-dimensional marginals, consider the following simple example. Children
have usually more fun if the weather is warm. Similarly, they prefer sunny days to
days with precipitation. However, in winter, a precipitation in very cold days usually
means snowing, which is a great fun for children. And this type of knowledge cannot
be expressed just by describing two separate relations: Day temperature and children
fun, and precipitation and children fun.

Let us turn back to our example. After adding κ6 and deleting κ3 and κ5, the
remaining distributions κ1, κ2, κ4, κ6 provide the best model π4 = κ6 � κ2 � κ4 � κ1.
Nevertheless, the above discussed independence of variables is not visible from the
model, it is only encoded in the distribution κ6. Therefore, we can prefer model
π5 = κ

↓B
6 � κ

↓T
6 � κ6 � κ2 � κ4 � κ1, from which the considered independence rela-

tions R⊥⊥T [π5], B⊥⊥T [π5] are obvious.
What are the differences between the models π4 and π5? When computing the

information content of these models we get IC(π4) = 1.4531, and IC(π5) = 1.4512.
The imperceptible decrease of the value of information content when transforming
π4 into π5 is due to small changes necessary for introducing the independence of T
and R.

Model π5 seems to meet all the requirements made for data-based models. Gen-
erally, to accept a model the user should realize the model verification process con-
sisting in the verification that

• the independence relations deduced from the model do not contradict the intuition
of the supervising user;

• the independence relations deduced from the model are not in contradiction with
the values of (conditional) mutual information values computed from data;

• the marginals fromwhich the prefectizedmodel is set up do not differ substantially
from the corresponding estimates from data.

Realizing these verifications one finds that N⊥⊥T [π5], which is in contradictionwith
MI(N ; T ) = 0.0709. To set this serious imperfectness right, we substitute κ4(N , R)

by κ7(N , R, T ), and consider model π6 = κ
↓B
6 � κ

↓T
6 � κ6 � κ2 � κ7 � κ1. For this

model, we have IC(π6) = 1.5659, and the repeated verification process does not find
any further imperfection.
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25.7 Conclusions

In this paper, we have described the main ideas on which probabilistic data mining
methods are based. The term “general” in the title refers to the fact that the approach
can be applied to any data file that may be assumed to be generated by a random
generator—by amultidimensional probability distribution. This is alsowhy the paper
is focused on knowledge that is encoded in such generators. The knowledge is either
qualitative or quantitative. The former one can be characterized by the independence
structure of a multidimensional probability distribution, i.e., by a list of the condi-
tional independence relations holding for the probability distribution. It expresses
which variables (or groups of variables) are mutually independent and which are
interconnected. Moreover, it describes which linkages between the considered vari-
ables (features, characteristics) are direct, and which are mediated by other variables.
The latter type of knowledge, the quantitative one, is based on the values of prob-
abilities and/or conditional probabilities of states of the considered variables. The
instructions on how to formulate this quantitative knowledge in a common language
are provided by probabilistic logic [11, 26] and, in some situations, even Bayesian
(probabilistic) justification logic [27]. Both these theories explain the relationship
between probability theory and logic formulas. Thus, for example, based on proba-
bility logic quite often one can understand a conditional probability as the probability
of the validity of implication. The justification logic supports the knowledge of why
something is known or believed, and it was Milnikel [28], who started studying this
type of reasoning within the framework of probability theory. The description of
how these theories are applied to interpret values of (conditional) probabilities in
a plain language is beyond the scope of this paper. However, neither the deduction
of the conditional independence structure nor the computation of the (conditional)
probability of states from multidimensional probability distributions is tractable for
distributions, the dimensionality of which corresponds to practical applications.

To cope with the problem of the high dimensionality of distributions in a practical
situation, we suggest employing the idea used by humans to solve complex prob-
lems: The decomposition of a complex problem into its parts (subproblems) that
are easier to solve. For data mining, the multidimensional distribution generated the
data is approximated by a compositional model, i.e., the multidimensional probabil-
ity distributions assembled from sequences of low-dimensional distributions. These
low-dimensional parts are then connected with the help of the operator of compo-
sition. From the structure of the model, one can read all the (conditional) indepen-
dence relations that form the qualitative knowledge, and selected probabilities of
low-dimensional distributions are interpreted in a form of uncertain (probabilistic)
logical expressions. It is important to stress that the described process of model con-
struction is controlled by the user. It means that the user, usually an expert in the
field of application, can influence the whole process of data mining, which results in
the fact that the resulting knowledge is a combination of both sources: Knowledge
mined from data and the knowledge of the expert. Naturally, in many places and
in particular, in connection with the process of data-based model construction, we



25 A General Approach to Probabilistic Data Mining 339

could only present the main ideas. The interested reader is referred either to original
journal papers or to the book [1] published in 2019 as the first summarizing text on
probabilistic compositional models.

Let us conclude this paper by mentioning that several papers were written also on
the compositional models in other uncertainty theories, like possibility theory, belief
function theory [14], and even on compositional models in Shenoy’s valuation-based
systems [29, 30]. So the process is applicable even in the mentioned alternative
theories of uncertainty.
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Chapter 26
A Novel Four-Dimensional Chaotic
System with Four Cross Terms

Jinmei Liu

Abstract A novel simple four-dimensional chaotic system with four cross terms
is discussed. Four linear terms and four nonlinear terms are included in the 4D
chaotic system. The system exhibits chaotic behaviors as its parameters vary in
a very large range. Its phase portraits, Poincaré maps, equilibrium points, spectra
of Lyapunov exponents, bifurcation diagrams, and power spectra are analyzed by
mathematical analyses and numerical simulations. Theoretical analysis and simula-
tion test results prove that the proposed 4D system has unstable equilibrium points
and strange chaotic or hyper-chaotic attractors when its system parameters belong
to a large scope.

26.1 Introduction

Chaotic systems have been one of hot research topics for many years. Some three-
dimensional chaotic systems and higher dimensional chaotic systems have been stud-
ied and discussed, such as the systems in the literature [1–21]. For many applications,
such as chaotic communication, image encryption, steganography, and random bits
generation, it is very desirable that a dynamical system will be chaotic or hyper-
chaotic even when its system parameters change in a large scope. In the literature
[8], we described a 3D chaotic system with wide-range parameters. Further studies
on high-dimensional chaotic systems with large-range parameters have also been
done by the author. In this paper, a new 4D chaotic system that shows chaotic and
hyper-chaotic behaviors as its parameters vary in a large range is proposed, and its
dynamic characteristics are analyzed. Besides, the proposed 4D system is easy to
construct because it consists of only four linear terms and four cross terms.

The paper is arranged as follows.Mathematic expression and basic characteristics
of the novel 4D chaotic system are presented in Sect. 26.2. Dynamical properties of
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the system, such as equilibria, Poincaré maps, Lyapunov exponent spectra, bifurca-
tion diagrams, and power spectra, are included in Sect. 26.3. The paper is concluded
in Sect. 26.4.

26.2 A New 4D Chaotic System

According to the literature [22, 23] written by J. C. Sprott in 2011, it was suggested
that a new system should coincide with at least one of the following three standard
criteria:

1. The new system should model some important unsolved problem in nature and
analyze the problem.

2. The system should exhibit some novel behavior which is not seen in the literature.
3. The system should be simpler than all other available systems exhibiting the

observed behavior.

Here, we propose a 4D system that can be chaotic or hyper-chaotic even when
its parameters change in a large scope. The system includes only eight terms, where
four of them are linear terms and the others are cross terms of two arguments. The
proposed 4D system can meet the above second criterion and third criterion.

A new 4D chaotic system is described by the following equations.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ẋ = −ax + yz

ẏ = by − xz

ż = −cz + yw

ẇ = −dw − xy

(26.1)

in which all the parameters a, b, c, and d are positive. In Eq. (26.1), four cross
products are adopted to construct nonlinear terms. Figures 26.1 and 26.2 show phase
portraits of the system (26.1) for the case of (a, b, c, d) = (4, 1, 2, 0.5), with initial
value (x0, y0, z0, w0) = (0.1, 0.1, 0.1, 0.1). From Figs. 26.1 and 26.2, we can see that
the system exhibits complex dynamical traces. Figure 26.3 indicates the Poincaré
maps.

For system (26.1), we get ∇V = ∂ ẋ
∂x + ∂ ẏ

∂y + ∂ ż
∂z + ∂ẇ

∂w
= −a + b − c − d.

In order to ensure the dissipative property of the system, (−a + b – c − d) < 0
should be satisfied, and the system will converge at a speed of e−(a−b+c+d)t . Thus,
each volume cell containing the system orbits finally contracts into zero as t → ∞.
In order to make the orbits of the system (26.1) form an attractor, (a – b + c + d) > 0
is needed.
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Fig. 26.1 Phase portraits for (a, b, c, d) = (4, 1, 2, 0.5): a x, y; b x, z; c x, w; d y, z; e y, w; f z, w

Fig. 26.2 3D phase portraits for (a, b, c, d) = (4, 1, 2, 0.5): a x, y, z; b x, y, w; c x, z, w; d y, z, w
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Fig. 26.3 Poincaré maps for (a, b, c, d) = (4, 1, 2, 0.5): a x = 0; b y = 0; c z = 0; d w = 0

26.3 Some Properties of the New Chaotic System

26.3.1 Symmetry, Equilibrium Points, and Stability

If we use the transformation (x, y, z,w)→ (−x, y,−z,−w), the system is unchanged.
So, the system (26.1) is symmetrical.

To calculate equilibrium points of the system (26.1), let

− ax + yz = 0

by − xz = 0

− cz + yw = 0

− dw − xy = 0 (26.2)

Obviously, E0(0, 0, 0, 0) is one of the equilibrium points.
According to Eq. (26.2), we have

ax2 = by2 (26.3)

z = − ax3

bcd
(26.4)
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By solving the equations, we get the following nonzero equilibrium points E1(
6

√
b3c2d2

a ,− 3
√
acd,−√

ab, 6

√
ab3c4
d2

)

and E2

(

− 6

√
b3c2d2

a ,− 3
√
acd,

√
ab,− 6

√
ab3c4
d2

)

.

For non-zero equilibrium points E(x, y, z, w), its corresponding Jacobian matrix
is

JE =

⎡

⎢
⎢
⎣

−a z y 0
−z b −x 0
0 w −c y

−y −x 0 −d

⎤

⎥
⎥
⎦ (26.5)

Let |λI − JE | = 0, we get

[
(λ + a)(λ − b) + z2

]
(λ + c)(λ + d)

+ (λ + 2d)(λ + 2a)xw + (λ − 2b)y3 = 0 (26.6)

For E1 and E2, Eq. (26.6) can be transformed into the following equation:

λ(λ + a − b)(λ + c)(λ + d) + (λ + 2d)(λ + 2a)bc

− (λ − 2b)acd = 0 (26.7)

λ4 + (a − b + c + d)λ3 + (ac + ad − bd + cd)λ2

+ (2abc + bcd)λ + 6abcd = 0 (26.8)

Both of the non-zero equilibrium points E1 and E2 have the identical eigenvalues
that can be calculated by Eq. (26.8). When a, b, c, and d equal to 4, 1, 2, and 0.5
separately, we have the eigenvalues: λ1 = −3, λ2 = −2.5525, λ3,4 = 0.0263 ±
1.7702i. That is to say, the equilibria E1 and E2 are unstable.

Theorem 3.1 If (a, b, c)= (4, 1, 2), the two nonzero equilibrium points of the system
(26.1) is stable when d ∈ (0, 0.4670).

Proof Let u1 = a − b + c + d, u2 = ac + ad − bd + cd,u3 = 2abc + bcd,

u4 = 6abcd, H1 =
∣
∣
∣
∣
u1 1
u3 u2

∣
∣
∣
∣, H2 =

∣
∣
∣
∣
∣
∣

u1 1 0
u3 u2 u1
0 u4 u3

∣
∣
∣
∣
∣
∣
.

According to the Routh-Hurwitz criteria, we know that all Eq. (26.8) roots are of
negative real parts if and only ifH1 > 0 andH2 > 0. Therefore, the nonzero equilibria
of system (26.1) are stable if and only if H1 > 0 and H2 > 0.

If (a, b, c) = (4, 1, 2), we have u1 = 5 + d, u2 = 8 + 5d, u3 = 16 + 2d, and
u4 = 48d. When 0 < d < 0.4670, we have H1 > 0 and H2 > 0. Therefore, when (a,
b, c) is (4, 1, 2) and d ∈ (0, 0.4670), the system (26.1) possesses two stable nonzero
equilibrium points.
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Similarly, according to mathematical analyses, we can get the following three
important remarks.

Remark 3.1 When (b, c, d) = (1, 2, 0.5) and a > 4.433, the nonzero equilibria of
the system (26.1) are stable.

Remark 3.2 When (a, c, d) = (4, 2, 0.5) and 0 < b < 0.8660, the nonzero equilibria
of the system (26.1) are stable.

Remark 3.3 When (a, b, d) = (4, 1, 0.5) and c > 2.167, the nonzero equilibria of
the system (26.1) are stable.

For the equilibrium point E0(0, 0, 0, 0), its corresponding Jacobian matrix is

JE0 =

⎡

⎢
⎢
⎣

−a 0 0 0
0 b 0 0
0 0 −c 0
0 0 0 −d

⎤

⎥
⎥
⎦ (26.9)

Let
∣
∣λI − JE0

∣
∣ = 0, we get the following eigenvalues: λ1 = −a, λ2 = b, λ3 =

−c, λ4 = −d. As long as all of the parameters a, b, c, and d are positive, E0(0, 0, 0,
0) is always unstable.

26.3.2 Lyapunov Exponent Spectra and Bifurcation
Diagrams

Lyapunov exponent shows the average exponential rates of divergence or conver-
gence of adjacent orbits in phase space of a dynamic system. A system is chaotic if
it possesses at least one positive Lyapunov exponent.

The author calculated the Lyapunov exponents by the use of the Wolf algorithm
[24]. When (a, b, c, d) is equal to (4, 1, 2, 0.5), the Lyapunov exponents are λL1 =
0.3689, λL2 = 0.0002, λL3 = −0.6792, λL4 = −5.190, and its Lyapunov dimension
is 2.543. When (a, b, c, d) is (1, 0.8, 2, 0.5), the Lyapunov exponents are λL1 =
1.117, λL2 ==0.3126, λL3 = −0.02965, λL4 = −4.099, and its Lyapunov dimension
is 3.3414. The attractor of the system (26.1) is of fractional dimension.

Figures 26.4, 26.5, 26.6, and 26.7 show curves of two largest Lyapunov exponents
of the system (26.1) versus a, b, c, d separately.From Fig. 26.7a–d, we notice that,
when (a, b, c) = (4, 1, 2), the system exhibits chaotic behaviors in a large field of d
∈ [0.47, 160].

Figure 26.8 indicates the bifurcation diagram of the system (26.1) changing with
a, when (b, c, d) = (1, 2, 0.5). By comparing Fig. 26.4 with Fig. 26.8, we can see
that there are three periodic windows [2.72, 2.80], [3.32, 3.41], and [4.14, 4.17] in
the field of a ∈ [3, 5]. When a > 4.43, the system is not chaotic, that is consistent
with Remark 3.1 in Sect. 3.1.
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Fig. 26.4 Two Lyapunov exponents varying with a, when (b, c, d) = (1, 2, 0.5)

Fig. 26.5 Two Lyapunov exponents varying with b, when (a, c, d) = (4, 2, 0.5)

Figure 26.9 shows the bifurcation diagram of system (26.1) changing b, when (a,
c, d) equals to (4, 2, 0.5). According to Figs. 26.5 and 26.9, there exits one periodic
window [1.21, 1.28] in the field of b ∈ [0.9, 1.5]. When b < 0.86, the system is not
chaotic that coincides with Remark 3.2 in Sect. 3.1.

Figure 26.10 is the bifurcation diagram changing with c, when (a, b, d) = (4, 1,
0.5).

Figure 26.11a–d shows the bifurcation diagrams when d varies in a wide range of
[0, 160]. The system is chaotic when d changes in a large field. Besides, according
to Theorem 3.1, the system is not chaotic when d < 0.467, that is consistent with
Fig. 26.11a.
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Fig. 26.6 Two Lyapunov exponents varying with c, when (a, b, d) = (4, 1, 0.5)

26.3.3 Time Domain Waveform and Frequency Spectrum

Let the parameters (a, b, c, d) be (4, 1, 2, 0.5), the author calculated x(t) of the system
(1) with initial state (x0, y0, z0, w0) = (10, 10, 10, 10) and x(t) with initial state (x0,
y0, z0, w0) = (10.1, 10, 10, 10), shown in Fig. 26.12. We can see from Fig. 26.12 that
the time waveform is highly sensitive to minor difference of initial states.

Frequency spectrum Log|x| ~ f of the system is demonstrated in Fig. 26.13, where
the bandwidth is about 0–60 Hz.

26.4 Conclusions

A novel 4D autonomous chaotic system with four linear terms and four cross prod-
ucts is studied. The system is hyper-chaotic within some range of parameters. For
example, if the parameters (a, b, c, d) equal to (10, 4, 5, 3), the system is hyper-
chaotic because its Lyapunov exponents are 1.1997, 0.028110, −0.59293, −14.635.
Besides, the system is also hyper-chaotic if (a, b, c, d) = (10, 4, 5, 30). And, it is still
chaotic when d = 92. Since the 4D system can keep chaotic when one of its param-
eters varies in a large field, it is expected to be adopted in a variety of engineering
applications.
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Fig. 26.7 Two Lyapunov exponents varying with d, when (a, b, c) = (4, 1, 2): a d ∈ [0, 10];
b d ∈ [10, 20]; c d ∈ [20, 100]; d d ∈ [100, 160]
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Fig. 26.7 (continued)

Fig. 26.8 Bifurcation diagram varying with a, when (b, c, d) = (1, 2, 0.5)

Fig. 26.9 Bifurcation diagram varying with b, when (a, c, d) = (4, 2, 0.5)



26 A Novel Four-Dimensional Chaotic System … 351

Fig. 26.10 Bifurcation diagram varying with c, when (a, b, d) = (4, 1, 0.5)

Fig. 26.11 Bifurcation diagrams varying with d, when (a, b, c)= (4, 2, 1): a d ∈ [0, 10]; b d ∈ [10,
20]; c d ∈ [20, 100]; d d ∈ [100, 160]
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Fig. 26.11 (continued)

Fig. 26.12 x(t) waveform: red line for initial state (10, 10, 10, 10); blue line for initial state (10.1,
10, 10, 10)
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Fig. 26.13 Frequency spectrum of the system

Acknowledgements This work is funded by the National Natural Science Foundation of China
(No. 61501206).

The author is grateful to the paper reviewers for their worthy comments and suggestions.

References

1. Lorenz, E.: Deterministic nonperiodic flow. J. Atmos. Sci. 20, 130–141 (1963)
2. Rossler, O.: An equation for continuous chaos. Phys. Lett. A 57, 397–398 (1976)
3. Chen, G., Ueta, T.: Yet another chaotic attractor. Int. J. Bifurcat. Chaos 9, 1465–1466 (1999)
4. Edward, O.: Chaos in Dynamical Systems, 2nd edn. Cambridge University Press, Cambridge

(2002)
5. Lü, J., Chen, G.: A new chaotic attractor coined. Int. J. Bifurc. Chaos 3, 659–661 (2002)
6. Liu, C., Liu, T., Liu, L., Liu, K.: A new chaotic attractor. Chaos Soliton. Fract. 22, 1031–1038

(2004)
7. Dadras, S., Reza, M., Qi, G.: Analysis of a new 3D smooth autonomous system with different

wing chaotic attractors and transient chaos. Nonlinear Dyn. 62, 391–405 (2010)
8. Liu, J., Zhang, W.: A new three-dimensional chaotic system with wide range of parameters.

Optik 124, 5528–5532 (2013)
9. Evangelista, J.V., Artiles, J.A., Chaves, D.P., Pimentel, C.: Emitter-coupled pair chaotic

generator circuit. AEU Int J Electron Commun 77, 112–117 (2017)
10. Feng, C., Cai, L., Kang, Q., Wang, S., Zhang, H.: Novel hyperchaotic system and its circuit

implementation. J. Comput. Nonlinear Dyn. 10, 061012–061019 (2015)
11. Yu, S., Tang, W.K.S., Lü, J., Chen, G.: Generation of n × m -Wing Lorenz-like attractors from

a modified Shimizu-Morioka model. IEEE Trans. Circ. Syst.-II 55, 1168–1172 (2008)
12. Peng, D., Sun, K., He, S., Zhang, L., Abdulaziz, O.A.: Numerical analysis of a simplest

fractional-order hyperchaotic system. Theor. Appl. Mech. Lett. 9, 220–228 (2019)
13. Kim, D., Chang, P.H.: A new butterfly-shaped chaotic attractor. Results Phys. 3, 14–19 (2013)
14. Li, Q., Zeng, H., Li, J.: Hyperchaos in a 4D memristive circuit with infinitely many stable

equilibria. Nonlinear Dyn. 79, 2295–2308 (2014)
15. Zhang, C., Yu, S.: Generation of grid multi-scroll chaotic attractors via switching piecewise

linear controller. Phys. Lett. A 374(30), 3029–3037 (2010)



354 J. Liu

16. Li, C., Li, H., Li, W., Tong, Y., Zhang, J., Wei, D., Li, F.: Dynamics, implementation and
stability of a chaotic system with coexistence of hyperbolic and non-hyperbolic equilibria.
AEU Int. J. Electron Commun 84, 199–205 (2018)

17. Zhou, P., Yang, F.: Hyperchaos, chaos, and horseshoe in a 4D nonlinear system with an infinite
number of equilibrium points. Nonlinear Dyn. 76, 473–480 (2014)

18. Liu, J.: A four-wing and double-wing 3D chaotic system based on sign function. Optik 125,
7089–7095 (2014)

19. Liu, J., Qu, Q., Li, G.: A new six-term 3-D chaotic system with fan-shaped Poincaré maps.
Nonlinear Dyn. 82, 2069–2079 (2015)

20. Singh, J., Roy, B.: Analysis of a one equilibrium novel hyperchaotic system and its circuit
validation. Int. J. Control Theory Appl 8, 1015–1023 (2015)

21. Zhang, S., Zeng, Y., Li, Z., Wang, M., Xiong, L.: FPGA-based implementation of different
families of fractional-order chaotic oscillators applyingGrünwald-Letnikovmethod. Commun.
Nonlinear Sci. Numer Simulat. 72, 516–527 (2019)

22. Sprott, J.: A proposed standard for the publication of new chaotic systems. Int. J. Bifurc. Chaos
21, 2391–2394 (2011)

23. Sajad, J., Sprott, J., Molaie, M.: A simple chaotic flow with a plane of equilibria. Int. J. Bifurc.
Chaos 26, 1650098–1650104 (2016)

24. Wolf, A., Swift, J., Swinney, H., Vastano, J.: Determining Lyapunov exponents from a time
series. Phys D 16, 285–317 (1985)



Chapter 27
Influence of the Optical Aspects
of Photographic Composition on the User
Experience in the Issues Related
to Decision Making, Choices and Level
of Visual Comfort

Marcia Campos and Fabio Campos

Abstract This article investigates the level of influence of the optical aspects of
image composition on the issues and consequent problems of the user experience.
This work is part of the research project n. 461710-JOR-013-2019/1 (registered in
the Unicap Research Database and approved by the CCP at an ordinary meeting on
09/October/2018) “Virtual environments: influence of the optical aspects of image
composition on the quality of user experience” coordinated by Dr. Marcia Campos.
The objective was to collect data relative to the perception/reaction of the user versus
levels of optical contrasts of the image composition. Therefore, to investigate this
level of influence, an experiment was carried out in two stages: the first step consisted
of producing 17 imageswith specific characteristics of visual representation covering
various levels of contrasts of the optical aspects for each image. The second step was
the application of questionnaires with users, with questions based on the images
produced in the first stage. The results indicate evidences of the correlation of the
optical aspects of image composition with the reactions choices from the users; such
as, time spent for decision making and choices about the images regarding elements
of the scene and level of visual and physical discomfort. The evidence point to the
results that optical aspects of image composition, mainly the representation of its
levels of contrasts, are relevant for the quality of the user experience concerning both
physical and psychological perception issues.
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27.1 Introduction

The fast technological development of virtual reality devices and applications is
expanding beyond the boundaries of video games, with demands from many areas
such as healthcare, construction, auto industry, etc.

However, virtual reality devices face a number of issues regarding the user expe-
rience. For example, the uncanny valley phenomenon, break of sense of presence,
and the undesirable symptoms caused by cybersickness. According to studies it is
estimated that about 30–80% of users have suffered from symptoms of cybersick-
ness. These annoyances are caused by interacting with virtual environments and can
persist from a few minutes to even days after the use of the immersive devices [1].
Symptoms are eye fatigue, headache, disorientation, nausea and may even lead to
vomiting. Although studies on cybersickness have advanced, the reasons that cause
these symptoms in users of virtual reality devices are still mostly unknown [1, 2].

The visual aspects of the virtual environment impact the user experience, ranging
from objective issues such as the perception of optical aspects of light/image, to
subjective issues such as the interpretation and significance of this light/image [3].
With this in sight is plausible to verify what optical elements of conception and
composition of the virtual environments are crucial factors to the effects provoked
in the users.

Studies have found a relationship between the variation of the field of view angle
and the level of cybersickness symptoms experienced by users. That is, the larger
the field of view angle is, the effects of symptoms are proportionally stronger, and
the smaller the field of view angle is, the symptoms become gradually softer [2, 4].

In this paper we verify the relationship between the data obtained on the influence
of the field of view angle with the level of discomfort of cybersickness symptoms,
and the studies on the optical aspects of image composition via their contrast levels.
This method allows a deeper analysis of the preliminary information found on our
previous researches [3, 5].

According to Campos [3] the representation of contrast levels of the optical aspect
of depth of field or sharpness changes the contrast levels of the images as the field
of view or framing angle changes. Then, as the field of view angle increases, the
sharpness contrast becomes gradually lower or lighter, while as the field of view
angle decreases, the sharpness contrast proportionally becomes higher or stronger
[2, 6].

To make it clearer, the greater the angle of the field of view, the level of repre-
sentation of the optical sharpness of the image becomes proportionally more subtle
(the whole scene around the perfectly sharp object is just slightly blurred). And vice
versa, the smaller the field of view angle, the level of representation of the optical
sharpness of the image becomes gradually stronger (every scene around the object
that is perfectly sharp is extremely blurred).

Despite technological advances producing increasingly realistic virtual images,
those more realistic images are a major cause of the symptoms of cybersickness.
The more realistic the virtual environment is, more it is prone to the cybersickness
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[2]. Studies also confirm the direct relationship between the quality level of the
representation of optical aspects of image composition via their contrasts, with the
user’s perception and interpretation of the level of image realism [5]. Thus, the
relationship between the optical aspects of image composition via their contrasts,
and the problems of virtual reality devices.

27.1.1 Optical Aspects of Image Composition
by Contrasts—Campos Method

This method offers a new approach which allows more formal and objective obser-
vation and understanding about the optical effects that constitute the images (real
or virtual images). It allows to do the processes of conception, analysis and under-
standing of images focusing on the objective aspects of light or image through their
representation via contrasts.

The method mimics the way the human eyes perceive the images, that is, all
the objects we see in our visual field, be them people, animals, things, colors, etc.,
absolutely everything is visual information or reflected light. Only after the capture
of this light (the image) does the psychological and rational step of giving meaning
to the captured light begins.

Within the logic of optics, the image is the result of the propagation and reflection
of light in the environment and, since light is the image itself, all the optical aspects
that form it are also elements of light.

Campos’s [3] method is based on the analogy with the Contrast Theory developed
by Itten [7, 8], this theory organizes colors via their contrast representations. Through
the analogywith theContrast Theory, Campos’method considered the representation
of the optical aspects of the image as elements originating from light. That is, they
are perceived via levels of contrasts or intensity, following the same gradient logic
existing from the light source (white) to its absence (black) (see Fig. 27.1).

In this way, each optical aspect is represented and perceived through its variation
of levels or intensity of contrasts.

The optical aspects of image composition are:

Depth-of-Field Optical Contrasts: that is the perception of optical sharpness of
contrasts in the image. This optical aspect is represented by varying its contrast
levels, which comprise a continuous gradient (in the same logic as the light prop-
agation flow), ranging from the low depth-of-field contrast to its opposite extreme
which is the High depth-of-field contrast (see Fig. 27.2).

LIGHT SOURCE LIGHT ABSENCE

Fig. 27.1 Representation of the levels of contrast of intensity of colors
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Fig. 27.2 Representation of
the levels of contrast of
depth of field

Low depth-of-field contrast 

Medium depth-of-field contrast 

High depth-of-field contrast 

Fig. 27.3 Representation of
the levels of contrast of
motion effect

High contrast of blurred motion 

Medium contrast of blurred motion

Low contrast of blurred motion

Frozen motion effect 

Optical Contrasts of Motion Effect: it is the perception of optical contrasts origi-
nated in the reflection of light coming from scenarios or objects that are in motion.
This optical aspect is represented by varying its contrast levels that encompass a
continuous gradient (in the same logic as the flow of light propagation), ranging
from the high contrast of blurred motion effect to its opposite extreme, which is
the Frozen motion effect (see Fig. 27.3). And always going through the medium
contrast.
Optical Angle of View Contrasts (aka Lenses): Corresponds to the perception
obtained from the size of the framed area by varying the degrees of the visual
pyramid or the field of view. This optical aspect is represented by varying its
contrast/degree levels, which encompass a continuous gradient (in the same logic
as the light propagation flow), ranging from the widest field of view of the Wide
Angle to its extreme opposite which is the narrow field of view of the telephoto
lens (see Fig. 27.4).

Fig. 27.4 Representation of
the levels of contrast of angle
of view

Wide Angle (Field of view wider) 

Normal (Field of view similar to the human eye) 

Telephoto lens (narrow field of view) 
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Analyzing the image by its decomposition on the elements of contrast described so
far, this method allows a better understanding of the image, from its objective infor-
mation to its consequent subjective information. A wide range of visual information
that contributes to the scientific enrichment of evaluation processes and image design
solutions. Mainly in the perception and understanding of how the optical aspects of
the image combined in image composition techniques impact the emotional and
physical interpretation of the user. Bringing an innovative point of view that enables
from the logic of contrasts, more accurate and formal analyzes of image quality,
the measurement of its level of realism, greater efficiency in the process of image
design and consequently its impact on the user experience. Positively reflecting on
the process of creating the visual aesthetics of scenarios whether real or virtual. More
efficiently and safely make visual artifact design decisions.

Therefore, this paper investigates the level of influence of optical aspects of image
composition on issues and consequent problems inherent to the user experience.
This work is part of a bigger research project “Virtual environments: influence of
the optical aspects of photographic/image composition on the quality of the user
experience”. The objective is to collect data regarding the perception and reaction
of the users when observing the optical contrast levels of the image composition.
The collected data focused on the user’s perception and reaction are: time taken for
decision making, motivation for choosing objects in the scene and level of visual
discomfort. The experiment was carried out in 2 steps.

27.2 First Step of the Experiment

The first stage consisted of the production of 17 photographic images within the
visual representation characteristics of the contrast gradient levels of the optical
aspects of photographic composition based on the Campos method [3–5, 9].

For this the 17 images were composed as follows:

• Three totally identical objects (plastic cups) were used in all pictures, without any
kind of treatment or post production.

• The images were produced based on the composition method, technique and
photographic equipment in order to produce imageswith the exact optical contrast
levels desired [3].

• Three images were produced with the high contrast of depth of field, or sharp-
ness (framed with telephoto—147 mm and Aperture f5.6). One photo with exact
focus on the object in front (see Fig. 27.5), another photo with exact focus on the
object in the middle (see Fig. 27.6), and another photo with exact focus on the
back object (see Fig. 27.7).
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Fig. 27.5 High contrast of sharpness—focus on the front

Fig. 27.6 High contrast of sharpness—focus on the middle

Three imageswere producedwith the low contrast of depth of field or sharpness
(framed at wide angle—17mm and DiaphragmAperture f5.6). One photo with exact
focus on the object in front (see Fig. 27.8), another photo with exact focus on the
object in the middle (see Fig. 27.9), and another photo with exact focus on the object
on the back (see Fig. 27.10).

Three photos were produced with the medium contrast of depth of field or
sharpness (framed with normal lens - 45 mm and Aperture f5.6). One photo with
exact focus on the object in front (see Fig. 27.11), another photo with exact focus on
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Fig. 27.7 High contrast of sharpness—focus on the back

Fig. 27.8 Low contrast of sharpness—focus on the front

the object in the middle (see Fig. 27.12), and another photo with exact focus on the
object on the back (see Fig. 27.13).

Three photographs were produced with total absence of sharpness (framed with
120, 72 and 45mm lenses). Being a photowith very strong blur effect (see Fig. 27.14),
another photo with medium blur level (see Fig. 27.15) and another photo with slight
blur (see Fig. 27.16).

Five photographs were produced with the optical aspect of motion effect contrast
variation (exposure time—longer for blur effect and shorter for frozen effect x subject
movement speed variation). Being a high contrast blurred motion effect photo (see



362 M. Campos and F. Campos

Fig. 27.9 Low contrast of sharpness—focus on the middle

Fig. 27.10 Low contrast of sharpness—focus on the back

Fig. 27.17), another medium blurred contrast effect photo (see Fig. 27.18), another
low contrast blurredmotion effect photo (see Fig. 27.19), another effect photomotion
blur (see Fig. 27.20) and another high-contrast panning motion blur photo (See
Fig. 27.21).
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Fig. 27.11 Medium contrast of sharpness—focus on the front

Fig. 27.12 Medium contrast of sharpness—focus on the middle
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Fig. 27.13 Medium contrast of sharpness—focus on the back

Fig. 27.14 Strong blur—fully without focus
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Fig. 27.15 Medium blur—fully without focus

Fig. 27.16 Light blur—fully without focus
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Fig. 27.17 High contrast blurred motion

Fig. 27.18 Medium contrast blurred motion
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Fig. 27.19 Low contrast blurred motion

Fig. 27.20 Frozen motion contrast
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Fig. 27.21 High contrast blurred panning motion

27.3 Second Step of the Experiment

This stage consisted on the application of questionnaires, with questions based on the
photos produced in the first stage of the experiment. The purpose of the questionnaire
was to collect data regarding the user’s perception and reaction versus the variation of
optical contrast levels in the photos. Regarding the time taken for decision making,
motivation of the choice of objects in the scene and level of visual and physical
discomfort felt.

The questionnaire had 17 questions with one photo in each. Where, in the first
nine questions I asked participants to simply choose one of the cups at their wish,
which one would be their personal choice. Questions 10, 11 and 12 were aimed at
verifying the user’s level of discomfort by observing the fully blurred photos for as
long as they could and after choosing from five rating levels from very comfortable to
very uncomfortable. And the last questions aimed to ask the level of speed, stillness
or immobility perceived from the observed photos.

Here are three examples of questions used in the questionnaire:
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1. To answer the question below use your vision naturally to observe the
photographs. Now choose one of the cups in the image below

() Front Cup
() Middle Cup
() Back Cup

12. To answer this question you should be looking at the photo without looking
away from it for as long as you can stand and/or feel any visual discomfort.
Indicate the level of comfort you felt

() Very comfortable
() Uncomfortable
() Neutral (indifferent)
() Slightly uncomfortable
() Very uncomfortable
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12. Now indicate what sensation or impression you noticed in the photo below

() Fully stationary/immobile
() Too slow/lagging
() Neutral
() Very fast/rapid
() Extremely fast/rapid.

27.4 Results and Analysis of the Experiment

The questionnaire was posted online and was answered by 73 people, mostly, univer-
sity undergraduate students from diverse institutions and courses. The results were
compiled in 5 tables, each one tabulating a different aspect, such as: Table 27.1
summarizing the preference of the level of focus in high contrast of depth of field
or sharpness images, Table 27.2 the same focus preference but in images with low
contrast of depth of field or sharpness, Table 27.3 regarding images with medium
contrast of depth of field or sharpness, Table 27.4 related to totally unfocused photos,

Table 27.1 Results of questions (1, 2, and 3)—images with high contrast of depth of field or
sharpness

Answer alternatives Question 1. Focus on
the front cup

Question 2. Focus on
the middle cup

Question 3. Focus on
the back cup

Front cup (%) 91.6 12.3 5.6

Middle cup (%) 4.2 86.2 5.6

Back cup (%) 4.2 1.5 88.8

The purpose of using boldface is to highlight the percentage result in the alternatives considered
most appropriate
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Table 27.2 Results of questions (4, 5, 6)—images with low contrast of depth of field or sharpness

Answer alternatives Question 4. Focus on
the middle cup

Question 5. Focus on
the front cup

Question 6. Focus on
the back cup

Front cup (%) 63.4 91.6 54.9

Middle cup (%) 33.8 5.6 31.0

Back cup (%) 2.8 2.8 14.1

Table 27.3 Results of questions (7, 8, and 9)—images with medium contrast of depth of field or
sharpness

Answer alternatives Question 7. Focus on
the back cup

Question 8. Focus on
the front cup

Question 9. Focus on
the middle cup

Front cup (%) 35.2 88.7 47.9

Middle cup (%) 43.7 9.9 43.6

Back cup (%) 21.1 1.4 8.5

Table 27.4 Results of questions (10, 11, and 12) with totally unfocused images, through optical
variations of blur contrast levels

Answer alternatives Question 10.
Medium contrast
fully blurred

Question 11.
Between medium to
high contrast fully
blurred

Question 12. High
contrast fully blurred

Very comfortable (%) 4.2 4.2 1.4

Uncomfortable (%) 5.6 2.8 8.3

Neutral (indifferent)
(%)

31.9 31.9 9.7

Slightly
uncomfortable (%)

41.7 43.0 20.8

Very uncomfortable
(%)

16.6 18.1 59.8

through optical variations of blur contrast levels, and Table 27.5 the same analysis
but with images with variations of optical contrasts of motion effect.

The results summarized on each table will be discussed below.

27.4.1 Data Analysis of Table 27.1

Following are the discussion based on the results from Table 27.1:

• The majority of people (91.5, 86.1, 88.7%) chose the glasses that were exactly
sharp on three cases.
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Table 27.5 Results of questionswith images producedwith variations of optical contrasts ofmotion
effect

Answer alternatives Question
13. High
contrast
blurred

Question
14.
Medium
contrast
blurred

Question
15. Frozen
motion
effect

Question
16. Low
contrast
blurred

Question 17.
High contrast
blurred/panning

Fully
stationary/immobile
(%)

6.9 9.7 59.7 27.8 37.5

Too slow/lagging
(%)

2.8 40.3 26.4 44.5 2.8

Neutral (%) 2.8 9.7 13.9 20.8 2.8

Very fast/rapid (%) 52.8 37.5 0.0 6.9 19.4

Extremely
fast/rapid (%)

34.7 2.8 0.0 0.0 37.5

• The results pointed to certainty in the choice and speed of decision making by
most participants.

• It was evident in photos produced with high contrast depth of field the need for
human vision for the visual comfort that only perfect focus provides.

• The presence of the high-contrast depth-of-field optical aspect in the image com-
position that produces an extremely unfocused context around the object with the
exact focus made it possible to respond with faster and more accurate decision
making.

• It was found that the search factor via perfect focus, has relevant influence on
decreasing the level of indecision in the user’s choice and, consequently, in the
faster decision-making of the user. In short, this indicates that users spend less
time observing and interacting in scenarios with high contrast of depth of field.

27.4.2 Data Analysis of Table 27.2

Following are the discussion based on the results from Table 27.2:

• The majority chose the cup with exact sharpness only in question 5.
• In questions 4 and 6 the results show the tendency to choose the cups by the

configuration in the image composition. That is, by the position in the field of
view.

• The results of questions 4 and 6 indicate a higher level of indecision and,
consequently, slower decision-making by participants.
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• It can be deduced, then, that the choice of cups through their position in the field
of view tends to a higher level of indecision in the choice and, consequently, more
time spent in the user’s decision making.

• The extremely relevant results in question 5 indicate certainty of choice and faster
decision-making by most participants. Thus, it can be concluded that the sum of
the factors: exact sharpness in the object positioned in the foreground of the field of
view, allows more certainty of choice and, consequently, faster decision-making
of the user.

• It was also noticed evidence that in images with low contrast of depth of field or
sharpness, the user experience tends first to observe the positioning of all objects
in the field of view. This means that the user spends more time observing and
interacting with all the elements that make up the scenario. Even though it is
slightly unfocused.

• The lower percentage results obtained by the perfectly focused cups in questions
4 and 6 indicate that a significant number of users spent more time observing and
interacting with objects that are out of focus.

27.4.3 Data Analysis of Table 27.3

Following are the discussion based on the results from Table 27.3:

• The majority chose the cup with exact sharpness only in question 8.
• In questions 7 and 9 the results show the tendency to choose the cups by the

configuration in the image composition. That is, by the position in the field of
view.

• The results of questions 7 and 9 indicate a higher level of indecision and,
consequently, less rapid decision-making by participants.

• The extremely relevant results in question 8 indicate certainty of choice and faster
decision-making by most participants. Thus, it can be concluded that the sum of
the factors: exact sharpness in the object positioned in the foreground of the field of
view, allows more certainty of choice and, consequently, faster decision-making
of the user.

• The image with medium contrast of depth of field or sharpness in its composition
produces a context with a median level of blur around the object with the exact
focus. Thus, it can be deduced that this optical aspect causes a greater level of
indecision in the choices and, consequently more time spent on decision making
by the user.

• In images with medium contrast of depth of field or sharpness, the user experience
tendsfirst to observe the position of objects in thefield of view, and then to “search”
for the exact focus. However, because the depth-of-field medium contrast aspect
had intermediate sharpness gradient levels (between low and high contrasts), the
percentages of choice of the precisely focused cups were slightly higher when
compared to the results from Table 27.2.
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• Due to the percentage increase of the answers by the cups with the exact focus,
it can be deduced that both the level of indecision in the choice and the speed in
the user’s decision making improve when compared to the results of Table 27.2.

27.4.4 Data Analysis of Table 27.4

Following are the discussion based on the results from Table 27.4:

• All questions had percentage results relevant to the “slightly uncomfortable” and
“very uncomfortable” response options.

• The results were extremely irrelevant for the “very comfortable” and “uncomfort-
able” options.

• The results show that the level of discomfort felt by users increases as the levels
of optical contrasts in the out-of-focus range also increase.

• So, it can be considered that the observation time of fully blurred images that
the user can handle, decreases as the levels of optical contrasts in the in the
out-of-focus range increase.

• Therefore, it can be concluded that the level of discomfort is a relevant factor in
the level of indecision of choice and the time spent in decision making in the user
experience.

• Thus, the level of discomfort felt by the user interferes with the level of indecision
of choice and, consequently, the time spent in decision making.

• Thus, the increased level of discomfort felt by the user, causes a decrease in the
amount of time the user can observe a given image.

27.4.5 Data Analysis of Table 27.5

Following are the discussion based on the results from Table 27.5:

• The results were relevant and confirm the proportional relation of the visual sen-
sation of movement speed variation felt by the users, with the variation of optical
contrasts levels of movement effect perceived by them.

• In images with high contrast of blurred motion effect the vast majority opted for
the “very fast” and “extremely fast” alternatives.

• Then we can confirm that the higher the optical contrast level of the blurred effect,
the user’s perception will be of higher movement speed. And so, successively, it
follows the same logic with the other ranges of optical effect levels of motion
contrast to the opposite end of the high blurred motion contrast, which is frozen
motion.

• In question 17 we had results with equal percentages in the answers “fully station-
ary” and “extremely fast”, with 37.5% for each. This is a very intriguing result, as
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the two response options are extremely opposite, since one refers to immobility
and the other to rapid movement. That is, they are totally opposite perceptions,
which characterize two types of emphasis on image observation: one was based
on the object (glass) with the exact sharpness emphasizing the freezing percep-
tion. And the other was performed based on the perfect focus scenario that is with
high contrast levels of the blurred motion effect, inducing the perception of high
speed.

27.5 Conclusions

The results obtained in the experiment performed in the present work provides
evidence about the existence of relevant influence of the optical aspects of image
composition via contrasts in the questions inherent to the user experience.

It was possible to confirm by comparing the data in Tables 27.1, 27.2 and 27.3 that
in the continuous gradient of the optical depth of field contrast (comprises from the
low sharpness contrast to the opposite extreme which is the high sharpness contrast):

• The level of indecision at the user’s choice increases as the continuous depth-of-
field optical contrast gradient becomes lower.Consequently, the level of indecision
in the user’s choice decreases as the continuous depth-of-field optical contrast
gradient becomes higher.

• -And with respect to the decision-making time spent by the user, it increases as
the continuous depth-of-field optical contrast gradient gets lower. So, the decision
time spent by the user decreases as the continuous depth-of-field optical contrast
gradient gets higher.

• According to the data in Table 27.4, regarding the level of comfort felt by users,
the condition of the presence of the element focused on the field of view to make
the sensation of visual comfort possible is evident.

• The gradient level of the out-of-focus range profoundly impacts the level of visual
discomfort felt by the user. The level of visual discomfort gradually increases as
the level of blur contrast becomes high or strong. And consequently, the time spent
observing decreases due to the increased level of discomfort felt by the user.

• Regarding the effects of the depth-of-field optical contrasts, the evidence from
the experiment pointed to:

• Images produced with high depth-of-field contrast make it possible to decrease
the level of indecision in choosing and faster decision making. Because in images
of this kind, the perfect-focus setting is extremely blurred, or extremely uncom-
fortable. Consequently, the user instantly seeks the focused element, which brings
relief and total visual comfort.

• Following the same logic in the opposite direction, images produced with low
sharpness contrast greatly increase the level of indecision in choice andmore time
spent in decision making. Because, in this kind of image, the scenario around the
perfect focus is subtly blurred, or slightly uncomfortable. Consequently, the user
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can observe the entire context of the scenario for a longer time, and often does
not perceive the element with exact sharpness.

Regarding the measurement of the decisionmaking time, analyzed in this paper, it
wasmade by comparing the statistical results collected in the questionnaire. Crossing
the data from Table 27.4 with the results from Tables 27.1, 27.2 and 27.3.

• Where the level of comfort and discomfort felt by users (Table 27.4) reflects the
ability to observe the image for longer or shorter time. So, decision making time
is also affected by the level of discomfort felt.

• When we connect these assumptions Table 27.4 with the data in Table 27.1 it
was found that images with high sharpness of contrast point to faster decision-
making, due to the extremely unfocused environment around the object with exact
focus (extremely uncomfortable environment around the comfortable area). Being
reflected with great statistical significance.

• Whenwe connect these assumptions in Table 27.4 with the data in Tables 27.2 and
27.3, it was found that images with low and medium sharpness point to less rapid
decision making, due to the slightly and slightly blurred environments around
the object with exact focus (slightly and moderately uncomfortable environments
around the comfortable area). Being reflected with low statistical significance.

• That is, the measurement of decision making time is influenced by the level of
visual discomfort felt by the user. And through the measurement made possible
by the representations via contrast levels, coupled with the user experience, we
can reach conclusions about time spent in decision making.

All the evidence point to the importance of optical aspects of image composition
via contrasts in the context of perception from the users. For studies carried out so
far [3–5, 7] point out its great importance for a deeper understanding of the causes of
problems and, consequently, in the contribution of solutions. It also enables greater
knowledge about imaging and how to enable measurement, such as the level of
realism of a virtual environment via contrast levels of optical aspects. Avoiding
the intuitive and abstract processes, which most often generate high uncertainty in
decisions. On the other hand, the evidence from the experiment show that is possible
to control or manipulate some perceptions by playing with the aspects of contrast of
the images.
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Chapter 28
Compositional Models: Iterative
Structure Learning from Data

Václav Kratochvíl, Vladislav Bína, Radim Jiroušek, and Tzong-Ru Lee

Abstract Multidimensional probability distributions that are too large to be stored
in computer memory can be represented by a compositional model—a sequence of
low-dimensional probability distributions that when composed together try to faith-
fully estimate the original multidimensional distribution. The decomposition to the
compositional model is not satisfactorily resolved. We offer an approach based on
search traversal through the decomposable model class using likelihood-test statis-
tics. The paper is a work sketch of the current research.

28.1 Introduction

Many real-life problems can be solved using a decomposing strategy, excellently
summarized by George Pólya in his famous book [1]: If you cannot solve a problem,
then there is an easier problem you can solve: find it. The basic idea is simple. A
problem, or a complex system, can be decomposed into a sub-problems/subsystems
that are easier to describe/understand. Unfortunately, the art of decomposing is not
always straightforward.

Thanks to the massive use of computers, we have a huge amount of data in various
areas of human activity. Using these data sets we can describe complex systems that
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may appear as black-boxes to us. The key is to extract knowledge from the data set
and use it as a support for future decision making or predictions.

A set of vital tools to work with large data-sets is accessible through a probability
framework where records from the data set are considered to be realizations of
random variables. In this paper, we assume problems/systems that can be described
using a set of random variables. By an event, we understand a moment when we
measure values of the random variables and we assume the existence of a data set
with records of suchmeasurements in history.As a typical example can serve a patient
in a hospital with a database of various diseases, symptoms, and related laboratory
test results. It is very difficult to cover all the dependencies between symptoms, test
results, and diseases. Still, people are trying to do exactly that. A desire for a tool
that, for example, automatically alerts you to a possible threat based on the results
of a common medical test is obvious. Similarly, we can imagine the area of financial
markets with records of stock market movements and related tool for automatic
trading, etc.

In our case, we assume random variables with a discrete finite domain. Each
random variable has a probability distribution, which specifies the probability of its
values. Set of random variables has a joint probability distribution.

28.1.1 Knowledge Representation

Suppose that knowledge can be represented using a probability distribution defined
over a set of corresponding random variables. Of course, the size of such a proba-
bility distribution would be enormous. Moreover, even if we were able to store it,
we would need a similarly large amount of data to estimate its parameters well. This
phenomenon is called curse of dimensionality. Here comes the concept of condi-
tional independence. It is well known that in case of independence among variables
we can express the corresponding probabilistic distribution as a product of smaller
probability distributions (i.e. distributions defined over a smaller set of variables).
To save even more space, some weak (conditional) dependencies can be modeled by
independencies as well.

28.1.2 Compositional Models

The basic idea of compositional models is simple—to describe global knowledge
from an application area using pieces of local knowledge. Local knowledge can be
easily obtained, easily stored in a computer, and easily understand by a user/expert.
On the other hand, is some cases, the global knowledge of the problem of interest
is so complicated that it is beyond human capabilities to describe it. Note that the
word compositional stands for the fact that probability distribution representing the
knowledge about the system is composed from a set of low-dimensional distributions
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andmodel because the composed probability distribution is of course just a simplifi-
cation/estimate of the original multidimensional distribution. (To simplify themodel,
some weak conditional dependencies are modeled by independence relations.)

To handle the knowledge hidden in a compositional model (decomposed proba-
bility distribution) one can use the standard tools from probability framework like
marginalization, conditioning, and inference. The methods are of course customized
to handle the decomposed structure and efficiently implemented using local compu-
tations.

28.2 Notation and Essentials

Let us consider a finite system of random variables with indices from a non-empty set
N . Each variable from this system {Xi }i∈N has a finite (and non-empty) set of values
Xi . All the probability distributions discussed in the paper will be denoted by Greek
letters. For K ⊂ N , κ(xK ) denotes a distribution of variables XK = {Xi }i∈K , which
is defined on all subsets of a Cartesian product XK = ∏

i∈K Xi . Thus xK denotes a
|K |-dimensional vector of variable values {Xi }i∈K and XK represents the set of all
such vectors. Having a probability distribution κ(xK ) and L ⊂ K we shall denote its
marginal distribution by κ(xL). To emphasize the marginalization process, we can
also use κ↓L .

The symbol �(K ) denotes the set of all probability distributions defined for vari-
ables XK . For two distributions defined over the same set of variables κ, λ ∈ �(K )

we say that λ dominates κ (κ � λ) if ∀x ∈ XN : (λ(x) = 0 =⇒ κ(x) = 0). The
distributions κ ∈ �(K ) and λ ∈ �(L) are said to be consistent if for all x ∈ XK∩L

κ(x) = λ(x).

Definition 1 (Operator of Composition) For arbitrary two distributions κ ∈ �(K )

and λ ∈ �(L) for which1 κ↓K∩L � λ↓K∩L their composition is defined by the fol-
lowing formula

(κ 	 λ)(x) = κ(x↓K)λ(x↓L)

λ↓K∩L(x↓K∩L)
. (28.1)

Otherwise, it remains undefined.

The operator of composition is used to construct multidimensional compositional
models.Composing twodistributions,we candefine adistributionof a dimensionality
higher than any of the original ones. The resulting distribution is defined over the
union of involved random variables.

By a compositional model of a multidimensional probability distribution we
understand a sequence of low-dimensional distributions that assembled together
using the operator of composition represent a multidimensional distribution that

1κ(M) � λ(M) denoted that the distribution κ is absolutely continues with respect to distribution
λ, which in our finite settings means that whenever κ is positive also λmustbeposi tive.
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would be difficult to handle otherwise. In another words, the multidimensional dis-
tribution which can be written in the following way

κ1 	 κ2 	 κ3 	 . . . 	 κn = (. . . ((κ1 	 κ2) 	 κ3) 	 . . .) 	 κn. (28.2)

where we expect κi to be defined over variables with indices from Ki . The sequence
κ1, κ2, . . . , κn is called the generating sequence of the model.

In this paper, we will focus on the models composed from the marginal distri-
butions of an input distribution obtained from data. Thus there are no inconsistent
distributions and the operator of composition is always defined. The sequence of
sets of variables (or precisely their indices) K1, . . . , Kn is called the structure of
the model. Note that the ordering of sets is important since operator 	 is neither
commutative nor associative. Because of the nature of the paper, we can simplify the
notation and highlight the structure we denote the model from (28.2) in the following
manner:

(K1 · K2 · . . . · Kn)κ

Note that compositional models represent a generalization of Bayesian networks.
In other words, every Bayesian network can be represented using an equivalent
compositionalmodel. Note that structure K1, . . . , Kn has a similarmeaning as graphs
in case of Bayesian networks. It represents the system of conditional independencies
valid for the model.

For the purpose of the following text, we will introduce a degenerated model, the
so-called full model:

Definition 2 (Full model) Compositional model κ of the form κ = κ(xN ) is called
full model.

In the case of the full model, the sequence of sets of variable indices is formed
only by one set N . It means that no composition is performed. Thus, the original
data distribution (containing all variables) is a full model.

Definition 3 (Running Intersection Property) The sets L1, L2, . . . , Ln fulfill the
Running Intersection Property (RIP) if

∀i ∈ {2, . . . , n} ∃k < i Li ∩
⎛

⎝
⋃

j<i

L j

⎞

⎠ ⊆ Lk .

Definition 4 (Decomposability) The compositional model (K1 · K2 · . . . · Kn)κ is
said to be decomposable if the ordering of sets in its structure K1, K2, . . . , Kn fulfills
the RIP property.

Definition 5 (Conditional independence (CI)) For distribution κ(xK ) and for mutu-
ally disjoint A, B,C ⊆ K such that A �= ∅ and B �= ∅ we write XA⊥⊥XB |XC [κ]
(groups of variables XA and XB are conditionally independent given XC with respect
to the distribution κ) if
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κ(xA∪B∪C)κ(xC) = κ(xA∪C)κ(xB∪C)

for all xA∪B∪C ∈ XA∪B∪C . Note that in case of C = ∅ we speak about unconditional
independence and we denote it as XA⊥⊥XB[κ].

The use of the operator of composition embeds a conditional independence rela-
tion. This fact can be easily shown from both Definitions 1 and 5. (See also, e.g.,
Lemma 5.2 in [2] where also other basic properties of compositional models are
formulated).

28.3 Decomposability

By a decomposition is usually understood the result of a process that, with the goal
of simplification, divides an original object into its sub-objects. Thus, for example, a
problem is decomposed into two (or more) simpler sub-problems, decomposition of
a positive integer into prime numbers, etc. In the latter case, an elementary decom-
position is a decomposition of an integer into two factors, the product of which gives
the original integer. When repeating the process of decomposition long enough we
end up with elementary sub-objects that cannot be further decomposed.

It can be easily deduced from the above-presented properties that the process of
a repeatedly performed decomposition of an arbitrary (finite) object into elementary
sub-objects (i.e., sub-objects that cannot be further decomposed) is always finite.

In case of a finite two-dimensional probability distribution κ ∈ �(k,l) (k, l are
singletons), simpler sub-objects are just one-dimensional distributions: a distribu-
tion of variable Xk and a distribution of variable Xl . The process of decomposition
corresponds to marginalization—i.e. the sub-objects are κ(xk) and κ(xl). Note that
the process of marginalization is well defined. Nevertheless, except for a degener-
ate case when Xk⊥⊥Xl[κ], we cannot unambiguously reconstruct the original two-
dimensional distribution from its one-dimensional marginals. In that case, a compo-
sitional model composed from one dimensional marginal would be just a very bad
estimate of the original distribution.

Having a general probability distribution, one can be interested in the way how
to decompose it into a set of its marginals in a way that if composed back together
(using the operator of composition), it faithfully reflects the original distribution.
Or in other words, if we convert a data set into a probability distribution using e.g.
frequency analysis, we would like to learn its compositional model.

The following section deals with a special type of compositional models—
decomposable models. The reason why we restricted ourselves to this subclass is
clarified later.
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28.4 Hierarchy in Decomposable Models Space

The notion of decomposability has been already established in a class of probabilistic
models. Following Definition 4, one can notice that decomposability is a structural
property in case of compositional models. I.e., it is related to the structure of a
compositional model only, not to respective properties of probability distributions
from its generating sequence.

Similarly, in the case of Bayesian networks (representant of another approach to
probabilistic modeling), decomposability is also a structural property. Recall that
in the case of Bayesian networks, a directed acyclic graph is used to represent its
structure and we say that a Bayesian network is decomposable if the graph is decom-
posable. Graph decomposability is equivalent to many other strong graph properties:
graph chordality, graph triangularity, the existence of a perfect elimination ordering
of nodes, the existence of a junction tree of graph cliques, etc. Simply said, decom-
posability is a very strong structural property and, what makes it so special, it is
closely related to efficient local computations.

By local computation, we understand a possibility to perform complex compu-
tations with a probability distribution represented by a compositional model (like
marginalization, conditioning, and inference) without the necessity to apply the
operator of composition between members of the model generating sequence. Every
general compositional model is converted into an equivalent decomposable model
before performing any computations with it. This is one of the reasons why we have
decided to restrict the current research on structure learning algorithms on the class
of decomposable models only.

Assume a compositionalmodel (K1 · . . . · Kn)κ .We recognize the so-called trivial
sets of the structure. We say that set Ki , (i ∈ {1, . . . , n}) is trivial in the structure if
Ki ⊆ ⋃

j<i K j . Note that probability distribution corresponding to Ki has no impact
on the compositional model. Indeed, considering the definition of the operator of
composition (denote

⋃
j<i K j as K j<i to simplify the formula) then, following (28.1),

((κ1 	 . . . 	 κi−1)) 	 κi )(x) = (κ1 	 . . . 	 κi−1))(x↓Kj<i)κi (x↓Ki)

κ
↓Kj<i∩Ki

i (x↓Kj<i∩Ki)

= (κ1 	 . . . 	 κi−1))(x↓Kj<i)κi (x↓Ki)

κ
↓Ki
i (x↓Ki)

= (κ1 	 . . . 	 κi−1))(x)

(28.3)

Nevertheless, followingDefinition3ofRIP, by adding a trivial set into the structure
of a decomposable model, its decomposability can be violated. Nevertheless, we can
add a trivial set that is a subset of another set preceding it in the sequence. See the
following auxiliary property:

Lemma 1 (Redundant marginal) Having a set K ⊆ L� the model (L1 · L2 · . . . ·
Ln)κ is decomposable if and only if (L1 · . . . · L� · . . . · Lm · K · Lm+1 · . . . · Ln)κ is
decomposable.
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Proof Following the same reasoning as in (28.3), we can end up with the simplified
model where the redundant marginal κ(xK ) was removed. Let us emphasize that
none of the compositions on the right of the considered marginal is affected by
its removal since the union of variables appearing in the model before remains the
same. �

Using the following theorem, one can create a decomposable model from a given
decomposable model by introducing a new conditional independence relation into its
structure. The proof is constructive. Note that the theorem has been already published
in a slightly different form in [3].

Theorem 1 Assumeadecomposable compositionalmodel κ̂ = (K1 · K2 · . . . · Kn)κ
where ∃k ∈ {1, . . . , n} such that |Kk | > 1. Then there exist a pair of variables
�,m ∈ Kk such we can introduce another decomposable model κ̂ ′ with one addi-
tional conditional independence relation {k}⊥⊥{�}|(Kk \ {�,m})[κ̂ ′]. We say that κ̂

and κ̂ ′ are in a neighborhood relation.

Proof Without the loss of generality, we can assume that k = n. Indeed, because if
it is not the case then we can take just the first k elements of the generating sequence
and take it as the model of our interest. Such a generating sub-sequence represents
always a marginal of the original model [2] and what holds for the marginal, it holds
for the original model as well.

In case of a decomposable model, its structure K1, . . . , Kn must fulfil RIP prop-
erty. I.e. it holds

∃i < k Kk ∩
⎛

⎝
⋃

j<k

K j

⎞

⎠ ⊆ Ki . (28.4)

Without loss of generality let us make two assumptions:

1. Let us assume that Kk � Ki . (If the opposite was true then Kk would be a trivial
column and as such it could be omitted because it does not change the model.
For more detail see Lemma 1). I.e. ∃� ∈ Kk such that � /∈ Ki .

2. Further, assume that |Kk | ≥ 2 because if it is not the case then it has only one
element � /∈ ⋃

j<k K j (with no intersection with any other set of indices) we can
move Kk to any other place without affecting the model [4].

Under these assumptions (or rearrangements of the model) we can choose another
element m ∈ Kk,m �= � and change the structure of the model by introducing new
conditional independence relation

{�}⊥⊥{m} | Kk \ {�,m}

by replacing Kk with sets Kk \ {�} and Kk \ {m}. How to read conditional indepen-
dence relations from a model structure can be found in [4]. Thus, we obtain a new
compositional model where the only change is the replacement of the last distribution
in its generating sequence by a pair of its marginals
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κ̂ ′ = (K1 · K2 · . . . · Kk−1 · Kk \ {�} · Kk \ {m})κ .

The new structure fulfills RIP property as well, which makes κ̂ ′ decomposable.
Indeed, because the first part of the structure K1, K2, . . . , Kk−1 remains unchanged,
it is enough to check the newly added sets. Note that the intersect of Kk \ {�}with the
union of all preceding index sets is in Ki by (28.4). In case of the last set Kk \ {m}
the intersection with all prior sets lies in the set Kk \ {�} and namely it is equal to
Kk \ {�,m}.

Note that if a trivial set appears, it can be dropped without affecting decompos-
ability of the model. �

For a more detailed view of decomposable models space see [3].

28.5 Mutual Information and Decomposibility

As it has been mentioned in the introduction, decomposable models are essential for
efficient use of compositional models due to the possibility of local computations. As
an example, we can take the following computations of likelihood-ratio test statistics.

Most of the machine learning methods for probabilistic models construction are,
in a way, supported by notions and theoretical results from information theory. E.g.
the value of mutual information helps to find pairs of variables that are tightly con-
nected. The value of a multi-information may be used to select the best model from
a considered group of models. Note that the basic notion is the famous Shannon
entropy from which all the remaining ones are derived.

To help the reader to understand the notion of mutual information, it could be
beneficial to highlight that it is the measure of similarity of two distributions. In
probability theory, several measures of similarity for distributions have been intro-
duced. One of them, having its origin in information theory, is a Kullback-Leibler
divergence defined for κ(K ) and λ(K ) by the formula

Div(κ ‖ λ) =
{∑

x∈XK
κ(x) log κ(x)

λ(x) , if κ � λ

+∞, otherwise.
(28.5)

It is a known fact that Kullback-Leibler divergence is always non-negative and
equals 0 if and only if κ = λ (see [5, 6]). Its only disadvantage is that it is not
symmetric, i.e., generally Div(κ ‖ λ) �= Div(λ ‖ κ)

Therefore, for testing whether the compositional model κ̂ approximates faithfully
original data distribution κ (both with variables from XK ) one can use Kullback-
Leibler divergence.

In our case, we take the full model for κ and we compare it with various decom-
posable models. Usually, the choice of the optimal model is accomplished either by
the process of hypothesis testing or by using some information criterion.
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In the following, we illustrate how to take the advantage of decomposability in
case of compositional models to calculate Kullback-Leibler divergence using local
computations while following the notion of a neighborhood of decomposable models
introduced in Theorem 1.

Assume a decomposable compositional model κ̂ = (K1 · K2 · . . . · Kn)κ such that
∃i ∈ {1, . . . , n} : |Ki | ≥ 2. Following Theorem 1 one can introduce into this model
one new conditional independence relation and get a newmodel κ̂ ′ where the original
set Ki was replaced by a pair of sets Ki \ � and Ki \ m. Note that some of these
sets may be trivial in the structure of the new model and appropriate probability
distributions may be removed from the model generating sequence by Lemma 1
without affection the decomposability.

Following Theorem 1, the new model κ̂ ′ can be obtained by multiplication of the
formula for model κ̂ by a simple factor:

κ̂ ′ = κ̂ · κ(xKi\{�})κ(xKi\{m})
κ(xKi\{�,m})κ(xKi )

. (28.6)

The Kullback-Leibler divergence for full model κ and the new model κ̂ ′ is

Div(κ ‖ κ̂ ′) =
∑

x∈XK

κ(x) log
κ(x)

κ̂ ′(x)
. (28.7)

Note that the divergence is always defined because we work with marginals of κ .
(28.7) can be rewritten using (28.6) into

Div(κ ‖ κ̂ ′) =
∑

x∈XK

(

κ(x) · log κ(x)κ(xKi\{�,m})κ(xKi )

κ̂(x)κ(xKi\{�})κ(xKi\{m})

)

which can be further split into the sum of two logarithms

Div(κ ‖ κ̂ ′) =
∑

x∈XK

κ(x) log
κ(x)

κ̂(x)
+

∑

x∈XK

κ(x) log
κ(xKi\{�,m})κ(xKi )

κ(xKi\{�})κ(xKi\{m})
.

Notice that the left part is a Kullback-Leibler divergence of κ and the original model
κ̂ . The right-hand sum can be further rewritten as

Div(κ ‖ κ̂ ′) = Div(κ ‖ κ̂) +
∑

x∈XKi

(( ∑

x∈XK\Ki

κ(x)

)

· log κ(xKi\{�,m})κ(xKi )

κ(xKi\{�})κ(xKi\{m})

)

and the inner sum is equal to a marginal κ(xKi ). I.e.

Div(κ ‖ κ̂ ′) = Div(κ ‖ κ̂) +
∑

x∈XKi

κ(xKi ) log
κ(xKi\{�,m})κ(xKi )

κ(xKi\{�})κ(xKi\{m})
.
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Following the last formula, we can easily and efficiently compute the divergence of
the new model using the already computed divergence of κ̂ and local computations
concerning the replaced low–dimensional marginal defined by indices Ki only.

28.6 Model Complexity

By decomposing the original probability distribution into its marginals we reduce the
number of its parameters. That is, by theway, themain reason to do the decomposition
at all. The lower number of parameters, the faster the computations are, the easier
one can store the model in computer memory. Realize that current models work with
dozens or hundreds of variables.

In the case of our elementary approach, we will simply use the number of param-
eters needed to represent the compositional model in computer memory. Because
every compositional model is represented using its generating sequence—a sequence
of probability distributions—we will sum the size of respective probability distri-
butions. In this paper, we restricted ourselves to discrete finitely valued random
variables. Therefore, respective probability distributions can be represented using
contingency tables, where the size of each table is connected with the number of
distinct values of involved random variables.

Let rk be the number of categories for variable k (∀k ∈ K : rk = |Xk |). Then, in
case of the full model κ(xK ), we need a probability table with

∏
k∈K rk cells. Note

that this number can be decreased by one—probabilities must sum up to one. The
number of parameters needed to represent the full model is then given by formula

CF =
∏

k∈K
rk − 1.

Assume a general compositional model

κ̂ = (K1 · K2 · . . . · Kn)κ .

Despite the fact that a compositional model can be expressed in the form of product
of conditional distributions where the i th conditional distribution is a distribution of
variables with indices from Ki not present in previous index sets and is conditioned
by variables of Ki which already appeared in the previous parts of model, we use
a standard representation using unconditional probability distributions. One of the
reasons is that this representation makes local computations easier.

In this case, the number of parameters needed to represent compositional model
κ̂ is

d f =
∑

i∈{1..n}

⎛

⎝
∏

j∈Ki

r j − 1

⎞

⎠
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28.7 Information Criteria

The goal of decomposition is to get a compositional model as simple as possible
which is, of course, in direct contradiction to the faithfulness of the model. To get
an optimal balance between these two measures one can become inspired by various
approaches used in other probabilistic learning methods.

Another approach to estimating the optimal size of the compositional model can
be found in [7]. In this paper, the authors suggest to use the famous Huffman code [8]
to find in a way optimum code to encode the original data set. The procedure is rather
simple and it belongs to the fundamental parts of information theory. The idea is rather
simple. First, find the Huffman encoding of the data or full model. Nevertheless, we
do not need the encoding, we just need the number of bits necessary to encode the
data or the model. Note that in the case of Huffman code one has to keep also the
coding table to reconstruct the original object. The total size of both objects gives us
a hint about the space needed to encode the data and we can use it to restrict the size
of the compositional model as well.

On the other hand, information criteria that began to appear in the ’70s of the 20th
century remind a famous Occam’s razor. Based on this principle the simplest model
is chosen from a class of models describing the data in the same quality.

Let us recall the famous Bayesian information criterion (BIC), Schwarz criterion
[9], or Akaike (AIC) criterion [10]. The criteria are generally a difference between
the distance of the model from data and the size of the space needed to store it. One
variant of BIC in the notation of this paper can be

BICκ̂ = 2 · Div(κ⊥⊥κ̂) − log(n) · d f

where n is the number of observations in data.
Let us highlight, that we do not have any useful information criterion so far. We

hope that we will receive one based on experiments performed in the next section.

28.8 Algorithms

Theorem 1 suggests to perform the breadth-first search through a tree of decom-
posable models where the root of the tree is the full model. Neighbors in the tree
(also in the meaning of Theorem 1) differs from each other by additional conditional
independence relation introduced to the structure. Using the theorem-proof, we can
immediately construct the tree. The decomposability of all models is guaranteed.
Moreover, we can use the advantage of local computations of test statistics needed
for information criteria—d f and Kullback-Leibler divergence.

The following questions arise: Does the tree contain all possible decomposable
models? Or in other words, can we find a path from any decomposable model to a full
model in such a tree? The answer is positive. Let us note that an inverse assertion to
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Theorem 1 can be proven (see Theorem 12 in [11]). Both together they guarantee the
existence of a path of neighbormodels froma fullmodel to an arbitrary decomposable
model by repeated application of Theorem 1.

The exhaustive search among all decomposable models is computationally
intractable. Indeed, the number of decomposable models is enormous—numerical
results for the case of mathematically equivalent chordal graphs (the structure of an
arbitrary decomposable model can be represented using a chordal graph and vice-
versa) can be seen in [12] or [13]. Nevertheless, we expect that the tree traversal could
be significantly speedup using various techniques like gradient descent method.

Because the optimal method does not exist, we hope that a sub-optimal method
can be found. The algorithm would not go through all nodes of the tree, but it will
go through a restricted sub-tree with e.g. the best values of test statistics (see [14]).

Let us start with the simplest possible algorithm—a greedy search algorithm. It
is based on the idea to take the best optimal choice in each step to eventually reach
the global optimum. The algorithm picks the best solution in each step regardless of
the consequences. Using Theorem 1 we can design it as follows:

Algorithm 1 (Greedy search) Start with the full model.

1. Generate all decomposablemodels in its neighborhood by adding a conditional
independence relation.

2. Choose the best model according to an information criterion (the difference
between d f and Kullback-Leibler divergence from the full model.

3. Repeat steps 1 and 2 until the information criterion starts to increase.

The other idea is to use a slightly modified greedy search enhanced with a history
of previous search.

Algorithm 2 (Greedy search—k best) Start with the full model.

1. Generate all neighboring decomposable models with an additional CI relation
between a pair of variables.

2. Choose k best models according to a given information criterion.
3. Repeat steps 1 and 2 until the information criterion starts to increase.

28.9 Experiments

We have performed several experiments to explore the possibility of usage of greedy
search approach for structure learning of compositional models. We have used two
data sets. The famous ASIA data set from [15]—an artificial data set generated from
a probabilistic model based on a hypothetical medical situation. The data set has 8
variables (A,B,D,E,L,S,T,X) and 5000 records. Then, because of the computational
complexity of an exhaustive search in the space of decomposable models over 8 vari-
ables, we have used also 6 variables data set REINIS from [14] with 1200 records.
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Using a frequency analysis, we created full models. Then, the models were itera-
tively decomposed using Theorem 1, likelihood-test statistics, and the greedy search
algorithm. In the case of REINIS data set, we have also performed the exhaustive
scan through the whole space of decomposable models over 6 variables.

To generate all decomposablemodels,we have used the known fact that a sequence
of sets satisfying RIP property corresponds to cliques in a chordal graph (ordered
using maximum cardinality search algorithm). We used a catalog of all chordal
graphs over six variables from [16]. Note that in case of six variables there are
18,395 decomposable models (without those with more than 4 singletons), based on
75 chordal graphs.

The run of the greedy search algorithm in case of REINIS data set is illustrated in
Table28.1. The first column corresponds to a structure of respective compositional
model—respective probability distributions are marginals of the full model. The
second column contains KL-divergence (also called relative entropy)—a measure of
how one probability distribution (represented by a compositional model with a given
structure) is different from a second, reference probability distribution corresponding
to the full model. d f is the above-defined number of parameters needed to represent
the model. The last but one column contains the newly introduced independence
relation to the structure of the model using Theorem 1 by splitting set Ki . The index
i can be found in the last column. Note that the run was not stopped by any criterion
and it was performed until the structure was split into a sequence of singletons.

To see the quality of greedy search approach, compare the results from Table28.1
with Table28.2 which contains the results of the exhaustive search in the class of

Table 28.1 Greedy search over the set of all decomposable models of REINIS data set

Structure KL-diverg. d f Suggest ind. i

(A,B,C,D,E,F) 0.00000 63 B⊥⊥D|Ki 1

(A,B,C,E,F) (A,C,D,E,F) 0.00479 62 C⊥⊥D|Ki 2

(A,B,C,E,F) (A,D,E,F) 0.00759 46 A⊥⊥F |Ki 2

(A,B,C,E,F) (A,D,E) 0.01009 38 E⊥⊥F |Ki 1

(A,B,C,E) (A,B,C,F) (A,D,E) 0.01368 37 A⊥⊥B|Ki 1

(A,C,E) (B,C,E) (A,B,C,F) (A,D,E) 0.01616 36 C⊥⊥E |Ki 2

(A,C,E) (B,C) (A,B,C,F) (A,D,E) 0.01868 32 C⊥⊥F |Ki 3

(A,C,E) (B,C) (A,B,F) (A,D,E) 0.02143 24 A⊥⊥F |Ki 3

(A,C,E) (B,C) (B,F) (A,D,E) 0.02247 20 B⊥⊥F |Ki 3

(A,C,E) (B,C) (F) (A,D,E) 0.02432 18 A⊥⊥D|Ki 4

(A,C,E) (B,C) (F) (D,E) 0.03081 14 D⊥⊥E |Ki 4

(A,C,E) (B,C) (F) (D) 0.03582 12 C⊥⊥E |Ki 1

(A,C) (A,E) (B,C) (F) (D) 0.04432 11 A⊥⊥E |Ki 2

(A,C) (E) (B,C) (F) (D) 0.05113 9 A⊥⊥C |Ki 1

(A) (B,C) (E) (F) (D) 0.06190 7 B⊥⊥C |Ki 2
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Table 28.2 Exhaustive search over the space of all decomposable models

Structure KL-diverg. d f

(A,B,C,E,F) (A,C,D,E,F) 0.00479 62

(A,B,C,E,F) (A,D,E,F) 0.00759 46

(A,B,C,F) (A,C,E,F) (A,D,E,F) 0.01204 45

(A,B,C,E,F) (A,D,E) 0.01009 38

(A,B,C,F) (A,B,C,E) (A,D,E) 0.01368 37

(A,B,C,D,E) (B,F) 0.01457 34

(A,B,C,E) (A,B,D,E) (B,F) 0.01649 33

(A,B,C,D,E) (F) 0.01643 32

(A,B,C,E) (A,B,D,E) (F) 0.01834 31

(A,D,E,F) (A,B,C,E) 0.01495 30

(A,B,C,F) (A,C,E) (A,D,E) 0.01633 29

(A,C,E) (B,C,E) (A,D,E) (D,E,F) 0.01901 28

(A,B,C,E) (A,D,E) (B,F) 0.01747 25

(A,C,E) (A,D,E) (B,C,E) (B,F) 0.01995 24

(A,B,C,E) (A,D,E) (F) 0.01932 23

(A,C,D,E) (B,C,F) 0.02070 22

(A,D,E) (A,C,E) (B,C,E) (F) 0.02180 22

(A,D,E) (A,C,E) (B,C,F) 0.02157 21

(A,C,D,E) (B,C) (B,F) 0.02160 21

(A,D,E) (A,C,E) (B,C) (B,F) 0.02247 20

(A,C,D,E) (B,C) (F) 0.02346 19

(A,D,E) (A,C,E) (B,C) (F) 0.02432 18

(D,E,F) (A,C,E) (B,C) 0.02801 17

(A,B,C,E) (F) (D) 0.03083 17

(B,F) (B,C) (A,C,E) (D,E) 0.02895 16

(A,C,E) (B,C,E) (F) (D) 0.03330 16

(A,C) (B,C) (B,E) (D,E) (B,F) 0.03724 15

(A,D,E) (A,B,C) (F) 0.03047 15

(A,C,E) (B,C)(D,E) (F) 0.03081 14

(A,C) (B,C) (B,E) (D,E) (F) 0.03909 13

(A,C,E) (B,C) (D) (F) 0.03582 12

(A,C) (B,C) (B,E) (F) (D) 0.04411 11
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all decomposable models of REINIS data set. More precisely, Table28.2 contains a
set of best models based on Kullback-Leibler divergence from a full model for each
possible structure complexity d f . On can see, that it is not true that for a smaller d f
the corresponding KL divergence has to be higher. Similarly, it seems to be difficult
to decide which ratio of KL divergence and d f is reasonable. There is no significant
change in KL divergence considering decreasing d f .

Table28.3 illustrates the greedy search algorithm in the case of ASIA data set.
Because the size of the set of all decomposable models fro eight variables was for us
computationally intractable, we have added two additional lines not corresponding to
the greedy search algorithm. The last but one algorithm represents the original model
used for data generation. Note that the model is not decomposable. Its decomposable
version [4] is in the last row of the table. You can see that with this setting, the
greedy algorithm is far from finding it. The biggest problem is located in a huge KL-
divergence jump in the9th stepof the algorithm.Thiswill require further investigation
of the problem. Nevertheless, even if we compute the KL-divergence globally (not
employing local computations) we end up with the same numbers.

28.10 Conclusion

This paper introduces a theoretic background for iterative compositionalmodel learn-
ing. Although the introduced test statistics is feasible to efficiently compute using
local computations, it seems that a simple greedy approach is not good enough. There
are still several problems to be solved:

• to find a suitable criterion to stop the decomposition process,
• to check whether k > 1 will lead to better results and if not, to come with another
algorithm, and

• to check the circumstances under which the greedy approach can provide solutions
sufficiently close to the optimal solution.

To solve the problem we have to find a way how to efficiently generate the complete
class of decomposable models for eight variables—probably using the catalog of
chordal graphs by employing the fact that a chordal graph is just another mathe-
matical representation of a decomposable structure. The problem is the number of
permutations of eight variables, nevertheless, using [4], we should be able to deter-
mine structures from the same equivalence class and keep only one representant of
each class.
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Table 28.3 Greedy search algorithm run in case of Asia data set

Structure KL-
diverg.

d f i Independence

(A,B,D,E,L,S,T,X) 0.00000 255 1 A⊥⊥E |Ki

(A,B,D,L,S,T,X) (B,D,E,L,S,T,X) 0.00000 254 2 S⊥⊥E |Ki

(A,B,D,L,S,T,X) (B,D,E,L,T,X) 0.00000 190 2 L⊥⊥X |Ki

(A,B,D,L,S,T,X) (B,D,E,L,T) 0.00000 158 2 B⊥⊥E |Ki

(A,B,D,L,S,T,X) (D,E,L,T) 0.00000 142 2 E⊥⊥D|Ki

(A,B,D,L,S,T,X) (E,L,T) 0.00000 134 1 S⊥⊥X |Ki

(A,B,D,L,S,T) (A,B,D,L,T,X) (E,L,T) 0.00036 133 2 B⊥⊥X |Ki

(A,B,D,L,S,T) (A,D,L,T,X) (E,L,T) 0.00063 101 2 A⊥⊥L|Ki

(A,B,D,L,S,T) (A,D,T,X) (E,L,T) 0.22641 85 2 A⊥⊥T |Ki

(A,B,D,L,S,T) (A,D,X) (E,L,T) 0.25171 77 1 S⊥⊥D|Ki

(A,B,L,S,T) (A,B,D,L,T) (A,D,X) (E,L,T) 0.25207 76 1 A⊥⊥S|Ki

(A,B,D,L,T) (B,L,S,T) (A,D,X) (E,L,T) 0.25260 60 3 A⊥⊥X |Ki

(A,B,D,L,T) (B,L,S,T) (D,X) (E,L,T) 0.25346 56 2 T⊥⊥L|Ki

(A,B,D,L,T) (B,S,T) (D,X) (E,L,T) 0.28748 48 2 S⊥⊥T |Ki

(A,B,D,L,T) (B,S) (D,X) (E,L,T) 0.28825 44 1 A⊥⊥T |Ki

(A,B,D,L) (B,D,L,T) (B,S) (D,X) (E,L,T) 0.28916 43 1 A⊥⊥D|Ki

(A,B,L) (B,D,L,T) (B,S) (D,X) (E,L,T) 0.28990 35 1 A⊥⊥L|Ki

(A,B) (B,D,L,T) (B,S) (D,X) (E,L,T) 0.29065 31 1 A⊥⊥B|Ki

(A) (B,D,L,T) (B,S) (D,X) (E,L,T) 0.29109 29 2 T⊥⊥L|Ki

(A) (B,D,T) (B,D,L) (B,S) (D,X) (E,L,T) 0.29274 28 2 T⊥⊥B|Ki

(A) (D,T) (B,D,L) (B,S) (D,X) (E,L,T) 0.29685 24 2 T⊥⊥D|Ki

(A) (T) (B,D,L) (B,S) (D,X) (E,L,T) 0.29971 22 3 L⊥⊥B|Ki

(A) (T) (D,L) (B,D) (B,S) (D,X) (E,L,T) 0.31149 21 6 X⊥⊥D|Ki

(A) (T) (D,L) (B,D) (B,S) (X) (E,L,T) 0.32927 19 3 L⊥⊥D|Ki

(A) (T) (L) (B,D) (B,S) (X) (E,L,T) 0.35411 17 7 T⊥⊥L|Ki

(A) (E,T) (L) (B,D) (B,S) (X) 0.70100 12 2 T⊥⊥E |Ki

(A) (T) (E) (L) (B,D) (B,S) (X) 0.73479 11 6 S⊥⊥B|Ki

(A) (T) (E) (L) (B,D) (S) (X) 0.86501 9 5 B⊥⊥D|Ki

(A) (T) (E) (L) (B) (D) (S) (X) 1.20740 8

(A) (S) (B,S) (L,S) (T,A) (E,L,T) (D,B,E) (X,E) 0.00829 28

(A,T) (E,L,T) (E,L,S) (B,E,S) (B,D,E) (E,X) 0.00789 34
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Chapter 29
Consciousness Detection in Complete
Locked-In State Patients Using
Electroencephalogram Coherency
and Artificial Neural Networks

V. S. Adama and Martin Bogdan

Abstract In this study, amethod to uncover levels of consciousness using electroen-
cephalogram (EEG) coherency and artificial neural network is presented. The sub-
jects of interest are complete locked-in syndrome (CLIS) patients. These patients are
characterized by complete paralysis and sufficiently intact cognition. Consequently,
they are aware of themselves and their surroundings, but are unable to produce speech.
A great challenge in the study of consciousness in patients with CLIS is that there
are no certainty regarding their level of awareness at all time. In this paper, a method
using EEG coherence matrices as input to a convolutional autoencoder to determine
a patient’s level of consciousness is presented. The ultimate goal of the research is to
build a brain–computer interface-based communication device to allow interactions
with CLIS patients.

29.1 Introduction

Much research in recent years has focused on trying to uncover states of conscious-
ness in LIS and CLIS patients. Patients in locked-in state preserve their cognitive
functions but are unable tomove and to produce speech. Eyemovements are however
preserved, which could be used as a means of communication. Unfortunately, eye
movements are lost as well when patients transitioned to complete locked-in syn-
drome (CLIS), which makes communication extremely challenging [1]. The physi-
ological and behavioural changes that occur in such transition are described in [2].
Since most of their cognitive states are retained, brain–computer interfaces could
be a solution to re-establish communication with the patients. Current approaches in
consciousness detection in CLIS consist of analysing event-related potentials such as
the P300 or to measure motor imagery [3, 4]. In spite of promising results, one major
challenge is to uncover with certainty the consciousness states of these patients.
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In this paper, we present a proof of concept of a method based on artificial neu-
ral network and electroencephalogram (EEG) coherency to improve the probability
of correctly predicting the patient’s level of consciousness. The general approach
presented here was first roughly introduced in [5] used as part for a hybrid-based
detection system. In this paper, we focus strictly on the method using two other
patients to reassure the approach. The ultimate goal of the research is to design a
reliable communication device to CLIS using brain–computer interface working in
the case of reliably detected consciousness of the patient in question.

The paper is organized as follows. In Sect. 29.2, a description of the data used
in this proof of concept is provided, followed by the signal preprocessing methods.
Then, the feature extraction process is outlined before presenting the artificial neural
network method used. The results are presented in Sect. 29.3. A brief discussion part
is presented in Sect. 29.4 before concluding.

29.2 Tools and Methods

29.2.1 Description of the Approach

In this paper, an artificial neural network-based method using coherence values of
EEG recordings is used in an attempt to uncover consciousness states in two patients
suffering from complete locked-in syndrome.

Figure29.1 shows the flow chart of the EEG signal analysis to do so. After pre-
processing the signal, the imaginary part of the coherence is calculated and fed into
a directional autoencoder. The imaginary part of coherence is used for several rea-
sons. It reduces possible effects of volume conduction on the brain and can inform
about the direction of information flow [6]. A visual inspection of videos made from
consecutive electrocorticogram (ECoG) coherencematrices displayed changes in the
direction of the flow depending on the state of consciousness of the patient in [5].

Fig. 29.1 Flow chart of the EEG signal analysis
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A convolutional autoencoder was used to attempt to uncover these direction changes.
In this paper, the same approach is used with EEG.

29.2.2 Data Description and Preprocessing

EEG data were acquired from two complete locked-in syndrome patients (Patient 1
and Patient 2) during rest and while accomplishing the auditory paradigm described
in [4]. The patients were asked questions that require a “yes” or “no” answer. First,
questions with known (by the family) answers were asked and data recorded during
this session are used to train a support vector machine (SVM) classifier. This latter
will then be used in an open question session to predict the patient’s answer. Each
session lasted about 10min.

The challenge to acquire data from these types of patients is its difficulty to record
regularly and with the same experimental settings for all different patients located all
over Germany. The EEG was recorded at 200Hz from electrodes located according
to the 10/10 system at FC5, FC1, FC6, CP5, CP1 and CP6 for Patient 1, and at AF3
and AF4 in addition to those of Patient 1 for Patient 2 (cf. Fig. 29.2).

Data analysis is performedusingMATLABR2019a (Massachusetts, Texas,USA),
the FieldTrip toolbox [7] and custom-written codes. Before extracting the features of
interest, the data are re-referenced to the mean and band-pass filtered using a third-
order Butterworth filter with cut-off frequencies between 0.5 and 50Hz. Afterwards,
the filtered signals are segmented into 1-s duration time slices.

29.2.3 Feature Extraction: Imaginary Coherence

The coherency is used to investigate the relation between two signals. For two signals
x and y, it can be computed at a frequency f as [8]:

Cxy( f ) = Sxy ( f )
√
Sxx ( f ) · Syy ( f )

(29.1)

where Sxx and Syy are the individual power spectral density of x and y, and Sxy is
the cross-power spectral density of x and y at frequency f . The coherency Cxy is a
complex number:

Cxy( f ) = �(Cxy( f )) + i�(Cxy( f )) (29.2)

Cxy( f ) = |Cxy( f )|eiφ (29.3)

In Eq. (29.3), φ represents the phase angle between x and y, and the magnitude
is obtained using:
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Fig. 29.2 Electrodes from which the EEG signal was recorded. In blue: common channels for both
patients. In green: additional channels for Patient 2

|Cxy( f )| =
√

�(Cxy( f ))2 + �(Cxy( f ))2 (29.4)

In neuroscience, coherence can be used to measure functional relationship
between two different brain regions. A higher value of coherence signifies that
the functional relationship between these regions has increased. The most common
coherence measure used in this case is the magnitude-squared coherence |Cxy( f )|.
However, it is suggested to use the imaginary part of the coherence to reduce the
effects of volume conduction in the recorded EEG signal and avoid false connectivity
[6].

After preprocessing the EEG signals, for every 1-s segment of each channel pair
x and y and for each frequency band δ (0.4–8 Hz), θ (4–8 Hz), α (8–12 Hz) and β

(12–30 Hz), the imaginary part of the coherency iCOH is extracted from Formula
(29.2):

iCOHxy( f ) = �(Cxy( f )) (29.5)
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Its value ranges from −1 to +1. A positive value suggests that information is flowing
from x to y [6].

This results in a feature array of size ntimePoints ∗ nchannels ∗ nchannels for each ses-
sion. This feature array is used as input to a directional autoencoder.

29.2.4 Convolutional Autoencoder

The idea behind using a directional autoencoder in this research is to uncover thewave
direction flow from slidingwindows of consecutive coherencematrices. It is assumed
that a change of direction corresponds to a level of consciousness. An autoencoder is
an artificial neural network that uses (un)supervised learning to efficiently code data
by using its reduced representation [9]. In addition, here,we combine the autoencoder
approach with the CNN approach.
Architecture The convolutional autoencoder consists of convolutional layers fol-
lowed by some fully connected layers similar to [10]. Its architecture is illustrated
in Fig. 29.3. The method consists of transforming a sliding window of the data that
exhibits a specific motion direction into a low-dimensional representation. The slid-
ing windows are stacked on top of each other to form a feature map for the con-
volutional layer. Under the assumption that the movements occur from the front to
the back of the cortex or inversely, executing the sliding window backward would
derive an opposite movement. In Fig. 29.3, x represents a specific time and x−1 its
opposite. The directional neuron is given by d = dx which value ranges from −1 to
1 and should satisfy:

− d = dx−1 (29.6)

where dx−1 is directional neuron of the opposite movement.
Loss Function The loss function is used to evaluate the goodness of neural network
predictions. Mean square error (MSE) is one of the most used loss functions [11]. It
is calculated as:

MSE =
M∑

i=1

1

2
(di − xi ) (29.7)

for a neural network with M output nodes yi , i = 1, . . . , M , di being the predicted
value and xi the real value [12].

In this case, the total loss of the convolutional encoder is computed as:

L total = Lae + L−1
ae + Lcontent + Ldirection (29.8)

where
Lae = MSE(x, x ′) (29.9)

L−1
ae = MSE(x−1, x−1′) (29.10)
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Fig. 29.3 Architecture of the convolutional encoder [5]

Lcontent = MSE((c0 . . . cn), (c
−1
0 . . . c−1

n )) (29.11)

Ldirection = MSE(−d, dx−1) (29.12)

Training The neural network is trained using the beta bands with a learning rate of
0.001 and 5000 epochs (or until no significant improvement of the losswas observed).
Theweights areminimized using theAdamoptimizer [13] on an equally split training
and test sets. The batch size is 512 randomly chosen sliding windows of size 3.

29.3 Results

The EEG brain signals of two locked-in syndrome patients were recorded for several
days. The imaginary part of coherence of the EEG signals was computed for each
pair of channels for all sessions and further analysed using a convolutional autoen-
coder. The goal of the study is to investigate the usability of the methods to evaluate
consciousness states in these patients.
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29.3.1 Imaginary Part of Coherence

The coherence matrix displays the connections between all pairs of electrodes. It
consists of a 6×6 matrix for Patient 1 and a 8×8 matrix for Patient 2 (cf. Fig. 29.1).
The value of coherence during rest was used as baseline to evaluate its variations.

The imaginary part of the coherence as a function of time for Patient 1 is shown in
Fig. 29.4 for the θ band and in Fig. 29.5 for the α band. Lower values of α coherence
are observed for Patient 1 during day 1 for the first 2 sessions. These values tend to
progressively increase as time passes. No distinguishable differences are observed
during day 2.

Figure29.6 shows the imaginary coherence values across time for Patient 2. The
values are fluctuating around the baseline value. No visible changes in coherence
values are observed for Patient 2 for all days and for all frequency bands compared
to the baseline (cf. Fig. 29.7).

29.3.2 Convolutional Autoencoder

The convolutional autoencoder is trained with the beta coherence feature maps. The
level of consciousness is considered higher when the value is below the threshold.
The outputs of the convolutional autoencoder are illustrated in Figs. 29.8, 29.9, 29.10
and 29.11.

Fig. 29.4 θ coherence between FC1 and CP6 as a function of time during all sessions for Patient
1. The horizontal red line represents the mean coherence during rest. Vertical dotted lines: start/end
of session
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Fig. 29.5 α coherence between FC1 and CP6 as a function of time during all sessions for Patient
1. The horizontal red line represents the mean coherence during rest. Vertical dotted lines: start/end
of session

Fig. 29.6 θ coherence as a function of time during all sessions for Patient 2. The horizontal red
line is the baseline computed as the mean coherence during rest. Vertical dotted lines: start and end
session



29 Consciousness Detection in Complete Locked-In State … 405

Fig. 29.7 α coherence as a function of time during all sessions for Patient 2. The horizontal red
line is the baseline computed as the mean coherence during rest. Vertical dotted lines: start and end
session

Fig. 29.8 Motion direction changes in the α bands for Patient 1. Time is represented in the x-axis,
and y-axis represents the direction changes

During the experiments, the levels of consciousness of Patient 1 are relatively
high some days, which would suggest that he/she was attending to the task these
specific days. Other days reflect a lower level of consciousness.
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Fig. 29.9 Motion direction changes in the θ bands for Patient 1. Time is represented in the x-axis,
and y-axis represents the direction changes

Fig. 29.10 Motion direction changes in the α bands for Patient 2. Time is represented in the x-axis,
and y-axis represents the direction changes
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Fig. 29.11 Motion direction changes in the θ bands for Patient 2. Time is represented in the x-axis,
and y-axis represents the direction changes

Fig. 29.12 Modus operandi of the proposed system [14]

29.4 Discussion

Lower values of coherence between frontal and parietal channels are believed to
correspond to higher states of consciousness. The results show that for Patient 1, the
level of consciousness decreases after some sessions (cf. Fig. 29.4). This may be due
to decrease in attention or fatigue, which is one of the reasons why it is challenging
to perform longer experiments with locked-in syndrome patients. On the other hand,
the levels of consciousness of Patient 2 seem to be low for all sessions in Fig. 29.6. In
addition, these results are relative to the baseline. It is unclear however if the patients
were really “resting” during the recording.
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The results from the wave direction sometimes contradict that of the imaginary
coherence. For instance, in Fig. 29.5, the highest level of consciousnesswas estimated
during the first 3 sessions, which seems logical. In Fig. 29.8 (top) however, the high-
est level of consciousness was estimated during rest. Nonetheless, throughout the
last two sessions for the same example, both results concur. Low level of conscious-
ness was observed. An indication of the correctness of these estimations could be
done by comparing the patients’ performance during this time. Unfortunately, this
information was not available yet at the moment.

In [14], the results from the imaginary part of the coherence between a frontal and
a parietal channel coincide. ECoG was used in that experiment as opposed to EEG
in this research. In [15], intracranial and scalp brain signals were simultaneously
recorded in rhesus macaque monkeys to compare coherence values obtained from
both of them. Their results showed that scalp coherence did not reliably relate to the
intracranial coherence in rhesus macaque monkeys even though they were recorded
simultaneously. This may explain the slight differences in our results, but remains to
be more deeply investigated.

29.5 Conclusion

This paper presents a method based on artificial neural networks and EEG signal
coherency to identify consciousness states in two patients with complete locked-in
syndrome. Their brain signals were recorded at rest and during task consisting of
questions requiring a positive or negative answer that they should answer. Overall,
the patients show some level of consciousness during the task according to the meth-
ods we used. Nonetheless, these results only show a probability of the patients being
aware. To improve patients’, relatives’ and caregivers’ lives, it is important to build a
reliable communication system. Future work would consist of building a system like
the one pictured in Fig. 29.12 from [14]. Consequently, an approach integrating sev-
eral approaches would allow a higher probability of uncovering these consciousness
states.
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University of Tübingen.
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Chapter 30
Computer Vision-Based Demersal Fish
Length Measurement Technology

Sheng-Wen Jeng, Chih-Kai Chiu, and Kai-Siang Gan

Abstract This study employed underwater cameras and simple spatial mechanism
design to capture real-time demersal fish (e.g., Epinephelus lanceolatus or the so-
called giant grouper) image stream. Computer vision-based algorithm processes and
analyzes the captured image to locate a fish inside a bounding box. Sophisticated
shape analysis and machine learning technique were then applied to the bounding
box region of image to identify and extract the shape contour of the fishes on the
image. Next, this contour was used to obtain the location and length of the fishes
in image coordinates. Then, by using the spatial information provided to the system
earlier (calibration), the scaling information (mm/pixel) can be used to transform
the image length to physical scale. Beside, the fish activity also can be calculated
based on the difference between current and previous image frame. The application
of the research results can provide information for understanding the growing trend
of fishes for fish farmers. In addition, the conversion of fish length and weight and
detection of fish activity performed during feeding can serve as critical references
for precise feeding management to mitigate feed waste and impede water quality
deterioration.

30.1 Introduction

In recent years, global ocean resources have endured heavy damage. Since 2014,
the amount of fish obtained through fish farming for direct human consumption
has surpassed that by capture fishery and is still growing. Taiwan once claimed the
title of aquaculture kingdom because Taiwanese fish farming started early on and
was benefited from farming technologies of Japan. However, as more and more
countries entered this industry and the cost of aquaculture increased in Taiwan,
the competitiveness of Taiwanese aquaculture industry in the global market rapidly
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became recession. Fish farming is highly vulnerable to the influence of environment
and climate.

The conventional Taiwanese fish farming method greatly depends on the expe-
rience of individual workers, which limits the possibility of quantity- and quality-
wise improvement in the industry. With the technological development of big data,
Internet of things, and artificial intelligent (AI) images, Taiwan should introduce
high-tech into its aquaculture industry and transform it into smart aquaculture indus-
try to resolve current aquaculture-related obstacles. The focus of this study was the
application of computer vision to identify and measure target fish underwater to pro-
vide benefits of computer vision technology for fish farmers in the future. This study
established an equipment of power tool that digitally documents the growth infor-
mation of fishes and can be integrated with other functions, such as water quality
sensing and automatic feeding to make Taiwan an optimized and automatized smart
aquaculture kingdom.

30.2 Literature Review

Taiwanese fishery industry is divided into fourmajor categories: distant water fishery,
offshore fishery, coastal fishery, and aquaculture. The aquaculture produces most
percent of all domestic sales. To improve the aquaculture production capacity and
quality and expand the overseas markets, the development of smart aquaculture
technology is imperative.

In Taiwan, relevant research on detection technology for aquatic underwater is
abundant. With respect to the application of counting, a study by National Sun Yat-
sen University established a simple design of automatic counting system for fish
larvae [1]. This system uses the gray-level value of the three primary colors as an
indicator to identify the mean number of pixels present in a fish larva to estimate
the total number of fish larvae from an image. This system uses the method adopted
by conventional counting systems, in which counting is performed after identify-
ing individual targets. The new system is beneficial for the counting of fish larvae
cultivation. A study applied a fixed mechanically scanned imaging sonar system to
determine size of targets and monitor the underwater small mobile objects (e.g.,
Thai shrimps) [2]. The slant range of this sonar system was set at 7.5 m to detect
the environmental features of the field, such as the area, depth, and quality of water
and the status of the bottom of the pond. These features can be used to analyze the
number, location, movement, and behavioral modes of the target object. The moni-
toring system established in the aforementioned study effectively aided in describing
and understanding the environment of the shrimp-fishing pond and the status of the
shrimps.

Regarding the research on fish length, “Simulation Study on an Infrared-light
Automatic System for Measuring Fish Size” [3] applied matrix-array infrared-light
sensors to measure and analyze the size of a fish passing through nods of sensors
underwater. In Faisal Shafait paper [4], semi-automatic and manual stereo–video
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Fig. 30.1 AM100 system concept

measurements of fish length were compared for their efficiency. A company called
AQ1 Systems [5] has product “AM100 Fish Sizing and Counting Technology.” Their
analysis software allows users to size and count objects underwater. AM100 analysis
software can count objects moving past a fixed point, which is great for fish transfer
or movement situations or in ecological time-related density analysis. Sizing can be
done by single ormultiple point-to-point measurements that can be analyzed directly.
But, the detail measurement method which is automatic or manual is not disclosure.
Figure 30.1 shows AM100 system concept.

In this study, we used a two-dimensional photographic camera to capture images
of demersal (benthic) fish in the fishponds. Compounded pixel fusion technology and
machine learning were then adopted to effectively reduce the target errors caused by
interference of light and noise of the fishpond environment. The correct fish target
image than be processed to get accuracy of length measuring.

30.3 The Measuring System Framework

The measuring system framework established in the present study is presented in
Fig. 30.2. An underwater camera was lowered into a fishpond, along with a back-
ground white plate, to emphasize the contrast between the target objects and the
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Fig. 30.2 A measuring system framework. The visual monitoring system located at a remote
laboratory executes measuring task

background. The video signal of the camera was sent to a visual monitoring system
placed in a computer laboratory.

The system functions by connecting the underwater camera to the DVR 4CH
1080P AHD digital recorder and then transferring video signals to fish measuring
work station. Figure 30.2 shows a single measuring set in the fishpond. Our sys-
tem can expand to allow maximum 8 measuring set in the future. The measuring
results consequently send to the monitoring server and SQL Server database for
save/analysis purpose. The overall fish monitoring/measuring system architecture is
presented in Fig. 30.3.

This experiment was set up and conducted in a grouper pond of the Mariculture
Research Center, Fisheries Research Institute of the Council of Agriculture, R.O.C.
The fishpond is divided into 10 sections, with a 2.6-m-wide central pathway and
85-cm-wide side pathways. Moreover, the pond is approximately 5.5 m wide, 4.8 m
length, and 2 m deep, with a wall of approximately 0.2 m and capacity of 50 tons.

30.4 Fish Length Measurement Algorithm

For the investigated technique of underwater fish length measurement, a fixed lens
camera was used for image capturing. The condition of image capturing is when
fishes are completely observable in the visible range, and the main target objects are
the fishes swimming in the pool. When a fish appears under the camera field of view
(FOV) with its full shape, the algorithm must be able to identify and capture the
swimming fish. Next, the target object (i.e., the fish) should be segmented from the
image by using some sophisticated image processing and analysis methods. The core
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Fig. 30.3 Overall fish monitoring/measuring system architecture

fish length algorithm must then define the shape contour of the fish in this segment
region and measure the fish’s body length (from the head to the tail). Figure 30.4
shows the flowchart of the measurement algorithm.

According to the aforementioned function descriptions, the image processing and
analysis steps include image preprocessing, target object segmentation and identifi-
cation, object contour tracking and shape estimation, etc. The identification of fishes
can be performed using machine learning techniques such that the target initial loca-
tions can be found quickly and set as a bounding box. Furthermore, object tracking
techniques may be used to prevent repeated sampling all area of an image but only

Fig. 30.4 Algorithm
flowchart
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near previous location area. Finally, the best intervals for fish body measurements
were identified using the adaptive contour tracking method.

Image preprocessing to extract objects from image (object segmentation) can
be performed using several conventional methods, such as the difference matting
method. The difference matting method is suitable for static scene images without
a solid color background. However, the perturbations and disturbances in the under-
water environment can result in light and shadow changes, which may subsequently
lead to a wide image noise area and inability to determine the fishes’ positions. To
conquer this problem, in Prabowo paper [6], objects were extracted by subtraction of
a background mode. The motion detection method, another conventional image pre-
processingmethod, can be used to extractmoving objects from a series of consecutive
images. However, the image extraction effect of the motion detection method can be
easily compromised when the target object does not exhibit sufficient movements;
this can result in broken extracted images of the target object.

A highly adaptive hybrid pixel fusion technique is proposed in the current study,
in response to the deficiencies and misjudgments in image’s target region marking
(caused by the sporadic activity characteristic of the fishes’ bodies). This method
can overcome the identification limitations of the conventional single algorithms
and effectively enhance the integrity and reliability of fish detection. As illustrated in
Fig. 30.5, the brightness and color uniformity of the background images often cannot
bemaintained over time because of environmental changes (lighting or shadow, etc.).
When the differencemattingmethod is employed to resolve this problem,white target
objects separated into several regions of the image and thus reduce the effectiveness
of discriminating the fishes’ boundary and position. By contrast, when the motion
detection method is used, insufficient movements of the target object can result in
the extraction of a broken shape contour. Thus, a more complete fish image can be
obtained through the pixel fusionmethod—a combination of the two aforementioned
methods: The motion detection method is first used to explicitly define the position
of the target object, and then, the difference-matted image of the aforementioned
position can be used to patch up the broken shape contour. As such, a more complete
fish shape image can be obtained (Fig. 30.6).

Furthermore, after object segmentation (object with bounding box, bbox), the
target object in the image may be broken into several separated regions of bboxes

Fig. 30.5 Problem of difference matting (left) and motion detection (right)
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Fig. 30.6 Proposed pixel fusion method

for some reasons (fish is not swimming fast enough or body color near background,
etc.). Therefore, the complete target object (i.e., the fish) must be post-processed by
using the target object identification algorithm; this algorithm comprises two steps.

1. Target region designation:
Merge the adjacent target regions that may belong to the same target object

and re-label the target regions. Then, for the region which contains the objects
that have highest possibilities of being the target objects (fishes), designate it as
the target region to be subjected to subsequent processing. Regarding the details
of the merging algorithm, this study referred to [7]; the basic concepts of the
merging algorithm are illustrated in Fig. 30.7. If the adjacent target regions fit
the merging requirements, merge them into a new target region. The simplest
method for designating the most probable target region is to identify all target
regions fitting the specified length-to-width ratio and select the region with the
largest area among these identified target regions.

2. Target object confirmation:
The signals in the designated target region may be caused by real fishes or

by noises (i.e., those caused by water wave perturbations). Therefore, various
computer vision algorithms (machine learning) must be applied to confirm if
the objects emitting signals in the target region are fishes, such that the system
can decide whether to initiate the subsequent fish body length measurement
algorithm. This step eliminates false signals and reduces the systemmisjudgment
rate.

Fig. 30.7 Illustration of the
blob merging
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Fig. 30.8 Some sample images with object bounding box for HOG learning

The aforementioned machine learning algorithm adopted at this study can be
described as follows: First, various sample fish images are fedmanually to the system
such that the system can learn about the image features of the fishmodels.We assume
two classes model (fish and non-fish), and learning classes features by feeding about
30 images each class. Figure 30.8 shows some sample images for learningwith object
bounding box.

In this study, we implement classifier use histogram of oriented gradients (HOG)
as features, the source code can be found at OpenCV, since it is became a well-
known technique we don’t want waste space to describe it. In [8], title “Histogram
of Oriented Gradients” is a reference introduction document you can refer it.

The image features would be saved in the data base in the form of parameter files.
In this study, file name “cvHOGClassifier.yaml” is used. When executing online
identification, the systemfirst segments out the possible target regions from the image
(called the preprocessing step); this is followed by the extraction of image features—
wherein the same image feature extraction algorithm employed for system learning
is used. The identified image features are compared with those of the fish models
in the database (by using the decision-making algorithm) such that the system can
determine whether the object in the target regions is a fish.

After the target object was confirmed to be a fish, contour tracking was conducted
to obtain the shape contour information. The acquired shape contour information
was then used for ellipse fitting because an ellipse is similar to the fish body shape;
the ellipse fitting was performed to obtain the major axis information, which was a
rough estimated fish length in image. Then, two refine regions around two end points
of the major axis were used to find exact end points position. The idea is presented in
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Fig. 30.9 Fish length fine tune

Fig. 30.9. The distance of two exact end points in pixels (final length) was converted
to centimeters to be output as measured values.

The converting is as follows:

Assume fish length with image pixels: Lim (pixels),
Camera resolution (mm/pixel): Reso, (pre-setting manually offline).

Then, the real fish Leng, Lf = Lim × Reso (unit: mm), by multiple×10 to get cm
unit. Figure 30.10 shows the measure result with real physical length in cm.

Fig. 30.10 Examples of measure result (Left side, white line segment). Note that a, b are different
type of fishes
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30.5 Fish Size Classification

Regarding the classification standards for fish body length, two parameter values,
namely middle_low (i.e., 20.0 cm) and middle_high (i.e., 30.0 cm), were used for
the classification of fish body length. A fish with a body length lower than the
middle_low value and higher than middle_high is classified as a small and large
fish, respectively; a fish with a body length that ranged between middle_low and
middle_high values was classified as a medium-sized fish. The two parameters were
specified in the MeasureSetting.ini system file to cater to the size of different fish
species. In the current results, the approximate error of measurement was ±2 cm,
and the classification accuracy was as high as 97.5% for 200 test samples.

Examples of measure result of this measuring system are showed in Fig. 30.10.
The fish length and classification (as small or middle) with processing middle steps
are overlay on image at left side graphically. By the way, the fish activity is also
showed at up of left side image with “motion index: <67> (Low)” string.

30.6 Conclusion and Future Work

The fish length measurement technology developed in this study is suitable applied
to demersal fish (e.g., Epinephelus lanceolatus or the so-called giant grouper) in
fishpond. The purpose of this system is long-termmonitoring of the growing process
of fishes with non-disturb way. So, passive measurement is adapted with simple
hardware configuration including a camera, support mechanism, and white color
background plate. The measurement activated when a complete fish swims into
the camera field of view (FOV). The problems with current system include: water
becoming dirty, lighting variation, fish type change, etc. So, system parameters and
function routines may not cover general conditions for other cases.

Non-demersal fish is not suitable for this 2D camera system, because the distance
between fish and camera cannot assure fixed when fish swims up and down. So, the
measured length loses reference value, because a same fish near and far from camera
will get different lengths. In the future, we will develop 3D stereo measuring system
to solve this problem.
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Chapter 31
A Haze Removal Method Based
on Additional Depth Information
and Image Fusion

Tian Tian and Bin Zhang

Abstract To address the problem of image degradation in foggy days, we propose a
haze removal method based on additional depth information and image fusion. With
recent advances in depth-sensing technology, it has been realized that sensing devices
can produce depth images in which the depth value are quite accurate. We adopt the
depth estimation dataset of Karlsruhe Institute of Technology and Toyota Techno-
logical Institute (KITTI) which contains images collected from different real-world
environments. The additional information includes the LiDaR scanning points and
original depth images which can be used to estimate the optical depth of each point
in the scene. In this paper, we investigate how to use additional depth information to
remove haze for a single image. Ourmethod focuses on LiDaR depth imaging, image
fusion, and the atmospheric scatteringmodel.We use LiDaR scanning points as input
and then deduce a rough depth imagewith prominent features. The rough depth image
is then combined with original depth image to improve reliability of depth estimation
by image fusion. Using the atmospheric scattering model, we can remove haze for a
single image. Experimental results show that our proposed approach provides better
performance of dehazing under different fog conditions and holding the details of
remote sensing images than current research methods.

31.1 Introduction

Due to low visibility in foggy days, the reflecting and scattering of impurities in the
air seriously reduce contrast and clarity of outdoor images causing the visual effect
getting awful. As a result, haze removing has become pervasive in applications such
as target detection, autonomous driving, and scene recognition.With recent advances
in depth sensing technology, it has been realized that sensing devices can produce
depth images very easily. Unfortunately, depth-sensing devices often miss data when
capturing images which cause the depth value are accurate but incomplete.
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The goal of our work is to use additional depth information captured by LiDaR
and original depth image to estimate depth of scene and then remove haze for a single
image. Though image dehazing has received lots of attention during the recent years,
it has generally been solved bydifferent types ofmethods that recover image by image
enhancement or auxiliary information [1–6]. Newer methods have been proposed to
remove haze from color images, for example, machine learning [7].

Depth image is widely used as a tool to represent 3D information of scene. Nowa-
days,with the continuous improvement of depth-sensing technology, additional depth
information such as scene depth and multiple images are easy to obtain for practical
applications.

According to the different depth sensing devices, collecting scene depth infor-
mation can be divided into two categories: passive ranging sensing and active depth
sensing. [8] Themost commonly usedmethod of passive ranging is Binocular Stereo-
scopicVision [9]. In thismethod, two cameras at a certain distance are used to shoot at
the same time, so as to obtain two images of the same scene from different perspec-
tives. The corresponding pixel points in the two images are found by the stereo
matching algorithm, and the parallax is calculated by the triangle similarity principle
and then converted into the scene depth information. However, this method has some
limitations on the range and accuracy of parallax map, so the reliability of the scene
depth is low. In active depth sensing, the acquisition of depth image is independent
of the acquisition of color image. Depth-sensing devices capture 3D information by
emitting energy. For example, LiDaR ranging technology can calculate the distance
by firing lasers into the space and recording the time interval between the starting
point to the surface of objects in the scene and reflecting point back to the LiDaR. It
has been widely used in outdoor 3D space sensing system because of its wide range
and high accuracy.

31.2 Related Work

The current dehazing algorithms are mainly divided into three categories.
The first category adopts image enhancement to highlight details and improve

contrast so as to improve the visual effect of images. There exist algorithms using
generalizations of histogram equalization [1] and Retinex [2]. Retinex algorithms
have advantages in improving image color constancy and enhancing image details,
but it is extremely easy to produce halos when processing images under a condition
with a strong light and dark contrast.

The second category adopts image restoration based on auxiliary information,
such as using partial differential equation [3], prior information [4] and depth infor-
mation [5]. Using depth information makes it feasible to deduce the medium trans-
mission and the global atmospheric light which is essential to recover the haze-free
images by the atmospheric scattering model [6]. Nonetheless, it has not been used
widely because of limitation of depth-sensing devices.
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The third category is based onmachine learning which focuses on trainingmodels
for atmospheric conditions [7]. It is worth noting that this method is only suitable
for image degradation caused by fog and results in image distortion. In addition, this
approach is costly and time-consuming.

Currently, themost simple but effectivemethod is the dark channel priori proposed
by He et al. [10]. Since this method cannot deal with the sky region and halo
phenomenon verywell, itmay fail when the haze imagingmodel is invalid.Moreover,
it has a large amount of computation. From the perspective of additional informa-
tion of scene, Narasimhan et al. proposed a method for scene depth evaluation by
discussing the influence law of atmospheric scattering on the contrast of different
depths [11]. However, this method only considers the grayscale or color information
which causes that the evaluation of depth is not reliable.

31.3 Method

In this paper, we use the additional information of KITTI dataset [12] which includes
LiDaR scanning points and original depth images to estimate the scene depth. The
process of our method includes LiDaR depth imaging and depth information fusing.
First, use scanning points captured by LiDaR to obtain the rough depth image. We
project the scanning point onto the original color image. The grayscale pixel value
of the projected image can characterize the distance from the camera to surface of
the object in the scene. Then, we can obtain a rough depth image with prominent
features. Second, aiming at such phenomena as uneven LiDaR scanning points and
fuzzy features of objects in original depth images (see Fig. 31.1), we propose to fuse
the rough depth image with the original depth image so as to obtain an exact depth
image. Finally, calculate the medium transmission from the exact depth image and
recover haze-free image using the atmospheric scattering model.

Fig. 31.1 An additional depth image in the scene of KITTI dataset
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31.3.1 Haze Imaging Model

In computer vision, aiming at the problemof lowvisibility in foggy days,Narasimhan
[6] explained the process and key elements of imaging by establishing a physical
model and proposed that the reasons for image quality reduction include two aspects.
On the one hand, it is the energy attenuation caused by the absorption and scattering
of reflected light by atmospheric suspended particles. On the other hand, it is the
blurring caused by the scattering of ambient light. This model can be described as:

E(d, λ) = E0(λ)e−β(λ)d + E∞(λ)
(
1 − e−β(λ)d

)
(31.1)

whereE is the irradiance, d is the distance that the light travels, λ is the wavelength of
light, E0(λ) is the illuminance of the light source (d = 0), β(λ) is the total scattering
coefficient, and E∞(λ) is the maximum radiation of atmospheric light. The first term
on the right side of (31.1) is the attenuation model of incident light, and the second
term is the atmospheric light model.

The atmospheric scattering model is [10]:

I (x) = J (x)t (x) + A(1 − t (x)) (31.2)

where x is the special coordinate of a pixel, I measures the observed intensity, J
measures the scene radiance,Ameasures the global atmospheric light, and tmeasures
the medium transmission describing the portion of the light that is not scattered and
reaches the camera.

It can be inferred from (31.2) that the goal of haze removal is to recover J from I:

J = I − A(1 − t)

t
(31.3)

When the fog is uniform, the transmission t is [10]:

t (x) = e−βd(x) (31.4)

where β is the scattering coefficient of the atmosphere and d measures the scene
depth. When the transmission t(x) is close to zero, the scene radiance J is on the high
side which will cause the image to transition to a white field. Therefore, we shrink
the scene depth to a range of 0–1 when using Eq. (31.3) to recover J.

Therefore, the key of dehazing is to estimate scene depth and then substitute the
medium transmission into the haze imaging model to recover the target image.
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31.3.2 LiDaR Depth Imaging

LiDaR depth imaging is a process in which the scene scanning points projected onto
the coordinate system of color image to obtain the rough depth image. The scanning
points are stored in the form of point cloud in KITTI dataset.

The process of transforming from point cloud to depth image involves four coordi-
nate systems: world coordinate system (Xw, Yw, Zw), laser LiDaR coordinate system
(Xv, Yv, Zv), on-board camera coordinate system (Xc, Yc, Zc), and color image
coordinate system (u, v). The same point has the same depth value in the camera
coordinate system and the world coordinate system:

Zw = Zc (31.5)

According to the sensor configuration status in KITTI acquisition platform, the
installation distance between LiDaR and camera is 0.27 m. The transformation
correlation between the coordinate system of laser LiDaR and the vehicle camera is:

Xv = Zc + 0.27 (31.6)

Thedepthvalueof points inworld coordinate systemcanbededucedbyEqs. (31.5)
and (31.6):

Zw = Xv − 0.27 (31.7)

The depth value (Zw) of each point in scene can characterize the gray value of the
depth image. The mapping correlation between pointM in LiDaR coordinate system
and point N in image coordinate system is [13]:

N = P × R × T × M (31.8)

where P is the corrected projection matrix, R is the corrected rotation matrix, and T
is the translation matrix between LiDaR and camera.

Algorithm 1. LiDaR Depth Imaging

Input: LiDaR scanning points
Output: A rough depth image

(continued)
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(continued)

Algorithm 1. LiDaR Depth Imaging

begin
1: Calculate the depth value of points in the world coordinate system:
Zw = Xv − 0.27
2: Calculate the mapping correlation of points between LiDaR and image:
N= P × R× T × M
3: Use the pixel value limited in [0, 255] to characterize the depth value of points in image

coordinate:
cols = gray;
4: Get a rough depth image.
end

31.3.3 Image Fusion

Even though the rough depth images can obtain relatively prominent object features,
depth values are sparse. We notice that the original depth images have more scene
depth values, while the object features are not prominent. Aiming at the comple-
mentary phenomenon, we propose to fuse the additional depth image and the rough
depth image based on image fusion algorithms so as to obtain an exact depth image
with prominent features.

Considered that pixel-level image fusion algorithms can retain as much detail
information as possible which is conducive to further image analysis and under-
standing, we adopt Haar wavelet transform [14] in pixel-level image fusion. The
steps of image fusion are as follows [15]:

• Wavelet decomposition
Use Haar wavelet transform for original depth image and rough depth image,
respectively, to establish multi-scale two-dimensional wavelet decomposition.

• Build a wavelet-pyramid
Select different coefficients for fusion processing of each decomposition layer to
build wavelet-pyramid.
For the high-frequency part, select the wavelet coefficients with large absolute
value as the coefficient because the wavelet coefficients with large absolute value
correspond to the detail characteristic of the objects with significant changes in
the gray value of depth image.
For the low-frequency part, select the average value of wavelet coefficients as the
coefficient.

• Wavelet reconstruction
Execute wavelet reconstruction for the wavelet pyramid. The reconstructed image
is the fused image which includes more accurate depth value.
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Algorithm 2. Image Fusion

Input: Two images (M1 and M2)
Output: A fused image (Y)

begin
1: Establish multi-scale two-dimensional wavelet decomposition using Haar wavelet transform:
[c0, s0] = wavedec2(M1, 3, ‘Haar’);
[c1, s1] = wavedec2(M2, 3, ‘Haar’);
2: Build a wavelet-pyramid based on different coefficients.
For the high-frequency part, compare the absolute values and then take the larger one as
coefficient:
mm = (abs(MM1)) > (abs(MM2));
Y = (mm.*MM1) + ((~ mm).*MM2);
Coef_Fusion(s1(1,1) + 1:KK(2)) = Y;
For the low-frequency part, take the average value as coefficient:
Coef_Fusion(1:s1(1,1)) = (c0(1:s1(1,1)) + c1(1:s1(1,1)))/2;
3: The image fusion is achieved through wavelet reconstruction:
Y = (mm.*MM1) + ((~ mm).*MM2);
end

31.4 Experimental Results

Our experiments are implemented on a Windows 7 desktop computer with 3.4 GHz
Intel Core i7-6700 CPU, 8 GB (space) RAM, and MATLAB R2013a (64 bit).

In this section, we conduct several experiments to verify the advantages of our
method in dehazing performance on KITTI dataset. Each scene of KITTI consists of
approximately 100 images as an image sequence. We added different concentrations
of fog by photoshop to synthesize hazy image and tested on different images in
respective sequence. In addition, we compared the results with algorithms of He
et al. [10], Zhu et al. [16] (CAP), and Meng et al. [17] (BCCR).

PSNR and SSIM are used as image quality evaluation indexes. The calculation of
PSNR is as follows [18]:

PSNR = 10 × log10

(
(2n − 1)2

MSE

)
(31.9)

where MSE is the mean square error between the original image and the processed
image. The larger the PSNR value, the better the defogging effect.

SSIM is used to evaluate the retention degree of image structure information
which can be calculated as follows [18]:

SSIM (x, y)= (2μxμy + c1)(2σxy + c2)

(μ2
x + μ2

y + c1)(σ 2
x + σ 2

y + c2)
(31.10)
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Fig. 31.2 Results of LiDaR imaging and image fusion

where μx and μy are mean values of image x and image y, σ 2
x and σ 2

y are variances
of x and y, σ xy is the covariance of x and y, c1 and c2 are both constants. The higher
the SSIM value, the better the defogging effect.

In the process of LiDaR depth imaging, we use (31.7) and (31.8) to obtain the
rough depth image, as shown in Fig. 31.2a. Due to the limited measuring range of
LiDaR, the imaging process cannot be realized in the distant region (120 m away).
We use image fusion to obtain the accurate depth image, as shown in Fig. 31.2b. In
order to appreciate the accurate depth image, we convert the rough depth image and
the accurate image to jet colormap.

We use the accurate depth image to deduce the medium transmission and recover
a haze-free image based on the atmospheric scattering model, as shown in Figs. 31.3,
31.4, and 31.5. Figure 31.3 shows results of different dehazing methods at fog condi-
tion of 80%, and Fig. 31.4 shows results at fog condition of 50%. Figure 31.5 shows
partial results in the same sequence which concludes approximately 100 images at
fog condition of 50%. In Fig. 31.3, 31.4, and 31.5, (a) shows the original RGB-
image with no haze. (b) shows the responding accurate depth image. (c) shows the
hazy image with 80% fog concentration. (d) shows results of our method. (e) shows
results using method of He et al. [10]. (f) shows results using method of Zhu et al.
[15] (CAP). (g) shows results using method of Meng et al. [16] (BCCR). Table 31.1
shows the image quality evaluation index of different algorithms.

According to the dehazing results in Fig. 31.3, 31.4, and 31.5 and the image
quality evaluation index value in Table 31.1, we can see that the average PSNR value
(average of 100 images in the same sequence) of our method is significantly higher
than others. It demonstrated that our method can effectively improve image clarity
and avoid color distortion.
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Fig. 31.3 Comparison of dehazing results for images in different sceneswith 80% fog concentration

Fig. 31.4 Comparison of dehazing results for images in different sceneswith 50% fog concentration

All of the algorithms we mentioned can properly remove the fog, but one main
concern is the color distortion (such as surface of road) caused by He et al. [10], Zhu
et al. [15] (CAP), andMeng et al. [16] (BCCR). By comparison, themethod proposed
in this paper can not only effectively remove fog but also avoid image distortion to
some extent.
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Fig. 31.5 Comparison of dehazing results of an image sequence with 50% fog concentration

Table 31.1 Quantitative evaluation index value of different methods

Metric Images HE CAP BCCR Ours

PSNR No. 006 24.8198 25.2075 20.4942 27.6063

No. 027 24.6488 24.7741 21.7419 24.3777

No. 069 21.6596 22.0607 24.1417 25.4896

No. 112 22.5323 22.2851 21.9657 25.3335

Average 23.4151 23.5751 22.0859 26.2021

SSIM No. 006 0.6827 0.9464 0.9013 0.9504

No. 027 0.7547 0.9348 0.9258 0.9286

No. 069 0.8371 0.8783 0.9256 0.9347

No. 112 0.9259 0.8947 0.9086 0.9268

31.5 Conclusion

In this paper, we propose a haze removal method using depth information provided
by the LiDaR and original depth image to obtain a more accurate depth image so
as to recover haze-free images based on hazing image model. Experimental results
show that our method can not only deal with the close-range and foggy scene but also
have good performance to improve the contrast and color saturation of the image.
Comparedwith other algorithms, ourmethodhas better performance of enhancing the
veins feature and holding the details of remote sensing image. Due to the limitation
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of the LiDaR scanning mechanism, our method needs to be improved for operating
speed and scene images which are long-range or under non-uniform fog conditions.
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Chapter 32
Vehicle Detection Based on Area
and Proportion Prior with Faster-RCNN

Hao Yuan, Bin Zhang, and Ming Liu

Abstract With the development of neural networks, detection accuracy and speed
constantly improved. However, the detection effect is still insufficient in some special
scenarios such as traffic environment. Therefore, we combine neural network with
prior knowledge to improve its performance in vehicle detection. In this paper, we
propose two effective prior: proportion and area prior to enhance the vehicle detection
ability of neural network in traffic environment. The proportion and area prior is the
statistical data of the vehicle at different angles and distances from the camera. In
the traffic monitoring video, the proportion of most vehicles is mainly divided into
several values. The area of all vehicles is also included between the thresholds.
Experimental results demonstrate the effect of prior. Detection effect for vehicle in
traffic environment of sample network in this paper increase by 6.56%.

32.1 Introduction

Vehicle detection is the technique that uses computer to simulate human eyes to
acquire vehicles in images captured in different scenarios. This technology is highly
desired in intelligent transport system and intelligent video surveillance. First, detect-
ing vehicle can significantly increase work efficiency of traffic department and save
the manpower. If traffic condition is represented by accurate statistics, more useful
information can be read from traffic monitor video. Second, unmanned vehicles [1]
also need vehicle detection technology. When unmanned vehicle is running, how to
find the barrier ahead is the essential factor. During the last year, unmanned vehicle
have developed much, vehicle equipped with a variety of sensors can travel well
without driver. But when comes to the environment of road monitoring, only a few
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methods try to detect vehicle based on aerial image. In recent research, most vehi-
cle detection methods are based on object detection which are mainly divided into
traditional methods and deep learning methods.

In this paper, we propose two prior knowledge: proportion and area prior aiming at
improving detection effect on traffic environment. Two priors are based on statistics
of vehicles in traffic monitor video. We find that, different to images from unmanned
vehicle or aerial photography, vehicles in trafficmonitor video havemulti-proportion
and size based on height and angle of cameras on road. Different angles and different
distances generate different values of prior. Therefore, vehicles in every part on image
have a different prior. If we conclude these values and combine them with network
training, we can improve the detect effect of vehicle in on-road monitor video.

This paper has applied method which introduced on the above. We use faster-
RCNN object detection framework as example, as experimental data shows, our
approach is valid and able to detect distant vehicle in image, which shows the
enhancement of detect ability.

The rest of this paper is organized as follows: In Sect. 32.2, it introduces the
background of the object detection in past years from two aspects: one is traditional
method and the other is object detection by neural network. Recent research on
vehicle detection is also introduced. In Sect. 32.3, definition and extraction of prior
knowledge are discussed in this part. In Sect. 32.4, the training and predictionmethod
is evaluated and analyzed by the experiment. Section 32.5 draws the conclusion of
this paper.

32.2 Related Work

32.2.1 Background on Object Detection

Recent years, the way to detect target in image mainly is divided into traditional
method and deep learning method. Two methods are different in many aspects.

In implementation of object detection, traditional algorithmmainly detects the tar-
get through hand-designed feature extractor and classifier. When image is inputed,
pre-processing such as denoising, image enhancement is performed, and then the
possible region of target is selected by sliding window. For each region, its feature
is extracted by extractor based on factors like target shape, illumination and back-
ground. Specific process is shown in Fig. 32.1a. Feature extractor commonly used
are SIFT, HOG, etc. Finally, features extracted were used to trained the classifier
(like SVM, AdaBoost) to obtain the category and location information of detected
target. In addition, background modeling is also a common method used in video
object detection. As shown in Fig. 32.1b, this method firstly obtains the background
model through image sequence training, then obtains the target by subtracting new
image from model. However, in practical applications, traditional methods still have
the following drawbacks:
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Fig. 32.1 Traditional object detection method

1. Area selection strategy based on sliding window is not targeted for identifying
objects which leads to high time complexity and window redundancy.

2. Traditional methods use artificially designed feature extractors, which need
to switch between different targets. Similarly, different designs have different
effects. Therefore, traditional algorithms are often not robust enough. For exam-
ple, in 2003, Paul Viola and Michael-Jones use Viola-Jones (VJ) [2] detector
in paper published on CVPR. This method uses sliding window to select target
region, then extracts Haar feature and uses AdaBoost to classify targets. In pedes-
trians detection [3, 4], Dalal and Triggs proposed HOG feature [5] and classified
it by SVM classifier. In addition, for targets that are generally detachable into
multiple different components, the deformable parts model (DPM) algorithm [6]
is used. This algorithm divides the object into several components, for example,
vehicles are divided into the body, window, wheel and so on.

In addition to traditional algorithms, deep learning methods [7] in real-world
object detection [8] are also an important research direction in field of computer
vision. In 2006, Hinton proposed deep learning [9], which uses deep neural networks
to automatically get high-level features from large volumes of data. Compared with
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traditional method, neural network obtains more comprehensive and accurate fea-
tures, the detection effect improve greatly. Subsequently, Professor LeCun proposed
convolutional neural network [10], which further developed deep learning. This net-
work is a hierarchical model consisting of input layer, convolution layer, pooling
layer, fully connected layer and output layer. It is specifically designed for image
processing. The features received by convolutional layer in network are localized by
previous layers. The feature is obtained by convolving shared weights. In convolu-
tional neural network, image is extracted by initial convolution and pooling layers.
As the maturity deepens, feature map generated by each layer becomes smaller and
the extracted feature level becomes higher. The level of abstraction increases contin-
uously. These features are then classified by fully connected layers and output layers
to produce a one-dimensional vector which represents the current picture category.
According to function of each layer, convolutional neural network can be divided
into two parts: feature extraction part and classifier part.

Later, Girshick et al. proposed the RCNNmodel [11], which uses selective search
to obtain candidate regions from input image, then the candidate regions are converted
into uniform sizes and extracted feature by convolutional neural networks. Finally,
multiple SVM classifiers are used to achieve multi-object detection.

In order to further improve the detection speed, faster-RCNN [12] adds a network
for finding candidate boxes after convolutional layer, named region proposal network
(RPN) [13]. By training this network, faster-RCNN can directly get the candidate
area. We use faster-RCNN as an example to introduce how prior knowledge [14]
improve the detection effect of vehicles [15, 16].

32.2.2 Background of Vehicle Detection

In recent years, due to the success of neural network, vehicle detection has developed
rapidly, a variety of detect methods based on neural network sprung out. Some
methods aim at detecting vehicle in on-board camera in order to build the driver
assistance system [17] or intelligent vehicle [18]. This kind of methods are mainly
used in driving environment. In addition, some methods focus on vehicle detection
in aerial images like [19, 20], these methods mainly enhance the ability of neural
network in detecting small vehicle. Some researchers also improve the detection
speed by optimizing the structure of network.
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32.3 Prior Knowledge

32.3.1 Definition of Prior Knowledge

In this paper, we use faster-RCNN to detect vehicles in images taken from road
surveillance cameras to prove that using prior knowledge in neural network can
enhance its effect on vehicle. Following types of features can be used as prior
knowledge when detecting vehicles:

Prior knowledge 1: If size of image has not been clipped or scaled by network
during training, the aspect ratio of rectangular frame which can contain the entire
vehicle is considered as the prior knowledge. If it has been cropped, ratio is calculated
based on cropped image.

Prior knowledge 2: When range of target size in training set is large, area of
rectangular frame which can contain the target is also the prior knowledge. Size of
area of rectangular frame corresponding to minimum target is taken as lower limit,
and size of area of largest target corresponds to the rectangular frame is the upper
limit.

Above are the proportion and area prior. All prior knowledge can be described by
digital quantification. Prior knowledge one can optimize the interest region which
generated by RPN in faster-RCNN and then improve the detection accuracy of vehi-
cle. Prior knowledge two improved the size range of vehicle in detection. Through
this prior, neural network can detect extremely small or large target better. By intro-
ducing features of detection target as prior knowledge, we can enhance the network’s
tendency to vehicle in different states.

Different values of area and proportion prior are mainly caused by the following
factors: (a) Distance between shooting device and vehicle. When distance is large,
vehicle area in image is small, vice versa. (b) Angle and height, when shooting
device is in different directions of vehicle or at different shooting heights, proportion
of vehicle changes greatly. For example, image taken from rear of font has quite
different ratios.

32.3.2 Extracting Prior Knowledge from Object

When extracting prior experience as mentioned above, we divide vehicles in image
set into five parts: vehicles far away from camera which result in small vehicle area
in image, this kind of vehicles represents the minimum area threshold in detection;
vehicle close to camera having the largest area in image represents the maximum
area threshold; vehicles have same or opposite direction to camera; vehicle which is
turning at 45 or 90° to camera. These five types of vehicles basically represent all
kind of vehicles in image set.

Therefore, when neural network is training, we first get proportion of vehicle
in different situations. Then obtain maximum and minimum values of vehicle area
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in image. If data set has more priori value, we can set multiple scale values. As for
neural network, automatically acquiring the prior knowledge by algorithm in training
process still needs further research.

32.4 Prediction Method

32.4.1 Neural Network Used in Experiment

This paper combines prior knowledge to the training process of faster-RCNN-
inception-v2 as example. Specific training process is shown in upper part of Fig. 32.2.
During training, prior knowledge is added as a prior condition to the entire learning
process, adding a different prior knowledge may generate different models.

In faster-RCNN, network firstly obtains original features from input image
through feature extraction network (such as VGG [21] and resnet [22]). Then feeds
the feature maps into RPN to get candidate boxes. Rest of network may extract the
feature of candidate box and classify them into two outputs: recommended borders
and categories (foreground and background). The processing flow is shown in lower
half of Fig. 32.2.

This paper mainly modifies the regional proposal network (RPN) with prior
knowledge in training process. In faster-RCNN, RPN network generates N can-
didate boxes in different shapes and sizes for each pixel in feature map through
sliding window and then performs subsequent processing. Where N is determined
by number of proportion prior and multiple. Calculation method is shown as follows:

Nboxes = Nratios × Nscales (32.1)

Changing the size and shape of candidate boxes generated by regional proposal
network by combining twoprior knowledge can enhance the detection effect of neural
network on vehicle and improve its ability on vehicles whose size is too large/small.

Fig. 32.2 Faster-RCNN training and detection process
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32.4.2 Anchors Generation Affected by Area and Size Prior

When starting training, regional proposal network obtains featuremap of input image
from feature extraction network. Due tomultiple convolution and pooling operations,
each pixel of feature map represents a considerable area of original image. For each
pixel, RPN network generatesN candidate boxes corresponding to the corresponding
positions of original image according to the set correlation parameters. Area prior
is combined in this step to change the area size of candidate boxes. Bs parameter in
following formula is the side length of generated minimum square candidate boxes,
S is the area of generated candidate boxes, Sa is the magnification of other size of
candidates based on Bs. When candidate box is enlarged in area, default candidate
shape of boxes is square, and the area of different candidate boxes is the square of
Bs, multiplied by the multiple. Amplification process is shown in Fig. 32.3b.

S = B2
s × Sa (32.2)

Fig. 32.3 Size and area
transformation
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Taking Fig. 32.3a as an example, vehicle contained by red box in upper left corner
has the minimum area, size of this area is set to be the minimum value of area prior.
Vehicle in red box on the right side of picture has the maximum area, so we set it to
be the maximum value in area prior. Assuming that, minimum area of image is 250
and the maximum is 250,000, we can make Bs, 16 and Sa, 8, 16, and 32, respectively.
Thus, after the area is enlarged, the largest candidate box can contain an area having
the value of 262,144,which is larger thanmaximumvalue in area prior. By combining
area priors, network can better detect vehicles that are too small/large.

The proportion prior mainly affects width and height of candidate boxes when the
area has been determined. Transformationmanner is shown in the following formula.
Pr is proportion prior, which determines the aspect ratio of square box after the value
of area has been determined by Bs, Lw represents the width of candidate boxes, and
Lh is the height. Figure 32.3c is an example of width-height transformation.

Lb = Sa × Bs√
Pr

(32.3)

Lh = Lb × Pr = √
Pr × Sa × Bs (32.4)

Formula (32.3) represents width of candidate boxes and Formula (32.4) represents
the height. S is value of area.

Then, the candidate boxes were sent to subsequent network for classification and
scoring.

32.4.3 Neural Network Training

In this paper, sample network is trained with manually annotated vehicle data from
road monitoring video. The algorithm is implemented on tensorflow which is an
advanced deep learning framework. In network config, we set momentum of 0.9, a
weight decay of 0.0005 and learning rate of 0.0001. Hardware used in experiment is
a 1080ti GPU and an i7-7700 3.6 GHzCPU. In the RPN part of the network structure,
we modified its Pr, Bs, and Sa parameters based on a different prior knowledge.

32.4.4 Experimental Result

In the experiment, there are 1200 images in total to be trained and tested. Among the
images, there are 1000 images used for training, and 200 images are used for test.
The number of steps for training is 200,000 in total. Through GPU acceleration, the
network training has been finished in 20 h. The test result is shown in Tables 32.1
and 32.2. Except parameters combined with prior knowledge, the other parameters in
neural network which participated in comparison are consistent. Different network’s
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Table 32.1 Detection effect of network under different ratios

Network Ratio Identification quantity

0.5, 1.0, 2.0 1083

1.8, 1.0, 1.1 1150

Faster-RCNN-inception-V2 0.7, 1.2, 1.5 1086

0.5, 1.5
0.5, 1.0, 1.5, 2.0

1113
1103

0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 2.0 1099

Table 32.2 Detection quantity comparison

Network Identification quantity Increased percentage

Resnet-101 1089 5.60

Resnet-50 1115 3.14

Faster-RCNN-inception-V2 1150 –

detection effects under different Sa and Pr are evaluated. We run each experiment
four times on same data with each parameter and take the average value as final data.

The result of experiment to tests the detection effect with different is in Table 32.1.
First row in Table 32.1 is the result of unmodified network. The other lines are results
with different ratios. In the test results, average detection quantity of unmodified
network is less than other comparative network. In addition to comparison with
different values, we also test on other networks, the result is shown in Table 32.2.
In Table 32.2, we can see that on same test set, our network is 3.14 and 5.60% more
detect than the other two networks. Combing the results of Tables 32.1 and 32.2, we
can draw the following conclusions: By adding prior knowledge, the detect effect of
the neural network can be enhanced, and the detect ability of distant vehicle can be
improved.

As for Pr, we can also find that when value of Pr is closer to actual proportion,
network has better performance.When the number of Pr is increased to fit all possible
proportions, performance of network is also promoted. In addition, according to
prior knowledge acquisition rules, appropriate value of Bs can improve the ability
of network on detecting too small/large targets. Figure 32.4 is the detection result

Fig. 32.4 Pr are 0.5, 1.0, 2.0
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Fig. 32.5 Pr are 0.8, 1.0, 1.1

of network whose Pr value has not been modified. Figure 32.5 shows the result of
network whose Pr value has been modified with prior knowledge. From two results,
we can find that network combined with prior knowledge detect more cars in small
size. In other words, the network have better performance on extremely small or
large vehicle.

In addition, another conclusion can be obtained through the experiment. Com-
pared to using actual proportion values of vehicle as prior knowledgedirectly, increas-
ing the number of Pr only enhances the detection effect in a small range. Data rep-
resented by histogram in Fig. 32.6 shows the influence of different Sa on detection
result under the same test set.When Pr is approximately or included in 0.7–1.5, value
of detection result is higher. When Pr deviates from actual ratio, network detection
ability drops significantly.

Fig. 32.6 Effect of different proportions on detection results
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32.5 Conclusion

In this paper, we propose the method which adds prior knowledge into training pro-
cess of neural network to enhance its detection ability for on-road vehicle. Proportion
and area information of vehicle at different angles are manually extracted from train-
ing set and feed to neural network as prior knowledge. When tested on same test
set, number of targets detected by modified network increased by 6.56% compared
to initial network. From this result, we can reach the conclusion that the ability of
network on detecting vehicle can be improved by adding prior knowledge.

In latter work, we will try to make the neural network automatically acquire prior
knowledge and optimize it. Attempt will be made to train the network with prior
knowledge as training data alone. Other prior knowledge should be introduced more
than proportion and area prior. In addition, we will combine prior knowledge with
other neural networks to test whether the proposed method is equally valid for most
networks. Similarly, pedestrian and multi-object detection will also serve as our
future research direction.

Compared with other algorithms, neural networks have very considerable poten-
tial advantages in task of object detection.Wewill try to reduce the network structure
when detecting single target later to shorten the training time and improve the detec-
tion speed. At the same time, for specific goals, definition and extraction method of
prior knowledge are also the future research content. Although the neural network
improves the ability to detect vehicles by adding prior knowledge, we are still not
sure whether the method is effective for non-vehicle targets. Therefore, this method
still has great room for development.
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Chapter 33
Mining High-Utility Itemsets
of Generalized Quantity
with Pattern-Growth Structures

Ming-Yen Lin, Tzer-Fu Tu, and Sue-Chen Hsueh

Abstract High-utility mining is an important issue in pattern discovery. Quantita-
tive high-utility mining further discovers quantitative itemsets that contribute high
utility to the database. In this paper, we address the issue of generalized quantity in
mining quantitative high-utility itemsets. The relaxation on quantity counting enables
novel and generalized findings on quantity combinations of itemsets. We propose an
algorithm calledQHIM to find out all of the high-utility itemsets of generalized quan-
tity. QHIM maintains a pattern-growth-based structure to store generalized quantity
information for the final discovery. The experimental results show that QHIM may
efficiently discover these high-utility itemsets. A level-wise method is compared in
the experiments. In average, QHIM outperforms the compared algorithm by four
times faster for small data and is two orders of magnitude faster than the compared
algorithm when the minimum threshold is very small.

33.1 Introduction

Frequent itemset mining [1–4] discovers itemsets that appear with high frequency
in transactional databases. However, the utilities of itemsets are not considered in
this mining because both the quantity and the utility of items are ignored. A typical
customer transaction may have multiple items in various quantities, and each item is
associated with a certain level of profit (i.e., utility), such as the profit of “bread and
butter” is 5 and that of “birthday cake” is 30. Suppose “bread and butter” occurred
in 6 transactions and “birthday cake” occurred in 2 transactions, “bread and butter”
has a higher frequency in frequent itemset mining. Nevertheless, the total profit of
“birthday cake” is 60, and that of “bread and butter” is 30. The profit contributed
by an infrequent itemset like “birthday cake” can be more than that contributed by
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a frequent itemset like “bread and butter.” To discover all of the itemsets with high
profits is called high-utility mining [5–15].

Traditional high-utility mining consists of finding the itemsets with utility values
no less than a minimum threshold from the transactional database [5–7]. Table 33.1
shows an example of the transactional database, and Table 33.2 lists the utility of each
item. Each transaction contains the associated quantities of the items. For example,
the total quantity of item C is 29 and the utility of one C is 3, and this gives the total
utility of item C as 29 * 3 = 87. Other than this calculation, the quantity is useless in
traditional high-utility mining. Quantitative association rule (abbreviated as QAR)
mining [16, 17] has been presented to uncover relationships of itemset quantities
in frequent pattern mining, without the consideration of utility. The mining is to
extract quantity combinations of itemsets for those itemsets having high frequency.
For example, in Table 33.1, the frequency of (A:6) is 2, that of (D:1) is 3, and that
of (B:1, D:1) is 2, where (A:6) means the quantity of item A is 6. Those item-
with-quantity combinations are called quantitative itemsets (or called qitemsets).
The mining of quantitative association rules is to discover popular qitemsets (i.e.,
highly frequent), so that promotions on the specific item–quantity combinations are
feasible.

One problem of mining QAR is that the quantity values are too diverse. For exam-
ple, the quantity of item A could be 1, 2, 4, 7, 8, and 10. The support (i.e., frequency)
of each combination, from (A:1), (A:2), to (A:10), is calculated independently, such
that the number of qitemsets passing the minimum support threshold can be very
few. Some studies, therefore, combine a continuous range of quantities to consti-
tute a qitemset of enough support. The discovered qitemsets thus are presented like
(A:1–4), (A:8–9, C:6–10), etc. Qitemset (A:1–4) indicates that transactions having

Table 33.1 A transaction database DB with quantities as numbers

A B C D E

T01 0 2 4 1 5

T02 2 0 8 0 4

T03 7 0 9 0 0

T04 6 1 0 1 0

T05 0 0 6 0 4

T06 0 1 2 1 0

T07 6 0 0 0 3

T08 2 1 0 0 1

Table 33.2 Utility table

Item A B C D E

Utility 5 11 3 20 4
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A of quantity ranging from 1 to 4 occurred frequently. Note that the computation
disallows the combination of (A:1–4) if either (A:2) or (A:3) is missing.

Despite that the qitemsets can be found, the utility of some qitemsets might be low
because only frequency is considered in the mining. Finding qitemsets of high utility
is far more interesting for profitable strategies. This problem is called quantitative
high-utility mining [18, 19], which aims at discovering qitemsets of high utility.
The mining, however, suffers from two issues. First, like QAR mining, the quantity
values are too diverse so that most studies combine items of consecutive quantities to
formqitemsets in the computation of high-utility qitemsets.Consequently, themining
results might not easy to be applied in accurate quantity combination promotions. For
example, if (A:8–9, C:6–10) is a high-utility qitemset, should we promote the bundle
of (A:8, C:6), (A:9, C:6), or (A:9, C:10)? Combining different quantities solves the
issue of quantity-diversity but introduces the difficulty of promotion combinations.

Second,most studies in quantitative high-utilityminingmaybias toward including
itemsets having high quantity with less frequency consideration. That is, an itemwith
large quantity has higher chance to become a high-utility qitemset, with respect to all
quantity-values of that item. For example, both qitemsets (C:2) and (C:9) occurred
once in Table 33.1. (C:9) may pass the utility threshold of 25 and becomes a high-
utility qitemset while (C:2) would fail to be in the answer set. (A:2) occurred twice
but it would also fail since its total utility is 20. Intuitively, it seems no problem
since total utility is the product of utility, quantity, and frequency. Yet, promoting an
item of high quantity is more difficult. The number of customers affordable for (C:2)
normally is larger than that for (C:9). If the number of transactions supporting (C:2)
is high, promoting this qitemset is more attractive and profitable as a consequence.
This leads to the motivation of the study, mining high-utility itemsets of generalized
quantity.

By looking into the transactions, a transaction (A:6, B:1) means the customer
buys 6 of item A and 1 of item B together. It supports the counting of (A:6), (B:1),
and (A:6, B:1). Given a transaction (A:6), it can be interpreted as (A:2, A:4). That
is, a customer buys 6 of item A should be generalized as supports the counting of
(A:2) and (A:4) in this case. A customer buys a larger quantity L can be interpreted
as the customer is able to buy any quantity no more than L. When we are counting
the support of an item having quantity q, any transaction containing the item at least
quantity q may “contribute” to the support counting. With such a generalized view,
(A:2) would occur 5 times in total in Table 33.1, with T02 and T08 having (A:2),
T03 having (A:2, A:5), and T04 and T07 having (A:2, A:4). Note that (A:1), (A:3),
(A:4), and (A:5) are missing in all the transactions so that the support counting is not
performed against these combinations. In other words, only the supports of (A:2),
(A:6), and (A:7) have to be considered. In this way, the total utility of (A:2) is 5 * 2 * 5
= 50, that of (A:6) is 3 * 6 * 5 = 90, and that of (A:7) is 1 * 7 * 5 = 35. When
the minimum utility threshold is 70, only (A:6) is a high-utility qitemset. The (A:6)
promotion can be exercised since both the quantity and the frequency are considered.
Overall, customers purchasing 7 of item A would be happy to receive a promotion
of (A:6) and purchasing additional one A. Hence, we adopt the generalized quantity
for support computation in the mining of high-utility qitemsets so that the above two
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issues can be handled. Specific item–quantity combinations rather than quantity–
ranges can be decided, and the mining is not biased to high quantity. Only if the
itemset has a certain amount of quantity and frequency, the itemset may become a
high-utility qitemset.

In this paper, we propose an algorithm called quantitative high-utility itemset
mining (QHIM) to discover all high-utility itemsets of generalized quantity. QHIM
constructs a QU-tree to store the database information.We extend the pattern-growth
methodology to discover all the candidate high-utility qitemsets with the general-
ized definition of quantity. Only two database scans are required to discover all of
the candidate itemsets. Most of the high-utility mining algorithms need one more
database scan to identify the actually high-utility itemset after discovering candidate
itemsets. QHIM is able to identify the actual high-utility qitemsets without additional
scan because it may calculate the actual utility value of the qitemsets directly. In the
experimental evaluation, a level-wise algorithm to mine the qitemsets of generalized
quantity is designed to compare with the QHIM algorithm. The experimental results
show that QHIM is, on average, four times faster than the naïve algorithm in the
small dataset. QHIM is even hundreds of times faster than the naïve algorithm when
the minimum utility threshold is small for a large dataset.

The remainder of this paper is organized as follows. Section 33.2 presents the
related studies. We define the problem of high-utility qitemset mining of generalized
quantity in Sect. 33.3. Section 33.4 describes the QHIM algorithm in detail. The
experimental evaluations are discussed in Sect. 33.5. Section 33.6 summarizes this
study.

33.2 Problem Definition

Let � = {i1, i2, …, in} be a set of items. The utility of item ip, denoted by e(ip),
represents a number measure of the usefulness of ip. The utilities of all of the items
are collected in a table called the utility table. A transaction database DB = {T 1, T 2,
…, Tm} contains m transactions, where each transaction Tq is a subset of �, and the
quantity of item ip in transaction Tq is denoted by o(ip, Tq). A quantitative itemset
X is {i1:q1, i2:q2, …, ig:qg}, where ix ∈ �, q is one of the quantities of the item ig in
DB, and g is quantitative itemset length. Given a quantitative itemset Y = {i1′:q1′,
i2′:q2′, …, ih′:qh′} where h ≥ g. We say that Y contained X if Y exists as one subset
equal to X. The itemset utility of quantitative itemsets

iu(X) =
∑

ig∈Tq
(e(ig) ∗ Qg) (33.1)

The total utility of quantitative itemset X

tu(X) = iu(X) ∗ F(X) (33.2)
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F(X) is the number of the quantitative itemset X in DB where the quantity in the
transaction is no less than the quantity in the X.

For example, we are given � = {A, B, C, D, E}, a transactional database DB
with the quantities displayed in Table 33.1, and the utility table in Table 33.2. The
quantity of item A in transaction T02, o(A, T02), is 2. Thus, {A:2} is a quantitative
itemset, but {A:4} is not because {A:4} is not contained in the DB, as the quantities
of A in the DB are just 2, 6, and 7. The utility of item A, denoted by e(A), is 5,
as shown in Table 33.2. The itemset utility of {A:2} iu({A:2}) = 5 * 2 = 10. The
total utility of {A:2} tu({A:2}) = iu({A:2}) * F({A:2}) = 10 * 5 = 50 because
there are five transactions containing item A, and the quantity is no less than 2.
Therefore, F({A:2}) = 5. In the other example, the itemset utility of the quantitative
itemset {C:2, D:1} is iu({C:2, D:1}) = 3 * 2 + 20 * 1 = 26. The F({C:2, D:1}) =
2 because T01 and T06 contain the C, D and the quantity is no less than the {C:2,
D:1}. Therefore, tu({C:2, D:1}) = 26 * 2 = 52.

The transaction utility of Tq is defined as

u
(
Tq

) =
∑

i p∈Tq
(o(i p, Tq) ∗ e(i p)). (33.3)

The total database utility is the sum of all of the transaction utilities in DB, i.e.,

u(DB) =
∑

Tq∈DB
u(Tq). (33.4)

A quantitative itemset X is a quantitative high-utility itemset if the total utility of
X is greater than or equal to the minimum database utility ρ = (δ * total database
utility), where δ is a user-specified minimum percentage threshold. Otherwise, X is
a quantitative low-utility itemset for tu(X) < ρ. The goal of mining is to find the set
of all of the quantitative high-utility itemsets in the DB.

From the previous example, the transaction utility of T02 is u(T02) = 10 + 24 +
16 = 50. Table 33.3 shows the transaction utility for each transaction in Table 33.1.
Thus, the total database utility is 385. Given δ = 10%, the minimum database utility
is ρ = 385 * 10%= 38.5. Quantitative itemsets {A:2} and {C:2, D:1} are quantitative
high-utility itemsets because the total utility of {A:2} is 50 and {C:2, D:1} is 52. Both
total utility values for quantitative itemsets are greater than the minimum database
utility (38.5).

Table 33.3 Transaction
utilities in the example
database

TID Transaction utility TID Transaction utility

T01 74 T05 34

T02 50 T06 37

T03 62 T07 42

T04 61 T08 25
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In frequent itemset mining, the search space can be minimized by the downward
closure property: any superset of an infrequent itemset cannot be a frequent item-
set. In high-utility mining, however, the superset of a low-utility itemset cannot be
pruned, for instance, if the minimum database utility is 38.5. Itemset {C:2, D:1}
is a quantitative high-utility itemset because its total utility is 52, whereas itemset
{C:2} is not a quantitative high-utility itemset because F({C:2}) = 5. Therefore,
tu({C:2}) = 6 * 5 = 30. The total utility of itemset {C:2} is less than the minimum
database utility. In high-utility mining, most of the research solves the downward
closure property problem by the transaction-weighted utility framework [6, 7]. The
property also holds in the quantitative high-utility mining [18, 19].

In the transaction-weighted utility framework, the transaction-weighted utility of
a quantitative itemset X, which is denoted by TWU(X), is defined as the sum of the
transaction utilities of all of the transactions containing quantitative itemset X. That
is,

TWU(X) =
∑

Tq∈DB∧X⊆Tq

u(Tq). (33.5)

For example, TWU({C:2}) = u(T01) + u(T02) + u(T03) + u(T05) + u(T06)
= 74 + 50 + 62 + 34 + 37 = 257 and TWU({C:2, D:1}) = u(T01) + u(T06) =
74 + 37 = 111. When the transaction-weighted utility of a quantitative itemset X is
greater than or equal to the minimum database utility, i.e., TWU(X) ≥ ρ, X is called
a quantitative high TWU itemset (or QHTWU itemset).

Lemma1 Quantitative high-utilityminingholds the twudownward closure property.

Lemma 2 Quantitative high-utility itemsets must be a quantitative TWU itemset.

Because the transaction-weighted utility of X is no less than its total utility, i.e.,
TWU(X) ≥ tu(X), if TWU(X) < ρ, then X cannot be a quantitative high-utility
itemset and can be pruned.Moreover, the transaction-weighted utility framework has
a downward closure property: any subset of a QHTWU itemset must be a QHTWU
itemset. Therefore, the transaction-weighted utility can be employed as a pruning
strategy in quantitative high-utility mining. In addition, if X is a quantitative high-
utility itemset, X must be a QHTWU itemset because when tu(X)≥ ρ, TWU(X)≥ ρ.
The set of all of the quantitative high-utility itemsets is a subset of the set of all of
the QHTWU itemsets.

33.3 Related Works

The mining of the quantitative association rule was proposed in 1996 [16]. Quan-
titative association rule mining was tried to discover if most of the customers were
purchasing some specific quantity of an item at the same time. Each item with a dif-
ferent quantity will be regarded as a different item we call a quantitative item. If the
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frequency of the quantitative item or itemset is larger than the user-specific minimum
frequency threshold, the item or the itemset is frequent. Quantitative association rule
mining can discover which quantity combinations of itemsets are popular. Because
the frequency of each of the quantitative itemsets is smaller than the total frequency
of the itemsets, we must reduce the minimum frequency threshold to discover the
quantitative itemsets. However, if we reduce the minimum threshold, we will find
many unnecessary results. To avoid discovering too many unnecessary itemsets, [17]
combined the frequency of the quantitative itemsets to becomeone itemset. The quan-
tity of the quantitative itemsets will form in a quantity range. The notation {A:3–6}
means quantitative itemset Awith a quantity range of 3–6. However, the combination
may generate a large range quantitative itemset. In real-world applications, use of a
large range quantitative itemset to establish business strategies is difficult.

The high-utility mining was proposed for discovering which itemsets have a high-
utility value. High-utility mining can find the itemsets that have a low frequency but
contribute high utility. The first efficient algorithm UMining was proposed by [7].
UMining calculates the upper bound of each itemset to identify whether the itemset
is a candidate high-utility itemset. However, UMining does not solve the problem
of downward closure property. The two-phase [6] method presents a transaction-
weighted utility (abbreviated as TWU) to solve the downward closure property.
The downward closure property can be used to prune candidate patterns with the
transaction-weighted utility. In the first phase, two-phase uses the TWU downward
closure property to find all of the high TWU itemsets from the database. The second
phase scans the database once to identify the truly high-utility itemsets from the high
TWU itemsets. High-utility mining considers the item quantity, but the relationship
of itemset quantity is not to be considered.

Quantitative high-utility itemset mining algorithm HUQA [19] follows the defi-
nition of the quantitative association rules mining. HQUA uses two minimum utility
thresholds to find quantitative high-utility itemsets and weak high-utility itemsets. If
the utility value is larger than the minimum utility threshold by combining the utility
of a continuous quantity of the quantitative items, the continuous quantitative items
are combined into one quantitative item. Although they combined the quantitative
itemset to avoid reducing the minimum utility threshold, the large range or fragment
problems still possibly occur in the algorithm. Moreover, long length quantitative
itemsets have a high chance of becoming quantitative high-utility itemsets to form
the unbalanced chance of the itemset becoming high utility because the long length
quantitative itemset contains a bigger utility value.

33.4 Proposed Algorithm

In this section,wewill describe the algorithmQHIMquantitative high-utility itemsets
mining (QHIM) algorithm. QHIM is a pattern-growth-based algorithm that consists
of two steps. The first step is to construct the global header table and global quantita-
tive utility tree (QU-tree) to store database information. The second step is to discover
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all of the QHTWU itemsets by generating a local QU-tree and local header table.
The quantitative high-utility itemsets can be identified directly when the QHTWU
itemsets have been discovered in the second step. Therefore, we do not need another
database scan to identify the actual quantitative high-utility itemsets.

33.4.1 Global Header Table and QU-Tree Construction

To construct the QU-tree, we need to scan the database twice. The first scan is to
calculate the TWU value of each quantitative item and build a global header table.
The global header table contains five parts: {item ID, quantity, TWU value, TID list,
QU-tree pointer}. The TID list not only contains the actually TID of the quantitative
item but also contains the TID of the quantity larger than the quantitative items.
For example, the header table of quantitative item {C:2} consists of {C, 2, 257,
(T01, T02, T03, T05, T06), QU-tree pointer} in the global header table. The QU-tree
pointer is pointing to the {C:2} node in the QU-tree. The header table can be ordered
by alphabet, TWU value ascending, TWU value descending, or other methods. In
this paper, we use the alphabet and the quantity descending order to construct the
header table. When the first database scan is completed, we have constructed the
global header table shown in Table 33.4. Suppose the minimum database utility is
60.

After we finished the first database scan, we had constructed the global header
table. Next, wemust build the global QU-tree to discover all of theQHTWU itemsets.

Table 33.4 Global header
table

Item ID Quantity TWU TID

A 7 62 T03

A 6 165 T03, T04, T07

A 2 240 T02, T03, T04, T07, T08

B 2 74 T01

B 1 197 T01, T04, T06, T08

C 9 62 T03

C 8 112 T02, T03

C 6 146 T02, T03, T05

C 4 220 T01, T02, T03, T05

C 2 257 T01, T02, T03, T05, T06

D 1 172 T01, T04, T06

E 5 74 T01

E 4 158 T01, T02, T05

E 3 200 T01, T02, T05, T07

E 1 225 T01, T02, T05, T07, T08
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Fig. 33.1 a Global QU-tree (T01), b global QU-tree (T02)

Four elements are contained in the QU-tree: header table, tree node, path link, and
item link. Tree nodes are the quantitative items. Path link links to the tree node that
occurs in the same transaction. The item link is linked from the global header table
and connects the tree nodes that stored the same quantitative item.

The QU-tree is built transaction by transaction when we scan the database the
second time. For example,whenwe scanned the first transactionT01 fromTable 33.1,
T01 contained four quantitative items: {B:2}, {C:4}, {D:1}, and {E:5}. We built a
corresponding path in the global QU-tree. The global QU-tree after scanning T01 is
shown in Fig. 33.1a. There is one path in the global QU-tree. Next, we scan T02.
Because T02 and T01 do not have the same prefix nodes, we construct a new path
to store the T02. Figure 33.1b is the global QU-tree, where we scanned the T01
and T02. After we scan the database, we will construct a complete global QU-tree.
Figure 33.2 is the complete Global QU-tree.

33.4.2 Discover QHTWU and Quantitative High-Utility
Itemset

After two database scans in the first step, we have completed the global header table
and the global QU-tree. The second step discovers all of the QHTWU itemsets.
We generate the conditional local header table and local QU-tree based on each
quantitative item bottom-up in the global header table. The structure of the local
header table is the same as the global header table. However, all of the information
is based on the condition of quantitative items.
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Fig. 33.2 Global QU-tree. (After database scan)

We follow the example of Fig. 33.2. First we make a projection based on {E:1}.
We trace the {E:1} item link from the global table. There is one path containing
{E:1}. The path contains three quantitative items: {A:2}, {B:1}, and {E:1}. We
show the {E:1} projection in Fig. 33.3a. Next, we build the local header table based
on {E:1} because each quantitative item in the local header table must occur with
{E:1}. Therefore, we AND each TID list in the local header table with {E:1}. For
example, the TID list of {A:2} is (T02, T07, T08) that was AND by the {A:2} and
{E:1} TID lists. Base on the TID list, the TWU value of {A:2} in the local header
table is 117.

After we constructed the local header table and the QU-tree based on the quan-
titative item {E:1}, we can discover the quantitative itemsets {A:2, E:1} containing
TWU value 117 and TID list (T02, T07, and T08); {B:1, E:1} containing TWU
value 99 and the TID list (T01 and T08) because both TWU values of two quan-
titative itemsets are larger than minimum database utility (60). In the local header
table and QU-tree, if we cannot directly discover all of the QHTWU itemsets, we
may recursively generate the header table and the QU-tree by the local header table.
From the {E:1} local header table, we can generate the projected and the conditional

Fig. 33.3 a {E:1} Projection QU-tree, b local header table, and QU-tree ({E:1})
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header tables by {B:1}. The local header table is based on {B:1, E:1}. Therefore,
we can discover the quantitative itemset {A:2, B:1, E:1}. Because the TID list of
{A:2, B:1, E:1} is (T08) and the TWU value is 25, {A:2, B:1, E:1} is not a QHTWU
itemset.

In themining step, once theQHTWU itemset has been discovered, we can directly
calculate the actual utility of the quantitative itemset. For example, the itemset utility
iu({A:2, E:1}) is 2 * 5 + 1 * 4 = 14. The TID list of {A:2, E:1} is (T02, T07 and
T03). From TID list, the count of {A:2, E:1} is 3. Therefore, the total utility tu({A:2,
E:1}) is 14 * 3 = 42. {A:2, E:1} is not a quantitative high-utility itemset. In other
examples, the itemset utility of {B:1, D:1} is iu({B:1, D:1}) = 31. The TID list of
{B:1, D:1} is (T01, T04, and T06). Therefore, tu({B:1, D:1})= 31 * 3= 93. Because
the total utility of {B:1, D:1} is larger than the minimum utility of 60, {B:1, D:1} is
a quantitative high-utility itemset.

33.4.3 Algorithms of QHIM

Table 33.5 outlines the QHIM algorithm and the global header table, and the QU-tree
construction is shown in steps 1–7. We discover that QHTWU and the quantitative
high-utility itemset are shown from steps 8 to 18.

The first database scan is steps 1–3. We construct the global header table transac-
tion by transaction. We may calculate the transaction utility of each transaction (step
2), then store the transaction utility value and quantitative item to the global header
table to build the global header and calculate the TWU value of each quantitative
item (step 3). After the first database scan, we may calculate the total database utility
by transaction utility and the minimum database utility (step 4). In step 5, we remove
the quantitative items from the global header table. The second database is steps 6
and 7. For each transaction, we may build the global QU-tree according to the order
of the global header table. In this paper, we use the alphabet order to construct the
header table.

After constructing the global header table and the QU-tree, we may discover
the QHTWU itemsets and output quantitative high-utility itemsets (steps 8–17). If
the global QU-tree is a single path, we can easily discover QHTWU itemsets and
quantitative high-utility itemsets. Therefore, if the global QU-tree is more than one
path, we may project and construct the local header table and the QU-tree (steps
10–13) from the global header table bottom to up (step 9). When we construct the
local header table and the QU-tree, we can directly calculate the actual utility value
of the quantitative itemsets (step 15). If the utility value of the quantitative itemset
is no less than the minimum database utility, we output the quantitative high-utility
itemsets (step 6). After we output all the quantitative high-utility itemsets from the
local header table, we recursively construct the local header table and the QU-tree
until the local header table size is 0 or the local QU-tree is a single path (18). When
we finish the QHIM algorithm, we will discover all of the quantitative high-utility
itemsets.
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Table 33.5 Algorithm
QHIM

QHIM algorithm

Input: Database DB; minimum percentage threshold δ

Output: All quantitative high-utility itemsets
//Phase 1: Global header table and QU-tree construction
//First database scan
//Input: DB, δ
//Output: Global header table
1: For each transaction Tq in DB
2: Calculate transaction utility u(Tq)
3: Store each quantitative item i in global header table
4: Calculate minimum database utility ρ = (δ * total database
utility)
5: Remove quantitative item that tu(i) < ρ

//Second database scan
6: For each transaction Tq in DB
7: build global QU-tree
//Phase 2: Discover QHTWU and quantitative high-utility
itemsets
//Input: Global or local header table, global or local QU-tree, ρ
//Output: Quantitative high-utility itemsets
8: If there is more than one path in QU-tree
9: For each quantitative item i in header table
10: generate projection header table and QU-tree
11: AND TID list in projection header table by TID list of i
12: Remove quantitative item j that TWU < ρ from projection
header table
13: Construct local QU-tree
14: For each quantitative item j in local header table
15: Calculate utility value of quantitative itemset X
16: if tu(X) ≥ ρ

17: output X
18: Recursive process from step line 8 until the size of header
table is 0 or the QU-tree is a single path

For steps 1–7 (phase 1) in Table 33.5, we may ensure that we minimize the search
space of the QU-tree (Lemma 3) and keep the complete database information in the
header table. By Lemma 4, phase 2 (steps 8–18 in Table 33.5) of the QHIM algorithm
ensures thatwemaydiscover the complete set of the quantitative high-utility itemsets.

33.5 Performance Evaluation

Wehave evaluated the performance of the proposed algorithm.Wemaintain the naïve
method to compare with the QHIM algorithm. The naïve method was designed by
the a priori-like method. We find quantitative high-utility itemsets level by level. In
the first phase, we discover all of the 1-length QHTWU and quantitative high-utility
itemsets. Then, we generate the 2-length candidate itemsets and scan the database to
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determine the 2-length QHTWU and quantitative high-utility itemsets in the second
phase. The naïve algorithm will stop until the number of candidate itemsets is 0.

All of the experiments were executed on a PC with an Intel Core i5-2400 CPU
and 2 GB of main memory running Windows 7. The QHIM algorithm and naïve
method were implemented in C++. Both synthetic and real datasets were used in
the experiments. The synthetic datasets were generated using the IBM Quest Data
generator [20]. The quantities of the items in a transaction were randomly assigned
a number between 1 and 5, and the utility values of each item in the utility table
were randomly generated from 0.01 to 10, equal to those generated in the previous
high-utility mining algorithms.

In this paper, we evaluate the QHIM algorithm on the following datasets:
T10I6D100K with 100 items, and T10I6D1000K and T20I6D1000K with 1000
items, where T10 indicates that the average length in the transactions is 10, I6 repre-
sents that the average length of themaximumpotential large itemsets is 6, andD100K
(D1000K) indicates that the total number of transactions is 100K (1000K). The real
datasets, which were collected from a grocery chain store, were received from U-
MineBench version 2.0 [21]. The dataset includes 1,112,949 transactions with quan-
tities, 46,086 items, and a utility table. The average length of the transactions is
7.2.

33.5.1 Execution Time Evaluation

We show the QHIM and naïve method execution times for T10I6D100K dataset in
Fig. 33.4. We varied the minimum percentage threshold from 0.8 to 0.2%. The exe-
cution time of QHIM is stable close to 200 s for anyminimum percentage thresholds.
The naïve method is faster than QHIM when the minimum percentage threshold is
larger than 0.7%. However, the number of quantitative high-utility itemsets is too
small. When the minimum percentage threshold is 0.7%, we just found 685 quan-
titative high-utility itemsets. The naïve method will increase a significant amount

Fig. 33.4 Execution time of
T10I6D100K
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of time to find the quantitative high-utility itemsets when the minimum percentage
threshold decreases. Therefore, when the minimum percentage threshold is lower
than 0.6%, the QHIM is faster than the naïve method. The number of the quantita-
tive high-utility itemsets is 1053 when the minimum percentage threshold is 0.6%.
When the minimum percentage threshold is 0.3%, we discovered 6869 quantitative
high-utility itemsets, and the naïve method cost 4909 s. Even when the minimum
percentage threshold is 0.2%, the execution time is more than one day. Therefore,
we cannot show the naïve execution time when the minimum percentage threshold
is 0.2%.

Next, we evaluate the execution time for the T10I6D1000K dataset. Figure 33.5
shows the result of the execution time. We varied the minimum percentage threshold
from 0.9 to 0.3%. The naïve method was faster than QHIM when the minimum
percentage threshold was 0.9–0.6%. However, just less than 100 quantitative high-
utility itemsets have been found. If the minimum percentage threshold is less than
0.6%, the naïve method must cost more than one day to mine the result. Therefore,
we do not show the execution results in Fig. 33.5. Because the QHIM has a stable
execution time, the QHIM will be faster than the naïve method when the minimum
percentage threshold is less than 0.6%. Figure 33.6 is the execution time of theQHIM
algorithm for a real chain store dataset. Because the naïve method cannot finish in

Fig. 33.5 Execution time of
T10I6D1000K

Fig. 33.6 Execution time of
real dataset
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any minimum percentage thresholds, we just show the QHIM results. The QHIM
can finish the process in a rational time.

33.5.2 Memory Evaluation

In quantitative mining, every item may have several different quantities. Each dif-
ferent quantity item may seem to be an independent item. If a dataset contains 1000
items, in quantitative mining, that dataset will become several times larger. There-
fore, the memory usage is a very important challenge. Figure 33.7 shows thememory
usage in the T10I6D100K dataset. We evaluate the memory usage from the mini-
mum percentage threshold of 0.9 to 0.3%. The naïve method needs a large space to
store the candidate itemset information, especially when the minimum percentage
threshold is small. The naïve method needs several times the space to store candidate
itemsets. When the minimum percentage threshold is 0.9, the naïve method gener-
ated approximately 0.6 million candidate itemsets. More than 10 million candidate
itemsets were generated when the minimum percentage threshold is 0.3. Because we
do not need a candidate generation step, we just store the QU-tree in the memory.
Therefore, the QHIM algorithm just needs stable memory space to build the QU-
tree. Figure 33.8 is the memory usage of the QHIM algorithm for a real chain store

Fig. 33.7 Memory usage of
T10I6D100K

Fig. 33.8 Memory usage of
real dataset
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dataset. Because the naïve method cannot finish, Fig. 33.8 just shows the results of
the QHIM algorithm. The QHIM algorithm still uses stable memory space in any
minimum percentage threshold.

33.5.3 Performance Discussion

The naïve algorithm is a level-wise-based method to find quantitative high-utility
itemsets. Themining time of the level-wise-based algorithms depends on the number
of database scans and the number of the candidate itemsets. Therefore, in a large
minimum percentage threshold, the naïve method may have better performance than
the QHIM algorithm. However, the naïve method may find few quantitative high-
utility itemsets, or even not find any itemsets. The result cannot be the reference for
the business strategies. In most situations, the performance of the QHIM algorithm
is better than the performance of the naïve algorithm.

Not only does the mining time of the QHIM algorithm outperform the naïve
algorithm but the search space usage also outperforms the naïve algorithm. The naïve
method must excuse the candidate generating step, and the candidate generating step
will generate a huge number of the candidate itemsets. Especially in the quantitative
mining environment, there are large numbers of quantitative items. Therefore, the
naïve algorithm can just process with a small database, or the naïve algorithm may
not finish the process. The QHIM algorithm just needs the search space to store the
QU-tree and the header table. Therefore, the QHIM algorithm can finish the mining.

33.6 Conclusion

In this paper,we proposed theQHIMalgorithm to discover all of the high-utility item-
sets of generalized quantity. The novel definition of generalized quantity balances
the consideration of both quantity and frequency in the mining of high-utility qitem-
sets. The QHIM algorithm uses the QU-tree, based on the pattern-growth method to
discover high-utility qitemsets. Because no previous methods are designed to find
qitemsets of generalized quantity, the QHIM algorithm is compared with a level-
wise method against both synthetic and real datasets in the experimental results.
The experimental results show that QHIM outperforms the naïve method. Especially
when the minimum percentage threshold is small, the naïve method must cost huge
amounts of time to find the results. The QHIM algorithm can finish the process in
an allowable time. Moreover, the naïve method needs a huge memory space to store
information for all of the candidate itemsets. Therefore, the proposed QHIM algo-
rithm is an efficient algorithm for discovering high-utility qitemsets of generalized
quantity.
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Chapter 34
Large-Scale Instance Selection Using a
Heterogeneous Value Difference Matrix

Chatchai Kasemtaweechok, Nitiporn Sukkerd, and Chatchavin Hathorn

Abstract Data classification of a large-scale dataset is a commonproblemnowadays
because the classifier model takes an overwhelming amount of time to completely
learn all the data. The instance selection algorithm is a well-known technique that
addresses this issue by reducing the size of the training set. Instance selectionmethods
decrease the difficulty of data classification and improve the quality of the training
data. This paper proposed a novel instance selection method using a heterogeneous
value difference matrix (HVDM) distance function. The proposed method selected a
set of median HVDMvalues in each partition as a reduced training set. We compared
the proposedmethodwith the condensed nearest neighbor (CNN) and instance-based
learning (IB3) methods. Five large-scale datasets from the UCI data repository were
tested with three classifier models (decision tree, neural net, and support vector
machine). The accuracy and kappa of the proposed method were better than those
of the other two methods, and the proposed method had a moderate reduction rate.
However, the accuracy and kappa of the proposed method were nearly equal to those
of the original training set.

34.1 Introduction

The extent of Internet commerce provides many extremely large datasets fromwhich
information can be extracted using data mining techniques. In addition, many oper-
ations in everyday life, such as mobile transactions by a large number of clients, can
lead to the generation of large amounts of data in a database system. Even if these
data are useful for data classification, the large amount of data makes the classifier
model inappropriate for these problems. Because of the complexity of the learning
process, it can take excessive time to create a classifier model. Moreover, the large
size of the dataset results in the learning process requiring a large amount of memory
space.
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Data reduction is recognized as an effective method to improve the learning pro-
cess for large training datasets. The instance selection algorithm is one of the most
common data reduction techniques to address this difficulty. Instance selection is
the main technique that decreases the complexity of data classification and improves
the quality of the training data because it removes missing, redundant, and noise
data from a training set. Accordingly, the classifier model focuses on collecting only
the instances that have affected the classification score [1]. The selected instances
enable the classifiermodel to predict unseenwith nearly equal accuracy to the original
training set.

In this paper, a new approach is presented to select a subset of the training data
to keep as representative of the training set using a heterogeneous value difference
matrix (HVDM) called HVDM-IS. The training set is separated into disjoint parti-
tions based on the number of instances in the dataset. In each partition, a class repre-
sentative is selected which minimizes the sum of HVDM values to other instances.
After the selection process is complete, the subset of training data presents the whole
quality of the data in the original training set. The proposed method was evaluated
on five large-scale datasets, and the performance was compared with two other algo-
rithms. The performance of the full training set was used as the baseline value. The
reduction rate shows the reduction capacity of all concerned algorithms. Accuracy
and kappa were measured from three classified models: decision tree, neural net, and
support vector machine.

The rest of this paper is as follows. Section34.2 reviews briefly previous instance
selectionmethods. The proposedmethod is described in Sect. 34.3. The experimental
materials and methods are explained in Sect. 34.4. The results of this experiment are
shown in Sect. 34.5. Lastly, Sect. 34.6 presents the conclusion.

34.2 Instance Selection

Instance selection methods can help classifier models by reducing the size of a
training set. The reduction scheme of the previous instance selection methods can
be categorized into three schemes: condensation, edition, and hybrid [2].

Condensation selection focuses on collecting instances near the decision bound-
aries. Condensed nearest neighbor (CNN) focuses on removing the instances that are
correctly classified by their nearest neighbors [3]. The group of remaining instances
is collected as a consistent subset. The condensation methods collect a small amount
of training data, but it is sensitive to noise.

Edition selection removes the border instances and outlier instances. Edited near-
est neighbor (ENN) removes instances that are misclassified in the original training
set [4]. ENN removes instances that are noisy or disagree with neighbors with high
accuracy. However, the reduction rate of the edition scheme is low.

Hybrid selection includes the strengths of the above twomethodswith internal and
noise removal processes. Hybrid selection removes noise better than condensation
selection and selects a subset of training data that is smaller than for edition selection.
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Instance-based learning (IB3) [5] collects the subset of instances which provide a
good classification record. IB3 removes the instanceswhich have a poor classification
record later. The iterative case filtering (ICF) algorithm removes the instances which
have the number of nearest neighbors in the same class greater than the number of
nearest enemies (the nearest neighbors of a different class) [6]. The distances to the
nearest neighbors and enemies are also used in the concept of a local set. The local
set of an instance x is the set of nearest instances in the same class where the distance
to x is shorter than the distance between x and its nearest enemy. The idea of a local
set is used as the selecting criterion in some methods [7, 8]. Moreover, the hit miss
networks (HMN) method selects instances using the graph that has a directed edge
from each instance to the nearest neighbors of each different class [9]. The hit degree
of a node is the number of edges directed to the same class node. The miss degree is
the number of edges directed to a different class node. The HMN method removes
instances if the miss degree value is greater or equal to the hit degree value. The
classification accuracy of the hybrid selection is comparatively higher than those of
the condensation and edition selections.

In recent years, a novel instance selection algorithm has been used that selects rep-
resentative instances in each partition based on the nearest enemy information near
the decision boundary [10]. Furthermore, a density-based algorithm for instance
selection analyzes the density of instances in each class and keeps only the dens-
est instances of a given neighborhood within each class [11]. Some researchers
presented a new method to select a representative instance of each of the densest
spatial partitions [12]. In addition, a novel instance selection method uses metric
learning for transforming the input space which addresses the decision boundaries
between classes. The inter-class and intra-class separation criteria are used to select
the instances near to the decision boundaries [13]. The above-mentioned methods
achieved high classification accuracy and reduction rates when they were tested with
datasets having less than 20,000 instances. Because of the small size of the tested
datasets, these instance selections did not allow any scalability analysis.

34.3 Proposed Method

This section presents the idea of the heterogeneous value difference matrix instance
selection (HVDM-IS) algorithm. Figure34.1 shows the process flow of HVDM-IS,
which has two main processes: the suitable partition size calculation (SPSC) process
and the median of HVDM value selection (HVDMS) process. The first process
calculates a suitable partition size and forwards it onto the next process. The second
process uses the number of partitions for splitting the training data. Lastly, it selects
the median HVDM value as the class representative in each partition.
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Fig. 34.1 Process flow of the HVDM-IS algorithm

34.3.1 Suitable Partition Size Calculation

The first process uses the Taro Yamane formula to calculate the number of selected
instances n. The formula of Taro Yamane is shown in (34.1). Consequently, the
HVDM-IS calculates the number of instances in each partition and divides the train-
ing data into n disjoint partitions. Because of its simplicity, the SPSC process is able
to calculate the suitable partition size rapidly [14].

n = N

1 + N (e2)
(34.1)

where n is the number of selected instances, N is the population (number of the
overall training data) size, and e is the level of precision.

34.3.2 HVDM Selection

This section describes two related subjects: the heterogeneous value differencematrix
(HVDM) and the HVDM selection process. First, the definition and formula of the
HVDM distance value are explained. Lastly, the concept and pseudocode of the
HVDM selection process are described.

HVDM was introduced by Wilson and Martinez [15] to compute the distance
between two input vectors, and it was designed to overcome the weakness of the
Euclidean distance function and the value difference matrix (VDM) distance func-
tion. The formula based on Euclidean distance works well when the attributes are
linear (continuous or discrete). However, the Euclidean distance function is not suit-
able for nominal attributes because the values in nominal attributes are not necessarily



34 Large-Scale Instance Selection Using a Heterogeneous Value … 469

in any linear order. The values of some nominal attributes normally were converted
from category name to a numeric value such as low (0), medium (1), and high (2) so
they are not suitable for computing the numerical difference between the two values.

The VDM distance function focuses on providing an appropriate distance func-
tion for nominal attributes [16]. The conditional probability of each attribute value
given a class is used to evaluate the distance between two input vectors. Each value
of a nominal attribute usually appears many times among training instances. The
probability calculation uses the number of occurrences of a value in each nominal
attribute so the VDM is suitable for nominal attributes. However, the VDM is inap-
propriate for continuous attributes because of their large value range. Accordingly,
the values of a continuous attribute can all potentially be unique.

The HVDM function returns the distance between two input instances x and y. It
is defined as follows [15]:

HVDM(x, y) =
√
√
√
√

m
∑

a=1

d2
a (xa, ya) (34.2)

where m is the number of attributes. The function da(xa, ya) returns the distance
between x and y for attribute a and is defined as follows:

d2
a (xa, ya) =

⎧

⎨

⎩

1, if x or y is unknown;
normali zed_vdma(xa, ya), if a is nominal;
normali zed_di f fa(xa, ya), if a is linear

(34.3)

The da(xa, ya) function combines two distance functions for nominal and linear
distance calculation. TheHVDMfunction uses normali zed_di f f when the attribute
is linear (discrete or continuous value). The function normali zed_di f f is shown in
(34.4):

normali zed_di f fa(xa, ya) = |xa − ya|
4σa

(34.4)

where σa is the standard deviation of the numeric values of attribute a.
The function normali zed_vdm is used for nominal distance calculation. The

function normali zed_vdm uses the square of the difference that is similar to the
Euclidean distance function. The function normali zed_vdm is shown in (34.5):

normali zed_di f fa(xa, ya) =
√
√
√
√

C
∑

i=1

∣
∣
∣
∣

Na,x,i

Na,x
− Na,y,i

Na,y

∣
∣
∣
∣

2

(34.5)

where C is the number of classes, Na,x is the number of instances in the training set
that have value x for attribute a, Na,x,i is the number of instances in the training set
that have value x for attribute a, output class i , Na,y is the number of instances in the
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training set that have value y for attribute a, and Na,y,i is the number of instances in
the training set that have value y for attribute a and output class i .

After the training data have been divided into disjoint partitions, the HVDMS
process focuses only on the selection of class representative in each partition. The
method for finding the class representative is the HVDM distance value computation
from a candidate to other data points in the same partition. A selected instance is a
class representative that minimizes the sum of HVDM values to other instances in
each partition. The pseudocode of HVDMS is shown as Algorithm1.

There are three input parameters to the HVDMS process. First, T S is the list
of instances in the current partition. Second, NS is the number of subsets in the
current partition. Finally, R is the number of iterations, starting from 1 to R. In
each partition, the selection process splits the training data into NS subsets. The
CreateIni tialCandidates function randomly selects a candidate in each subset.
The CalculateSumHV DM function calculates the sum of the distance from the
candidate to other points. After the set of selected candidates CS has been cre-
ated, the Select RoundWinner function selects a candidate that has the smallest
sum of HVDM distance as RW for each round-winner. In the next iteration, the
GetNearestCandidatestoRW function creates CS as a new set of candidates
which is the nearest neighbors to the round-winner. The CalculateSumHV DM
and Select RoundWinner functions are called for finding RW , the new round-
winner. The HVDMS process continuously repeats the above steps until the number
of specified iterations is achieved. The result of the HVDMS process is Sbest which
is the instance minimizing the sum of HVDM distances to other instances.

Algorithm 1 Pseudocode of HVDM selection.
1: function HVDM selection(T S, NS, R)
2: CS ← CreateInitialCandidates(T S, NS)

3: Distcs ← CalculateSumHVDM(CS, T S)

4: RW, Distrw ← SelectRoundWinner(CS, Distcs)
5: Sbest ← RW
6: Distbest ← Distrw
7: for N = 1 to R do
8: CS ← GetNearestCandidatestoRW(RW, T S, NS)

9: Distcs ← CalculateSumHVDM(CS, T S)

10: RW, Distrw ← SelectRoundWinner(CS, Distcs)
11: if Distrw ≤ Distbest then
12: Sbest ← RW
13: Distbest ← Distrw
14: end if
15: end for
16: return Sbest
17: end function
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34.4 Experimental Materials and Methods

In this section, we describe the details of our experimental evaluation. Section34.4.1
shows the list of benchmarking methods and datasets used in the experiment. The
definitions of various performance measures and classification algorithms used in
the evaluation of the HVDM-IS method are explained in Sect. 34.4.2.

34.4.1 Benchmarking Methods and Datasets

We evaluated the performance of HVDM-IS with three compared algorithms. The
parameter settings of the compared methods are shown in Table34.1.

The five datasets from the UCI data repository are shown in Table34.2 [17]. In
each test, 80% of the original dataset was used for training data, and the rest was
used for test data. The compared algorithms were run over the training data to create
a reduced training set.

Table 34.1 Parameter settings of compare methods

Compared methods Parameters

Condensed nearest neighbor (CNN) Mixed Euclidean distance

Instance base 3 (IB3) Parameter k = 3, Upper interval = 0.9, Lower
interval = 0.7, Mixed Euclidean distance

Hit miss networks (HMN-EI) Epsilon = 0.1, Euclidean distance

HVDM-IS Number of iterations = 5, Number of subsets =
10

Table 34.2 Description of dataset

Dataset Number of samples Number of attributes
(Real/Integer/Nominal)

Number of classes

Fars 100,968 29 (5/0/24) 8

Census 299,284 41 (1/12/28) 3

KDD cup 494,020 41 (26/0/15) 23

Covertype 581,012 54 (0/54/0) 7

Poker 1,025,010 10 (0/10/0) 10
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34.4.2 Performance Measures

The performance ofHVDM-ISwas comparedwith the othermethods using three per-
formancemeasures: reduction rate, accuracy, and Cohen’s kappa. First, the reduction
rate represents the reduction of storage capacity obtained by the method. A higher
reduction rate shows that the algorithm can reduce the training data better. Sec-
ond, accuracy shows the percentage of correctly classified instances. Accuracy is
the most common performance indicator of classification methods. Finally, Cohen’s
kappa evaluates the ratio of correctly classified instances that can be attributed to
a classifier itself by recompensing for random correctly classified instances. This
measure is in the range from −1 to 1. A larger kappa value shows that the rating of
compliance between the predicted label and the actual label is higher. The formula
of Cohen’s kappa is shown in (34.6) [18]:

Kappa = N
∑r

i=1 xii − ∑r
i=1(xi+ × x+i )

N 2 − ∑r
i=1(xi+ × x+i )

(34.6)

where r is the number of rows or columns in the confusion matrix, xii is entry (i, i)
of the confusion matrix, xi+ and x+i are the marginal totals of row i and column i ,
respectively, and N is the total number of examples in the confusion matrix.

Weused three classification algorithms to evaluate the performance of theHVDM-
IS and the compared methods: decision tree (J48), neural net (NET), and support
vector machine (SVM). First, J48 is a Java program of the C4.5 algorithm in the
Weka data mining tool [19]. C4.5 is a widely used decision tree algorithm proposed
by Quinlan [20]. C4.5 builds decision trees from a training set using information
entropy. Second, the NET algorithm is a multilayer perceptron (MLP) that is a feed-
forward artificial neural network model trained by back propagation algorithms [21,
22]. Lastly, we used the LIBSVM algorithm that is a popular open-source library for
support vector machines [23, 24]. LIBSVM supports multiclass learning and proba-
bility estimation by Platt calibration for transforming the outputs of a classification
model into confidence values of predicted classes [25].

34.5 Results

In this section, we show the details of our results. Section34.5.1 shows the reduction
rate of HVDM-IS and the benchmarking methods used in the study. The classifica-
tion accuracy and Cohen’s kappa are reported for the evaluation of the HVDM-IS
method in Sect. 34.5.2. Finally, a trade-off between the reduction rate and classifica-
tion performance is discussed in Sect. 34.5.3.
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34.5.1 Reduction Rate

The reduction rate shows the reduction capability of the instance selection method.
It is an important performance indicator in the data reduction. From Table34.3, the
IB3 method had the highest reduction rate (89.15%) because it includes two sample
removal processes: one for noise and the other for poor classification score instances
for 1NN performance. Otherwise, the reduction rate of the HVDM-IS was nearly
80% of the training data size. The reduction rate of HVDM-IS was higher than that
of the CNN method. The selection process of HVDM-IS focuses on the quality of
the training data, so the size of the selected instances from HVDM-IS is quite large.

34.5.2 Classification Accuracy

Table34.4 shows the classification accuracy by J48 and the standard error of HVDM-
IS, the full training model, CNN, and the IB3 method. The CNN method had the
best average accuracy rate. However, the size of the reduced training sets of CNN
was large compared with that of the other methods. The HVDM-IS method provided
the best accuracy rate on two datasets. The accuracy rate of the HMN-EI method
was approximately 2.5%, higher than that of the HVDM-IS method. However, the
average accuracy rate of HVDM-IS was approximately 5% lower than that of the
full training model.

In Table34.5, the average classification accuracy byNETofHVDM-ISwas higher
than those of the CNN and IB3 methods by about 5%. The HVDM-IS and CNN
methods provided the best accuracy on two datasets. The average accuracy of the
HMN-EI method was nearly equal to that of the HVDM-IS method. However, the
average accuracy of HVDM-IS was nearly equal to that of the full training model.

The classification accuracy achieved by LIBSVM of HVDM-IS was much higher
than by the CNN, IB3, and HMN-EI methods, as shown in Table34.6. The classifi-

Table 34.3 Reduction rate of HVDM-IS, CNN, IB3, and HMN-EI methods

Dataset HVDM-IS CNN IB3 HMN-EI

Fars (%) 77.13 54.65 74.99 47.27

Census (%) 87.07 47.73 97.66 79.03

KDD cup (%) 97.80 99.68 99.85 90.18

Covertype (%) 67.65 88.84 93.38 46.20

Poker (%) 67.49 48.52 78.89 13.25

Average (%) 79.43 67.88 89.15 55.19

Standard error 0.0584 0.1007 0.0496 0.1339
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Table 34.4 Classification accuracy by J48 on five datasets

Dataset Full training HVDM-IS CNN IB3 HMN-EI

Fars (%) 79.88 78.87 79.39 78.79 79.73

Census (%) 95.65 94.64 94.56 86.64 94.20

KDD cup (%) 99.96 99.11 99.29 99.50 99.95

Covertype (%) 96.80 90.80 79.77 77.68 91.82

Poker (%) 76.31 61.40 73.24 62.69 72.02

Average (%) 89.72 84.96 85.25 81.06 87.54

Standard error 0.0483 0.0678 0.0496 0.0602 0.0509

Table 34.5 Classification accuracy by NET on five datasets

Dataset Full training HVDM-IS CNN IB3 HMN-EI

Fars (%) 46.80 47.11 42.03 34.54 46.89

Census (%) 95.12 93.20 94.78 86.83 92.56

KDD cup (%) 99.89 99.55 99.60 99.63 99.87

Covertype (%) 81.67 79.34 62.84 74.30 79.00

Poker (%) 52.92 54.03 54.54 51.47 53.24

Average (%) 75.28 74.65 70.76 69.35 74.31

Standard error 0.1084 0.1042 0.1131 0.1179 0.1050

Table 34.6 Classification accuracy by LIBSVM on five datasets

Dataset Full training HVDM-IS CNN IB3 HMN-EI

Fars (%) 45.05 45.12 41.37 40.27 44.90

Census (%) 94.84 94.24 94.53 89.14 93.04

KDD cup (%) 99.36 99.09 44.91 37.60 99.42

Covertype (%) 82.69 86.10 86.96 86.49 84.02

Poker (%) 50.12 50.12 42.10 50.30 50.12

Average (%) 74.41 74.93 61.97 60.76 73.99

Standard error 0.1131 0.1137 0.1182 0.1125 0.1477

cation accuracy for LIBSVM of HVDM-IS was higher than that of the full training
model. The average accuracy of the HVDM-IS method was nearly equal to that of
the HMN-EI method as shown in Fig. 34.2.

34.5.3 Cohen’s Kappa

Table34.7 shows the values for Cohen’s kappa and the standard error for J48, the full
training model, the HVDM-IS model, and the other methods. The results indicated
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Fig. 34.2 Average classification accuracy of HVDM-IS and the compared methods

Table 34.7 Cohen’s kappa by J48 on five datasets

Dataset Full training HVDM-IS CNN IB3 HMN-EI

Fars 0.7260 0.7120 0.7190 0.7110 0.7230

Census 0.4960 0.4080 0.4660 0.3350 0.5250

KDD cup 0.9990 0.9850 0.9880 0.9920 0.9990

Covertype 0.9350 0.8520 0.6770 0.6470 0.8680

Poker 0.5720 0.3050 0.5190 0.3690 0.4760

Average 0.7456 0.6524 0.6738 0.6108 0.7182

Standard error 0.0982 0.1293 0.0916 0.1207 0.0993

that CNNmethod had the best kappa value for three out of five datasets. The Cohen’s
kappa of HVDM-IS was higher than that of the IB3 method. However, the Cohen’s
kappa of HVDM-IS was lower than that of full training model.

In Table34.8, NET of the HVDM-IS method yielded the best Cohen’s kappa that
was higher than those of the CNN and IB3 methods by about 5%. Furthermore, the
Cohen’s kappa of the HVDM-IS method was higher than that of full training model
too. For LIBSVM, Cohen’s kappa of the HVDM-IS method was much higher than
those of the CNN and IB3 methods as shown in Table34.9. The average Cohen’s
kappa of the HVDM-IS method was nearly equal to that of the HMN-EI method.
Finally, Fig. 34.3 shows the average Cohen’s kappa values of the HVDM-IS method
for the three classifier models were higher than those of the CNN and IB3 methods.
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Table 34.8 Cohen’s kappa by NET on five datasets

Dataset Full training HVDM-IS CNN IB3 HMN-EI

Fars 0.2270 0.2500 0.2120 0.1530 0.2500

Census 0.3930 0.3880 0.4290 0.3000 0.4420

KDD cup 0.9980 0.9920 0.9930 0.9940 0.9980

Covertype 0.6290 0.6650 0.4320 0.5830 0.6540

Poker 0.1120 0.1180 0.1280 0.1030 0.0790

Average 0.4718 0.4826 0.4288 0.4266 0.4846

Standard error 0.1577 0.1563 0.1509 0.1646 0.1603

Table 34.9 Cohen’s kappa by LIBSVM on five datasets

Dataset Full training HVDM-IS CNN IB3 HMN-EI

Fars 0.2170 0.2330 0.2080 0.1980 0.2140

Census 0.2360 0.0780 0.1390 0.2000 0.3520

KDD cup 0.9890 0.9850 0.2990 0.2190 0.9900

Covertype 0.7160 0.7740 0.7870 0.7810 0.7390

Poker 0.0000 0.0000 0.0000 0.0000 0.0000

Average 0.4316 0.4140 0.2866 0.2796 0.4350

Standard error 0.1820 0.1966 0.1343 0.1316 0.1571

Fig. 34.3 Average Cohen’s kappa of HVDM-IS and the compared methods
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Fig. 34.4 Graphical comparison of accuracy (x-axis), Cohen’s kappa (y-axis), and reduction rate
(size of bubble) of HVDM-IS and the compared methods

34.5.4 Trade-Off Between Accuracy and Reduction Rate

The average classification accuracy of the HVDM-IS method was higher than the
CNN (72.66%) and IB3 (70.39%) methods. Figure34.4 presents a bubble chart pro-
viding a graphical comparison of the accuracy, Cohen’s kappa, and reduction rates of
the HVDM-IS and the compared methods. The HVDM-IS method had the second-
highest reduction rate (79.43%). Even though the IB3 method had the highest reduc-
tion rate (89.15%), the classification accuracy of the IB3 method was the lowest.
Moreover, the accuracy rate of HVDM-IS (78.18%) was nearly equal to that of
the HMN-EI method (78.62%) but the HMN-EI method had a low reduction rate
(55.19%).

The HMN-EI method had the highest average Cohen’s kappa value (0.55) while
the HVDM-IS method had an average Cohen’s kappa value (0.52) which was higher
than those of the CNN (0.47) and IB3 (0.44) methods. Although the HVDM-IS
method had the second-highest reduction rate, it could handle the trade-off between
accuracy, Cohen’s kappa, and the reduction rate reasonably well, as shown in
Fig. 34.4.

34.6 Conclusion

A new method was proposed to select a subset of the training data to keep as a
representative training set using the heterogeneous value difference matrix (HVDM)
method, called HVDM-IS. The classifier model creation takes an overwhelming
amount of time when a large-scale training dataset is being processed. The data
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were split into independent partitions. In each partition, a class representative was
selected which minimized the sum of HVDM values to other instances. The selected
instances were used for the training classification model. The accuracy and kappa
were measured from three classified models: decision tree (J48), neural net (NET),
and support vector machine (LIBSVM).

The results of this experiment showed that the HVDM-IS method provided clas-
sification accuracy and Cohen’s kappa values that were higher than those of the CNN
and IB3 methods for the NET and LIBSVM classifier models. For the J48 classifier
model, the accuracy and Cohen’s kappa value of the HVDM-IS method were a little
lower than those of the CNN method, while the number of selected instances from
the CNN method was larger. Furthermore, the classification accuracy and Cohen’s
kappa of the HVDM-IS method were nearly equal to those of the full training model
and the HMN-EI method. However, the HMN-EI method had a quite low reduction
rate.

The results of this experiment showed that the HVDM distance can help the
instance selection method to calculate the appropriate distance value because the
distance function combination in HVDM is applicable to the characteristics of nom-
inal and linear distance calculation.

In futurework, theHVDM-ISmethod could be applied in a parallel and distributed
processing system, which should improve the processing speed of the method. Fur-
thermore, we would aim to reduce the large real-world datasets with HVDM-IS and
show its scalability for the big data problem.

Acknowledgements This work was financially supported by the Faculty of Science at Sriracha,
Kasetsart University, Sriracha campus, Thailand.

References

1. García, S., Luengo, J., Herrera, F.: Data Preprocessing in Data Mining. Springer, Heidelberg
(2015). https://doi.org/10.1007/978-3-319-10247-4

2. García, S., Derrac, J., Cano, J.R., Herrera, F.: Prototype selection for nearest neighbor classi-
fication: taxonomy and empirical study. IEEE Trans. Pattern Anal. Mach. Intell. 34, 417–435
(2012). https://doi.org/10.1109/TPAMI.2011.142

3. Hart, P.E.: The condensed nearest neighbor rule. IEEE Trans. Inf. Theory. 14, 515–516 (1968).
https://doi.org/10.1109/TIT.1968.1054155

4. Wilson, D.L.: Asymptotic properties of nearest neighbor rules using edited data. IEEE Trans.
Syst. Man. Cybern. SMC–2, 408–421 (1972). https://doi.org/10.1109/TSMC.1972.4309137

5. Aha, D.W., Kibler, D., Albert, M.K.: Instance-based learning algorithms. Mach. Learn. 6,
37–66 (1991). https://doi.org/10.1007/BF00153759

6. Brighton, H., Mellish, C.: Advances in instance selection for instance-based. DataMin. Knowl.
Discov. 6, 153–172 (2002). https://doi.org/10.1023/A:1014043630878

7. González, A.A., Pastor, D.F.J., Rodríguez, J.J., Osorio, G.C.: Local sets for multi-label instance
selection. Appl. Soft Comput. 68, 651–666 (2018). https://doi.org/10.1016/j.asoc.2018.04.016

8. Leyva, E., González, A., Pérez, R.: Three new instance selection methods based on local sets:
a comparative study with several approaches from a bi-objective perspective. Pattern Recognit.
48(4), 1523–1537 (2015). https://doi.org/10.1016/j.patcog.2014.10.001

https://doi.org/10.1007/978-3-319-10247-4
https://doi.org/10.1109/TPAMI.2011.142
https://doi.org/10.1109/TIT.1968.1054155
https://doi.org/10.1109/TSMC.1972.4309137
https://doi.org/10.1007/BF00153759
https://doi.org/10.1023/A:1014043630878
https://doi.org/10.1016/j.asoc.2018.04.016
https://doi.org/10.1016/j.patcog.2014.10.001


34 Large-Scale Instance Selection Using a Heterogeneous Value … 479

9. Marchiori, E.: Hit miss networks with applications to instance selection. J. Mach. Learn. Res.
9, 97–1017 (2008). https://doi.org/10.5555/1390681.1390715

10. Yu, G., Tian, J., Li, M.: Nearest neighbor-based instance selection for classification. In: 12th
International Conference on Natural Computation, Fuzzy Systems and Knowledge Discovery
(ICNC-FSKD), pp. 75–80. IEEE, New Jersey (2016). https://doi.org/10.1109/FSKD.2016.
7603154

11. Carbonera, J.L., Abel, M.: A novel density-based approach for instance selection. In: IEEE
28th International Conference on Tools with Artificial Intelligence, pp. 549–556. IEEE, New
Jersey (2016). https://doi.org/10.1109/ICTAI.2016.0090

12. Carbonera, J.L., Abel, M.: Efficient instance selection based on spatial abstraction. In: IEEE
30th International Conference on Tools with Artificial Intelligence, pp. 286–292. IEEE, New
Jersey (2018). https://doi.org/10.1109/ICTAI.2018.00053

13. Max, Z.E.,Marcacini,M.R.,Matsubara, T.E.: Improving instance selection viametric learning.
In: 2018 International Joint Conference on Neural Networks (IJCNN), IEEE, New Jersey
(2018). https://doi.org/10.1109/IJCNN.2018.8489322

14. Yamane, T.: Statistics: An Introductory Analysis, 2nd edn. Harper and Row, New York, USA
(1967)

15. Wilson, D.R., Martinez, T.R.: Improved heterogeneous distance functions. J. Artif. Intell. Res.
6, 1–34 (1997)

16. Stanfill, C., Waltz, D.: Toward memory-based reasoning. Commun. ACM. 29, 1213–1228
(1986). https://doi.org/10.1145/7902.7906. ACM, New York

17. UCI machine learning repository, http://archive.ics.uci.edu/ml
18. Triguero, I., Derrac, J., Garcia, S., Herrera, F.: A taxonomy and experimental study on prototype

generation for nearest neighbor classification. IEEE Trans. Syst. Man. Cybern. 42, 86–100
(2012). https://doi.org/10.1109/TSMCC.2010.2103939

19. Hall, M., Frank, E., Holmes, G., Pfahringer, B., Reutemann, P., Witten, I.H.: The WEKA data
mining software: an update. SIGKDD. Explor. 11(1), 10–18 (2009). https://doi.org/10.1145/
1656274.1656278

20. Quinlan, J.R.: C4.5: Programs for Machine Learning. Morgan Kaufmann Publishers, MA
(1993)

21. Rosenblatt, F.: Principles ofNeurodynamics: Perceptrons and theTheory ofBrainMechanisms.
Spartan Books, Washington, DC (1961)

22. Rumelhart, D.E., Hinton, G.E., Williams, R.J.: Learning internal representations by error prop-
agation. In: Parallel Distributed Processing: Explorations in the Microstructure of Cognition,
vol. 1, pp. 318–362. MIT Press, Cambridge (1986)

23. Corinna, C., Vladimir, V.: Support-vector networks. Mach. Learn. 20(3), 273–297 (1995).
https://doi.org/10.1023/A:1022627411411

24. Chang, C.C., Lin, C.J.: LIBSVM: a library for support vector machines. ACM Trans. Intell.
Syst. Technol. 2(3), 1–27 (2011). https://doi.org/10.1145/1961189.1961199

25. Platt, J.: Probabilistic outputs for support vector machines and comparisons to regularized
likelihood methods. Adv. Large Mar. Classif. 10(3), 61–74 (1999). https://doi.org/10.1007/
s10994-007-5018-6

https://doi.org/10.5555/1390681.1390715
https://doi.org/10.1109/FSKD.2016.7603154
https://doi.org/10.1109/FSKD.2016.7603154
https://doi.org/10.1109/ICTAI.2016.0090
https://doi.org/10.1109/ICTAI.2018.00053
https://doi.org/10.1109/IJCNN.2018.8489322
https://doi.org/10.1145/7902.7906
http://archive.ics.uci.edu/ml
https://doi.org/10.1109/TSMCC.2010.2103939
https://doi.org/10.1145/1656274.1656278
https://doi.org/10.1145/1656274.1656278
https://doi.org/10.1023/A:1022627411411
https://doi.org/10.1145/1961189.1961199
https://doi.org/10.1007/s10994-007-5018-6
https://doi.org/10.1007/s10994-007-5018-6


Part V
Intelligent Systems



Chapter 35
Bio-inspired Algorithms for Modeling
and Control of Underwater Flexible
Single-Link Manipulator

I. Z. Mat Darus and Ali A. M. Al-Khafaji

Abstract This research focuses on bio-inspired modeling and control system of an
underwater flexible manipulator system (UFM). The dynamic behavior of the UFM
was first modeled using system identification (SI) methods utilizing bio-inspired
algorithms. The input–output data used for identification were acquired directly
from a laboratory-sized UFM experimental rig developed earlier by the previous
researcher. The models were developed using cuckoo search algorithm (CSA) and
flower pollination algorithm (FPA) using parametric ARX model structured. For the
controllers of theUFM, proportional-integral-derivative (PID) controllerswere tuned
using conventional heuristic and intelligent FPA methods. These algorithms were
utilized to obtain the optimal values of controller parameters for trajectory tracking
control of rigid-body motion of the UFM system. The PID controller is tuned offline
based on the best identified SI model. The performance of these control schemes was
analyzed via real-time PC-based control and observed in terms of trajectory tracking
and error. The overall result of UFM described in this research revealed the supe-
riority of the PID controllers tuned using bio-inspired flower pollination algorithm
(FPA). It was found that the percentage of improvement achieved experimentally
by the PID controller tuned by FPA indicates superiority compared to PID tuned
heuristically with 45.6% improvement on overshoot and 66% improvement of MSE
for negative pulse and 100% improvement on overshoot for positive pulse.

35.1 Introduction

Modern underwater applications make use of solid manipulators built from high
stiffness material. This is because solid manipulators have certain advantages such
as strong and heavy metal compositions that lead to stable performance. However,
major drawbacks of solid manipulators lie in their need for high energy consumption
and limitations in their speed of operation. Moreover, it is desirable in manufacturing
of engineering systems to keep the weight as low as possible. There is a growing
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trend inmany applications to reduce the weight of mechanical structures to the barest
minimum, especially in aircraft engineering and spacecraft. The utilization of weaker
structures and/or lighter materials significantly reduces production cost. However,
light materials can also lead to more flexibility which may limit the structure perfor-
mance [1]. In recent years, the researchers focused on utilization of lightweight
manipulators to build power-efficient robot manipulators in order to improve the
industrial productivity [2]. Therefore, the use of lightweightmanipulators is emerging
in the field of space and various general-purpose industrial applications. The manip-
ulators with rigid links are currently utilized in underwater applications because the
heavy and strong metal leads to stable performance [3, 4]. However, major disadvan-
tages of rigid link manipulators lie in their need for high energy consumption and
limitation in speed of operation.

There is a motivation to use underwater manipulators with flexible link owing
to the advantages offered by manipulator systems with flexible link compared with
manipulator systems with rigid link such as fast response, lightweight, low inertia,
cheap construction, less powerful actuators, longer reach, higher payload carrying
capacity, and safer operation [5, 6]. Although several studies have been conducted on
modeling and control schemes of land and space manipulator systems with flexible
links, only very few literature discussed on underwater flexible manipulators [7–9].

Therefore, there is an open area of research to study and develop dynamic
modeling and control strategies for underwater flexible manipulators. Thus, the
main aim of this paper is to present a suitable computational comprehensive model
governing the underwater flexible manipulator system (UFM) using system identifi-
cation (SI) technique. The manipulator addressed in this study is restricted to move
in horizontal plane. Also, there is a big challenge in controlling the UFMowing to the
additional effects caused by underwater environment, namely disturbances by ocean
currents, time variance and high nonlinearity [9]. Consequently, it is necessary to
develop appropriate control approaches for this type of systems.

35.2 Underwater Manipulator Test Rig

An underwater manipulator test rig used in this research, as shown in Figs. 35.1 and
35.2, was designed and constructed in Faculty ofMechanical Engineering, Universiti
Teknologi Malaysia, Johor in order to perform the underwater flexible manipulator
experiments [9].

Several experimental testings have been conducted to check the similitude of the
underwater and landmanipulators [9]. The angular displacementwasmeasured using
encoder while the end-point vibration was measured by an accelerometer where the
signals were transmitted to a data acquisition card for analog-to-digital conversion of
the signal. Experimental work was conducted in order to acquire data to identify the
model of the hub-angle of the UFM and demonstrate the practicality of the proposed
control schemes. The dynamic model of the hub-angle of the UFM was developed
using SI methods utilizing input–output data acquired experimentally. The modeling
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Fig. 35.1. UFM
experimental rig [9]

Fig. 35.2 Experimental
setup [9]

was conducted within MATLAB programming environment using CSA and FPA.
After validating the developed models of the hub-angle of the UFM, the best model
among the models thus developed has been utilized for the development of control
approaches for hub-angle of the UFM.

Later, PID control strategieswere developed using heuristic and bio-inspired algo-
rithm tuning methods. The control algorithms were computing the amount of motor
voltage required for trajectory tracking of the UFM. The bio-inspired PID control
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scheme tuned offline by using FPA and conventional tuning method using heuristic
tuning. The performance of the intelligent PID control schemes was compared with
a conventional PID control scheme. Both PID control schemes are implemented for
trajectory tracking control of UFM via the developed experimental rig. The objec-
tive of the comparative study is to observe the differences in their performance
simultaneously and to exploit the benefits of using the proposed strategies.

35.3 System Identification

System identification (SI) is one of the most fundamental requirements for several
scientific and engineering applications. The aim of SI is to build exact or approximate
model of a dynamic system based on measured data without knowledge of the actual
system physics. After a system model is obtained, it can be utilized to predict the
physical system behavior under different operating conditions or to control it [4].

Parametric modeling of UFM utilizing metaheuristic algorithm through cuckoo
search algorithm (CSA) and flower pollination algorithm (FPA) is presented in this
paper. The aim of the work is to represent the UFM behavior utilizing the applied
voltage as input and hub-angle as output based on CSA and FPA. Model validations
were also investigated using mean-squared error, one-step ahead prediction, and
model residual analysis. The performances of theCSAandFPAwere compared based
on the validationmean-squared error,modelingmean-squared error, correlation tests,
and stability. The aim of the identification process in this research is to allow for the
design and implementation of controllers based on the identified model for trajectory
tracking of UFM.

35.3.1 Cuckoo Search

CSA is a search algorithm developed by Yang and Deb [10]. The algorithm was
inspired by the breeding behavior of cuckoos. Cuckoo birds lay their eggs in other
birds’ nests and rely on those birds for hosting the eggs. If some of the host birds
discover that an egg is not their own, it might throw out the alien egg or move to a
new location elsewhere. A cuckoo might emulate the shape, color, and size of the
host eggs to protect their egg from being discovered. To increase the hatching prob-
ability of cuckoo birds own eggs, some of them might throw out other native eggs
from the host nest. On the other hand, a hatched cuckoo chick will also throw other
eggs out of the nest to improve its feeding share [10]. It can be noted from the litera-
ture that the efficiency of CSA has been demonstrated by solving several engineering
problems. In control system problems area, the utilization of metaheuristic optimiza-
tion approaches is widely and clearly appreciated. To date, CSA has been utilized
in various control system problems successfully. These literatures show that CSA
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has been utilized efficiently in tuning PID-based controller parameters in different
control scheme.

The user-defined parameters required for optimization process using CSA are:
number of generations, G, population size, N, problem dimension, D, flight step
size, α, discovery rate of alien eggs, Pa, and boundary constraints, LHC. In this
study, D refers to the number of unknown parameters in ARX model structure. The
flight step size, α = 0.01, and the fraction of eggs to be discarded, Pa = 0.25,
were used, as suggested by Yang and Deb [10]. It is worth noting that other CSA’s
optimization parameters such as G, N, and LHC are difficult to choose in order to
obtain promising results since there is no prior knowledge regarding the rules in
selecting these parameters. Thus, these parameters were obtained by a trial-and-
error method. The population needs to be initialized before the optimization starts
and their fitness values need to be calculated. Therefore, (N) nests of dimension
(D) are initialized randomly within the specified lower and upper range. Each nest
in the initial population then updates the parameters of ARX model structure and
its fitness value is calculated based on the error between the predicted and actual
outputs. Among the nests in the initial population, the one with the minimum cost
was considered as the best nest. Figure 35.3 shows the diagrammatic representation
of initial population generation. The optimization process will run iteratively until
the end of generations [9].

Fig. 35.3 Diagrammatic representation of the initial population generation [9]
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35.3.2 Flower Pollination Algorithm

Flower pollination algorithm (FPA) is a biology-based algorithm inspired by the flow
pollination process of flowering plants. Pollination can take two major forms: biotic
and abiotic. Biotic (cross-pollination), means pollination can occur from pollen of
a flower of a different plant, while abiotic (self-pollination) is the pollination of
one flower from pollen of the same flower or different flowers of the same plant.
Biotic is considered as global pollination process with pollen carrying pollinators
performing Levy flights. Abiotic is considered as local pollination. Local pollination
and global pollination are controlled by a switch probability p ∈ [0, 1]. That means,
the probability will specify each of solutions to search the local area or global area
[10].

The user-defined parameters required for optimization process using FPA are:
number of generations,G, population size,N, problem dimension,D, flight step size,
α, probability switch, P, and boundary constraints, LHC. In this study,D refers to the
number of the unknown parameters in ARX model. The flight step size, α = 0.01,
and the probability switch, P = 0.8, were used as suggested by Yang and Deb [10].
It is worth noting that it is difficult to choose other FPA’s optimization parameters
such as G, N, and LHC in order to obtain promising results since there is no prior
knowledge regarding the rules in selecting these parameters. Thus, these parameters
were obtained by a trial-and-error method.

The population needs to be initialized before the optimization starts and their
fitness values need to be calculated. Therefore, (N) pollens of dimension (D) are
initialized randomly in the given upper and lower bounds [10]. Each pollen in the
initial population then updated the parameters of ARXmodel structure and its fitness
value based on the error between predicted and actual outputs. The best pollen in
the initial population is corresponding to the pollen with minimum cost. Figure 35.4
shows the diagrammatic representation of the initial population generation. The opti-
mization process will run iteratively until the end of generations. The pollen with
lower fitness value is selected as the best pollen for the next generation [9]. Detail
description of CSA and FPA identification process is described by Al-Khafaji in [9].

35.4 Tuning of PID Controller Using FPA

To achieve an appropriate control action, the overall effect of PID controller gains,
KP,K I, andKD should be in such away optimum.Hence, the aim of this investigation
is to tune the PID controller parameters offline utilizing two metaheuristic algorithm
namely, CSA and FPA. Simulation study was conducted in order to highlight the
performance of newmetaheuristic optimization techniques to optimally tune the PID
controller in the proposed control scheme. MATLAB/Simulink was used to tune the
PID controller gains KP, K I, and KD in offline mode. The schematic diagram of the
closed-loop system utilizing PID controller with the identified hub-angle model is
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Fig. 35.4 Diagrammatic representation of generation the initial population [9]

Fig. 35.5. Schematic diagram of PID controller tuning by bio-inspired methods [9]

shown in Fig. 35.5. Bang-bang signal was used as input reference with magnitude
of ±0.3 rad for 21 s. The hub-angle model was excited with a disturbance signal at
amplitude of 0.2608m/s. The performance of both tuningmethods has been observed
in termsof overshoots,Mpi andMpd, and steady-state errors,Essi andEssd.Then, the
tuned parameters achieved from the simulation were tested experimentally using the
UFM test rig [10]. Detail description of bio-inspired PID-FPA controller is described
by Al-Khafaji in [10].

35.5 Results and Discussion

35.5.1 System Identification Using CSA and FPA

In this study, CSAwas used to determine the ARXmodel structure parameters which
represent the hub-angle of the UFM. Same control parameters were optimized for
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different arbitrarily selected model order to choose the best model order. The initial
CSA optimization parameters used in modeling processes is as follows: number of
generation, G = 600, population size, N = 20, problem dimension, D, depending on
the model order, flight step size, α = 0.001, fraction of eggs to be discarded, Pa =
0.25, and boundary constraints, LHC= (3, 2). TheARXparameters are optimized via
CSA by minimizing the fitness function, mean square error (MSE). The numerical
results of the work carried out to select the best model order are summarized as
shown in Table 35.1. The performances of CSA and FPA were compared based
on the validation mean-squared error, modeling mean-squared error, stability, and
correlation tests.

It can be noted from Table 35.1 that the best result was accomplished with third
model order. Using third model order, the optimum values of b1, b2, b3, a1, a2, and a3
are 0.0005882, 0.0003957, 1.537 × 10−5, −2.206, 1.484, and 0.2782, respectively.
The optimal ARX parameters have been searched randomly utilizing CSA optimiza-
tion technique in such a way that a global minimum of MSE is reached. The results
of the hub-angle and error in both modeling and validation phases using CSA-MSE
optimization method are shown in Figs. 35.6 and 35.7, respectively. It can be noted
from Figs. 35.6 and 35.7 that a satisfactory response was attained and the output of
CSA-based model could follow the actual output very well with modeling MSE of
1.24101 × 10−4 and validation MSE of 1.82360 × 10−4.

Table 35.1 Performance of CSA and FPA with different numbers of model order

TUNING USING CSA TUNING USING PFA

Model
order

MSE of
validation
phase

MSE of
modeling
phase

Cor.
tests

Stability MSE of
validation
phase

MSE of
modeling
phase

Cor.
tests

Stability

2 1.827×
10−4

1.242×
10−4

Biased Stable 1.827×
10−4

1.247×
10−4

Biased Stable

3 1.824×
10−4

1.241×
10−4

Biased Stable 1.841×
10−4

1.253×
10−4

Biased Stable

4 2.162×
10−4

1.461×
10−4

Biased Stable 1.851×
10−4

1.293×
10−4

Biased Stable

5 1.842×
10−4

1.255×
10−4

Biased Stable 2.017×
10−4

1.368×
10−4

Biased Stable

6 5.691×
10−4

4.257×
10−4

Biased Stable 3.701×
10−4

1.307×
10−4

Biased Stable

7 4.745×
10−4

3.915×
10−4

Biased Stable 4.646×
10−4

4.981×
10−4

Biased Stable

8 0.0035 0.0033 Biased Unstable 5.180×
10−4

4.080×
10−4

Biased Unstable

9 0.0053 0.0052 Biased Unstable 5.336×
10−4

5.579×
10−4

Biased Unstable

10 0.0077 0.0071 Biased Unstable 0.0033 0.0036 Biased Unstable
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Fig. 35.6 Actual and estimated hub-angles using CSA-algorithm

Fig. 35.7 Error between actual and estimated hub-angles using CSA-algorithm

Same control parameters of FPA were optimized for different arbitrarily selected
model order to choose the best model order. Optimization of ARX model structure
parameters utilizing FPAwas achieved by initially initialized FPA control parameters
as closed as possible to CSA control parameters. The population size and generation
number are set to 20 and 600, respectively, while the flight step size, α and the
probability switch, P are set 0.001 and 0.8, respectively. It is worth to know that the
selection of flight step size and the probability switch is based on the guidelines from
the previous literatures [10]. The numerical results of the work carried out to select
the best model order are shown in Table 35.1.

It can be noted from Table 35.1 that the best result by FPAwas accomplished with
second order. After ARX optimization procedure was finished, the optimum values
of ARX parameters are found as b1 = 0.0003741, b2 = 0.0007799, a1 = −1.925, and
a2 = 0.9251. The optimal ARX parameters have been searched randomly utilizing
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FPA in such a way that a global minimum of MSE is reached. The results of hub-
angle and error in bothmodeling and validation phases using FPA-MSE optimization
method are shown in Figs. 35.8 and 35.9, respectively, where the division between
the modeling data and validation data is indicated as a vertical red line located at
point 400. It can be noted from Figs. 35.8 and 35.9 that the predicted response
using FPA method could follow the actual output very well with MSE of 1.24723 ×
10−4 during training and MSE of 1.82754 × 10−4 for validation data. The pole-
zero diagram was used to confirm the model was stable; all the poles of the transfer
function were inside the unit circle. The correlation functions were carried out for
20 samples. It was found that the model is biased because the results are not within
the 95% confidence bands. Parametric modeling of the hub-angle of the UFM has
been performed utilizing two optimization algorithms, namely FPA and CSA. The
overall comparative performance of optimization methods in terms of validation
MSE, modeling MSE, stability, and correlation tests are summarized in Table 35.2.

Fig. 35.8 Actual and estimated hub-angles using FPA algorithm

Fig. 35.9 Error between actual and estimated hub-angles using FPA algorithm
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Table 35.2 Summary of the best performance achieved in parametric modeling

Methods Validation MSE Modeling MSE Correlation test Stability

CSA 1.82360×10−4 1.24101×10−4 Biased Stable

FPA 1.82754×10−4 1.24723×10−4 Biased Stable

Table 35.3 Numerical results of hub-angle responses using CSA, FPA, and heuristic methods

PID-FPA PID-heuristic % of improvement

Positive pulse Mpi 0 0.6 100

Essi 0 0 0

Negative pulse Mpd 12.06 22.16 45.6

Essd 0.0002 0.0006 66

Controllers’ parameters KP 6 3 –

K I 4.4613 3 –

KD 0.5 0.8 –

It can be noted fromTable 35.3 that CSAparametric identification technique provides
the best estimation of UFM model, as compared to FPA. The UFM model obtained
using CSA will be utilized in subsequent studies for the development of control
approaches for hub-angle of the UFM.

The results of all modeling methods were validated using MSE of unseen data,
correlation tests, and stability. The performances of CSA, FPAmodels were assessed
based on the validation MSE, modeling MSE, correlation tests, and stability. It can
be seen that the CSA has achieved slightly better MSE value in both modeling
and validation phases and has approximated the system response very well. The
best model of the UFM thus developed is utilized for the development of control
approaches for hub-angle of the UFM.

35.5.2 PID Tuning Using FPA

PID controller parameters tuning utilizing FPAwere achieved by initially initializing
FPA control parameters as closed as possible to CSA control parameters. The popu-
lation sizeN and generation numberGwere set to 10 and 150, respectively, while the
flight step size α and the probability switch P were set to 0.01 and 0.8, respectively.
It is worthy to note that the selection of flight step size and the probability switch
is based on the guidelines from previous literatures. Figure 35.10 shows the typical
convergence of objective function for 150 generation. It is noted from Fig. 35.10
that FPA converges in about 77 generations. After controller tuning procedure was
finished, the optimal values of PID parameterswere found to beKP = 6,KI = 4.4613,
and KD = 0.5. Figure 35.11 shows the convergence profile of PID parameters. The
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Fig. 35.10 FPA convergence

Fig. 35.11 FPA-PID parameter convergence

result of the closed-loop bang-bang response using FPA-MSE tuning method for
hub-angle is shown in Fig. 35.12. It can be concluded from Fig. 35.12 that a satis-
factory response was attained and the proposed controller is capable of tracking the
desired hub-angle.

Hub-angle control of the UFM has been established utilizing PID control struc-
ture. The PID controller parameters were tuned offline via heuristic and bio-inspired
algorithm based on the best identified model using system identification method.
The best two sets of tuned controllers’ parameters achieved from simulation were
validated experimentally in real time using the UFM test rig where the manipulator
is subjected to external disturbance. The performance of PID controller tuned by
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Fig. 35.12 Simulation
bang-bang response using
PID controller tuned by FPA

FPA indicates superiority compared to PID tuned heuristically with 45.6% improve-
ment on overshoot and 66% improvement of MSE for negative pulse and 100%
improvement on overshoot for positive pulse.
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Chapter 36
Application of Time Series Method
to the Passenger Flow Prediction
in the Intelligent Bus Transportation
System with Big Data

Yinna Ye, Ruoxi Liu, and Feng Xue

Abstract Based on the real data collected from the bus IC card payment devices,
first a time series plot on the daily passenger volume was obtained and then three
kinds of time series models were proposed to do the prediction. The results show
that the ARMA model with quadratic trend is the most suitable to the current data
and performs the most effectively in the prediction.

36.1 Introduction

With the current development of the intelligent urban public transportation system
in China, the investigation on the bus passenger flow has become a key research
subject (see [1] for instance). In order to maintain the competitiveness in the trans-
portation market and provide services with high-level quality to the passengers,
the bus transportation companies need to grasp the change rules of the passenger
demand sustainably [2]. However, the passenger flow in the bus system is influenced
by many factors, including commuting, holiday, weather, temperature, etc. [2]. For
example, the volume would experience a sudden increase during low temperature
and snowy days, which would lead to the inability of bus transport capacity to meet
passenger demand and brings tremendous pressure to the bus transportation manage-
ment. Considering the limited bus resources, some popular routes are often in short
supply, which might result in the problems of passenger flow detention and reduced-
quality service. The bus companiesmight thus lose competitiveness in the transporta-
tion market. Therefore, it is necessary to find an effective solution to the problems
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caused by such burst of passenger flow and adjust the current management policies
in support to the optimal bus resource allocation, line planning and bus scheduling.
The solution is of great importance to improve both the service capability and the
working efficiency in the public transportation system.

The driving motivation of this work is to find a reliable method to solve the prob-
lems above. Undoubtedly, this piece of work is socially significant and important
since the urban transport plan and policy could be well designed or adjusted with
adapting the market demand. The implementation of this work involves a combina-
tion of big data processing, time series modeling and analysis. The primary objec-
tive of the work is to apply the time series models and data analytics to explore
the passenger demand based on the real data and then to predict the daily passenger
volume in a given bus line. The study will mainly focus on the following two aspects:

• Descriptive statistics on the trip characteristics of passengers, including riding date
and time, and on the volume and variation characteristics of transit passenger flow
at different stations in a given bus line.

• Time series parameters estimation and passenger volume prediction are based on
the bus tick sale records.

In this work, SAS (version 9.4) (see [3] for instance) will be used to obtain the
descriptive statistics, to do time series analysis and predictions.

The rest of the paper is organized as follows. Section 36.2 reviews the development
of time series analysis and recent works on the application of the time series to the
public transportation systems. Section 36.3 presents time series related concepts and
methods, as well as our data analysis process. Section 36.4 summarizes and evaluates
the empirical results. And finally the conclusion is discussed in Sect. 36.5 and certain
open questions and some future improvements are proposed in Sect. 36.6.

36.2 Literature Review

Prior to 1920, the time series was limited to drawing lines through a mass of data.
In 1927, Yule [4] first introduced the concept of ‘autoregressive’ that the variables
are time related and time is not a causal factor, and pioneered the autoregressive
(AR) Model of order two when studying the number of sunspots and exploring
the period of the disturbed sequence. The autoregressive model he established is a
special kind of stationary time series. In 1931, Walker [5] expanded and generalized
the AR model to higher orders. While, Slutsky [6] was interested in the randomness
of the time series, regarding them as the perturbations and then the moving average
(MA) model was proposed. In 1938, Wold [7] proved that the discrete stationary
process consists of implicit periodicity and linear regression. The hidden cycle is
a deterministic component, while the linear regression part consists of a moving
average and an autoregressive process, which are non-deterministic components of
random perturbations. Any stationary time series, whose deterministic components
are eliminated, can be reduced to a linear combination of random perturbations. This
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well-known time series decomposition idea is the theoretical basis for the idea of
the autoregressive moving average (ARMA) model. By taking non-stationary into
consideration, the autoregressive integrated moving average (ARIMA) model was
proposed in the landmark work [2]. The book provided a systematic approach to
analyze and forecast the time series and discussed how to identify, estimate and
diagnose the ARIMA model.

The application of time series models in the modern society has rapidly
widespread, as the application was extended to non-stationary process (see for
instance [8]). A large number of empirical results show that most time series estab-
lished based on the socio-economic phenomena are non-stationary and have a trend
(see for instance [9]). According to Xia [9], there are two types of time trend, one is
deterministic and another one is random. Deterministic time trend is the one that can
be characterized by a function of the time. The commonly used trend functions are
linear functions, quadratic parabola functions, exponential functions and logarithmic
functions. By contrast, the time series with stochastic trend cannot be expressed by
the deterministic functions of time. In this case, multiple differences are operated to
the original process and then the ARIMA model is used to fit the data.

In the literature, the existing researches suggest that the time series analysis has
been properly utilized in studying different public transportation systems. For the
subway systems in Shanghai, Zhu [10] constructed an ARIMA model for the daily
passenger flow by comparing the change rate of daily volume with that of ‘7-day’
average volume. For the airport terminal departure passenger traffic, Li et al. [11]
took daily periodicity of the process into consideration and proposed a seasonal
autoregressive integrated moving average (SARIMA)model to predict the passenger
flow in Kunming Changshui International Airport. For the railway passenger flow
forecast, a time series model was established in [12] with the combination of the
long-term trend, the seasonal and the weather factors. To achieve an accurate real-
time taxi passenger hotspot prediction, Jamil and Akbar [13] proposed an automatic
ARIMA model to determine the value of the model order automatically. The algo-
rithm designed by them overcame the common obstacle, subjectivity and complexity.
All these applications make use of the knowledge of passenger flow and provide
instructive insight to the management of the public transportation system, which has
a referential significance for our investigation.

36.3 Methodology

36.3.1 Stationary Time Series Models

The time series analysis aims to reveal the underlying dynamics and structures that
affect observable data, thus establishing a suitable theoretical model for monitoring
and predicting data. For the definition of stationary time series (or simply called ‘time
series’), one can refer for instance to theDefinition 1.3.2 in [14]. In this book, the daily
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passenger flow volumes {Zt } at any unit of time t will be regarded as a discrete-time
stochastic process. Roughly speaking, assuming that {Zt } is a stationary time series
withmean 0 and Zt depends only on its historical records Zt−1, Zt−2, . . . then we can
use the observed historical data to estimate the dynamic properties, create optimal
models and then use these models to do the prediction. In this project, we construct
discretely sampled time series based on the actual daily records of passenger volume
in a given bus line. The detailed description about the database can be found in
Sect. 36.4.1. In the rest of this subsection, some related fundamental concepts will
be introduced. One may refer to [8] for the details.

Autoregressive Model: AR (p). The autoregressive (AR) model is a very common
time series. The general p-order autoregressive model, denoted as AR(p), is given
by:

Zt = ϕ1Zt−1 + ϕ2Zt−2 + · · · + ϕp Zt−p + at , (36.1)

where the parameters ϕ1, ϕ2, . . . , ϕp are called autoregressive coefficients and they
are to be estimated. The random error terms {at } is the white noise, i.e., a sequence
of i.i.d. random variables, at ∼ N

(
0, σ 2

a

)
and {at } is mutually independent with

Zt−1, Zt−2, . . . , Zt−p.

Moving Average Model: MA (q). The general q-order moving average model,
denoted as MA (q), is given by:

Zt = at − θ1at−1 − θ2at−2 − · · · − θqat−q , (36.2)

where θ1, θ2, . . . , θq are called moving average coefficients and they are to be
estimated.

AutoregressiveMoving AverageModel: ARMA (p, q). The autoregressive moving
average (ARMA) combines anARmodel with aMAmodel to produce a new process
that simulates the time series. The general ARMA model, denoted as ARMA (p, q),
is given by

Zt = ϕ1Zt−1 + ϕ2Zt−2 + · · · + ϕp Zt−p

+ at − θ1at−1 − θ2at−2 − · · · − θqat−q . (36.3)

Autoregressive Integrated Moving Average Model: ARIMA(p, d, q). Notice that
the AR,MA, and ARMA models are stationary time series. However, sometimes
the time series are not necessarily stationary. It may have a linear trend component.
For non-stationary time series, it is necessary to transform it into a stationary one
through the backward shift operator. Such a non-stationary time series is called
ARIMA process, denoted as ARIMA (p, d, q), and is given by
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(
1 − ϕ1B − · · · − ϕp B

p
)
(1 − B)d Zt = (

1 − θ1B − · · · − θq B
q
)
at , (36.4)

where B is the backward shift operator (lag) defined as (1 − B)Zt = Zt − Zt−1 and
d is the number (order) of the difference to make the process stationary.

ARMA Model with a Quadratic Function Trend. Indeed, besides considering a
linear trend component in the time series, some other trend forms may also be taken
into account. If the trend of a time series has a shape as a quadratic function, then it
can be fitted by a quadratic function. The ARMA model with a quadratic function
trend is given by

Zt = quadratic function + ARMA process

= at + bt2 + ϕ1Zt−1 + ϕ2Zt−2 + · · · + ϕp Zt−p + at
− θ1at−1 − θ2at−2 − · · · − θqat−q (36.5)

In the rest of this section, the application of time series method to the passenger
flow prediction will be introduced. This can be achieved by the descriptive and
inferential studies on the current data.

36.3.2 Time Series Analysis

According to [8], the main steps of time series analysis and modeling are:

1. Stationarity and white noise test
2. Model identification (i.e., specifying the lag order)
3. Model selection and parameter estimation
4. Diagnostic checking
5. Prediction based on the optimal model.

Stationary Test. The first step of time series analysis is to verify whether the series
is stationary. There are two main methods: one is the graph test, which illustrates the
features shown in the time series plots and autocorrelation diagrams, while the other
one is the unit root test.

Graph Test.

1. Time series plot

According to the property that mean and variance of a stationary time series are
constant, the time series plot should show that the process fluctuates randomly near
a constant value and the ranges of fluctuation are similar. The time series is usually
not stationary if there exists a significant trend or periodicity.

2. Autocorrelation function (ACF) plot
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ACF is used todescribe thedegreeof linear correlationbetweendifferent observations
in time series. It is proven that the stationary time series usually have short-term
correlation. The time series is stationary if the autocorrelation function declines
rapidly to zero and all the values fall into the confidence interval by lag 3. In contrast,
the autocorrelation of a non-stationary series declines slowly.

Unit Root Test. The unit root test is used to check whether a time series needs to be
differenced. The procedure is described in [15]. Among the unit root tests, the most
widely used one is the Dickey–Fuller (DF) test, which is applicable to the AR(1)
model:

Zt = ϕ1Zt−1 + at = (1 − ϕ1B)−1at =
∞∑

k=0

ϕ
j
1at−k, (36.6)

where |ϕ1| < 1. Since the root of the characteristic equation 1 − ϕ1B = 0 is ϕ−1
1 ,

another equivalent statement of the stationary form is that the root must be outside
the unit circle. So it suffices to test whether the root of the characteristic equation is
outside the unit circle, with, respectively, null and alternative hypothesis:

H0 : {Zt }is non - stationary, |ϕ1| = 1, a regular difference is needed

H1 : {Zt }is stationary, |ϕ1| < 1, the series donot need to be deferenced

The DF test is only applicable to the AR(1) model. In order to generalize the DF
test and make it widely applicable to AR(p) processes, an augmented Dickey–Fuller
(ADF) test was proposed in [16] with the same hypothesis and the decision rules and
includes two other new terms: drift and trend.

White Noise Test. In order to verify whether a process is worth further time series
modeling and analysis, it is needed to perform thewhite noise test. From the definition
of the white noise, for any lag k, its autocorrelation coefficient is given by ρk = 0.
It should be noted that this is the ideal situation. While in practice, most of the
autocorrelation coefficients ρ̂k are not equal to zero due to the finiteness of the
sample sequence, but they fluctuate randomly around a value of 0 with a small float.
According to the methods summarized by Wei [17], instead of considering each
autocorrelation individually, the first m autocorrelation coefficients as a whole are
considered and an index to determine whether a sequence is white noise or whether
there exists a correlation betweenobservations is constructed. The null and alternative
hypotheses for the white noise test are, respectively:

H0 : ρ1 = ρ2 = · · · = ρm = 0,∀m ≥ 1, so{Zt }is a white noise sequence
H1 : for∀m ≥ 1, ∃k ≤ m and k �= 0that

ρk �= 0, so{Zt }is not a white noise sequence
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This is an approximate statistical hypothesis test that none of the autocorrelations
of the series up to a given lag are significantly different from 0. If this is true for all
m lags, then there is no information in the series to model and no ARIMA model is
needed.

Methods of Order Specification. To determine the order (p, q) of ARMA models,
SAS provides a list of the order combinations, which is mainly referred to ESACF,
SCAN and MINIC methods.

The extended sample autocorrelation function (ESACF) method. Since the ACFs
and PACFs of ARMA(p, q) model are all trailing, these two functions cannot be
jointly used to determine the order (p, q). Considering this situation, Tsay and Tiao
[18] proposed a general iterative regression method, and used the ESACF to esti-
mate the order of the model. The method is applicable if the time series yt belongs to
ARMA(p, q) process, then by fitting AR(p)model to it, the estimate of the autocor-
relation regression coefficients ϕ̂i , i = 1, 2, . . . , p will be inconsistent. Therefore,
the residual error of regression must be introduced into the model as an explanatory
variable, and when such process goes on until the q times the estimated model is as
follows:

Zt =
p∑

i=1

ϕ
(q)

i Zt−i +
q∑

i=1

α
(q)

i ê(q−i)
t−i + e(q)

t . (36.7)

Now the estimator ϕi
∧(q) will be consistent. Based on this idea, let m = 0, 1, 2, ...,

ϕi
∧( j) is the j th iteration estimated autoregressive coefficient of the AR (m) model,
then ρi

∧(m) is defined as the sample autocorrelation function of the following model:

yt =
(
1 − ϕ1

∧( j)B − ϕ2
∧( j)B2 − · · · − ϕm

∧( j)Bm
)
zt . (36.8)

Regarding the ESACF, there exists the following probabilistic convergence:

ρ̂
(m)
j

p→
{
0, 0 ≤ m − p ≤ j − q;
X �= 0, otherwise

. (36.9)

Because of this property, the distribution of the ESACF for ARMA (1,1) model
can be displayed as in Table 36.1, which is characterized by the fact that all zeroes
form a triangle with the vertex (1,1). Similarly for the general ARMA (p, q), the
vertex of all zeroes is located at (p, q), which is the rule of identifying the order of
the model. In fact, SAS provides two tables, one is for the estimate of ESACF and
the other one is for the significance test.

The smallest canonical correlation coefficient (SCAN) method. Tsay and Tiao
[19] firstly put forward this idea, and Choi [20] gave the concrete method of solving
and judging ARMA(p, q) model. Only the conclusion of this method is given here.
First, the SCAN of each model with different order combination is calculated, and
then the table of SCAN similar to that of ESACF is formed. The only difference is
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Table 36.1 ESACF for ARMA (1, 1) model, where X is a non-zero number

MA 0 1 2 3 …

AR

0 X X X X …

1 X 0 0 0 …

2 X X 0 0 …

3 X X X 0 …

… … … … … …

that the judgment is based on the rectangle with zeroes being vertices so that the
corresponding vertex position is the order of the model. In our project, SAS gives
two tables, one for the estimate of SCAN coefficients and the other for chi-square
test results of the coefficient significance.

The minimum information criterion (MINIC) method. The minimum information
criterion (MINIC) method, proposed by Hannan and Rissanen [21], can tentatively
identify the order of a stationary and invertible ARMA process. The MINIC table is
constructed by computing Bayesian information criterion (BIC) for various autore-
gressive andmoving average orders. Suppose L is the value of the likelihood function
evaluated at the parameter estimates of ARMA(p, q), N is the number of observa-
tions, and k is the number of estimated parameters, the BIC of ARMA(p, q) model
can be calculated as:

BIC(p, q) = k ln(N ) − 2 ln(L) (36.10)

Values of BIC(p, q) that cannot be computed are set to missing. For large autore-
gressive and moving average test orders with relatively few observations, a nearly
perfect fit can result. This condition can be identified by a large BIC(p, q) nega-
tive value. The MINIC table can be in the form in Table 36.2. The model with the
minimum BIC value is chosen as the best fitted one.

Methods of Parameters Estimation. There are various ways to estimate the param-
eters, such as moment estimation, least squares estimation, maximum likelihood

Table 36.2 MINIC table

MA 0 1 2 3 …

AR

0 BIC(0,0) BIC(0,1) BIC(0,2) BIC(0,3) …

1 BIC(1,0) BIC(1,1) BIC(1,2) BIC(1,3) …

2 BIC(2,0) BIC(2,1) BIC(2,2) BIC(2,3) …

3 BIC(3,0) BIC(3,1) BIC(3,2) BIC(3,3) …

… … … … … …
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estimation and so on. In this work, method of maximum likelihood estimation is
adopted, which is recommended by most experts using SAS for prediction.

Maximum likelihood method. According to the maximum likelihood method of
time series analysis discussed by Guidolin and Pedio [22], under the maximum
likelihood criterion, it is considered that the sample comes from the popula-
tion with the highest probability of occurrence of this sample. Therefore, the
maximum likelihood method for the unknown parameter’s estimation is to make
the likelihood function L

(
ϕ1, . . . , ϕp, θ1, . . . , θq

)
reach the maximum, suppose

p
(
z1, z2, . . . , zn, ϕ1, . . . , ϕp, θ1, . . . , θq

)
is the joint density function, L can be

written as:

L
(
ϕ1, . . . , ϕp, θ1, . . . , θq

) = p
(
z1, z2, . . . , zn, ϕ1, . . . , ϕp, θ1, . . . , θq

)
(36.11)

The distribution function of the population must be known to use the maximum
likelihood. However, in the time series analysis, the distribution of population is
often unknown. In order to facilitate calculation and analysis, it is usually assumed
that the sequence follows multivariate normal distribution:

Zt = ϕ1Zt−1 + ϕ2Zt−2 + · · · + ϕp Zt−p + at − θ1at−1

− θ2at−2 − · · · − θqat−q , z̃ = (z1, z2, . . . , zn)
′, (36.12)

β̃ = (
ϕ1, . . . , ϕp, θ1, . . . , θq

)′
, (36.13)

∑

n

= E(z̃′ z̃) = �σ 2
a . (36.14)

The likelihood function of z̃ is

L
(
β̃
)

= pβ̃ = (2π)−n/2

∣∣
∣∣∣

∑

n

∣∣
∣∣∣

−1/2

exp

{

− z̃
′ ∑−1

n z̃

2

}

. (36.15)

The log likelihood function is

l
(
β̃
)

= −n

2
ln(2π) − n

2
ln

(
σ 2
a

) − 1

2
ln|�| − 1

2σ 2
a

[
z̃

′
�−1 z̃

]
. (36.16)

The system of likelihood equations can be obtained by computing the partial
derivatives of the unknown parameters of the logarithmic likelihood function.

Theoretically, solving the likelihood equations yields the maximum likelihood of
the unknownparameter.However, since z̃

′
�−1 z̃ and ln|�| is not an explicit expression

of the parameter, the likelihood equations are actually composed of p + q + 1
transcendental equations, which usually requires a complex iterative algorithm to
find the maximum likelihood of the unknown parameter.
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The maximum likelihood method makes full use of the information provided by
each observation, so its estimation accuracy is high, and it also has good statistical
properties such as consistency and progressive validity.

Diagnostic test. In this test, the goodness of fit and the accuracy of the model are
measured and the correlation test and the normality test on the residual series are
performed. The following two kinds of criterionwill be used tomeasure the goodness
of fit for a model:

Akaike’s information criterion (AIC). Akaike [23] defined AIC as

AIC = −2 ln(L) + 2k, (36.17)

where L is the value of the likelihood function evaluated at the parameter estimates,
N is the number of observations and k is the number of estimated parameters. The
first term of the AIC measures the goodness of fit of the ARMA model to the data,
and the second term is called the penalty function of the criterion because it penalizes
a candidate model by the number of parameters used. Therefore, the model with the
minimum AIC value should be chosen.

Schwarz’s Bayesian information criterion (SBC). Schwarz [24] defined AIC as

SBC = −2 ln(L) + ln(N )k, (36.18)

Similarly, the model with the minimum SBC value should be chosen. The penalty
for each parameter is 2 for AIC and ln(N ) for SBC, so compared to AIC, SBC tends
to select a lower-order model when sample size is moderate or large.

There are other two kinds of criterion to measure the accuracy of a model’s
predictions will be used. One can refer to [25] for the detailed description.

Mean absolute percentage error (MAPE). The MAPE is a common measure of
forecast error in time series analysis. It usually expresses accuracy as a percentage
and is defined by the formula:

MAPE = 100%

n

n∑

i=1

|Zt − Ft |/Zt , (36.19)

where Zt is the actual value and Ft is the forecast value.
Mean square error (MSE). The MSE is measure of the differences between

prediction values and the actual values. It is defined by:

MSE = 1

n

n∑

t=1

(Zt − Ft )
2, (36.20)

where Zt is the actual value and Ft is the forecast value.
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36.4 Empirical Results

36.4.1 Introduction to Database

In this work, the original data was provided by the bus companies in the city of
Jiaozuo in China, including the bus IC card payment records among the six bus lines
in the city, during the period of time January 01, 2018 to March 31, 2018. Table 36.3
shows a part of the originally collected data. The whole dataset consists of 2,874,878
rows (records), each with eight component variables. The meaning of the variables
used in this work is shown in Table 36.4.

36.4.2 Data Preprocessing

The first phase of the data analysis is to process the data in order to construct a time
series. The steps to obtain the descriptive statistics and the time series plot are the
follows.

Step 1: Standardization of the raw data. The variables which are not straightfor-
ward numeric or character, such as ‘SITE_TIME’, need to be standardized
in the format that the SAS can recognize and interpret.

Step 2: Data extraction. The daily passenger volume from the original database is
extracted. For this, the ‘DATA’ and ‘PROC’ procedures are mainly used in
SAS to create the datasets.

Step 3: Construct the time series. After the datasets, including daily passenger
flow volume in each bus line, are constructed, the graphical procedure in
SAS is used to plot the time series for each bus line. In this work, the line
No. 18 is chosen for case study. The time series plot of the daily passenger
volume in the line No. 18 during the period January 01, 2018 to March 31,
2018 is shown in Fig. 36.1.

36.4.3 Model Building

Case 1: ARMAmodeling with the original time series. According to the results of
ADF test shown in Table 36.5, the p-value is less than 0.05 for a lag of 0, indicating
that the null hypothesis can be rejected and the sequence is stationary, so the ARMA
model is suitable to the original data. After calculating the BIC of the models with
different order combinations, SAS shows the optimal order for the order selection by
the ascending order of BIC value. And three candidate models with minimum BIC
values, namely AR(3),ARMA(1, 1)and ARMA(1, 3) are chosen. The results of the
parameter estimation and fitting statistics for each candidate models are summarized
in Tables 36.6 and 36.7, respectively.
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Table 36.4 Descriptions of the variables used in this work

Variable Meaning

LINE_NO Bus line number

BUS_NO Bus number in a certain bus line

IS_UP_DOWN Direction of the bus (1: up direction; 0: down direction)

LABEL_NO Bus station order number in a certain bus line

UP_PASSENGER Number of passengers getting on the bus

SITE_TIME Date and time when the record is collected

Fig. 36.1 Time series plot of daily passenger volume in line No. 18, including total passenger
volume and the ones in two directions

Table 36.5 ADF test results

Augmented Dickey–Fuller unit root tests

Type Lags Rho Pr < Rho Tau Pr < Tau F Pr > F

Zero mean 0 −0.7683 0.5129 −0.50 0.4972

1 −0.3326 0.6052 −0.28 0.5817

Single mean 0 −17.2117 0.0180 −3.28 0.0189 5.46 0.0283

1 −10.8949 0.0984 −2.40 0.1441 2.95 0.3284

Trend 0 −21.7232 0.0361 −3.50 0.0454 6.33 0.0577

1 −14.4621 0.1790 −2.61 0.2773 3.49 0.4875
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Table 36.6 Parameter estimation results of three candidate models (in Case 1)

(p, q) MU ϕ1 ϕ2 ϕ3 θ1 θ2 θ3

(3, 0) 2227.2 0.65563 0.05421 0.27748

(1, 1) 2412.4 0.98886 – – 0.37098 – –

(1, 3) 2154.8 0.98111 0.35491 0.08107 −0.30409

Table 36.7 Fitting statistics
of three candidate models (in
Case 1)

(p, q) AIC SBC MAPE

(3,0) 1445.263 1455.262 13.57413

(1,1) 1446.71 1454.209 13.82645

(1,3) 1445.193 1457.693 13.81004

Although ARMA(1,1) and ARMA(1,3) have the smallest SBC and the smallest
AIC value, respectively, their MAPE values are much higher than that of AR(3).
In comparison, AR(3) model has the smallest MAPE value indicating the highest
prediction precision, and either its AIC or BIC value is slightly higher than the
minimum indicating a relatively good goodness of fit. Therefore, AR(3) is chosen
as the optimal model in this case. After implementing the parameter estimation by
goodness of fit test for AR(3) model in SAS, all the AR coefficients are significant,
so the optimal model is determined as below.

Zt = 0.65563Zt−1 + 0.05421Zt−2 + 0.27748Zt−3 + at (36.21)

As shown in Fig. 36.2, the residual diagnostics in SAS shows ACF value of
the residual sequence is almost 0, and the white noise probability is greater than
0.05, which indicates that there is no dependence between the residuals and the
AR(3) model has extracted all the useful information from the historical time series.
Besides, the histogram and QQ-plot of residuals (Fig. 36.3) show that the residual
sequence follows normal distribution, indicating the model is adequate. The ten-step
ahead prediction of the passenger flow volume by using the model (36.21) and the
comparison between actual and prediction are shown, respectively, in Table 36.8;
Fig. 36.4.

Although the diagnostic results show that AR(3) is adequate for the sequence
fitting, 95% confidence interval of the prediction is very wide. Since the wider the
confidence region is, the lower the prediction accuracy is, the prediction especially
in the long term may not be accurate.

Case 2: ARMA modeling with the first-order differenced time series.
According to the ACF plot shown in Fig. 36.5, even the autocorrelation decreases
exponentially, it does not fall into the confidence interval until lag 5. Considering
that the ACF decays gradually, not rapidly to zero, the time series is regarded as
non-stationary and needs to be differenced, so the ARIMA model is applied to fit
the data. And two models with minimum BIC value are chosen as candidate models,
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Fig. 36.2 Residual correlation diagnostics for AR(3) model

Fig. 36.3 Residual normality diagnostics for AR(3) model
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Table 36.8 Prediction based on AR(3) model

Date Forecast for the
daily passenger
volume

Std error of
forecast

Lower 95%
confidence limit

Upper 95%
confidence limit

20180401 4910.496318 726.7519712 3486.088629 6334.904007

20180402 5093.005425 869.0218861 3389.753826 6796.257023

20180403 4937.714098 937.5256512 3100.197587 6775.230609

20180404 4904.203801 1043.474524 2859.031316 6949.376287

20180405 4924.457867 1137.024275 2695.931238 7152.984497

20180406 4892.829962 1211.618031 2518.102259 7267.557665

20180407 4863.893423 1284.335326 2346.642439 7381.144406

20180408 4848.827417 1353.560756 2195.897083 7501.75775

20180409 4828.60494 1417.048994 2051.239948 7605.969932

20180410 4806.500485 1476.948875 1911.733884 7701.267087

Fig. 36.4 Actual values against prediction based on AR(3)i j model

namely ARIMA(0, 1, 1)and ARIMA(2, 1, 0). The results of the parameter estima-
tion and fitting statistics for each candidate models are summarized in Tables 36.9
and 36.10, respectively.

It can be seen ARIMA(2, 1, 0) has a smaller AIC value indicating a higher good-
ness of fit, and a smaller MAPE value indicating a higher prediction precision, while
its SBC value is slightly higher than ARIMA(0, 1, 1). Therefore, ARIMA(2, 1, 0)
model is chosen as the optimal one for the first-order differenced time series. After
implementing the parameter estimation by goodness of fit test, all the coefficients
are significant. So the optimal model is determined as below.

(1 − B)Zt = −0.33412(1 − B)Zt−1 − 0.28956(1 − B)Zt−3 + at (36.22)
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Fig. 36.5 Trend and ACF plots for the original time series

Table 36.9 Parameter estimation results of two candidate models (in Case 2)

(p, d, q) MU ϕ1 ϕ2 ϕ3 θ1 θ2 θ3

(0, 1, 1) 32.28610 0.37507

(2, 1, 0) 32.81746 −0.33412 −0.28956 – – –

Table 36.10 Fitting statistics
of three candidate models (in
Case 2)

(p, d, q) AIC SBC MAPE

(0, 1, 1) 1429.956 1434.934 13.9703

(2, 1, 0) 1428.162 1435.628 13.64128

By performing the residual diagnostics (similar to Case 1), it is observed that there
is no dependence between the residuals and the ARIMA(2, 1, 0)model has extracted
all the useful information from the time series. Besides, the residual sequence follows
normal distribution, indicating the model is adequate. The ten-step ahead prediction
of the passenger flowvolume by using themodel (36.22) and the comparison between
actual and prediction are shown, respectively, in Table 36.11; Fig. 36.6.

Although the diagnostic results show that ARIMA(1, 2, 0) is adequate for the
sequence fitting, its 95% confidence region of the prediction from the model is still
very wide.
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Table 36.11 Fitting statistics of three candidate models (in Case 2)

Date Forecast for the
daily passenger
volume

Std error of
forecast

Lower 95%
confidence limit

Upper 95%
confidence limit

20180401 5073.267 737.6109 3627.576 6518.958

20180402 5105.553 869.797 3400.783 6810.324

20180403 5137.84 984.39 3208.471 7067.208

20180404 5170.126 1086.969 3039.706 7300.545

20180405 5202.412 1180.668 2888.344 7516.479

20180406 5234.698 1267.46 2750.522 7718.873

20180407 5266.984 1348.678 2623.624 7910.343

20180408 5299.27 1425.275 2505.783 8092.757

20180409 5331.556 1497.96 2395.608 8267.504

20180410 5363.842 1567.279 2292.033 8435.652

Fig. 36.6 Actual values against forecasts based on ARIMA(2, 1, 0) model

Case 3: ARMA modeling with quadratic function trend. According to the
original time series plot in Fig. 36.1, it is observed that the passenger flow time series
may have a quadratic trend. The two trend variables, _LINEAR_ and _SQUARE_ (as
shown in Table 36.12), representing linear and quadratic relationships, respectively,
are pre-generated.

Then, the same steps as in the previous two cases are followed to build a quadratic
ARMA model. And three models with minimum BIC value as candidate models
are chosen, namely Quadratic + AR(3),Quadratic +ARMA(1, 1)and Quadratic +
ARMA(1, 3). The results of the parameter estimation and fitting statistics for each
candidate models are summarized, respectively, in Tables 36.13 and 36.14.

Compared with the other two models, the Quadratic + ARMA(1, 3) model has
the smallest AIC and MAPE indicating the highest goodness of fit and the highest



36 Application of Time Series Method to the Passenger … 515

Table 36.12 Part of dataset with two trend variables

Date total_passenger_sum _LINEAR_ _SQUARE_

1 180101 1863 1 1

2 180102 3251 2 4

3 180103 2339 3 9

4 180104 3033 4 16

5 180105 3793 5 25

6 180106 3219 6 36

7 180107 2558 7 49

8 180108 2957 8 64

9 180109 2922 9 81

10 180110 1950 10 100

prediction precision. Although Quadratic + ARMA(1,1) has the smallest SBC,
its MAPE is the highest indicating the lowest prediction accuracy. Therefore, the
Quadratic + ARMA(1, 3) is chosen as the optimal model with quadratic trend.

After implementing the parameter estimation by goodness of fit test, it can be
seen that not only the MA and AR coefficients, but also the coefficients of linear
and quadratic trend variables are significant. So the optimal model is determined as
below.

Zt = 113.79672t − 0.92369t2 + 0.76222Zt−1

+ at − 0.26487at−1 − 0.05254at−2 + 0.35486at−3 (36.23)

By performing the residual diagnostics (similar to Case 1), it is observed that there
is no dependence between the residuals and the Quadratic+ARMA(1, 3)model has
extracted all the useful information from the time series. Besides, the histogram
and QQ-plot (obtained by using the same method in Case 1) show that the residual
sequence follows normal distribution, indicating the model is adequate.

Using the model (36.23), the ten-step ahead prediction and the comparison
between actual and prediction are shown, respectively, in Table 36.15; Fig. 36.7.

The 95%confidence regionwidth is significantly narrower, but the prediction does
not describe the rapid growth at the end of the sequence, so probably it is caused by
some external factors such as weather and holiday policies. If further improvements
are needed, the external influences must be included in the model.

36.5 Conclusion

In this work, the prediction on the passenger flow volume in the bus transpiration
system is performed, by using three kinds of time series models: AR, ARIMA and
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Table 36.14 Fitting statistics of three candidate models (in Case 3)

Quadratic + (p, q) AIC SBC MAPE

Quadratic + (3, 0) 1442.351 1457.35 13.73232

Quadratic + (1, 1) 1443.143 1455.642 14.00114

Quadratic + (1, 3) 1439.571 1457.07 13.43795

Table 36.15 Forecasts based on Quadratic + ARMA(1, 3) model

Date Forecast for the
daily passenger
volume

Std error of
forecast

Lower 95%
confidence limit

Upper 95%
confidence limit

20180401 4934.188 693.2455 3575.452 6292.924

20180402 5074.388 774.2533 3556.879 6591.896

20180403 4629.014 806.6707 3047.968 6210.059

20180404 4536.912 908.7964 2755.704 6318.121

20180405 4450.85 963.1695 2563.073 6338.628

20180406 4368.952 993.3936 2421.936 6315.967

20180407 4289.787 1010.538 2309.169 6270.406

20180408 4212.268 1020.367 2212.386 6212.15

20180409 4135.564 1026.034 2124.575 6146.553

20180410 4059.041 1029.312 2041.627 6076.455

Fig. 36.7 Actual values against forecasts based on Quadratic + ARMA(1, 3) model

Table 36.16 Fitting statistics of three optimal models

Model AIC SBC MAPE MSE

AR(3) 1445.263 1455.262 13.57413 504694.3

ARIMA (2,1,0) 1428.162 1435.628 13.64128 531843.6

Quadratic + ARMA (1,3) 1439.571 1457.07 13.43795 443210.1



518 Y. Ye et al.

quadratic ARMA. At first, the bus IC card payment records were transformed into a
time series, which represents the daily passenger volume in line No. 18. Then, the
time series analysis was used and two optimal models, AR(3) and ARIMA(2, 1, 0),
were found. Both models performed well in terms of goodness of fit but failed to
attain accurate predictions. In order to achieve a higher prediction accuracy, the
ARMA model with the quadratic trend was further explored and combined, and a
Quadratic+ARMA(1, 3)model was established for the time series, which achieves
a better balance between fitting and forecasting. The fitting statistics of those models
are shown in Table 36.7.

Each model has its own advantages and disadvantages. They are discussed as
follows one by one.

• AR(3): The AR(3)model has no obvious advantages and disadvantages, because
its performance is not outstanding either in goodness of fit or prediction accuracy.
Its SBC, MAPE andMSE value are all in the middle level, except its AIC value is
slightly higher than the other two models. The only advantage worth mentioning
is that since differencing the process is not needed, this model is the simplest and
the most straightforward one, and the cost is thus the lowest for the application.

• ARIMA(2, 1, 0): In terms of fitting effect, the ARMA(2, 1, 0) model has the
lowest AIC and SBC values indicating the highest goodness of fit. However, it
owns the highestMAPE andMSE among the three models, indicating the greatest
deviation between the predicted value and the true value. Moreover, its prediction
confidence region widens over time, so it may perform poorly in the long-term
prediction. But since it has the best fitting effect, it can accurately describe the
surge trend at the end of the original time series, so the prediction result will be
reliable when the model is used to predict the most recent value.

• Quadratic + ARMA(1, 3): Compared with the other two models, Quadratic +
ARMA(1, 3) model has the smallest MAPE and MSE value, so it achieves the
highest prediction accuracy. Most importantly, this model has a unique advantage
over the others, and it has a narrower prediction confidence interval of a constant
width over time, so it will performmore effectively with high prediction accuracy.

The initial objective of this project and the main demand from the traffic manage-
ment is to improve the forecast accuracy. Due to this, the accuracy of the predic-
tion is the most important factor for the solution performance evaluation. So it can
be concluded that the Quadratic + ARMA(1, 3) model is the most appropriate,
compared to the other two models. Although ARIMA(2, 1, 0) model fits the current
data the best and its short-term prediction shows relatively higher volatility, it may
be more useful for short-term prediction.

36.6 Open Questions and Potential Improvements

Although the ARMAmodel with quadratic function trend performs best in our case,
its application range is limited, because the time sequence must show a quadratic
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trend. In the reality, only the short-term change of passenger flow may show such a
trend. For the long-term daily passenger flow, if the data span is more than one year,
it usually fluctuates within a limited range near a fixed value. So the stationary time
series model may be more suitable for such kind of data. In addition, in view of the
change of daily passenger flow in certain city, a seasonal factor with week cycle may
be considered because of the difference of the commuting time between weekdays
and weekends. In this case, a seasonal ARIMA model may be built to fit the series.

As mentioned in the end of Sect. 36.4, the time series method has limitations.
When the prediction time span is long, only a rough future trend line can be obtained,
but not the specific volatility. In order to accurately describe the future fluctuations,
more external factors, such as weather, temperature, holidays and events, might be
introduced into the model. When the historical data is updated continuously and the
sample size is increasing, the algorithm should be updated and adjusted accordingly.
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Chapter 37
Application of Sample Entropy
to Analyze Consciousness in CLIS
Patients

Shang-Ju Wu and Martin Bogdan

Abstract In this paper, an approach using sample entropy in order to detect the
consciousness in two complete locked-in syndrome (CLIS) patients is presented. The
typical symptom of CLIS patients is complete paralysis, but internal brain activities
are supposed to be still available. On the other hand, there is no certainty about the
actual state of consciousness in CLIS patients. For communication reasons and thus
the patient’s quality of life, it is an important problem to investigate consciousness
in CLIS patients. A brain computer interface (BCI) potentially provides the family
members amethod to communicatewithCLIS patients. There are argumentswhether
the CLIS patients are conscious or not. As consciousness is required to use BCI
correctly, this study proposes to use sample entropy to uncover awareness from
electroencephalography signals in CLIS patients. In a first proof of concept, data
from two patients have been analyzed. The results for these two patients indicate that
the use of sample entropy might be helpful to uncover awareness and thus to detect
consciousness in CLIS patients.

37.1 Introduction

Locked-in syndrome (LIS) is a state perhaps caused by a stroke, car accident, or
motor neuron diseases, such as amyotrophic lateral sclerosis (ALS) and unrespon-
sive wakefulness syndrome (UWS). LIS patients with this medical condition have
no movements of limbs and most of facial muscles, but consciousness is supposed
to remain. Those patients are frequently misdiagnosed as having no consciousness.
Nevertheless, there is one UWS case proofing that the patient is awake after 20 years
[1]. LIS patients often communicate only by eye or eyebrow movements before slip-
ping into completely locked-in state. Patients enter the complete locked-in syndrome
(CLIS) status while the last remaining eye movements and anal sphincter control
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disappear [2, 3]. Chaudhary et al. [4] attempted electroencephalography (EEG) and
near-infrared spectroscopy (NIRS) to interact with CLIS patients, but there are still
many controversies [5]. The biggest challenge regarding the proof of conscious-
ness in CLIS patients is that the CLIS patients cannot express themselves explicitly
anymore; thus, it is difficult to prove the results with last evidence.

In order to detect the state of consciousness, this study proposes to analyze the
continuously recorded electroencephalography (EEG) signals using sample entropy.
The main objective of this research is to provide a possible method to confirm that
consciousness which is present in these patients during a defined time period. The
final goal of this investigation is to restore the communication channel between CLIS
patients and the outside world via BCI.

The sections of this paper are organized as follows: First, information about the
modus operandi, the used analysis software, and the dataset is presented. Then, the
method of sample entropy is described. Third, the preliminary results are presented,
and the possible influencing factors are discussed. Finally, future developments are
considered.

37.2 Method

Theflowchart of the proposed data processing approach is shown in Fig. 37.1. First, in
order to reduce the computation time, the original EEG signals are down-sampled to
100 Hz. Second, the down-sampled signals were band pass filtered by a sixth-order
1–45 Hz Butterworth filter since thoughtfulness and awareness, which is closely
related with consciousness, are considered to be in the beta band (13–30 Hz) [6]
and interference of the 50 Hz power-line frequency is avoided. Finally, the sample
entropy algorithm was applied to obtain a level of consciousness. All the data were
analyzed using MATLAB R2018b.

37.2.1 Dataset

The dataset in question comprises the signals of electroencephalography (EEG) and
electrooculography (EOG). The dataset provider published the analysis results from
four patients [4]. The same codename is used to facilitate comparison for readers.
Two of these patients completed more than 130 sessions over several weeks: patient
B completed 56 sessions, patient F completed 80 sessions (we kept the denomination

Electroencephalography
(EEG) ConsciousnessSample EntropyButterworth Filter

Fig. 37.1 Data processing flowchart
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as in [4]). Because of the high number of completed sessions from two patients, we
decided to use the data from these two patients. The EEG data was recorded with an
EEG amplifier (Brain Amp DC, Brain Products, Germany) using a sampling rate of
200 Hz.

Figure 37.2 shows the channel positions which were used to acquire EEG signals
and four electrodes which were used to acquire the vertical and horizontal EOGs.
Table 37.1 shows the electrodes used to record the EEG signals for different patients
on different days.

Beside the effect that in LIS the EOG signals that are measured to reject its
influence in the recordedEEGdata, during the course of disease inALS towardCLIS,
the patients gradually lose the ability to control muscles and even eye movements,
and thus, the EOG disappears. Therefore, in this paper, we focus only on the analysis
of the source of brain waves, EEG signals.

Patient B is a 61 year old CLIS patient. He was diagnosed with ALS in May
2011. From April 2012 to December 2013, he was able to communicate with the
MyTobii eye-tracking device. His family members attempted to train him to move
his eyes to different sides to express “yes” and “no,” but the response was unstable.

Fig. 37.2 Channels’ positions. Left: the channels positions of electrooculographic (EOG). Right:
the channels positions of electroencephalography (EEG)

Table 37.1 Electrodes
recording the EEG signals of
the two patients on different
days

Codename Day EEG channels

Patient B Day1 FC5, FC1, FC6, CP5, CP1, CP6, AF3,
AF4

Day2 FC5, FC1, FC6, CP5, CP1, CP6, AF3,
AF4

Patient F Day1 FC5, FC1, FC6, CP5, CP1, CP6

Day2 FC5, FC1, FC6, CP5
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Since August 2014, a communication was no longer possible. Patient F is a 68-
year-old completely locked-in state patient. She was diagnosed with ALS in May
2007, locked-in syndrome (LIS) in 2009, and CLIS inMay 2010. No communication
channel was realized since 2010. Gallegos-Ayala et al. [7] described the details of
this patient.

In total, over 22 h (130 sessions) of auditory experiments like [2] were recorded
including trigger marks, the states of baseline, presentation, last word, and response.
Beforehand of the study, the investigators discussed with family members in order to
compile 200 personal questions known by the patients for sure and 40 open questions.

First, the investigators trained the patients ahead the experiments by asking the
known questions, for example: “Berlin is the capital of Germany?”/“Berlin is the
capital of France?,” in which the patient was expected to answer these paired “yes”
or “no” questions.

During the experiments, the investigators asked the patients personal questions as
well, such as “Is your husband’s name Joachim?” and also open questions the like
“You feel good today?”/“You feel bad today?” related to the topic around the quality
of life and compare the answers with the actual physiological status reported by the
caretakers.

37.2.2 Sample Entropy

The entropy family is used frequently in nonlinear dynamic analysis to estimate the
variability in time and frequency domain [8, 9]. This investigation utilizes sample
entropy to analyze noninvasive electroencephalography (EEG) physiological signals
as proposed in [10–12].

Richman and Moorman [13] improved the approximate entropy algorithm by
developing sample entropy in order to apply it in short-term time series and to bemore
sensitive. The parameters of sample entropy are the same as approximate entropy,
but sample entropy reduced the effect of self-matching. The entropy family is widely
used in neuroscience, including evaluating consciousness approaches when patients
are in anesthesia during surgery [14–16].

SampEn (m, r,N) indicates the sample entropy wherem is the dimension selected
in advance, r is the range of the tolerance coefficient selected in advance, and N is
the number of data points respective to the data length. Pincus [17, 18] suggested that
the appropriate number N of the corresponding data length should be in-between the
number 10m and 30m. Thus, for 1000 data points in our case, we set the dimension
m to 3 (and therefore, the length of the observed pattern). The range of the toler-
ance coefficient r is 0.2, which means 20% of the standard deviation of time series.
Figure 37.3 shows a time series X = x[1], …, x[i], …, x[N]. The color band around
the data point x[1], x[2], and x[3] represents point x[1] ± r, x[2] ± r, and x[3] ± r,
respectively. All data points in the red band match the data point x[1], and similarly,
all the data points in the orange and yellow bands match the data points x[2] and
x[3].
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Fig. 37.3 A diagram where each point represents one data point in time domain to explain the
operation of sample entropy depending on the row of occurrence over time

Consider the three components red-orange-yellow as consecutive sequence pat-
tern (x[1], x[2], x[3]) and the four components red-orange-yellow-green as consec-
utive sequence pattern (x[1], x[2], x[3], x[4]). In this example, there are four red-
orange-yellow sequences, (x[12], x[13], x[14]), (x[19], x[20], x[21]), (x[30], x[31],
x[32]), and (x[37], x[38], x[39]), they match x[1], x[2], x[3] on the same color bands,
but only two red-orange-yellow-green sequences that match x[1], x[2], x[3], x[4].
Continuing that way with the next three-component sequence (orange-yellow-green)
and the four-component sequence pattern (orange-yellow-green-blue), in this case,
the number of matches of three-component pattern matches is two, and only one
match for a four-component pattern. These numbers of matches are added to the
previous numbers, the total number of three-component matches is six, and the total
number of four-component matches is three. Now, repeat all possible sequence pat-
terns, (x[3], x[4], x[5], x[6]),…, (x[N − 3], x[N − 2], x[N − 1], x[N]) to determine the
ratio of all three-component pattern matches and four-component pattern matches.
Then, the sample entropy is computing as follows:

SampEn(N ,m, r) = − log
Am(r)

Bm(r)
(37.1)

Bm(r) = (N − m)−1
N−m∑

i=1

Bm
i (r) (37.2)

Am(r) = (N − m − 1)−1
N−m∑

i=1

Am
i (r) (37.3)

where Bm
i (r) is the match number of x(j) with x(i) according to the following

conditions, Am
i (r) is for the situation of m + 1:
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d[um(i), um( j)] = max{|x(i + k) − x( j + k)|} < r × SD (37.4)

which must be less than a threshold, R = r * SD, where SD is the standard deviation
of the time series X = [x(1), x(2), …, x(N)] and r is the tolerance. X is divided into
several selected sequences um(i) = [x(i), x(i + 1), …, x(i + m − 1)] (i = 1 … N −
m + 1, k ∈ [0,m − 1], i �= j). Thus, the higher the value of sample entropy, the
lower the self-similarity of the series, the higher the probability of producing a new
signal, and finally, the more complicated is the data series. Otherwise, the smaller
the value of sample entropy, the higher the self-similarity of the series, and thus, the
lower the probability of producing a new signal, and consequently, the simpler is the
data series.

37.3 Results

As proposed in Sect. 37.2.2, we have applied sample entropy to the dataset as shown
in Fig. 37.3. We interpret therefore a higher value of sample entropy as higher brain
activity and thus hypothetically more consciousness. This interpretation is based on
the results shown in [4] where during the corresponding time slots (see Figs. 37.4,
37.5, 37.6, and 37.7 trigger marks), the experimenter received a good number of
correct answers, thus indicating the consciousness of the patient. Figures 37.4, 37.5,
37.6, and 37.7 are showing the results for two patients over two days for each patient.

Fig. 37.4 Result of sample entropy (Patient B/Day 1)
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Fig. 37.5 Result of sample entropy (Patient B/Day 2)

Fig. 37.6 Result of sample entropy (Patient F/Day 1)
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Fig. 37.7 Result of sample entropy (Patient F/Day 2)

These data were selected, since during the two days results to the questions, and
therefore, consciousness was reported as being better than during the other days
of experiments. In order to obtain relatively clear results in term of consciousness
detection, the treated data should potentially contain corresponding information. For
this reason, we preselected the two days as argued above.

In Fig. 37.4, we combined seven consecutive sessions over 69 min during day
one. The figure below shows the time window between 10 and 60 min in which the
investigators asked the questions. The timewindows from 0 to 10min and 60–69min
are the rest states. The top diagram shows the result of the sample entropy:We assume
that the higher the value, the higher the relative consciousness of the patient. After
9 min, the value rises obviously, clearly showing the difference between rest and
experience state as at that point the questions were started.

In Fig. 37.5, we combined seven consecutive sessions during day 2 all in all over
64 min. The figure below shows the time window between 10 and 59 min in which
the investigator asked the questions. The periods from 0 to 10 min and 59–64 min
are the rest states. After 10th min, the value of sample entropy rises obviously as
well, what we would interpret again as a higher level of consciousness. There is a
slow decline after 59 min. The results of patient B in these two days are consistent
with the time window of trigger marks. The results for patient B in all other channels
(FC5, FC1, FC6, CP5, CP1, CP6, AF3, AF4) have a similar trend.

In Fig. 37.6, a combination of six consecutive sessions during one day with over
90 min is shown for patient F, who performed less good as patient B in general.
The figure below shows the time windows between 0 and 39 min and 68–90 min in
which the investigator asked the questions. The period of 39–68 min is a rest state.
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After the 38 min, the value of sample entropy rises slowly. After the 74 min, the
value declines slowly. But the result is the opposite of the result of patient F. The
trend of symmetrically positioned electrodes (CP5 vs. CP6, FC5 vs. FC6) is similar,
whereas not symmetrical positioned electrodes differ. So, depending on the area over
which the electrode is placed (e.g., over the Broca area or the Wernicke area), the
task-related signal must be different and thus will indicate different corresponding
aspects and showdifferent trends on the related electrodes.We speculate that the level
of consciousness depends on how difficult the questions were. Perhaps the questions
asked by the investigators can promote the patients’ thinking?

In Fig. 37.7, we show the consecutive combination of seven sessions during
another day over all in all 70 min during day 2. The figure below shows the time
windows between 10 and 35 min and 37–60 min in which the investigator asked the
questions. The time windows of 0–10 min and 60–70 min are the rest states. After
the 36 min, the value of sample entropy rises slowly. The value declines slowly after
the 48th minute. The correct response rate is around 70% by functional near-infrared
spectroscopy (fNIRS) and support vector machine (SVM) to ensure that patients are
awake [2]. There is a similar result between channel CP5 and the other channels
(FC5, FC1, FC6) for patient F on day 2. In the future, we will correlate the differ-
ent types of questions and related feedback in order to refer to the value of sample
entropy and to obtain further results.

37.4 Discussion

The results of patient B shows a relatively higher value of sample entropy while the
time window is consistent with the communication period. But not all the results of
patient F are in line with this trend. Perhaps, there is an effect related to the difficulty
of the questions as well. Therefore, we need to classify with the correct response rate
and compare with the type of questions for further analysis. Nevertheless, globally,
the obtained results are correlating with the observations in [4]. Even though this
does not prove the correctness of the approach in terms of detecting correctly the
consciousness, it indicates that the approach might be correct. Remember that in
CLIS patients, the final proof of consciousness cannot yet determined without any
doubts since the patient cannot tell any more by any means, if she/he was conscious
at the moment anymore.

37.5 Conclusion

In this study, sample entropy was proposed to demonstrate consciousness in two
complete locked-in state patients. Preliminary results show that it can be hypothet-
ically possible to use sample entropy in the time domain to detect the awareness
respective to consciousness in the case of CLIS patients; still, it has to be mentioned
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that the response rate and the type of questions can be important factors to explain the
result presented here. At least these results provide an approach for the detection of
the level of consciousness and give the possibility to interpret some meanings from
EEG signals instead of supposing unconsciously suspecting them and may finally
prove that CLIS patients can recognize the external stimulus and answer questions
through a brain computer interface.

Remark that the presented results still state an indication toward consciousness
detection in CLIS patients since yet no one other than the patient himself can state
about his consciousness and thus proof the correctness of the obtained results at
100%—but cannot communicate it in a manner we understand due to his/her com-
plete inability to communicate by any means we are used to. Nevertheless, we pre-
sented an approach that provides a good option to obtain a marker indicating the
consciousness of a CLIS patient with a good probability. If this method is com-
bined with competing methods as proposed in [19], it may significantly advance the
solution of the consciousness detection problem in CLIS patients.
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Chapter 38
Intelligent Tuning of PID Controller
for Double-Link Flexible Robotic Arm
Manipulator by Artificial Bee Colony
Algorithm

A. Jamali, I. Z. Mat Darus, M. H. A. Talib, H. M. Yatim, M. S. Hadi,
and M. O. Tokhi

Abstract Robotics system particularly robotic arm has received tremendous
demand in various fields especially manufacturing industries. Robotic arm is highly
needed to enhance production, to improve output, and reduce human error. The cur-
rent robotics arm not only they are expensive and required specialist formaintenance,
but they are also bulky and very heavy. Thus, the option is employing lightweight,
stronger, and more flexible robotics arm. However, the lightweight robotic arm can
be easily influenced by unwanted vibration which may lead to problems includ-
ing fatigue, instability, and performance reduction. These problems may eventually
cause damage to the highly stressed structure. This research focuses on the develop-
ment of intelligent controller utilizing artificial bee colony (ABC) algorithm to tune
proportional integral derivative (PID) parameters for controlling two-link flexible
manipulator (TLFRM). The essential objective of the designing the controller is to
improve the performance of desired position and vibration suppression of TLFRM.
The MATLAB environment is utilized to verify the accomplishment of the rec-
ommended control system. An assessment is conducted to illustrate the efficiency
of PID-ABC controller in terms of input tracking and vibration suppression. The
results show that the system with embedded new proposed controller is capable to
achieve preferred angle at decrease overshoot and the settling time is exception-
ally much quicker. The vibration reduction demonstrated substantial improvement
as compared to manual tuning method. Overall, the proposed controller for two-link
flexible manipulator that is intelligent PID-ABCwas successfully control the system
to the preferred position with vibration suppression in the entire system.
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38.1 Introduction

Robotics manipulator arm system has progressively become popular not only among
the heavy industries but also among small to medium enterprise industries. This is
meant for simple and repetitive tasks to increase their productivity. The demand led
to the changes of physical configurations of a robot such that the link structure is
longer and thinner and the material used is lightweight. The developed robotic arm
by using the lightweight material introduces flexibility to the system. Due to that, the
flexible armmanipulator (FRM) motion tracking control is considered as a challeng-
ing problem due to the system dynamic replicated a highly coupled nonlinear and
time-varying. Despite the problem, the flexible robotic manipulators have several
potential applications such as in space exploration, military, medical field, automo-
tive, oil and gas and other industrial applications. In manufacturing industries, the
demand for flexible robotic arm manipulator is more imperative in order to fulfill the
needs of current industrial such as higher maneuverability, superior transportability,
quicker response times, and lower power consumption.

Researchers proposed various control strategies for FRM such as passivity-based
velocity feedback and strain feedback schemes [1], hybrid collocated and non-
collocated PID controller [2], global terminal sliding mode [3], a genetic algorithm
(GA)-based hybrid fuzzy logic control strategy [4], decoupling controller based on
the cloud model [5], adaptive distributed control strategy [6] and decentralized con-
troller based on linear matrix inequalities [7]. Besides, researchers also proposed
various controller strategies to design multivariable (MIMO) systems for multi-link
FLM, ranging from intelligent control [8–10] to adaptive control [11], sliding mode
controller [12, 13], adaptive iterative learning control scheme [14], torque controller
[15, 16], optimal nonlinear controller [17], and PDE-based controller [18]. Most
of the listed control schemes incorporate both conventional and intelligent control
strategies to compensate the drawback of each controller.

Despite various advance control strategies proposed for the industrial environ-
ment, simple controller in which employing decentralized control scheme is prefer-
able particularly forMIMO frameworks. The decentralized control scheme has raised
interest among researchers. This is due to the fact they are frequently successful of
imparting an extraordinary overall accomplishment despite their handy structure and
intuitiveness. Though decentralized controller structure constraints bring about cer-
tain performance deterioration if compared with centralized full controller systems,
it still gains popularity due to hardware simplicity and employ failure tolerant struc-
ture. Subsequently, it is easy to implement and maintain by plant personnel apart
from delivering an adequate performance. There are few examples that showcase
the decentralized control which have been implemented to two-link flexible robotic
manipulator (TLFRM) system. The work in [19, 20] has proposed the decentralized
PI-PID controller for TLFRM throughmanual tuning. Then, the overall performance
has been elevated by adding ILC which have been verified in the simulation. The
linear matrix inequalities (LMI)-based PID control of a nonlinear two-link flexible
robotic manipulator (TLFRM) incorporating payload have been reported in [21].
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In [7], decentralized proportional integral derivative (PID) controller by incorporat-
ing bounding parameters of interconnection terms in LMI formulation for an n-link
robotic manipulator system was proposed. Finally, another decentralized control
strategy utilized neural network (NN) to approximate the ZN-PID for every link of
TLFRM in [22].

Apart from that, Alam et al. [23] applied hybrid PD-PD/ILA tune by multi-
objective genetic algorithm optimization for single-link flexible manipulator
(SLFM). Tijani carried out a multi-objective optimization the use of differential evo-
lution (MODE) for PID controller of SLFM [24]. Another researcher has proposed
an expanded bacterial foraging algorithms (BFA) to fine-tune the PID controller of
SLFM [25]. Bee algorithm has been successful to optimize the hierarchical PID
parameter of SLFM in [26]. Finally, PSO is used to tune one of PID parameters of
the hybrid PID-PID controller of SLFM [27].

The literatures disclose that the application of intelligent tuning is considered
in both TLFRM and SLFM. However, the survey confirms that the unique type of
evolutionary algorithm such as DE, BFA, and ABC provides an effective method
in optimizing the PID controller confine only in SLFM. Thus, there are relatively
few PID controllers and have been used in TLFRM compared to their SLFM. The
reason can be associated with the problem in the tuning coupled system. Besides,
most of the time, the tuning methods showed sluggish responses when applied to a
non-minimum phase system like flexible manipulator.

This paper therefore proposed hybrid PID-ABC for TLFRM, whereby ABC is
used tooptimize theparameters’ ofPIDcontrollers. The system ismodeledvia system
identification in which NARX model structure is utilized and the nonlinear part is
predicted by neural network (Sect. 38.2). Section 38.3 presents the ABC algorithm
used for optimization. The proposed control schemes that are the collocated PID
controller for position tracking and the non-collocated PID controller for endpoint
vibration suppression are then described in Sect. 38.4. Section 38.5 discusses the
simulation results in which include the assessment of the recommended controllers
in terms of reference tracking and endpoint acceleration. The conclusion remarks
are presented in Sect. 38.6.

38.2 Experimental Setup and System Identification

38.2.1 Robotics Manipulator Test Rig

The planar TLFRM is constructed as shown in Fig. 38.1. The developed rig was
executed to mimic the actual angular motion of manipulator. There are four outputs
acquired from the sensors that are encoders and accelerometer. The outputs charac-
terize the hub angles and endpoint acceleration of every link, respectively. The test
is conducted in 9 s for every individual movement and repeated for similar angle.
In order to match the mechanical system with software, the sampling time of 0.01 s



536 A. Jamali et al.

Fig. 38.1 Setup of two-link flexible robotic manipulator rig

was applied. Figure 38.2 indicates the schematic layout to illustrate the integration
among all devices.

Fig. 38.2 Schematic diagram of TLFRM
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38.2.2 System Identification

The TLFRM is classified under distinctly nonlinear. Thus, the development of non-
parametric modeling is favored for this study utilizing neural network. NARX is
chosen as model structure in this study because it has the simplest structure among
nonparametric model. The research makes use of backpropagation for multilayer
perceptron (MLP) neural network and Elman neural networks (ENN) for modeling
the TLFRM system. All the developed models are validated via mean squared error
(MSE). They are further validated via correlation test. The details can be found in
[28].

38.3 Optimization Algorithm

After a system model is obtained, it can be utilized to predict the physical system
behavior under different operating conditions or to control it. In this work, artifi-
cial bee colony (ABC) is employed to tune the PID parameters. In the bees’ nature,
they are classified into employed bees, onlooker bees, and scout bees. ABC sys-
tem engaged both neighborhood search methods and global search methods. ABC
algorithm contains the first half of employed bees and the second half comprises
of the onlooker bees. The preliminary meals sources are randomly produced. Each
employed bee generates a new candidate solution in the neighborhood of its present
position. The neighbor food source vmi is chosen. The fitness is determined. Then,
a greedy decision is utilized between xm and vm. The quantity of a food source is
evaluated by its profitability and the profitability of all food sources. After all the
employed bees have finished the search processes, they share the information of their
food sources with the onlooker bees through waggle dances. An onlooker bee eval-
uates the nectar data taken from all employed bees and chooses a food supply with
a likelihood associated with its nectar amount. The procedure of ABC algorithm is
illustrated in the diagram in Fig. 38.3.

38.4 Controller Development

The recommended control structure using ABC was incorporated to tune the PID
controllers. Figures 38.4 and 38.5 present a block diagram of the closed-loop system
for rigid body and flexible motion control, respectively.

Step input was used as input reference. The performance of PID controllers for
hub angle models was observed in terms of tr, ts,Mp, and Ess. Meanwhile, the per-
formances of vibration suppression were observed in terms of the attenuation of the
first three mode of vibration. The objective functions of optimization are expressed
based on the MSE of the hub angle error and endpoint vibration concealment.
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Fig. 38.3 Diagrammatic representation of generation the initial population

Fig. 38.4 PID control structure for hub angles 1 and 2

Fig. 38.5 PID control structure for endpoint accelerations 1 and 2

The collocated PIDi1 and non-collocated PIDi2 controller are applied for hub
angle motion and flexible body motion, respectively. The two loops of each link
(i = 1, 2) are consolidated to allow control inputs to the two-link flexible robotic
manipulator framework.
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38.4.1 Intelligent Collocated PID Controller

The details of hub angle motion controller can be described by referring to Fig. 38.6.
The closed-loop signal of Umi can be written as:

Umi (t) = Ami [(Cmi (t)emi (t))] i = 1, 2 (38.1)

Therefore, the closed-loop transfer function acquired as in Eq. (38.2);

θi

θdi
= [Cmi ]Ami Hmi

1+ [Cmi ]AmiGmi Hmi
(38.2)

where θdi and θi (t) represent reference hub angle and actual hub angle. Umi is PID
control input, Ami is motor gain, and Cmi is PID controller. The controller gains are
KPi, KIi, and KDi.

Fig. 38.6 Block diagram of control rigid body motion

Fig. 38.7 Block diagram of control flexible body motion
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38.4.2 Intelligent Non-collocated PID Controller

In Fig. 38.7, the block diagram for flexible body motion is presented to explain the
details of the controller. The control input is given by;

Upi (t) = Api
[
Cpi (t)epi (t)

]
i = 1, 2 (38.3)

where Upi is PID control input, Api is piezoelectric gain, Cpi is PID controller. The
controller gains are KPi, KIi, and KDi. The deflection output represents by yi, and
the desired deflection ydi is set to zero. Therefore, the closed-loop transfer function
obtained as;

yi
ydi

=
[
Cpi

]
Api Hpi

1+ [
Cpi

]
ApiG pi Hpi

(38.4)

The parameters of PID controller, KPi, KIi, and KDi were tuned accordingly to be
fed into the Umi and Upi, thus grant satisfactory accomplishment of TLFRM. The
accomplishment of the PID controller was evaluated by minimizing the MSE value.

38.5 Results and Discussion

TLFRM was modeled with the nonparametric identification approaches of neural
network particularly MLP and ENN algorithm using NARX modeled structure. The
best-obtained model system is then used in the control structure of TLFRM.

38.5.1 Modeling Results

Table 38.1 presents the achievement in modeling the TLFRM. The results reveal that
all models predicted by ENN are one-sided. Thus, the TLFRMmodel obtained using
MLPwill be utilized in developing of control for hub angle and endpoint acceleration
of the TLFRM.

38.5.2 Control Results

The recommended control strategies are applied on TLFRM system and executed
throughMATLAB/Simulink environment. The responses of the system are analyzed
to optimize the performance of the recommended controllers.
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Table 38.1 Summary of the performance achieved in modeling

Model Spec. T (s) MSE Correlation test

MLP Hub1 MS: [2 2 1], Ite: 150 3 0.0000685 Unbiased

Hub2 MS: [2 2 1], Ite: 150 3 0.000752 Unbiased

E.P. Acc1 MS: [2 2 1], Ite: 150 3 0.0025 Unbiased

E.P. Acc2 MS: [2 2 1], Ite: 150 3 0.0049 Unbiased

ENN Hub1 MS: [8 8 1], Ite: 150 2 0.0047 Biased

Hub2 MS: [8 8 1], Ite: 150 2 0.0023 Biased

E.P. Acc1 MS: [8 8 1], Ite: 150 3 0.018 Biased

E.P. Acc2 MS: [8 8 1], Ite: 150 3 0.015 Biased

Hub Angle Motion The hub angles were controlled by the collocated PID-ABC
controller individually. The TLFRM system is required to comply with a step input
of 1 rad to test the hub tracking input of link 1 and link 2. The parameters of PID
controllers are obtained via ABC algorithm. The tuning is initialized by setting the
number of iterations to 15 and varying the number of colony size from 10 to 50.
The same procedure was repeated for 50 maximum iterations. It was found that the
satisfactory result was obtained with 50 colony sizes at 15th iteration for both hub
angles. Figure 38.8a, b exhibits the 15 iterations of MSE convergence of ABC for
hub angle.

The fitness function of ABC optimization is formed in such a way to reduce the
tracking error via MSE values. The convergence MSE values with regard to the PID
parameters obtained are organized in Table 38.2. Numbers of the simulation were
repeated with different colony sizes.

The results were compared with manual tuning method to examine the significant
of using ABC algorithm. The controller performances are presented in Table 38.3.
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Fig. 38.8 ABC convergence for hub angle
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Table 38.2 Convergence of MSE for ABC algorithm

Parameter MSE PID parameters

KP KI KD

Hub angle 1 1.4743 × 10−13 6.54 20.5 49.43

Hub angle 2 3.4854 × 10−05 5.48 28.3 13.72

Table 38.3 Parameters and performance of hub input tracking

Link PID parameters Tracking capabilities

Kp Ki Kd Rise Time OS (%) T s (s)

PID Hub 1 2 25 3 0.123 3.247 5.163

Hub 2 2 57 3 0.066 2.012 2.164

PID-ABC Hub 1 6.54 20.5 49.43 0.044 1.061 1.078

Hub 2 5.48 28.3 13.72 0.028 0.869 1.049

The response of the hub angle for both links is shown in Figs. 38.9 and 38.10.
The proposed PID-ABC controller achieved an acceptable hub angle response. It is
exceptionally important enhancement in terms of rate overshoot and settling time.
The TLFRM system reached the required angle at reduce overshoot by employing
the recommended approach that is 67 and 56% improvement as compared to the
conventional method and faster settling time that is from 5.1633 to 1.0783 s for hub
1 and from 2.1635 to 1.0499 s for hub 2.

Flexible Body Motion The PID-ABC controllers were also executed to TLFRM
system to effectively stifle the vibration at the endpoint of link 1 and link 2 indepen-
dently. The desired output is set to zero to minimize the vibration in the system. The
parameters of PID controllers are also acquired via ABC algorithm. It was found that

Fig. 38.9 Input tracking of
hub 1
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Fig. 38.10 Input tracking of
hub 2

the satisfactory result was obtained with 50 colony sizes at 25th iteration for end-
point acceleration suppression. Figure 38.11a, b displays the 25 iterations of MSE
convergence of ABC for endpoint acceleration. It reveals that ABC optimization
merges very fast and yields a small value of MSE for all the controllers. Besides, it
was discovered that when the number of iterations higher or the number of colony
sizes were set to greater values, there were no noteworthy improvement of MSE.

The resultswere comparedwithmanual tuningmethod of PIDcontrollers to assess
the noteworthy of utilizing the ABC algorithm. The controller parameters obtained,
and their performances are organized in Table 38.4.

The table displays that the PID-ABC controller accomplished better MSE level as
compared to manual tuning method for controlling flexible body motion of both link
1 and link 2. This is portrayed in the simulation results of vibration suppression as
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Table 38.4 Parameters and performance of endpoint acceleration

Controller Link PID parameters MSE

Kp Ki Kd

PID 1 4 9 1 1.708 × 10−6

2 5 1 2 8.469 × 10−6

PID-ABC 1 30.03 56.07 88.95 7.9188 × 10−08

2 50.1 46.96 23.62 8.4332 × 10−08

Fig. 38.12 Endpoint vibration suppression of link 1

shown in Figs. 38.12 and 38.13. The manual tuning of PID controller applied to the
system undoubtedly aids to reduce the vibration in the system. However, the process
is tedious and time-consuming. The vibration can be easily and additional suppressed
by utilizing the PID-ABC controller. This implies that, the ABC algorithm is very
effective in optimizing the PID parameters.

38.6 Conclusion

This paper has presented the optimum PID controller using ABC for controlling
TLFRM. The experimental test was carried out to obtain the input–output of the
real system to characterize the dynamic behavior of TLFRM was first developed.
Subsequently, TLFRMwasmodeled usingNARXmodel structure inwhich predicted
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Fig. 38.13 Endpoint vibration suppression of link 2

by neural network. Then, hybrid PIDcontroller is developed to control the hubmotion
and endpoint vibration suppression of each link, respectively. The optimum gains
acquired through global search has been tested on the control structure. The system
responses inclusive of input tracking and vibration suppression at the endpoint were
evaluated.The resultswere compared to the heuristicmethods.Though the simulation
results portrayed that the manual tuning of PID controllers was able to control the
system in terms of input tracking and reduce the vibration in the system, the process
is tedious and time-consuming. On the other hand, the PID parameters tuned byABC
is easily obtained with less time. Besides, the results exhibit that the recommended
controller is more effective to move the two-link flexible at lower overshoot with
the improvement of 67 and 56% compared with the heuristic method and faster time
that is from 5.1633 to 1.0783 s for hub 1 and from 2.1635 to 1.0499 s for hub 2. The
vibration suppression shows 93.53% and 90.47% improvement, respectively.
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Chapter 39
MG-CMF: A Multi-granularity Capture
Matching Features Model for Text
Matching

Liang Jin and Xiaopeng Cao

Abstract There is a problem of lacking attention to the matching information
between texts in text matching. In order to improve the accuracy, we propose multi-
granularity capture matching features (MG-CMF) model to capture matching fea-
tures frommultiple granularities. Themodel uses convolution operations to construct
the representation of text under multiple granularities, uses max pooling operations
to filter more reasonable text representations, and builds matching matrices at dif-
ferent granularity. We use a convolution neural network (CNN) to capture matching
features at the different granularity and input the captured matching features into the
fully connected neural network to obtain the matching similarity. By making some
experiments, we can get that the accuracy and F1 values of the optimal experimental
results on MSRP corpus are 73.60 and 82.20%, the mean average precision (MAP)
andmean reciprocal rank (MRR) of the optimal experimental results on theWIKIQA
corpus are 0.6821 and 0.6924. We draw a conclusion that the MG-CMF model is
better than that of the other text matching models on accuracy.

39.1 Introduction

Natural language processing is a cross-cutting field of computer science, artificial
intelligence, and linguistics. The goal is to enable computers to understand natural
language and perform tasks such as language translation and question answering
instead of humans. Natural language processing is inspired by deep neural networks
[1].Neural networks arewidely used in sentencemodeling.Deep learningmodels can
represent sentences as vectormatrices in semantic space andmore accurately describe
two sentences by using the distance between vectors. CNN is good at extracting
abstract features from sentences, and recurrent neural network (RNN) is good at
maintaining and utilizing long-distance information [2].

Text matching research is a key problem in natural language processing. For
paraphrase identification (PI) task, it can be attributed to whether a sentence pairs
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or a text pair matches. For answer selection (AS) task, it can be attributed to the
matching of the question and the candidate’s answer [3]. Natural language sentences
have complex structures, both sequential and hierarchical, which are essential for
understanding natural language sentences. Therefore, a successful sentencematching
algorithm not only needs to capture the internal structure of the sentence but also
captures the rich interaction patterns between sentences. Taking the task of PI for
example, given the following two texts:

T 1: A woman is slicing a tomato.
T 2: A woman is eating a tomato.

We can see that T 1 and T 2 have different semantics. We divide the sentences
into different granularities (word, phrase, …, sentence) to analyze T 1 and T 2. For
word granularity, there are many identical words in T 1 and T 2, only “slicing” in T 1

and “eating” in T 2 are different, thus causing high similarity of word granularity
matching interactions and affecting the final result of matching. The granularity of
phrase is higher than that of the word, and phrases are composed of adjacent words.
The features of low similarity between T 1 and T 2 are obviously more than word
granularity in phrase granularity, such as “woman is slicing” in T 1 and “woman is
eating” in T 2. From the word, granularity to form a higher level of granularity finally
reaches the sentence granularity.Weneed to consider thematching similarity between
sentences fromeachgranularity. For thoseproblems,wepropose theMG-CMFmodel
for text matching.

The MG-CMF model constructs the text expression of sentences under multiple
granularities and then constructs the similarity matching matrix under each granu-
larity. We capture the important matching features under each granularity through
CNN and calculate the text matching degree by using these matching features.

39.2 Related Works

With the rapid development of deep learning in recent years, much recent research
uses neural network modeling to solve the text matching problem.

In 2014, Kim [4] uses CNN to model sentence representation. Hu [5] proposes
ARC-I and ARC-II model by referring to Kim’s idea in the same year. The ARC-I
model fills the length of two sentences to the same length and constructs two vector
matrices of the same size. Then, the two vector matrices, respectively, use convolu-
tion pooling to extract features and input these features into a fully connected neural
networkmodel to obtain thefinalmatching score. TheARC-Imodel is simple in struc-
ture and fast in matching speed, but the ARC-I model only focuses on the extraction
of low-level information, compresses the whole sentence into a low-dimensional
vector, and losses the description of the detail matching. The ARC-II model lets
two sentences interact before their respective high-level representations mature and
retains the individual development space of each sentence. But the ARC-II model is
fuzzy in the definition of fine-grained matching. It is defined by a weighted average
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of two fine-grained representations. This definition does not reflect the degree of
matching on fine grain, so the overall performance is not very good.

In 2014, Kalchbrenner [6] proposes a DCNN model. The bottom layer gradually
transmits upward by combining adjacent word information, and the upper layer
combines new phrase information, thus forming a semantic relationship between
sentences. Based on Kalchbrenner’s idea, Yin [7] proposes a MultiGranCNN model
in 2015. Yin uses convolution neural networks to extract semantic information at
different levels and splices different levels of semantic information together to obtain
the final matching value. By extracting the text information between different levels,
the MultiGranCNN model preserves the detailed information of the sentence better
and improves the accuracy of text matching effectively. But the interaction between
the sentence information is insufficient, and the matching information between the
sentences causes a certain degree loss.

In 2016, Pang [8] presentsMatchPyramidmodel on the basis of the ARC-II model
and redefines the interaction between two sentences. Thematchingmatrix defined by
the MatchPyramid model is based on the degree of matching between words in two
sentences with the finest granularity. The model uses the XNOR relation between the
word vectors of two words, cosine similarity or dot product to define the similarity
between words. According to the spatial position of the word in the sentence, the
similarity between the twowords can be calculated, and a two-dimensional matching
matrix can be constructed. MatchPyramid model shows a good effect on text match-
ing, but there is a lack ofmatching information between phraseswhen adjacent words
are combined to form the phrase.

In 2018, Kim [9] proposes a densely connected co-attentive RNN on the basis of
DenseNet [10]. Each layer of the model uses concatenated information of attentive
features as well as hidden features of all the preceding recurrent layers. The model
also uses an autoencoder after dense concatenation.

In 2019, Lai presents a model that uses bidirectional long short-termmemory (Bi-
LSTM) with pairwise comparisons and attention-pooling [11]. By using Bi-LSTM
to capture the interaction among the first sentence words conditioned on the second
sentence after the soft alignment attention layer and adopts three poolingmechanisms
to extract features.

39.3 MG-CMF Model

The structure of the MG-CMF model is shown in Fig. 39.1.

1. Text preprocessing: The MG-CMF model preprocesses text, converts the text
into a word vector matrix, and extracts the feature vector from the word vector
matrix.

2. Feature extraction: The MG-CMF model obtains the text representations at
multiple granularities through the continuous feature extraction operation and
constructs matching matrices of each granularity.
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Load word2vec 
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Fig. 39.1 MG-CMF model structure

3. Text matching: TheMG-CMFmodel captures the matching features between the
texts at multiple granularities and finally inputs the captured features into a fully
connected neural network to obtain a final matching degree.

39.3.1 Text Preprocessing

In this paper, we use the pretrained Word2vec [12] model to transform the text into
a word vector matrix. Word2vec is a software tool for training word vectors created
by Tomas Mikolov’s research team at Google. By using a large number of corpus
training, the vector representation of words is obtained.

Firstly, we divide the text into separate words. Then, we remove the meaningless
stop words in the text and retain the key text information. Finally, we need to count
the maximum length of all sentences in the corpus to ensure all sentences are filled
to the same length during embedding.

39.3.2 Feature Extraction

The traditional feature TF-IDF [13] mainly extracts features from the perspective
of word and sentence structure. TF-IDF lacks the semantic relationship between the
two sentences. Therefore, we build the semantic relationship between text pairs by
using the word vector technique and the deep matching model.

The feature extraction structure is composed of the embedding layer and several
convolution layers (see Fig. 39.2). This paper uses the Word2vec model that has
been pretrained. The trained word vector model has a dimension of 300. We load the
Word2vec model when the MG-CMF model starts to train and use the word vector
to construct the word vector matrix. In the embedding layer, the sentence consists of
n words such as v1, v2, . . . , vn and each word passes through the word2vec model
to obtain vectors ω1,ω2, . . . ,ωn . We obtain the vector matrix A by splicing these
vectors. The vector matrix A represents the representation of a sentence transformed
into a vector matrix by loading the word2vecmodel. The row of thematrix represents
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Vector matrix A

Embedding Layer

Embedding_size

Convolution-1 Layer

Wide Convolution

Filter_num

Max Pooling

More Convolution

Fig. 39.2 Model feature extraction structure

the length of sentences, and the column of the matrix represents the embedding
dimension.

Each of the convolution layers consists of convolution and max pooling. In this
paper, the convolution layer uses wide convolution [14]. The size of the convolution
kernelW is w× embeding_size, the number of the convolution kernel is filter_num,
and the convolution formula is as follows.

Zi = σ(W · ci + b) (39.1)

where σ is the activation function and b is the bias. The activation function uses the
hyperbolic tangent function, which is better than other activation functions for text
matching. The bias is initialized to a constant of 10−4.

The implementation of wide convolution is to zero padding both above and below
the dimension of the sentence length before convolution. The filling size is w − 1.
The rest of the operation is consistent with convolution.

In this paper, we usemax pooling after eachwide convolution and have two effects
for the MG-CMF model: (i) Max pooling reduces the dimension of the network,
reduces the calculation amount, and accelerates the training speed of the network;
(ii) max pooling filters out some unreliable and invalid phrases.

A sentence uses a wide convolution of a sliding window of fixed length 3 to
combine words and words (see Fig. 39.3). Different feature maps provide different
combinations of words and words. Each phrase is a vector. Max pooling selects the
phrase vector with higher confidence after wide convolution. The gray section in
Fig. 39.3 represents a lower confidence phrase. After max pooling, we discard lower
confidence phrases and leave more confidence phrases as the input of the next layer
of convolution.

After the first convolution, the information of the sentence is from the level of
word to the level of the phrase. After several convolutions, it reaches the level of the
whole sentence. Therefore, we obtain the representation of a sentence at different
granularity through the feature extraction structure.
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39.3.3 Text Matching

The essential problem of matching two texts is that calculate the semantic simi-
larity between two texts. The MG-CMF model is different from the deep learning
model based on single semantic document representation and multi-semantic docu-
ment representation. The MG-CMF model uses the feature extraction module to get
representations of a sentence in different granularity, establishes matching matrices
on multiple granularities, and shifts the attention from how to better represent text
information with vectors to the capture matching feature.

In this paper, we obtain multiple granularity representations of sentences from the
feature extraction module and establish a matching matrixM in each granularity (see
Fig. 39.4). By calculating the similarity between two vectors, the MG-CMF model

Fig. 39.4 Matching matrix
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constructs a two-dimensional matching matrix. Each node in the matching matrix
has a number ML

i j which represents the degree of matching between text pairs.
ML

i j represents the interaction between the ith segment information in sentence
A and the jth segment information in sentence B under granularity L, often using
cosine similarity and the dot product to measure the similarity between two vectors.

ML
i j =

αLT
i j βL

j

αL
i · βL

j

, (39.2)

ML
i j = αLT

i βL
j (39.3)

Using different similarity calculation methods has a slight effect on the experi-
mental results. This paper uses cosine similarity to calculate the similarity of text
matching.

In order to keep the length of the two sentences in the embedded layer consistent,
we use zero padding for sentences with insufficient length. When calculating the
cosine similarity, the loss of the entire model is NAN due to the filling parts αi

and β j are zero, so we give a minimum value c. The calculation formula of cosine
similarity in this paper is as follows.

ML
i j =

αLT
i βL

j

αL
i + c) · (βL

j + c
) (39.4)

Assuming that the module of the convolution layer of feature extraction has k
layer, the matching matrix M0, M1, . . . , Mk which represents the matching matrix
under different granularity will be obtained.

The MG-CMF model then uses the convolution neural network to capture the
matching features of the text in image recognition and finally gets the matching
features at different granularity (see Fig. 39.5). The MG-CMF model inputs the
matching features from different granularity into the fully connected neural network
to obtain the final matching degree (see Fig. 39.6).

39.4 Experiment and Analysis

We make some experiments based on PI and AS task to validate the superiority of
the model over other models.

For all tasks, words are embedded by the pretrained 300-dimensional word2vec
model, which is not changed during training. The training uses the Adagrad [15]
optimizer and uses L2 regularization to tune the model.
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Fig. 39.6 Calculation of matching similarity by fully connected neural network

39.4.1 Paraphrase Identification Task

The purpose of the PI task is to determine whether another sentence has the same
meaning. This paper uses Microsoft Research Paraphrase Corpus (MSRP) [16].
MSRP is a classic public corpus for this task. The MSRP corpus contains a total
of 5801 pairs of texts. A pair of matching text has a label of 1, otherwise 0. The
training set contains 2753 pairs of positive examples and 1323 pairs of false exam-
ples. The test sets contain 1147 pairs of positive examples and 578 pairs of false
examples. The evaluation of the MSRP corpus is based on a classification problem,
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and the evaluation indicators are the accuracy rate and the F1 score. Accuracy rate
refers to the proportion of correctly classified text pairs to the total. F1 score refers
to the geometric mean of accuracy and recall rate for matching categories (label 1).
The F1 formula is as follows.

F1 = 2PR

P + R
(39.5)

where P is the accuracy and R is the recall rate.
We compare our model with representative text matching approaches: (i) TF-IDF

[8]; (ii) DSSM/CDSSM [17]; (iii) ARC-I/ARC-II [5]; and (iv) MultiGranCNN [7].
These experiments use the same MSRP corpus. (See Table 39.1).

It can be seen from Table 39.1, model 2 achieves a high accuracy of about 70%.
In this paper, we use different granularity to observe the effect of the model. The
experimental results show that the MG-CMF model works best when we use two
convolution layers. When using three convolution layers, the accuracy and F1 score
of the model decline. The reason for the decline is that the MSRP corpus is small and
the complexity of the model increases, which makes the model easy to over-fit. The
MG-CMFmodel accuracy is higher than that of the traditional feature TF-IDFmodel
3.29%, and the F1 score is higher than 4.58%. It is shown that the capture ofmatching
feature information from multiple granularities is effective for text matching task.

Comparing other deep learning models, observe the experimental results of the
models 3, 4, 5, 6 in the table. The accuracy is higher than baseline, but it is slightly
lower than the traditional feature model TF-IDF. Model 7 in the table is better than
models 3, 4, 5, 6, and the reason is that MultiGranCNN extracts the information of
text from multiple granularities, enriching the details of the text.

The best experimental results of PI task are uRAE [18] model and the Multi-
GranCNN model at present. The accuracy is 76.80% and 78.10%, respectively, and

Table 39.1 Results on MSRP

Model Acc (%) F1 (%)

1. Baseline 66.50 79.90

2. TF-IDF 70.31 77.62

3. DSSM 70.09 80.96

4. CDSSM 69.80 80.42

5. ARC-I 69.60 80.27

6. ARC-II 69.90 80.91

7. MultiGranCNN without un-pretrained 72.50 81.40

8. MG-CMF None-conv 69.79 80.52

One-conv 72.23 81.42

Two-conv 73.60 82.20

Three-conv 71.96 81.26
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the F1 score is 83.60% and 84.40%, respectively. The main reason is that these mod-
els are pretrained on a larger corpus. The accuracy of the experimental results is 1.1%
higher than that of the MultiGranCNN model, and the F1 score is higher than 0.8%
under the same corpus.

39.4.2 Answer Selection Task

To further validate the validity of the model, we apply theMG-CMFmodel to the AS
task, we use theWIKIQA [19] corpus. TheWIKIQA corpus includes 3047 questions
and 29,258 sentences, of which 1473 sentences are marked as the answer sentence
of the corresponding question. The AS task is to sort the relevance of the candidate
answer to the question, and the evaluation indicator is mean average precision (MAP)
and mean reciprocal rank (MRR).

For the three kinds of deformation of theMG-CMFmodel, this paper performed an
experiment on the WIKIQA corpus. These three kinds of deformation are obtained
by changing the granularity of the MG-CMF model under the same experimental
conditions (see Fig. 39.7). The MG-CMF@1 model uses only the interaction of
word granularity; the MG-CMF@2 model uses the interaction of word and short
phrase granularity; and the MG-CMF@3 model uses the interaction of word, short
phrase, and long phrase granularity. The diagram shows that the capture of matching
information on multiple granularities is an effective method of text matching.

The results of the experiment list the results of the other models on AS task and
compare themwith the best experimental results in this paper (see Table 39.2). Some
of the experimental results are from the published paper [2, 20]. The experimental

Fig. 39.7 Comparison of
several patterns of MG-CMF
Model

0.65

0.66

0.67

0.68

0.69

0.7

MAP MRR

MGCM@1 MGCM@2 MGCM@3
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Table 39.2 Results on
WikiQA

Model MAP MRR

WordCnt 0.4891 0.4924

WgtWordCnt 0.5099 0.5132

CNN-Cnt 0.6520 0.6652

Addition 0.5021 0.5069

Addition (+) 0.5888 0.5929

A-LSTM 0.5347 0.5483

A-LSTM (+) 0.6381 0.6537

MultiGranCNN 0.6629 0.6813

MG-CMF 0.6821 0.6924

results show that the MG-CMF model has a better computational effect than other
models. ComparedwithMultiGranCNN,MAPandMRRare increased by 2.90%and
2.55%, respectively. The results show that the MG-CMF model has better semantic
matching ability than the MultiGranCNN model, which verifies the effectiveness of
the MG-CMF model.

39.5 Conclusion

In this paper, we transfer the attention from the text representation to capture text
matching information.We capture thematching information atmultiple granularities,
which further enriches the details matching information of the text and reduces the
loss of the matching information.

The experiments on PI and AS tasks show that capturing matching features
at multiple granularities is better than extracting text information at multiple
granularities.
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Chapter 40
Detecting Domain Name System
Tunneling and Exfiltration from Domain
Name System Traffic

Yi-Chung Tseng, Ming-Kung Sun, and Wei-An Chen

Abstract In this study, we present a framework to detect a Domain Name System
(DNS) tunnel and DNS exfiltration network traffic by using both unsupervised and
supervised learning algorithms. In general, considerable time is required to learn the
structure of the data before clustering when using an unsupervised learning algo-
rithm. Therefore, in this study, we leveraged the power of mathematical algorithms
for calculating the optimal number of clusters and reducing the time required for
understanding the data structure. Conversely, we used a supervised learning method
to learn the data leakage behavior for detecting DNS exfiltration traffic. We used
an open-source tool to generate testing data, and the experimental result proved the
robustness of the proposed framework.

40.1 Introduction

The DNS [1] is an Internet service. A domain name is a characteristic structure that is
easier to understand and remember than an Internet Protocol (IP) address. The DNS
acts as a decentralized database thatmaps a domain name to an IP address. In addition
to being used for providing Web services, Web hosts, and other online services,
domain names are often used by attackers to steal personal information. For example,
an attacker can attach personal information encryption to the domain name itself,
such as “ojswczdnmuxg2zd4ge3q.malware.com,” through the Base64 encryption
algorithm. The aforementioned domain name can be split into three blocks. The first
block is “ox-wczdnmuxg2zd4ge3q;” the second block is “.malware;” and the third
block is “.com.”
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The string in the first block represents the personal data encryption function hidden
in the domain name itself by the attacker through an encryption algorithm. The
second and third blocks specify the actual DNS server of the attacker. When an
attacker desires to steal information, such as personal data which can be encrypted
into the subdomain name, consequently, the domain name along with the target data
is transmitted from the client server to an external DNS server through the DNS
recursive technology, thus causing data leakage.

About the recursive DNS technique used for data leakage, a client sends a query to
the local DNS server. If the server does not respond, the local DNS server continues
to query the higher layers of the DNS server until the IPwith the answer is found. The
process is initiated from the root directory. For example, for www.google.com.tw,
the “.tw” query is executed first. Then, “.com” is executed from the top level to the
second level and so on.

Another method of conducting data leakage is by establishing a DNS tunnel.
A hacker can use the tunnel to transmit the target data. This study proposes an
architecture that can detect DNS tunneling and DNS exfiltration network traffic by
leveraging the power of a modern machine learning algorithm. The experimental
results indicate the simplicity, robustness, and scalability of the proposed approach.

The remainder of this paper is organized as follows. Section 2 introduces the
relevant literature related to DNS tunneling and exfiltration. Section 3 presents
an overview and the framework of the approach. Section 4 demonstrates the
experimental results. Section 5 summarizes the conclusions of this study.

40.2 Related Work

40.2.1 DNS Tunnel

Establishment of a DNS Tunnel Anirban et al. [2] mentioned that when a client
tries to establish a DNS tunnel with an external DNS server, the query that contains
the TXT record is sent, which is a type of resource record in DNS. Once the server
receives the request, it returns a response with the TXT records to the client. Thus,
a DNS tunnel is established successfully. A malicious server can take advantage of
this tunnel to establish a tunnel for starting a session or executing an instruction.

Detection of aDNSTunnel Anirban et al. [2] used the k-means clustering algorithm
to find a DNS tunnel. Binsalleeh et al. [3] characterize the malicious payload distri-
bution tunnel in DNS. They proposed solution characterizes these tunnels based on
the DNS query and response messages patterns. Farnham and Atlasis [4] presented
an overview of the history and techniques used for DNS tunneling detection. Com-
pared with the regular A or AAAA DNS queries that have a constant size range,
tunneling traffic tends to have a considerably larger size range. Paxson et al. [5]
use the implementation of Kolmogorov complexity to detect DNS tunnel. Dietrich
et al. [6] used various features to cluster DNS traffic by using k-means clustering

http://www.google.com.tw
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with k = 2. Born [7] proposed a method to detect DNS tunnels by using meaningful
words. Hind [8] proposed a neural network for detecting DNS tunnel but did not
provide any information on the data sources, features used, model selected, or model
performance.

40.2.2 DNS Exfiltration

Situational explanation of DNS Exfiltration Anirban et al. [2] mentioned that
assumed a scenario inwhich a computer is infected by amalicious program thatwants
to steal and transmit information to the attacker server. In the first step, the malware
encrypts the private data. In the second step, the encrypted data is attached to the
attackers’ domain. For example, if aGVs13IGb3Vu is the encrypted data andmalware
attaches this data to.malware.com, the domain name aGVs13IGb3Vu.malware.com
is obtained. In the third step, because the encoded domain is not part of the local
cache, the domain is forwarded to the server of malware.com by using the DNS
recursive technology. Once the attackers’ DNS server receives the query, the attacker
can extract the third-level domain and decode it. In the fourth step, the attacker can
respond to the client, which appears benign. The following sections describe how
DNS exfiltration can be detected using the proposed method.

Signature-based Detection of DNS Exfiltration Jawad et al. [9] mentioned tra-
ditional methods for detecting DNS exfiltration rely on signatures which are not
sufficient. By registering a new domain name, an attacker can easily bypass the
blacklist. Besides, the signature-based approach relies on rules checking and thresh-
olds to trigger an alert and is struggling to discover the malware’s pattern behavior.
On the other hand, maintaining a blacklist is also inefficient.

Rule-based Detection of DNS Exfiltration Fawcett [10] described several encod-
ing techniques for DNS exfiltration. These techniques rely on rule-based detection,
such as detection according to the number of requests and responses, entropy of the
hostname, percentage of numbers in the domain name, and number of non-existed
domain.

Machine Learning-based Detection of DNS Exfiltration Anirban et al. [2] pro-
posed machine learning models, by using logistic regression model to predict DNS
exfiltration; they used eight features to describe the domain string and exfiltration
domains as a negative set and benign domain as a positive set to train the model.

40.2.3 Unsupervised Learning

k-Means Clustering One of the most well-known unsupervised methods is the k-
means clustering algorithm. The user randomly selects k points as the initial centroid,
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where k is the user-specified parameter. Each point is then assigned to the cluster
with the closest centroid. The centroid of each cluster is then updated by calculating
the average of the data points for each cluster. The centroid is repeatedly assigned
and updated until no improvement is obtained by changing the cluster or until the
centroids are the same again.

Silhouette Method Rousseeuw [11] proposed the silhouette method, which is used
for interpreting and verifying consistency within a data cluster. This technique
provides a concise graphical representation of the classification of each object.

40.2.4 Supervised Learning

Extreme Gradient Boosting (XGBoost) XGBoost [12] is an optimized distributed
gradient boosting library that is designed to be highly efficient, flexible, and portable.
This library employsmachine learning algorithms under the gradient boosting frame-
work. XGBoost provides parallel tree boosting, which solves many data science
problems rapidly and accurately.

40.3 Problem Formulation

We assumed a scenario in which an attacker hacks a client computer and installs a
backdoor program.When attackers desire to send a command or steal personal infor-
mation, they can use a DNS tunnel to establish a connection. Once a DNS tunnel
is established, the encrypted private data is sent out through the DNS tunnel. The
attackers can also use recursive DNS technology to send out the exfiltration data.
Hence, we propose a detection method that leverages a machine learning algorithm
to identify DNS tunneling and DNS exfiltration. Unsupervised and supervised learn-
ing are used in the proposed method. The proposed approach is introduced in the
following section.

40.4 Overview of the Approach

The proposed architecture relies on analyzing DNS traffic and can identify DNS
tunneling and DNS exfiltration. The proposed process is explained briefly in the
following text. First, DNS traffic is collected. Second, feature engineering technology
is used to extract features from the DNS query, including TXT and A records. Third,
the silhouette method is used to calculate the optimal number of clusters with the
k-means clustering algorithm by using the aforementioned features for determining
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Fig. 40.1 Overview of the proposed approach for detecting DNS tunneling and DNS exfiltration

whether a DNS tunnel exists. We also trained a model that can identify exfiltration
from a DNS query, as presented in Fig. 40.1.

40.4.1 DNS Query Collection

In the first step, the DNS network traffic is collected. Because there exist many types
of data in DNS traffic, such as A, AAAA, PTR, and TXT, we only collect TXT, A,
and AAAA records from DNS traffic.

40.4.2 Feature Engineering

In the second step, clustering is conducted on the TXT records by using feature
engineering. Anirban et al. [2] used 12 features to describe the behavior of TXT
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Table 40.1 Feature engineering for detecting DNS tunneling

Feature Explanation

Number of digits Calculate how many digits exist in the TXT record

Number of upper Calculate how many upper cases exist in the TXT record

Number of lower Calculate how many lower cases exist in the TXT record

Number of space Calculate how many spaces exist in the TXT record

Number of dash Calculate how many dash exist in the TXT records

Number of under line Calculate how many under lines exist in TXT records

Number of slashes Calculate how many slash exist in TXT records

Number of back-slash Calculate how many back-slash exists in TXT records

Number of equal-sign Calculate how many equal-signs exist in TXT records

Entropy Calculate the Shannon entropy of TXT record

Table 40.2 Feature engineering for DNS exfiltration

Feature Explanation

all_domain_length Calculate the length of the entire domain name

third_domain_length Calculate the length of the 3LD

domain_num_percentage Calculate the proportion of numbers in the domain name

domain_LMS_percentage Calculate the ratio of the longest and most meaningful string in the
domain name to the overall string

top_domain_count Calculate the same 1LD domain name as the total number of
domain names

data. Therefore, in the present study, the 10 features presented in Fig. 40.1 were
used. The meaning of each feature is provided in Table 40.1.

To train amodel that can identifyDNS exfiltration, feature engineering is required.
We used five features to describe the behavior of a DNS query string. The meaning
of each feature is specified in Table 40.2.

40.4.3 Determining the Optimal Number of Clusters that Can
Find a DNS Tunnel

In the third step, an unsupervised algorithm is used to cluster the TXT records.
Because the TXT records of DNS traffic differ with the company environment, the
clustering value should be dynamically adjusted according to the DNS traffic. There-
fore, the proposed work used the silhouette method to proactively find the optimal
number of clusters. After clustering the data, we can observe whether each cluster
has encoded strings. If there are encoded strings in a cluster, it can be concluded that
there is a DNS tunnel in the DNS network.
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40.4.4 Training an XGBoost Model for Identifying DNS
Exfiltration

In the fourth step, we must train a model to identify DNS exfiltration by using a
supervised learning algorithm. The preparation of a supervised model requires a
labeled dataset. Therefore, we used a dataset that has only one field and contained
a large number of leakage domains. This dataset [13] was provided by the Sydney
University. Moreover, we used a credit card generator to generate a large number
of credit card numbers; encrypt the card numbers through md5, base64, and other
encryption algorithms; and then attach the encryption string into a domain. We also
used a domain that was not leaked and was provided by Alexa [14]. The aforemen-
tioned datasets were integrated into a single dataset, including the leaked and benign
domain datasets. Then, five features were used to characterize the behavior of the
leaked and not leaked domains, as presented in Table 40.2. Finally, we used the
XGBoost algorithm, which is a supervised learning model, to learn from the dataset
for identifying DNS exfiltration.

40.5 Experiment

Detecting DNS tunneling by examining TXT records is a difficult problem primarily
due to the high diversity of TXT records in real-world DNS traffic. Hence, we used a
testing dataset obtained from an open source for detecting DNS tunneling.Moreover,
we used the Data Exfiltration Toolkit (DET) [15] to generate a large number of DNS
exfiltration samples for verifying whether our model could identify DNS exfiltration.

40.5.1 DNS Tunnel Detection

Data Collection The testing dataset [16] for DNS tunneling contained 1096 TXT
records, which accounted for approximately 0.054308% of all DNS queries. Some
TXT records were generated by incorporating DNScat [17] tunneling traffic, and the
other records were regular DNS traffic.

k-Means Algorithm and Average Silhouette Method We selected k-means clus-
tering by using the aforementioned features to detect all the TXT queries that are
encoded a string. The optimal number of clusters was calculated using the average
silhouette method, as displayed in Fig. 40.2. In the figure, the x-axis represents the
number of clusters and the y-axis represents the silhouette score. The higher the
y-axis score, the better is the clustering result. In this study, the highest silhouette
value was obtained by dividing the datasets into three clusters.
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Fig. 40.2 Sihouette scores by cluster count

Cluster and TXT records As shown in Table 40.3, we decided that clusters 1 and 2
contained encodedTXT responses and that cluster 0 contained site verification traffic.
Although clusters 1 and 2 provided the same type of encoded TXT record, the length
of the encoded string in cluster 1 was longer than that in cluster 2. Moreover, a small
number of encoded strings were classified into cluster 0. Overall, from the clustering
results, we can quickly identify if a DNS tunnel exists.

40.5.2 DNS Exfiltration Detection

Data Collection In this experiment, we used a credit card generator [18] to generate
a large number of credit card numbers, encrypted the card numbers through md5,
base64, and other encryption algorithms; and then combined the data into a domain.
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Table 40.4 Credit card number encryption

Credit card number Encryption

4916658665745840 Mzc2MzgwNTA3NTY3NzAx5

30360128837301 30993683d51e835756d02f655af05ac

30368674657247 1e8299e0c7a1690ec3d6928f2a8366a

4916658665745840 275c15e507e168f5f71eb848cd56cfd3180c0a33

4556229341515026 275c15e507e168f5f71eb848ctq6cfd3180ec0a33

Table 40.4 lists the original credit card number and the corresponding base64 encryp-
tion data. Table 40.5 presents the domain namewith the encrypted data.We combined
1,435,514 exfiltration domains as a negative set and 1,000,134 benign domains from
Alexa as a positive set to train the model.

XGBoost Our feature space had five dimensions, as listed in Table 40.2.We selected
the XGBoost algorithm because this algorithm is easy to deploy, effective, and
exhibits superior performance. We used Scikit-learn [19] to deploy XGBoost and
to validate and test our proposed method.

Self-verification For testing the effectiveness of the XGBoost model, we validated
the metric Roc_auc, which is a performance measure, at various threshold settings
(Table 40.6). Roc is the probability curve, and auc represents the degree ormeasure of
separability. The precision score is obtained by calculating the ratio of all “correctly
retrieved results (TP)” to all “actually retrieved (TP + FP).”

Effectiveness of the Model To demonstrate the effectiveness of the proposed
model, we used the DET to generate a leakage domain along with the regular
domain. As displayed in Table 40.7, five malicious domains were predicted using
the developed model. The output value is a probability value. If the probability
is more significant than 0.5, the domain is considered to have exfiltration. For

Table 40.5 Encrypted data attached to the domain name

Encryption Domain name

Mzc2MzgwNTA3NTY3NzAx5 Mzc2MzgwNTA3NTY3NzAx5.malware.com

30993683d51e835756d02f655af05ac 30993683d51e835756d02f655af05ac.malware.com

1e8299e0c7a1690ec3d6928f2a8366a 1e8299e0c7a1690ec3d6928f2a8366a.malwarea.com

275c15e507e168f5f71eb848ctq6cfd3180ec 275c15e507e168f5f71eb848ctq6cfd3180ec0a33.malware.com

Table 40.6 Validation
metrics

Metric Our proposed method

roc_auc 1.0

precision 0.9999992885195514
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Table 40.7 Domain and probability

Domain Probability

59-124-10-43.hinet-ip.hinet.net 0.000015615

59-124-106-74.hinet-ip.hinet.net 0.0000823

130353161663731383536663564646236.google.com 0.63

init.ojswczdnmuxg2zd4ge3q.base64.systw.net 0.56

example, for init.ojswczdnmuxg2zd4ge3q.base64, the probability value correspond-
ing to.systw.net was 0.56. Thus, this case is considered to have exfiltration. Con-
versely, the probability value corresponding to 59-124-106-74.hinet-ip.hinet.net was
0.00008032. Thus, this case does not have exfiltration.

40.6 Conclusion

In this study, we present a framework to detect DNS tunneling and DNS exfiltration
through the DNS network traffic. This framework uses unsupervised learning and the
silhouette method to determine the optimal number of clusters for identifying DNS
tunneling. We also used a supervised learning algorithm to train the XGBoost model
for identifying whether any information leakage occurred in the traffic. Finally, to
verify the effectiveness of our architecture, we used open-source DNS network traffic
that contained tunneling and exfiltration. The proposed framework can accurately
detect tunneling and exfiltration and prove the robustness, simplicity, and scalability
of our method.
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Chapter 41
Activity Recognition Based on Latent
Knowledge Mining in Smart Home

Yu Tong, Rong Chen, and Bo Yu

Abstract Activity recognition in smart home is one pattern recognition problem.
Many activity recognition algorithms have appeared so far to recognize activities in
smart home. Past researches have proved that dynamic and deep knowledge mining
algorithms will help improve the accuracy. But because of the uncertainty of sensors
and the complexity of the user activities, existing activity recognition methods still
have a lot of room for improvement. Considering there is some latent knowledge
existed in sensors or user activities, this paper proposes to recognize activities by
exploring latent knowledge. Firstly, this paper improves activity recognition by
extracting latent knowledge between sensors and activities, thereby proposed one
feature preprocessing method. Then, it proves one newmulti-resident activity recog-
nition method based on latent knowledge in multi-resident activities. Simulations
conclude that extracting latent knowledge can greatly enhance activity recognition.

41.1 Introduction

Non-invasive activity recognition (NAR) is an ambient intelligence technologywhich
can recognize activities based on non-invasive sensors without affecting the living
conditions of residents. NAR has an important application in the field of smart home
that can understand individual behavior, group behavior, and the interaction between
people and the environment.Over the past decade,most of the previousNARmethods
are based on pattern recognition methods and have evolved from static algorithms to
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dynamic algorithms, from simple feature representation to multi-level deep knowl-
edge mining algorithms [1], such as support vector machine [2], Naive Bayes [3],
hidden Markov models [4], latent-dynamic conditional random fields [5] and deep
learning [6]. Past research has proved dynamic activity recognition algorithms and
deep knowledge mining algorithms will help improve the accuracy of NAR [5, 7].
Based on these considerations, this paper will enhance NAR based on dynamic
activity recognition algorithms by mining latent knowledge that exists in sensors
and activities.

On one hand, with low-cost sensors and wireless sensor networks development,
various passive sensors have recently been used to recognize activities [8, 9] in
non-invasive smart home. For example, motion sensors which are installed in the
floor can capture human motion and the RFID tags which are attached to the object
can capture human-to-environment interaction. However, observed feature dimen-
sion increases with the increase of sensors and causes the higher computational
complexity. The more features are used, the higher computational complexity it
will cause, while modeling fewer features is often insufficient to ensure recognition
accuracy. Besides, activity observation feature which composed of sensor observa-
tion is often abundant and sometime redundant. Thus, the feature selection directly
contributes to the performance of the recognition model. Principal component anal-
ysis (PCA) [10] is tested for feature generation, but the algorithms need to choose
appropriate principal component number and number selection is an impact on the
result. Fortunately, there is a lot of latent knowledge in sensor networks, such as
multiple sensors that are often related to only one activity. It will help NAR if we
can mine the latent knowledge between sensors and activities.

On the other hand, the activities in activity recognition are not only the activities
of a single person, but also the activities of multiple residents. Multi-resident activity
recognition (MRAR) is more difficult due to user activity interfering with each other.
In a smart home with non-obtrusive sensors, MRAR often uses data association [4,
11] which associates sensor data to the person who triggered the sensor or changed
the value. To improve the MRAR accuracy, dynamic Bayesian networks such as
CHMM and FCRF often used to model interacting process [12, 13]. However, data
associations are often unknown and hard to obtain in ubiquitous sensor environ-
ment. Beside, for multiple residents in smart home with non-obtrusive sensors, who
triggered the sensor is often ambiguous and there are not strong underlying data
associations to use. If the data association is incorrect, the MRAR will be corre-
spondingly inaccurate. So, it would be interesting to find a method for MRAR that
does not rely on data association. Fortunately, there is some latent knowledge which
is often invariant in multi-resident environment. For instance, there are some global
features and trends, playing chess collaboratively, only one person can use computer
at the same time since there is only one computer. The latent knowledge is often
easy to represent in multi-resident environment. If we can mine the latent knowledge
well, multi-resident activity recognition will be improved.

The paper is organized like this, in Sect. 41.2, it will introduce one activity recog-
nition method by extracting latent knowledge between sensors and activities. Then,
Sect. 41.3 will prove one new multi-resident activity recognition method based on
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latent knowledge in multi-resident activities. Section 41.4 is validation. Finally, the
article concludes with some conclusions.

41.2 Latent Knowledge Between Sensors and Activities

Motivated by the relationship between sensors and activities, this section will
combine the multiple features that related only one activity as one feature and use
CRF to recognize activities in smart homes. To describe our method, we start from
analyzing the relationship between sensor data and activities.

The activity observation feature vector at time t is often denoted as xt =(
x1t , x

2
t , . . . , x

N
t

)
, where N is the dimension of observation feature. By considering

one sensor as one observation feature, the dimension of observation feature vector
will equal to the total sensor number. However, it is common that some sensors
are related to only one activity and some sensor states are related to more than one
activity. Figure 41.1 is the relationship between sensors and activities. In the figure,
the sensors that related only one activity are denoted as “●,” the sensors that related
two activities are denoted as “�,” and the sensors that relatedmore than two activities
are denoted as “▲.” When the state of sensor data that relates only one activity and
does not relate other activities changed, it is easy to deduce that the related activity
rather than other activities is being carried out. In addition, it is also common that
several sensors related only one activity and does not relate other activities (“●”
that in dashed circle). When one or several states of those sensors changed, we can
deduce the related activity is being carried out.

If we regard the relationship between sensors and activities as latent knowledge
and the sensors observation that related only one activity and do not relate other
activities as one combined observation feature, we can deduce the observation feature
vector

(
x1t , x

2
t , . . . , x

N
t

)
to

(
x1t , x

2
t , . . . , x

L
t

)
,whereN and L is the observation feature

Fig. 41.1 Relationship
between sensors and
activities
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dimension before and after feature combining. The feature combining method is
shown in Algorithm 1.

Algorithm 1. Feature combining method

Input: Observation feature x0:
{
xt = (

x1t , x
2
t , . . . , x

N
t

)
, t = 1, . . . ,T0

}
,

activity labels y0:
{yt , t = 1, . . . ,T0}
Output: Combined feature X0:
{
xt = (

x1t , x
2
t , . . . , x

L
t

)
, t = 1, . . . ,T0

}

1. Find the number of activities Na = max{y0} and the number of sensors Ns = N;
2. Find the sensors that related to activity i and put them in sensor set Si= {si}, i = 1, …, Na;
3. For every si in Si, put it to set Ci if si does not appear in other set Sj , j �= i, i, j = 1, …, Na;
4. Combined the sensors in Ci as one combined feature;
5. For every observation feature xt in x0, update the features that corresponded sensors in Ci

with the combined feature, i = 1, …, Na;
6. Denote the updated x0 as X0;
7. Return X0.

41.3 Latent Knowledge in Multi-resident Activities

MRAR is to infer multi-resident activities form observations. Multi-resident activity
sequence is often denoted as {y1, y2, …, yT} and observation is often denoted as{x1,
x2, …, xT}. For t = 1, 2, …, T, yt represents multi-resident activities at time t, and xt
represents sensor observation vectors at time t. Both yt and xt are multi-dimensional
variables, where the dimension of yt is the number of residents, and the dimension
of xt is the number of observation feature. MRAR with machine learning method
often needs some empirical data to train a recognition model, where empirical data
are often used as training samples {(x1, y1), (x2, y2),…, (xT0, yT0)}.To better illustrate
the problem, this paper will give a multi-resident scenario below.

Scenario: Two residents (ID = 1 and ID = 2) randomly perform three daily
activities in one smart home. The three activities are labeled 1, 2, 3, and 0 if the user
does not perform any activity. Assume that A = {(x1, y1), (x2, y2), …, (x7, y7)} is the
collect empirical data when the two residents perform activities, where y1 = (0, 0),
y2 = (1, 0), y3 = (1, 0), y4 = (3, 0), y5 = (1, 1), y6 = (1, 1), and y7 = (3, 3). In this
case,yt = (y1t , y

2
t ) is two-dimension, where yit , i = 1, 2 represent the activity ID

that the ith resident performed at time t.
For the four activity labels (1, 2, 3, and 0) for two residents, theoretically we can

get 4 × 4 = 16 different vectors {(0,0), (0,1), …, (3,3)}. However, due to resident
preferences, some exclusive and independent activities occurred, some states we
cannot observe in fact. So, only seven label vectors are obtained.
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To represent prior knowledge, some terms will be introduced below.
A single label y often has multiple possible values, which we often denote as

state and all the possible value sets as state set. MRAR can be seen as a multi-
label state labeling problem. For m residents, there are many possible values for
(y1t , y

2
t , . . . , y

m
t ), since different residents may perform different activities.

Here, we use the State Event (y1t , y
2
t , . . . , y

m
t ) to represent the activities of

multiple users at the same time, use State Event Set A to represent various values of
State Events, and use State Event Matrix M to represent the values of State Events
at time 1 to T. Then, State Event Set denotes as

A = {(y11 , y21 , . . . , ym1 ), (y12 , y22 , . . . , ym2 ), . . . , (y1K , y2K , . . . , ymK ) }

where K is the State Events number.
State Event Matrix is given by

M =

⎡

⎢⎢⎢
⎣

y11 y21 . . . ym1
y12 y22 . . . ym2
...

...
. . .

...

y1T y2T · · · ymT

⎤

⎥⎥⎥
⎦

which includes T State Events.
For above multi-resident scenario, State Event Set can be denoted as

A1 = {(0, 0), (1, 0), (3, 0), (1, 1), (3, 3)}

The State Event Matrix can be denoted as

M1 =

⎡

⎢⎢⎢⎢⎢
⎢⎢⎢⎢
⎣

0 0
1 0
1 0
3 0
1 1
1 1
3 3

⎤

⎥⎥⎥⎥⎥
⎥⎥⎥⎥
⎦

Note that two State Events in M may be the same, but any two State Events in A
are different, and all State Events in M could be found in A. From M1 we can see
that the State Event 2 and 3 are the same, State Event 5 and 6 are the same, and all
State Event can be found in A1.

Represented (y1t , y
2
t , . . . , y

m
t ) with one uniquely combined label C, it can get

combined label states set B = {0, 1, . . . , K − 1}. The map between State Event
(y1k , y

2
k , . . . , y

m
k ) and combined label state Ck ∈ B is defined as
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(y1k , y
2
k , . . . , y

m
k )−→ f Ck

For the State Event Set A1 = {(0, 0), (1, 0), (3, 0), (1, 1), (3, 3)}, there a
recombined label states set B1 = {0, 1, 2, 3, 4}. The mapping is defined as

(0,0)

(1,0)

(3,0)

(1,1)

(3,3)

(0)

(1)

(2)

(3)

(4)

f

Similarly, there are mapping between M1 and B1 as follows

⎡

⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎣

0 0
1 0
1 0
3 0
1 1
1 1
3 3

⎤

⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎦

f→

⎡

⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎣

0
1
1
2
3
3
4

⎤

⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎦

The states of single activity yit , i ∈ {0, 1, . . . , K −1} can be obtained by inverse
mapping. In the two-resident scenario, for C = 1, it can get y1 = 1, y2 = 0 by inverse
mapping, and for C = 3, it can get y1 = 1, y2 = 1 by inverse mapping.

The algorithm of extracting latent knowledge in multi-resident activities is given
in Figs. 41.2 and 41.3. The former is themodel building flowchart, with whichwe can
get State Event Set A, mapping f , combined label states set B, and combined label
recognition model. The latter is activity recognizing flowchart from which it can
see that new testing multi-resident activities are recognized with two steps: firstly,
recognize the states of combined label C, then inverse map C to State Event by f −1.
Finally, figure out multi-resident activities based on the State Event.

It can be seen that the extracting latent knowledge algorithm did not use data
association when recognizing multi-resident activities. But, if there is a need (i.e.,
tracking the resident), it can also find out data association. For C = 1, if figure out
y1 = 1, y2 = 0, we say the data is get by the first resident, since y2 = 0 represents
the second resident does not carry out any activity and considered not trigger any
sensors.

The algorithm can also handle some uncertain multi-resident activity patterns.
For the two residents activity label (A1, A2), where A1 is the activity that the first
resident performed and A2 is the activity that the second resident performed. If A1
or A2 is equal ‘0,’ it means the resident is performing one unknown activity and can
be any one activity. For two residents with N total activities, there are
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Fig. 41.2 Model building flowchart

Fig. 41.3 Activity
recognizing flowchart
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(0, A2) = (1, A2) ∨ (2, A2), . . . ,∨(N , A2)

(A1, 0) = (A1, 1) ∨ (A1, 2), . . . ,∨(A1, N )

(0, 0) = (0, A2) ∨ (A1, 0)

The unknown state is actually a union of all possible activities, thus the algorithm
can handle some uncertainties and can improve activity recognition.

41.4 Validation

41.4.1 Validation 1

To validate our feature combining method, two experiments will be given. For every
experiment, we will introduce the datasets, their activities, and sensor features, and
then carry out our experiments. To measure the percentage of correctly classified
testing samples, we define the recognition accuracy of the class as

Accuracy =
∑N

n=1[inf erred(n) = true(n)]

N
(1)

where N is total testing samples.
In addition, to verify the recognition of a single class, we also give the recognition

accuracy of individual activities as

inferredc(n) = truec(n)

Nc
(2)

where Nc is the total samples that contained in class c.

Experiment 1
The first experiment is based on the “ADL adlnormal” dataset that is collected in
WSU Apartment Test bed [14]. There are five daily activities in the dataset. The
apartment is installed with various non-invasive sensors.

The raw sensor number, cleaned sensor number, and the finally sensor number
after sensor combining are shown in Table 41.1. As it was shown, the sensor number
decreases obviously after sensor cleaning whereas the finally sensor number after

Table 41.1 Sensor number
changes after cleaning and
combining

Feature Sensor number

All feature 39

Clean feature 23

Finally feature 19
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Table 41.2 Involved sensor number changes before and after sensor combining for five individual
activities

A1 A2 A3 A4 A5

Before 13 14 16 15 17

After 9 14 16 15 17

sensor combining does not decrease much. The involved sensor numbers before and
after sensor combining for the five activities can be seen in Table 41.2.

After the sensors cleaning and combining, we take every sensor as a feature and
recognize activities in this dataset using CRF with threefold cross-validations. To
validate our sensors combining solution, we compared the results with the result
before sensor cleaning and sensor combining. Table 41.3 is the recognition accuracy
and the total time that used for both training and testing with raw sensor and finally
sensor. From the table, we can see that the recognition accuracy is increased after
sensor cleaning and sensor combining whereas the time used is reduced.

The recognition accuracies for five individual activities with the raw sensor and
with the sensor after cleaning and combining are shown in Fig. 41.4. We can see that
the recognition accuracies of all the activities are increased after sensor cleaning and
sensor combining for that our method not only can reduce parameter in count, but
also can avoid the error caused by redundant information.

Experiment 2 The second experiment focuses on routine morning activities
collected in kitchen outfittedwith 60RFID tags [8]. In the kitchen, 11 routinemorning

Table 41.3 Recognition
accuracy and the total time
changes

Accuracy Time

Raw sensor 0.8308 77.1716

Senor after combining 0.8460 58.1504

Fig. 41.4 Recognition
accuracies for five individual
activities
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activities are performed by user in different ways and use the RFID tags to collect
sensor data. The objects that attached tags include bowl, coffee container, cupboard,
dishwasher, door, drawer, egg carton, hand soap, kettle, cooking spoon, stove control,
telephone, and so on.

Before combining the sensors, we first clean the uninvolved sensors, since some
sensors may not involve in all the activities. The raw sensor number, cleaned sensor
number, and the finally sensor number after combining are shown in Table 41.4.
From the table, we can see that all of the 60 sensors are involved in the activities and
the total sensor number decreases obviously after combining.

Also, we give the involved sensor number before and after combining for 11
individual activities in Table 41.5, where Ai, i = 1, …, 11, presents the ith activity.
The table shows that the sensors in activities 4, 5, 6, 8, 10 are combined, and thus
the involved sensor numbers are decreased.

After sensors combining, we take every sensor as a feature. To validate the algo-
rithm of extracting latent knowledge between sensors and activities, we recognize
activities based on CRF with leave-one-out cross-validation. Also, we compare
the results with PCA method that extracting 35 principal components as features.
Table 41.6 is the recognition accuracy and the total time that used for both training and
testing with different method. From the table, we can see that the recognition accu-
racy is increased after sensor combining whereas the time used is reduced. Although
based on the feature with same dimension, PCA gets worse result than the algorithm

Table 41.4 Sensor number
changes after cleaning and
combining

Sensor type Sensor number

Raw sensor number 60

Sensor number after cleaning 60

Sensor number after combining 35

Table 41.5 Involved sensor
number before and after
combining for 11 individual
activities

Activity Before After

A1 13 13

A2 10 10

A3 1 1

A4 17 7

A5 6 4

A6 15 9

A7 6 6

A8 13 10

A9 14 14

A10 5 1

A11 1 1
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Table 41.6 Recognition
accuracy and the total time
changes

Accuracy Time (s)

Raw feature 0.9355 1245.75

Combined feature with 35 feature 0.9388 1043.30

PCA with 35 feature 0.9228 1234.03

Fig. 41.5 Recognition
accuracies for 11 individual
activities
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that extracting latent knowledge between sensors and activities with much time that
used for both training and testing.

The recognition accuracies for 11 individual activities are shown in Fig. 41.5. We
can see that the recognition accuracies of activity 4, 8, 10 are increased after sensor
combining. This is because our method not only can reduce parameter in count, but
also can avoid the error caused by redundant information.

41.4.2 Validation 2

Wewill validate our algorithmexploiting latent knowledgeofmulti-resident activities
based on multi-resident activities dataset [4] collected in the CASAS project. In the
dataset, there are two residents and 15 activities.

The multi-resident activity State Event and their frequency F are shown in
Table 41.7.

As Table 41.7 shows that some State Events occur frequently, while some appear
rarely, does not happen actually. For two residents with 16 (activity 0 represent
the resident performed unknown activity), there are 16 × 16 = 256 State Events
theoretically, but in this case, there are only 27 State Events, since some State Event
do not occur at all actually. To validate our algorithm, one experiment will be given.



584 Y. Tong et al.

Table 41.7 Occurrence counts of different State Events

(A1, A2) F (A1, A2) F (A1, A2) F

(0, 0) 3 (0, 15) 748 (10, 11) 284

(0, 2) 1568 (1, 0) 1175 (10, 15) 2

(0, 3) 668 (4, 0) 864 (12, 0) 1179

(0, 4) 1 (6, 0) 1505 (12, 13) 272

(0, 5) 545 (6, 7) 350 (13, 0) 4

(0, 7) 1529 (9, 0) 866 (13, 13) 865

(0, 8) 432 (9, 8) 280 (14, 0) 387

(0, 11) 891 (10, 0) 660 (14, 15) 845

(0, 13) 1309 (10, 1) 1 (15, 0) 1

Experiment 3 This experiment is carried out with three fold cross-validations. In
the training stage, firstly, it will build mapping f and inverse mapping f −1, and map
State Event Matrix of training data as combined label state sequence. Then, dynamic
activity recognition algorithm, such as HMM, CRF, and latent-dynamic conditional
random fields (LDCRF) [4], is trained with observation sequences and combined
label states sequence.

In the testing stage, we estimate combined label state firstly with the trainedmodel
and observation sequences in the test dataset. The average accuracy of combined label
state for HMM with latent knowledge (LK-HMM) and CRF with latent knowledge
(LK-CRF), and LDCRF with latent knowledge (LK-LDCRF) are 65.46, 67.61, and
63.87% correspondingly.

It is important to note that the above is not the ultimate accuracy of MRAR. To
get multi-resident activity of test dataset, we need to map combined label states to
State Event Matrix with f −1. Figure 41.6 is the average MRAR accuracies of five
models. From it, we can see that LK-HMM gets 75.77%, LK-CRF gets 75.38%, and
LK-LDCRF gets 72.69%which all get higher averageMRAR accuracies than single
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Fig. 41.6 Average recognition accuracies of fivemodels in recognizing activities formulti-residents
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HMM and iterative CRF which did not give data association when MRAR. Thus,
mining latent knowledge can help MRAR.

There are some reasons for LK-HMM, LK-CRF, and LK-LDCRF to outperform
single HMM and iterative CRF. Firstly, when single HMM model is implemented
for both residents, it cannot well represent transitions between activities and multi-
resident at the same time. Secondly, although iterative CRF does not need to give
data associations, it still needs to learn data associations for MRAR. When data
association is learned badly, MRAR accuracy will be low. In addition, LK-HMM,
LK-CRF, and LK-LDCRF can mine knowledge in the multi-resident environment
and can capture global features and trends of multi-resident activities.

In the LK-LDCRF case, it gets lower accuracy than LK-CRF which gets higher
accuracy than CRF in single-user activity recognition [4]. This is because there are
many combined label states with different internal structure, fixed hidden state for
LK-LDCRF is difficult to adapt to all combined label states. Thus, the number of
hidden states is difficult to determine, and it is not easy to determine. If we chose
not suitable hidden states number, LK-LDCRF will get lower accuracy. In future,
we will study the chosen suitable hidden states number for LDCRF in multi-resident
environment and compare the result to our method.

41.5 Conclusions

This paper recognizes activities with some latent knowledge that exists in training
samples. Firstly, this paper gives one new pretreatment method for activity recogni-
tion by extracting latent knowledge between sensors and activities, and then it proves
one newmulti-resident activity recognition algorithm by extracting latent knowledge
in multi-resident activities. From the simulation, we conclude that extracting latent
knowledge can greatly enhance activity recognition.
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Chapter 42
Pattern Retrieval on the Game of Go

Shi-Jim Yen and Yu-Chie Ho

Abstract It is said that the game of Go is the drosophila of artificial intelligence
andmachine learning. A series of AlphaGo and AlphaZero programs created history.
For assisting human learning, we believe Go can also play the role of the drosophila.
Interesting games and specific capturing races problems in Go game are recorded
in Smart Game Format files. Valuable information takes place in these files. A Go
information retrieval system would be helpful for assisting human learning Go. This
article proposes a sequential algorithm to handle the Go pattern searching process
in the Go game records, but the search time increases linearly with the size of game
records. Thus, wemake the index structure in the Go game database. The index struc-
ture also integrates methods of information retrieval and human domain knowledge
of the Go game, four applications of proposed structure based on user needs. The
index structure can improve the speed of pattern retrieval on the game of Go.

42.1 Introduction

The game of Go consists of a board, black, and white stones. The board is made
of 19 vertical and horizontal lines each, and the players, each holding either black
or white pieces, put their pieces on the intersections of the board alternately. The
goal of the game is to surround the territories of the board using one’s own stones
or the side of the board. When the game is over, the player that surrounds the larger
territory wins. Although it has simple rules, the player will face a lot of challenges
during the game. The game of Go is the drosophila of artificial intelligence. A series
of AlphaGo and AlphaZero programs created a new history for artificial intelligence
and machine learning [1, 2]. Table 42.1 shows the space state complexity and the
game tree complexity of Chinese chess, Shogi, and Go. Those games are the most
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Table 42.1 Complexity of
the popular games

Game Space states
complexity (log n)

Game tree
complexity (log n)

Western chess 50 123

Chinese chess 48 150

Japanese Shogi 71 226

The game of Go 160 400

publicly known board games in the world. The complexity of Chinese chess was
estimated by Allis [3] and Yen et al. [4]. The complexities of other games were
estimated by Bouzy and Cazenave [5] and Iida et al. [6]. Observably, the complexity
of Go is greater than other games.

Many professional Go game records, capturing races, cutting, connecting, and
other tsumego are saved as files through the Smart Game Format. A lot of important
information is saved in these game record files, including the sequence and positions
of stones, the names of the players, final results, and comments. Information retrieval
in Go game records is very useful. The Go teacher can help the student to learn and
analyze the improvements based on the information in the game records [7]. A Go
player may be interested in how to react to a certain game situation, for example, an
uncommon tsumego, illustrated in Fig. 42.1a. The information retrieval system can
quickly help the player to find the answer in the tsumego game records database,
illustrated in Fig. 42.1b. In addition, if one wants to know the win rate of open game
strategies, the answer can be found in the Go information retrieval system. As for
the researchers of computer Go, the retrieval of game records can help to correct the
content of the Go pattern database or help to debug Go programs.

When using the retrieval information in the game records, the most difficult part is
to find a Go pattern among a lot of game records. Deep learning policy network could
output a move for a game board, but it cannot output all the game records containing
some pattern [8–10]. This problem can be included in the patternmatching problems.
A Go pattern is a certain arrangement of stones. The size of a pattern can start from
3× 3 to 19× 19. The state of each position in the pattern can be white, black, or no
stone.With the image operations rotation, reflection, and color changing, one pattern
has 16 situations on a board, as shown in Fig. 42.2.

Fig. 42.1 a A tsumego
problem. b Key point for
white to capture black stones
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Fig. 42.2 Sixteen variances of a pattern

Pattern matching is important in the game of Go [11–13]. It helps to adjust the
strength of computer Go programs [14, 15]. Predict life and death and score final
positions also need Go pattern matching [16, 17]. This article will discuss how to
find those game records containing the desired query pattern in a lot of game records.
The input is a query pattern, and outputs are the game records which contain this
query pattern. From those outputs, we can get the game record information, such
as name of the players, move sequences, players’ strength, handicap numbers, and
results.

The organization of the article is as follows: The proposed framework is in
Sect. 42.2. Section 42.3 describes how to process the raw Go game records.
Section 42.4 gives a pattern matching algorithm. Section 42.5 gives the index struc-
ture to speed up the matching. Section 42.6 proposes four applications of our index
structure. Finally, Sect. 42.7 gives a conclusion.

42.2 Information Retrieval System

Our final goal is to develop an efficient retrieval system. Figure 42.3a shows its
framework. The ability to receive both pattern query and text query will be an impor-
tant advantage of the system because it allows users to search for information with
more directions. For instance, the user may want to know the win rate when plays
with a specific opening pattern, (SGF records record the names of the players and
the results of the current game) by sending a query content with name of the player,
result, and the opening pattern, the game records will be received, and the win rate
can be computed.

When the query is with a logical operation like and, or, not …, etc., the proposed
structure makes these operations be done more quickly. We could also set up some
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Fig. 42.3 a The information retrieval system for Go. b The index structure

ranking rules by information in the game record. For example, games played by
professional players will get higher weights to be shown on the top of the list.

The procedure and main components of our idea were shown in Fig. 42.3a. It is
based on a sequential matching algorithm. It will be used during the constructing
state and the final searching state. Besides the searching algorithm, there are two
main factors that affect the performance of the system: feature patterns and feature
trees (Fig. 42.3b). The sequential matching algorithm will be proposed in Sect. 42.4.
Feature patterns and feature trees will be discussed in Sect. 42.5.

42.3 Converting and Expending of the SGF Go Game
Records

The raw game record format used in this paper is the most popular game record
format in current days: Smart Game Format (SGF). SGF was developed by Auder
Kierulf in 1987 [18]. It has been widely used to record Go games. Many digitized
Go books are also saved in SGF. SGF is a text format, recording the game board
information between two players. Records include the sequence and positions of
moves, the names of the players, results, comments, and so on. We must convert and
expend SGF Go game records into the format we need and store it in the database.
We pick small parts of an SGF example and show the converting processes.

An SGF record could be divided into two parts. For the following example, let
us mark them by S1 and S2, respectively. S1 records game information like players,
location, time of this game, and handicap information. For example, SZ [19] means
the size of the game is 19× 19. PW[guojuan] means the player of white is guojuan.
RE[W+Resign] means the game was won by white with black resign. In the pattern
matching process, we will skip most of them, only keep handicap information which
is typed in boldface, e.g., AB[dd] [pd] [jj] [dp] [pp], and add them to the top of the
S2.
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S1:

(; GM [1] FF [4] SZ [19] PW[guojuan]WR[5p] PB[wolf] BR[1k] DT[2000-7-19]
PC[The Kiseido Go Server (KGS) at http://kgs.kiseido.com/]
KM[0.50] RE[W+Resign] HA [5] RU[Japanese] CA[UTF-8] TM[1800] OT[5 30
byo-yomi] AB[dd] [pd] [jj] [dp] [pp]

S2:

; W[mp]; B[pn]; W[fq]; B[cn]; W[fo]; B[nq]; W[mq]; B[dq]; W[ql]; B[qm];
W[pl]; B[nm]; W[pg]; B[nc]; W[np]; B[oq]; W[on]; B[om]; W[pm]; B[qn];
W[cf]; B[fc]; W[oo]; B[lm]; W[po]; B[qo]; W[qp]; B[qq]; W[rp]; B[rq]; W[ro];
B[op];W[mn]; B[sp];W[rm];B[so];W[rn]; B[mm];W[mr]; B[pr];W[ef]; B[ko];
W[jp]; B[jo]; W[ip]; B[dk]; W[jm]; B[km]; W[jl]; B[lk]; W[kj]; B[kk]; W[jk];
B[ij]; W[ki]; B[in]; W[hk]; B[hj]; W[hm]; B[hn]; W[gj]; B[ih]; W[gn]; B[mi];
W[kg]; B[mg]; W[if]; B[gi]; W[fj]; B[gg]; W[gf]; B[hg]; W[hf]; B[eh]; W[dj];
B[fg]; W[ff]; B[ei]; W[ej]; B[fi]; W[ch]; B[pi]; W[qd]; B[pe]; W[qe]; B[qh];
W[qg]; B[qc]; W[rc]; B[qb]; W[ph]; B[oi]; W[qi]; B[qj]; W[rh];)

Then we have full information we need in the pattern matching—all the stones
and their positions on the board. However, if we use it directly, some mistakes might
occur because of the original SGF data did not record information of removed stones.
In the rule of Go, if the liberty of a stone is equal to zero, then the stone must be
removed from the game board. In Fig. 42.4, after some stones are removed, their
positions might look empty, but their positions will not be deleted from SGF record.

To avoid these mistakes, the SGF game records must expand to many game
boards. Expanding a game record could be considered as expanding one animation
to hundreds of pictures. Every game board will be transformed into an independent
record and skip the records of removed stones. For example, S2 can be transformed
to S3. S3 will become 70 independent records (depends on the number of moves),
and each of them means a board situation after a new move. Please notice that after
turn 36 B[so], the four black stones B[pn], B[qm], B[qn], and B[qo] were taken, as
the four strikethroughs in S3.

S3:

1. AB[dd] [pd] [jj] [dp] [pp] W[mp]
2. AB[dd] [pd] [jj] [dp] [pp] W[mp]; B[pn]

…

Fig. 42.4 Removing stones from the game board. a white stone only has one liberty. b The lower
black move causes the white stone to lose its liberty, resulting in the white stone being removed
from the board

http://kgs.kiseido.com/
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35. AB[dd] [pd] [jj] [dp] [pp]W[mp] B[pn]; W[fq]; B[cn]; W[fo]; B[nq]; W[mq];
B[dq]; W[ql]; B[qm]; W[pl]; B[nm]; W[pg]; B[nc]; W[np]; B[oq]; W[on];
B[om]; W[pm]; B[qn]; W[cf]; B[fc]; W[oo]; B[lm]; W[po]; B[qo]; W[qp];
B[qq]; W[rp]; B[rq]; W[ro]; B[op]; W[mn]; B[sp]; W[rm];

36. AB[dd] [pd] [jj] [dp] [pp]W[mp] B[pn]; W[fq]; B[cn]; W[fo]; B[nq]; W[mq];
B[dq]; W[ql]; B[qm]; W[pl]; B[nm]; W[pg]; B[nc]; W[np]; B[oq]; W[on];
B[om]; W[pm]; B[qn]; W[cf]; B[fc]; W[oo]; B[lm]; W[po]; B[qo]; W[qp];
B[qq]; W[rp]; B[rq]; W[ro]; B[op]; W[mn]; B[sp]; W[rm]; B[so];

37. …

42.4 A Sequential Go Pattern Matching Algorithm

The game board and the n × m query pattern are a 19 × 19 and n × m arrays,
respectively. Each item of the array is represented by 4 bits. Figure 42.5 shows a 4×
4 query pattern. We use 4 bits to represent four Boolean state values of a position,
respectively. Bit 1 is for empty on the position; bit 2 is for a black stone; bit 3 is for a
white stone, and bit 4 is for the position is on the board border. Every number in the
array is generated from 4 bits. For example, a number “3” in the array is represented
by “0011,” and this position could be “black stone” or “empty”.

Knuth–Morris–Pratt algorithmhelps us to skip unnecessarymatchings. Regarding
a two-dimensional pattern as a set of one-dimensional patterns, we proceed along
with the following steps:

Step 1. Choose one row from the query pattern. It is one-dimensional pattern and
will be suitable for the one-dimensional Knuth–Morris–Pratt algorithm. The row
in the set will be ranked by their:

1. State: Choose the fixed state row. (Patterns may contain elements with the
unfixed state. If each row pattern contains an unfixed state, then we must
generate all possible row patterns.

2. Length: Choose the longest row pattern. If there are more than two longest
row patterns have the same lengths, then choose the one that has the highest
repetition number.

Step 2. Search the chose row pattern by Knuth–Morris–Pratt algorithm.

Fig. 42.5 Representation of
a pattern

1111
1411
1241
1111
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Step 3. If the row pattern is found, then check each item in the query pattern with
the corresponding area by bit mapping: Let Q be the query pattern and A be the
corresponding area. Calculate
Let Z = Q AND A
If Z = A, then matched
Else fail

Figure 42.6 shows an example.We saw somepatterns on the boardmatch the target
pattern, but their surroundings do not. These patterns will be skipped immediately
unless the whole query pattern is matched.

Because new patterns may only appear around the last move. If the size of the
query pattern is n × n, we would only scan the (2n − 1) × (2n − 1) local area.
Figure 42.7 shows an example.

When the last move removes some stones, it might bring new patterns as well.
Figure 42.8 shows an example. In Fig. 42.8, two black stones under the last white
move marked by “×”were removed, the total variation on the board is 3 × 1, so the
searching area is square A. The size of square A is (2× (3− 1)+ 3)× (2× (3− 1)
+ 1) = 7 × 5 when size of query pattern is 3 × 3.

If the query pattern is n × n, time complexity for a board is
O((2n − 1)× (2n − 1)). Some query pattern may be on the edge. Figure 42.9
shows an example. When searching for an edge pattern, the time complexity will
be O(2n − 1) (only scan along with an edge). In case some query pattern is on the
corner, the time complexity is a constant. Figure 42.10 shows an example. The time
complexity is a constant.

Fig. 42.6 Example for the sequential matching algorithm
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Fig. 42.7 5 × 5 local game board around the last move (query pattern is 3 × 3)

Fig. 42.8 Two black stones under the last white move marked by “×” were removed
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Fig. 42.9 Edge pattern

Fig. 42.10 Corner pattern

For the desired query pattern, we must consider color changing, rotation, and
reflection for the query pattern (see Fig. 42.2). There are 16 related patterns for the
query pattern.

The experimental result for the algorithm is as follows. The total game record is
6000, and the number of total game boards is 1, 202,201. If the query pattern is not
an edge pattern, the average time is between 10 and 20 s. Figure 42.11 shows the
time of (3 × 3, 4 × 4, . . . , 18 × 18, 19 × 19) sizes of query patterns. According to
the result, it may not satisfy the human users. The following section will describe
how to use feature patterns and index structures to increase the speed.

42.5 Index Structure on the Go Game Database

To construct our index structure on the database, we use features as the indexing key.
We use about 400 features which appear frequently for Go games. These features are
from JIMMY Go program [19]. Some features are jump, knight move, or diagonal
basic patterns, but most of them are complicated and have their own characteris-
tics and meanings. These features are good indexing keys, and we can classify the
database systematically. The feature patterns are integrated with a popular index
structure: an inverted list. We use the Go pattern matching algorithm to find the
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Fig. 42.11 Searching time on different query pattern sizes

Feature pattern         Term                         Board situations           

                                24        (31059; 4, 9  345677)
                                            42

      2                                    21      (111098; 5, 23  1234567)
          12

      .  .                                      .
      .  .       .
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                                             1
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contain this feature

 pattern  

           1     

Fig. 42.12 Building inverted file using feature patterns

game boards contain the feature and build an inverted file. Figure 42.12 shows an
example.

42.6 Four Applications of the Proposed Structure

We will consider more applications of an index structure in Go game records on the
view of users. This topic will be discussed in four directions:Opening, Joseki (A set
of sequences), Tesuji (A clever move), and Endgame. The following approaches
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Fig. 42.13 Opening tree

are represented by a tree structure, but they are all based on the index structure in an
inverted list.

42.6.1 Opening

At the opening stage, most users want to know the variations after some type of
opening, such as sanrensei or Chinese opening. A type of opening can be viewed as a
special Go pattern. There are two rules to be followed while constructing an opening
pattern index.

1. We define the “opening stage” as “the first 30 moves of a game.” Only the first 30
game boards of every game record are considered while constructing an opening
tree. Reducing a few target game boards is important for the system.

2. In the Go game, we usually care about what kind of opening pattern black player
uses, while constructing the opening tree, we also follow this habit.

We consider every type of opening move sequence as a 19 × 10 feature pattern.
An opening index tree and two examples of feature pattern were shown in Fig. 42.13.

42.6.2 Joseki

A joseki index tree is similar to an opening index tree. The only difference is the
matching region and size of the feature patterns. Joseki moves always appear on the
corners of the board. This characteristic can be used to limit the matching region in
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the four corners of the board. This constraint speeds up not only the construction of
joseki tree but also the user query. We consider a joseki move as a 10 × 10 feature
pattern and try to match them only on the corners of every game board.

42.6.3 Tesuji Tree

The issues of the tesuji and endgame are quite different from joseki, and the main
difference is that we only want to search for the first game board that queried pattern
appears. The game boards before or after themwill not be considered. That is because
tesuji means “a clever move” in Go game. This restriction has brought a benefit on
pattern matching because we only have to collect these game boards in which feature
pattern appears at their lastmove. Thiswill reducemany game boards in the tesuji tree
and make the matching more efficient. A tesuji index tree was shown in Fig. 42.14.

42.6.4 Endgame

The endgame index tree construction is similar to tesuji index tree. But there aremore
constraints in it. Most of endgame moves happened at line 2 and line 3 of the board.
In Go game, there are some endgame moves happened at the center of the board, but
these endgame moves are abstract. We cannot consider them in our approach. That
means we will only search for the patterns appear at line 2 and line 3.

Endgame move happened at the borders of black stones and white stones. We
have to check it also. We could get the information of region by calculating the
effect of every black and white stone. Every black stone is given a positive “energy”
value which decreases with distance; on the other hand, every white stone is given
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a negative energy. We can get a general region of black stone and white stone after
some operations.

42.7 Conclusion

We propose a Go pattern matching algorithm. When query patterns are smaller than
10 × 10, for 1.2 million 19 × 19 Go boards, those records for this query pattern
can be found in 15 s. We also propose a simple and efficient index structure. The
index is built based on the feature patterns of the pattern database of the computer Go
program JIMMY. All the significant Go patterns contain at least one of the feature
patterns. This index structure can improve the speed of the pattern searching to one
second, which is a satisfactory time for a query pattern. Besides, we propose four
applications on the index structure, which can help users to find desired information
quickly. The proposed methods are useful in a Go information retrieval system. Text
query in game records is easy to implement. It can look like as text information
retrieval. With proposed methods, we construct a Go information retrieval system.
The system can handle both pattern and text queries. This system is useful for Go
players to find the Go information in Go game records.
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