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Abstract. Over the recent years, the periocular region has emerged as
a potential unconstrained biometric trait for person authentication. For
a biometric identification scenario to operate reliably round the clock,
it should be capable of subject recognition in multiple spectra. How-
ever, there is limited research associated with the non-ideal multispectral
imaging of the periocular trait. This is critical for real life applications
such as surveillance and watch list identification. The existing techniques
for multispectral periocular recognition rely on fusion at the feature level.
However, these handcrafted features are not primarily data driven and
there even exists possibilities for more novel features that could better
describe the same. One possible solution to address such issues is to resort
to the data driven deep learning strategies. Accordingly, we propose to
apply the attributes extracted from pretrained CNN for subject authen-
tication. To the best of our knowledge, this is the first study of multispec-
tral periocular recognition employing deep learning. For our work, the
IIITD Multispectral Periocular (IMP) database is used. The best clas-
sification accuracy reported for this dataset is 91.8%. This value is not
precise enough for biometric identification tasks. The off-the-shelf CNN
features employed in our work gives an improved accuracy of 97.14% for
the multispectral periocular images.

Keywords: Multispectral periocular recognition · Deep learning ·
Biometrics · Convolutional neural network (CNN)

1 Introduction

Periocular recognition refers to the automated process of recognizing individuals
using periocular images. Periocular is the facial region around the eye including
eyelids, eyelashes, and eyebrows [2]. The typical elements of the periocular region
are as shown in Fig. 1. Periocular (periphery of ocular) region is unique for each
individual because of the distinctive markings of the iris, sclerotic blood vessels
and skin texture [3].

The significance of periocular biometrics lies in the fact that it represents a
trade-off between using face and iris [13] which can be elucidated as follows:
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Fig. 1. Elements of the periocular region [2]

– While trying to capture the entire face from a distance, iris information will be
of poor quality or low resolution. On the contrary, when the iris is captured
from close distance, the whole face may not be visible thereby forcing the
recognition system to rely only on the iris. In both these cases, periocular
images may be captured with sufficient clarity over a wide range of distances.

– When portions of the face such as the nose and mouth are occluded, the
periocular region may be used to determine the identity.

– In cases where the iris cannot be reliably obtained, such as blinking or off-
angle poses, the skin in periocular region may be used to recognize the
identity.

This implies that the periocular biometric requires less subject cooperation com-
pared to other ocular biometrics which in turn makes the periocular region a
potential trait for unconstrained biometrics. However, there is limited research
focusing on periocular recognition in multispectral non-ideal imaging scenario.
This is critical for real life applications such as tracking, watch list identification,
surveillance and security, where it is required to track or authenticate individu-
als based on the biometric traits in varied illumination conditions. Thus, there
is a need for such biometric applications to operate in multiple spectra round
the clock. Also, these multispectral images provide rich visual information for
authentication and is tougher to be spoofed. This has paved the way for multi-
spectral periocular recognition.

Existing implementations for multispectral periocular recognition rely on
fusion of periocular features in different spectra (feature-level fusion) [1]. But,
these handcrafted features are not primarily data driven and are based on human
assumptions to be the best descriptors for the multispectral periocular trait.
There even exists possibilities for more novel or unrevealed features that could
better describe the same. Moreover, different handcrafted features exhibit dif-
ferently with respect to different spectra and this can give rise to compatibility
issues while fusing such features for different spectrums. To address such issues,
the data driven deep learning strategies can be used.
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For our work, we empoly the multispectral images from the IIITD Multispec-
tral Periocular (IMP) database [17], which provides the relevant multispectral
ocular images belonging to three spectrums namely near infrared, visible and
night vision. The best classification accuracy reported with this database in
literature is 91.8% and such works rely on a number of feature descriptors. How-
ever, this value is not precise enough to settle with the claim that the features or
methodology involved in such tasks are the best approaches for biometric recog-
nition using multispectral periocular images. One possible technique to improve
the recognition performance is to resort to the recent trends in deep learning.

The advantage of deep learning strategies lies in the fact that they are pri-
marily data driven i.e. they are able to learn features automatically based on
the input data rather than by human hypotheses as in the case of conventional
features. Even though deep learning techniques call for huge amount of train-
ing data and time for designing and training new CNN architectures for spe-
cific applications, deploying off-the-shelf CNN features from pretrained exist-
ing architectures help resolve these demands. Accordingly, we propose to apply
the extracted attributes from pretrained convolutional neural network (CNN),
Alexnet for subject authentication.

Alexnet is a CNN that is trained on 1.2 million high resolution images from
the ImageNet database [6]. Hence, the network has learned rich feature depictions
for a wide variety of images. This representational power of pretrained deep
networks can be effectively utilized by means of feature extraction. In our work,
we extract the off-the-shelf CNN features from Alexnet so as to train an SVM
based image classifier. We present the efficiency of our method by means of
classification accuracy, which is the ratio of the number of exact classifications
to the total number of prediction outputs. The off-the-shelf CNN features used
in our work provide an improved 97.14% accuracy. Our research work is novel in
the prospect that this is the first study for multispectral periocular recognition
employing deep learning.

2 Related Works

The pioneering work in the field of periocular biometrics was reported in the
literature by Park et al. in 2009 [14]. They made a feasibility study of whether
periocular can be used as a biometric trait for recognition and confirmed the same
[13]. Bharadwaj et al. also supported the concept of using periocular biometrics
when iris recognition fails [4]. Park et al. used conventional methods for attribute
extraction, such as scale invariant feature transform (SIFT) [7], local binary
patterns (LBP) [12] and histograms of oriented gradients (HOG) [21] in order to
assess performance in the presence of various performance degradation factors
such as occlusions, scale, pose, and gaze.

Deep learning approaches especially CNNs have gained boundless popularity
for computer pattern analysis and computer vision tasks. However, surveys on
periocular biometrics [2] suggest that few studies have taken advantage of deep
learning methods for improving periocular recognition rates. Zhao et al. [22] pre-
sented a semantics assisted convolutional neural network (SCNN) method which
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uses semantic information apart from learning identities. This technique involves
learning from scratch which is computationally expensive and does not have a
significant boost in the recognition performance. Proenca et al. [15] proposed
a deep learning framework for periocular recognition without iris and sclera
(Deep-PRWIS). Though this is an attempt to highlight the importance of peri-
ocular region alone, research suggests that use of entire periocular region without
masking provides better recognition performance [13], which is the crux of the
biometrics. Luz et al. [8] proposed a periocular region recognition (PRR) using
VGG (visual geometry group) transfer learning. Kevin et al. [5] performed peri-
ocular recognition using off-the-shelf CNN features. Compared against the con-
ventional periocular features such as LBP, HOG, and SIFT, they show an EER
(equal error rate) reduction up to 0.4. Considering the pace at which research
in deep learning is progressing,we can anticipate much more precise and fast
algorithms.

Research in periocular biometrics has paved its way to emerge as a poten-
tial trait for unconstrained biometrics. For such a biometric system to operate
24 × 7, it should be capable of person identification/authentication in multi-
ple spectra. This has led to the development of multispectral biometrics. The
multispectral recognition has been performed on the biometric traits such as
face, fingerprint, iris, sclera and palmprint [20] and these images have shown
to provide integral information owing to the fact that these traits exhibit differ-
ent physical characteristics in different spectra. Combining the images belonging
to different spectrums improves the strength of the biometric systems against
spoofing or counterfeiting thus increasing the robustness of the system.

Very few works are reported in literature for multispectral periocular recogni-
tion. Tapia et al. [18] presented a gender classification method from multispectral
periocular images using features extracted from shape, intensity and texture of
periocular images. Algashaam et al. [1] presented a multispectral periocular clas-
sification with multimodal compact multi-linear pooling in which complementary
data from multispecral images are fused. This work provides the best classifica-
tion accuracy with the IIITD Multispectral Periocular (IMP) database, the only
publically available database for multispectral periocular images. The highest
accuracy reported is 91.8% which is not lucrative enough to accept the above
approach as the perfect methodology for multispectral periocular recognition.
One possible remedy for performance improvement is to incorporate deep learn-
ing techniques. Based on these facts, we extract the off-the-shelf CNN features
from Alexnet so as to train an SVM based image classifier.

3 Proposed SR Based Periocular Recognition

The framework for periocular recognition is as shown in Fig. 2. This recognition
framework is one of its kind whereby off-the-shelf CNN features are extracted
from multispectral periocular images of the IMP database.
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Fig. 2. Experimental framework

3.1 Periocular Segmentation

The periocular region is segmented from these images by modifying the Viola-
Jones algorithm [19]. Such a segmentation routine is precise ensuring the incor-
poration of vital periocular information such as eye, eyebrow, and surrounding
skin texture. After segmentation, the periocular images belonging to distinct
individuals are grouped together.

3.2 CNN Feature Extraction

The segmented periocular images are fed into the CNN feature extraction mod-
ule. The CNN used for feature extraction in our work is Alexnet. It consists
of 5 convolutional (conv.) layers and 3 fully connected (fc) layers. In addition,
there are ReLU and max-pooling layers. Multiple convolutional kernels (filters)
extract features in an image. The first convolutional layer of Alexnet contains
96 kernels of size 11 × 11 × 3. The architecture of Alexnet is shown in Fig. 3.

Convolutional layer is the integral element of CNN. The convolutional layers
comprise a series of kernels or learnable filters which derives the local attributes
from the periocular images [9]. Each kernel generates a kernel map or feature
map which is produced by convolution operation (∗). The first convolutional
layer extracts low-level features and the succeding convolutional layer extracts
higher-level features.
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Fig. 3. Alexnet architecture [6]

The non-linear layers introduce non-linearity into the CNN thus enabling the
learning of complex models. In Alexnet the non-linear activation function used
is ReLU. It applies the following function

f(x) = max(0, x) (1)

The pooling or subsampling layer reduces the dimensionality of the feature
maps. In Alexnet, max pooling is used. The max pooling returns the maximum
output inside a rectangular neighbourhood thus making the features robust to
minute variations for formerly learned features.

The feature maps of the preceeding layer are convolved with learnable kernels
at a convolution layer and passed to the activation function to form the output
feature map. Each output combines convolutions with many input maps. This
can be represented by Eq. (2).

xj
L = f

⎛
⎝∑

iεMj

xi
L−1 ∗ kL

ij + bL
j

⎞
⎠ (2)

where

xj
L − jth output of Lth layer

kL
ij − kernel for the Lth layer

bL
j − additive biases for the Lth layer

Mj − set of input maps

The CNN feature extraction of periocular images consists of multiple similar
steps and each step is made of cascading three aforementioned layers.
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3.3 SVM Classification

The features extracted from Alexnet are then fed into the classification module.
The periocular recognition task being a multiclass identification problem, we
choose to perform classification using simple multi-class SVM [16], which is quite
popular in image classification tasks because of its robustness, accuracy, and
effectiveness while using small training set. Since SVM is mostly used for the
binary classification problem, ECOC (error-correcting output codes) based SVM
is used for implementing the multiclass problem, whereby the direct multiclass
task is split into several binary classification tasks and the results from these
indirect classifiers are then combined to give correct predictions of identity class.

4 Experimental Results

4.1 Database

For our experiments IIITD multispectral periocular (IMP) database [17] is used.
It is the only publically available database for multispectral periocular images.
It contains 1240 multispectral images of 62 persons in three spectrums namely
visible, night vision and near infrared. The visible wavelength images are cap-
tured with a digital camera, the near infrared dataset with a iris scanner and
the night vision dataset with a Sony camcorder in night vision mode.

4.2 Performance Metric and Baseline Method

To report the performance of our work, we rely on classification accuracy. It is
a popular metric for assessing the classification models. It is defined as the ratio
of the number of correct predictions to the total number of predictions.

The baseline methodology we used for comparison is the multimodal com-
pact multi-linear pooling by Algashaam et al. [1]. This baseline work achieved
periocular recognition accuracy of 91.8%, the best reported in the literature with
IMP dataset.

4.3 Experimental Setup

The periocular images obtained from the IMP database are grouped into three
categories corresponding to the visible, night vision and near infrared spectra.
Each category comprises 62 distinct classes with each class containing the peri-
ocular region of a particular individual. Thus these 62 classes correspond to 62
distinct individuals. Additionally, we also group the multispectral images into
another 62 classes such that each class contains the images of all the three spec-
tra of an individual. For each of these four categories, we choose 70% of the data
corresponding to each class on a random basis for training and the remaining
30% for testing.

In this work, we use Alexnet to extract features from the periocular images.
This deep CNN is the ILSVRC 2012 winner with a top-5 error rate of 15.3%,
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compared to 26.2% achieved by the runner up [6]. This network is trained on
more than one million images of the ImageNet database and can classify images
into 1000 object categories. This deep network is thus capable of capturing and
encoding complex attributes of the periocular images.

For feature extraction, we deploy the pretrained Alexnet model in MATLAB
R2018b. With the output from each layer used as an attribute vector to char-
acterise the multispectral periocular images, the performance of each layer is
assessed using classification accuracy.

The pretrained CNN model Alexnet is not altered at all using the training
data. Only features are extracted from CNN. These activations corresponding
to the training images, in turn, are used to train the multiclass SVMs. The
multiclass SVM used in our work is equivalent to combining multiple binary
SVM classifiers and the number of class depends on the count of subjects in the
periocular database.

4.4 Performance Analysis

Different levels of visual content are encoded by each layer of CNN. With the out-
put from each layer used as an attribute vector to characterise the multispectral
periocular trait, the performance of each layer is assessed using classification
accuracy. The accuracies obtained for different layers of the CNN model are
shown in Fig. 4.

Fig. 4. Performance comparison

For each category, we get a maximum classification accuracy with ‘relu4’
(fourth rectified linear unit layer) in Alexnet model in Matlab R2018b). The
highest classification accuracies obtained are 97.14% (category 1-visible), 95.86%
(category 2-night vision), 88% (category 3-near infrared) and 93.55% (category
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Fig. 5. Performance at relu4

Fig. 6. Activations in Alexnet model

4-multispectral). This is illustrated in Fig. 5. A comparatively low accuracy for
near infrared images owes to the fact that these images in the IMP database are
blurred and rich visual details are hence not available for recognition.

The difference in accuracy in the distinct layers of Alexnet owes to the distinct
levels of features or activations learnt by them. The channels in earlier layers
learn simple features like color, edges etc., while those in deeper layers learn
much more complex features like that of eyes. The low accuracy in the initial
layers is due to the fact that they retain the majority of the input as such or only
learn simple features which are not quite efficient for distinguishing individuals.
The final layers may not activate at all since there is nothing more to learn
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beyond a particular layer. Consequently, the recognition accuracy falls towards
the last layers.

For visualisation, we normalise the activations to gray-scale such that min-
imum activation is 0 and the maximum is 1. Such a mapping leads to white
pixels representing strong positive activations and gray representing weak acti-
vations. Figure 6 shows activations for periocular image in the visible spectrum
and in the near infrared spectrum from the layer that gives the maximum accu-
racy i.e. ‘relu4’. From these activations it is evident that the one corresponding
to visible spectrum has strong white pixels around the center of the periocular
region which is absent in the other case and this strong activation leads to high
accuracy.

Comparison of the proposed method with other approaches for multispec-
tral periocular recognition on IMP dataset is shown in Table 1. From this, it is
evident that the proposed approach has much better recognition accuracy when
compared to the existing methods.

Table 1. Comparison with existing approaches

Methods Recognition accuracy (%)

Concatenation [20] 86.3

Element-wise multiplication [20] 87.1

Canonical correlation analysis [23] 89.5

Discriminant correlation analysis [24] 90.1

Multimodal compact multi-linear pooling [1] 91.8

Proposed approach 97.14

5 Conclusion

In this work, we have addressed the approach of multispectral periocular recog-
nition from a deep learning perspective. Our experiment shows that there is
significant improvement in recognition performance by the application of off-the-
shelf CNN features. There are various open questions and challenges regarding
the deployment of deep learning to the problem of periocular recognition, even
though CNN such as Alexnet is effective in encoding discriminative features for
periocular recognition. The computational intricacy of CNNs used for recogni-
tion task can be addressed by using model reduction techniques such as pruning
and compression [5]. The low accuracy for near infrared images can be addressed
using super-resolution [11], a technique for improving the resolution of images.
Also, this deep learning approach can also be extended to cross-spectral peri-
ocular recognition. Recent developments in Deep Reinforcement Learning and
Evolution Theory allow the networks to adapt themselves [10] and achieve better
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results for the task of periocular recognition. There are several other frameworks
in the field of deep learning such as Recurrent Neural Network (RNN), Stacked
Auto-Encoder (SAE) and so on. To improve the representation capability of
periocular region, these architectures can be used independently or combined
with conventional CNNs.
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