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Abstract. In this work we aim to evaluate the performance of three types of
machine learning models implemented for blood glucose level (BGL) estimation.
Pulse photoplethysmography signal is acquired from 611 human subjects and used
for the analysis. Time and frequency domain features are extracted using (1) Frame
based and (2) Single PulseAnalysis technique. These two features are used as input
to train neural network, Support vectormachines andRandomforestmodels. These
trained models are used for the estimation of BGL values. The BGL estimation
performance of thesemodels, (i) neural network, (ii) SVM, (iii) RF and (iv) K-fold
RF are compared based on two feature sets i.e. Frame based time and frequency
domain features and Single Pulse Analysis based time and frequency domain
features. The performance of each system model is evaluated on the basis of, (i)
Coefficient of determination i.e. R2, (ii) Spearman’s coefficient of correlation, (iii)
Pearson’s coefficient of correlation and (iv)Clarke error grid analysis.Weobserved
that Single Pulse Analysis technique shows better performance as compared to
Frame based technique. The highest R2 value (0.95) for Single Pulse analysis is
obtained for K-fold RF network. For Single Pulse Analysis, all other models also
show comparable BGL estimation accuracy with R2 values ranging from 0.91
to 0.94. According to Clarke error grid analysis the values that lie in class A and
class B are clinically accepted.We obtained highest prediction accuracy for Single
Pulse analysis with K-fold random forest with 93.2% (class A) and 6.8% (class
B).
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1 Introduction

The need of self-monitoring of blood glucose levels is very crucial in diabetics. Cur-
rently glucometers that are available in market are either invasive or minimally invasive.
The diabetic patients are in need of frequent monitoring of their blood glucose levels
to detect the hyper or hypoglycemia events [1]. The glucometers available in market
require blood sample which is obtained through puncture of the skin by a lancet. Fre-
quent piercing causes discomfort to the patients. According to 2016WHO survey report
422 million people were estimated infected by diabetes by 2014 which is 8.5% rise com-
pared to 2012 survey [2]. This shows that mortality rate is increasing rapidly. With the
increasing number of infected people by diabetes there is a need to develop a noninvasive
method of blood glucose level measurement. However, the last couple of decades, work
towards the development of a non-invasive glucose monitor has increased significantly
among research groups with promising results. Many noninvasive techniques of blood
glucose estimation have been studied and implemented, stating their particular benefits
and drawbacks [3]. Noninvasive glucose determinations can be classified into optical
and non-optical techniques. The optical properties of glucose are rather specific and
these methods have shown better results and a better correlation with blood glucose
content. With the advancements in technology, optical based techniques have gained lot
of importance in development of biomedical instruments. Photoplethysmography (PPG)
is an optical based technique which is used in the development of advanced health care.
Various parameters like blood pressure (BP), respiratory rate, stroke volume, pulse tran-
sit time (PTT), heart rate variability (HRV), arterial stiffness, and blood glucose levels
can be analyzed using PPG technique [1, 3–6].

Moreno et al. [6] presented a system for a simultaneous non-invasive estimate of the
blood glucose level (BGL) using a Photoplethysmograph (PPG) and machine learning
techniques. A comparative results of blood glucose estimation using various regression
technique such as Linear Regression, Neural network, Support vectormachines andRan-
dom forest are presented by the author. The coefficient of determination (R2) obtained
using linear regression (0.52), neural network is 0.54, Support Vector Machines (0.64)
and 0.88 using Random forest regression technique.

Moreno et al. [6] uses 410 subjects PPG data and computed frequency domain
features of fixed duration windowed PPG signal for the estimation of BGL values. The
importance of the use of Single Pulse Analysis technique is motivated by the fact that
the PPG signal looks similar to arterial pressure pulse but the wave contour does not
remain the same [7]. In this technique we separate pulses from the entire signal and then
extract time domain features of each single pulse. It captures the time varying nature of
the pulse. In the current work, we used Single Pulse based time domain features.

In this paper, we present photoplethysmography based BGL estimation using two
signal analysis techniques as (i) Frame based and (ii) Single Pulse Analysis. Time and
Frequency domain features are computed and are used as input to train neural network,
Support Vector Machine and Random Forest models and comparison of BGL estimation
is performed using these models. A part of this work is funded by Board of Colleges and
University Development (BCUD). Savitribai Phule PuneUniversity, Pune. Development
of data acquisition system, data collection work and preliminary experimentation work
is carried out under this funding.
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2 Methodology

2.1 System Implementation

Figure 1 shows the block schematic of implementation of BGL estimation system based
on Frame based and Single Pulse Analysis technique. The PPG acquisition system is
built using an SPO2 sensor which is operated in near infrared region [8]. This sensor
consists of an optical transmitter (LED) and a receiver (pin photodiode) and is placed
along the finger tip. The reflected signal is resultant of volumetric change observed in
blood during systole. This change is detected by the detector and is amplified by signal
conditioning circuitry. The amplified signal is PPG signal which is then interfaced to a
processor to generate digitized pulsed data for recording and storing the data. The details
of pulse data acquisition is explained in detail in our earlier researchwork reference paper
[9]. The PPG data of 611individuals is recorded over a 3 min duration each. Using this
system the PPG signal of the individuals are recorded along with their BGL values
on the Accu-Check® [10] machine simultaneously. The range of BGL values varied
from 70 to 450 mg/dl. The database details can be referred in reference [9]. From the
collected data we created training dataset and testing dataset which could be used for
experimentation. We extracted multiple instances of one minute window out of three
minute recorded PPG signal with suitable time overlap. With this process we obtained
around 1900 window segments of 1 min duration. By randomly observing the window
segments we selected 1000 window segments which are noise, power line interference
free and useful for training purpose and 500 samples for testing purpose. The details
of training and testing dataset are provided in Table 1. DB3 is a combined training set
formed by adding DB1 and DB2 consisting of 1000 samples and DBtest is the testing
set consisting of 500 different samples. Preliminary experimentation were carried out
using the three datasets and performance evaluation of baseline testing were carried out.

Fig. 1. System implementation
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The best results were obtained using DB3 [9]. Hence DB3 dataset is used as a training
dataset for further experimentation and DBtest is the testing dataset.

Table 1. Training and testing dataset

Training dataset Testing dataset

DB1 (500) DB2 (500) DBtest

DB2 (500) DB1 (500) DBtest

DB3 (1000) DBtest

2.2 Feature Extraction Techniques

The extracted PPG signal is a digitized signal of 1 min duration with a sampling rate
of 100 samples per second giving a total of 6000 samples. To remove the noise com-
ponents generated through power line interference, motion artifacts, muscle artifacts,
high frequency artifacts and low amplitude the preprocessing of the signal is carried out.
The base line interference is removed using moving average filter and the PPG signal
is smoothed using Savitzky Golay filter [11]. The feature vector consists of features
computed at window level and local features computed at frame level. The feature set in
[6] consists of 33 dimensional features. We excluded age, weight, body mass index and
oxygen saturation features to eliminate the person specific dependency. This reduced
feature set with 29 features is called baseline feature set.

Frame Based Feature Set: We extracted features based on fixed duration frame with
500 samples per frame. Computed 29 baseline features as mentioned above for each
frame and additional features such as pulse transit time, pulse interval and pulse ampli-
tude of the PPG signal along with their statistical measures like mean, variance standard
deviation and interquartile range are added to it. This results into 35 dimensional fea-
ture set. The details about the computation of Autoregressive coefficients, Kaiser Teager
Energy, Heart rate, Spectral Entropy, Log energy profile, Pulse interval, Pulse transit
time, and Pulse amplitude can be obtained in our previous research work presented in
[9]. We represent this feature vector as FV and is given by

FV = {FV ARP PG , FV K T E, FV Hr, FV Hs, FV LogE, V PT T, FV Pint, FV Pamp}
Single Pulse Analysis Feature Set: Asmentioned earlier, the PPG signal looks similar
to arterial pressure but wave contour of pulse does not remain same hence to capture
the variations in pulse wave shape of the entire signal we implemented single pulse
technique. We split the pulses by finding the local minima and extracted features of
each pulse based on energy, pulse interval, pulse transit time, pulse start time, pulse end
time, peak amplitude along with its statistical measures like mean, variance, standard
deviation and interquartile range. This feature set consists of 28 features and is given as

FVnew = {P FV μ
n , P FV σ

n , P FV skew
n , P FV iqr

n }
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The details about the computation of the above feature set is explained in our research
work presented in [9].

2.3 BGL Estimation

We implementedBGL estimation using time domain feature set with 35 features and Sin-
gle pulse feature set with 28 features using various regression techniques. As explained
in Sect. 2.1 we created training dataset consisting of 1000 samples and testing dataset of
500 samples useful for training purpose and for testing purpose. The features of training
dataset along with their BGL values are then given as input to various training models
like neural network, support vector machine, random forest and k-fold random forest
generating the training model as explained in further sections. A nonlinear regression
model is trained by each network. These networks are then used for testing dataset to
estimate their BGL values. Also the performance of each network is further analyzed
based on Clarke error grid analysis and coefficient of determination.

Neural Network: For neural network we used Multilayer perceptron trained by Lev-
enberg Marquart algorithm. The Multilayer perceptron is able to approximate nonlinear
relationships. We used 3 hidden layers neural network topology with 30, 20, 10 neurons
in layer 1, 2 and 3 respectively to train the network using nonlinear regression. Matlab
2017b neural network toolbox is used for neural network training and testing purpose.

Support Vector Machines: SVM regression is implemented using Matlab 2017 SVM
tool box. We used Gaussian Kernel based on the earlier results reported in [6] which
had shown best results. The specifications of kernel (kernel type, soft margin, and kernel
parameters) were set based on the quality criterion i.e. R2 value on the testing database.

Random Forest: Random forests are aML technique based on a Set (forest) of classifi-
cation and regression trees [12], each trained in a different way. The output of the system
is an aggregation of the outputs of the trees of the forest. The methodology is justified by
the fact that the mathematical expression of the error of a classifier depends on the bias
and variance of each of the trees of the forest. In order to take advantage of the fact that
averages reduce the bias and variance, the algorithm introduces a systematic controlled
variability and bias [12]. The advantages of this technique is (i) low global error rate as
the mean output reduces the variance and bias of the estimate, (ii) the execution time is
low as the base classifier is a tree and (iii) computations are based on comparisons at
each node. Also each node compares only one feature, making the system robust with
respect to the scale of the inputs and the correlations between them [6]. The best config-
uration (number of trees in the forest, number of features tested at each node and maxi
mum number of samples at a given node) was determined based on the quality criterion
i.e. R2 value on the testing database. The algorithm was programmed in Matlab using
‘fit-r-ensemble’ function. We also implemented cross validation on testing dataset using
K-fold random forest technique with 10 folds and maximum decision tree number 50.
The same was also implemented in Matlab.
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3 Experimentation and Results

In this work we performed BGL estimation using two feature extraction techniques as
(1) Frame based and (2) Single pulse analysis. The performance of BGL estimation
is evaluated using coefficient of determination (i.e. R2), computed via four different
regression models namely neural network, SVM, Random forest and K-fold Random
Forest. We also analyze the performance based on Clarke Error Grid Analysis. Clarke
Error GridAnalysis is clinically accepted for validation of BGL estimation [13]. The grid
is divided into 5 regions. Clarke grid scatter is plotted usingMatlab function [14]. Region
‘A’ represents prediction within 20% of the actual BGL value. Region ‘B’ represents
predictionmore than20%away fromactualBGLbut donot give false predictions.Region
‘C’ represents false positives of either cases of hypoglycemia or hyperglycemia. Region
‘D’ represents predictions that fail to detect cases of hypoglycemia or hyperglycemia.
Region ‘E’ represents prediction errors which could wrongly classify cases of hypo or
hyperglycemia. Following section gives the details about the results of BGL estimation
using four different regression models for 2 features sets i.e. (1) Framed based time and
frequency features and (2) Single Pulse Analysis based time and frequency features.
Table 2 gives the comparative performance measures of all the four regression models
for baseline feature set with the reference [6]. Table 3 gives the comparative performance
measures of all the 4 regression models for time and frequency domain and Single Pulse
Analysis feature set. Figures 2, 3, 4 and 5 show the computation of R2 and Clarke Error
grid Analysis using 4 different regression models for Single Pulse analysis technique.

Table 2. Comparative BGL estimation performance of 3 different regression models NN, SVM
and RF of baseline testing

NN SVM RF K-fold RF

Monte Moreno [6] (33 features) R2 0.54 0.64 0.88 –

Baseline system (29 features) R2 0.71 0.78 0.83 0.93
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Table 3. Comparative BGL estimation performance of 4 different regression models NN, SVM
RF and K-fold RF for Frame based and Single Pulse Analysis.

NN frame based NN Single Pulse
Analysis

SVM Frame
Based

SVM Single
Pulse Based

R2 0.83 0.91 0.74 0.94

A 403 (80.6) 415 (83) 340 (68) 434 (86.8)

B 87 (17.4) 85 (17) 150 (30) 66 (12.2)

C 5 (1) 0 10 (2) 0

D 5 (1) 0 0 0

E 0 0 0 0

Spearman
coefficient

0.886 0.948 0.909 0.970

Pearson
coefficient

0.8794 0.954 0.905 0.977

RF Frame based RF Single Pulse
Based

K-fold Frame
based

K-fold Single
Pulse Based

R2 0.84 0.91 0.91 0.95

A 395(79.4) 424 (84.8) 447 (89.4) 466 (93.2)

B 96 (19.2) 75 (15) 53 (10.6) 34 (6.8)

C 3 (0.6) 0 0 0

D 6 (1.2) 1 (0.2) 0 0

E 0 0 0 0

Spearman
coefficient

0.895 0.928 0.944 0.957

Pearson
coefficient

0.893 0.937 0.947 0.965
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Fig. 2. Performance metric of Single Pulse analysis for nonlinear regression technique using NN
(a) Coefficient of determination (i.e. R2) and (b) Clarke error grid.
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(a)

(b)

Fig. 3. Performance metric of Single Pulse analysis for nonlinear regression technique using
SVM (a) Coefficient of determination (i.e. R2) and (b) Clarke error grid.
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(a)

(b)

Fig. 4. Performance of Single Pulse analysis for nonlinear regression technique using RF (a)
Coefficient of determination (i.e. R2) and (b) Clarke error grid
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(a)

(b)

Fig. 5. Performance metric of Single Pulse analysis for nonlinear regression technique using
K-fold (a) Coefficient of determination (i.e. R2) and (b) Clarke error grid.
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4 Observations and Discussion

FromTable 2, it is observed that we obtained comparable baseline results with the results
presented in the literature [6]. By eliminating the person specific dependent features and
reducing the feature size there is improvement in R2.

Table 3 represents comparative performance evaluation of machine learning models
based on two PPG signal analysis techniques i.e. (i) Frame based and (ii) Single Pulse
Analysis. Single Pulse Analysis technique outperforms Frame based technique for all
performance evaluation metrics and this is also true for all machine learning models
i.e. NN, SVM, RF and K-fold RF. The performance of Single Pulse Analysis shows
highest accuracy via R2, Spearman and Pearson correlation coefficient performance
metrics. High value of Spearman’s and Pearson’s correlation coefficient shows that the
estimated and actual BGL values show monotonic and linear relationship. The results
obtained for Single Pulse Analysis with neural network shows improvement in BGL
value estimation (R2 = 0.84 for Frame based and 0.91 for Single Pulse technique) as
compared with reference result (R2 = 0.54) obtained by Monte et al. [6].

The performance of machine learning models (NN, SVM, RF, K- fold RF) for Single
Pulse analysis via R2 are comparable and lie in range 0.91 to 0.95. According to Clarke
error grid analysis we obtained the highest estimation accuracy for K-fold random forest
with 93.2% prediction cases lying in class A and 6.8% cases in class B. The Random
forest technique uses multiple trees which reduces the risk of over fitting. For the system
performance validation purpose cross validation is very important as it ensures that each
test sample occur in training and testing phase. This eliminates the chance of obtaining
very good or bad results. With 10 fold cross validation we obtained R2 value of 0.95.
The accuracy obtained using SVM is also comparable with K-fold Random forest.

5 Conclusion

We investigated the performance of differentmachine learningmodelswhich includes (1)
Neural network, (2) SVM, (3) RF and (4) K-fold RF inBGL estimation.We explored two
feature extraction techniques as (1) Frame based and (2) Single Pulse Analysis. From
the results it is concluded that Single Pulse Analysis technique shows high accuracy
as compared with Frame based technique. Using Single Pulse Analysis all the trained
models have shown comparable results. Random forest has shown highest accuracy as
this method operates by constructing multiple decision trees during training phase. As
SVMandRFmodels shows comparable results, thesemodels can be used for noninvasive
BGL real time system implementation.
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