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Abstract. The objective of this work is to detect depression that is a
more chronic psychiatric disorder found in humans using speech sam-
ples. This work is first of its kind in depression detection using Audio
Visual and Emotional Challenge 2011 (AVEC 2011) and Computational
and Paralinguistics challenge 2016 (ComParE 2016) feature sets. A novel
method of ensemble classification using simple machine learning algo-
rithms of Instance-Based classifier with parameter K (IBK), Stochas-
tic Gradient Descent (SGD) and Random Forest is proposed for the
projected task with gender dependent and independent systems. Experi-
mental results demonstrate the superiority of ComParE 2016 over AVEC
2011 in determining the psychological state of an individual. Feature
selection method is applied to reduce feature vector size, maintaining
the accuracy of depression detection with that obtained using large size
feature sets. The ensemble-based classification provide better accuracy
performance than the individual classifiers.

Keywords: AVEC 2011 · ComParE 2016 · Ensemble voting classifier ·
IBK · Random Forest · SGD

1 Introduction

World Health Organization discerned that depression is a psychiatric aberra-
tion that leads to low spirit, loss of pleasure or interest, low energy levels, poor
concentration and bad appetite [1]. Anxiety and depressive disorders are highly
prevalent around the world. Different ways of depression detection are proposed
in the past time. Many of the depression detection technique uses psychological
and behavioral signals for characterizing depression. These include facial expres-
sion, body gestures, eye movement, speech, etc. [2]. Amongst these, speech is
considered to be an effective method to detect depression since it is simple and
non-invasive. Conventional method of depression detection using speech involve
feature extraction followed by classification. The prosodic and acoustic features
of the speech signals are extracted and fed into various classifiers viz Support
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Vector Machines (SVM), Hierarchical Fuzzy Signature (HFS), Gaussian Mixture
Models (GMM), Multilayer Perceptron (MLP), etc. [3]. These classifiers predict
the speech samples as depressed or non-depressed. Literature reveals various
attempts by research community in depression detection. Moore et al. achieved
a classification accuracy from 87% to 94% using glottal waveform features for
differentiating a patient group and control group [4]. Ooi used a major voting
classifier on a parallel ensemble. Depression in adolescents was predicted using
a multichannel weighted classifier, giving an accuracy of 73% [5]. Teager Energy
Operator (TEO) and glottal features provide an accuracy of 69% for predicting
major depression in adolescents in the work proposed by Ooi [6]. Ozdas et al.
distinguished participants as suicidal, major depressed and healthy by investi-
gating their glottal flow spectrum and vocal jitter using spectral slope getting
an accuracy of 90% [7]. Alghowinem used different classifiers: Support Vector
Machines (SVM), Hierarchical Fuzzy Signature (HFS), Gaussian Mixture Mod-
els (GMM), and Multilayer Perceptron (MLP) and found a hybrid combination
of SVM and GMM giving better results [3]. In a proposed work by Yingthaworn-
suk [8], two speaking styles were used: a text-reading in and a clinical interview.
On analyzing, it was found that depressed subjects possessed a slow rate of
speech, monotonous delivery and a low range of fundamental frequency. Hence,
they formulated small changes in characteristics of speech (e.g. rate of speaking,
loudness, differences in pitch etc.) as indicators. Stress is one of the major factor
that leads to psychological disorder. Narayanan et al. in their work [9] used the
Gammatone frequency cepstral coefficients and multiclass SVM for stress detec-
tion. The non-linear TEO features classified using Probabilistic Neural Network
(PNN) and the Multi-Layer Perceptron Neural Network (MLPNN) also achieved
better performances. Lalitha et al. in [10] used Mel and Bark scale dependent
perceptual features to detect emotion. The proposed model outperformed other
models in terms of recognition accuracy. K Nearest Neighbor (KNN) and Sim-
ple Logistic Classifier (SL) provided an accuracy of 84.7% for affective state
recognition in the work proposed by Murali et al. [11]. The Mel Frequency Cep-
stral Coefficients (MFCC), Perceptual Linear Predictive Cepstrum (PLPC), and
Mel Frequency Perceptual Linear Prediction Cepstrum (MFPLPC) are found to
play a prominent role for SER as proposed by Lalitha [12]. From the survey, it
is evident that the performance of the individual classifiers proved to provide
less accuracy performance comparatively. It is observed that there are setbacks
in advanced warning techniques to acknowledge the depressed person. Due to
less combinations and ensemble pruning methods, the performance of the sys-
tems are less efficient. This resulted in less accuracy performance between 60%
to 70%. The ComParE feature set have been used in the automatic recogni-
tion of eating conditions in speech, that is whether the people are eating while
speaking. The average recalls obtained using ComParE features witnessed above
90% [13]. The AVEC features set have been used in building artificial listener
agents that can captivate a person in emotionally colored conversation [14]. This
work contributes a method to detect the psychiatric disorder of an individual.
The focus of this work is on investigation of feature sets i.e ComParE 2016 over
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AVEC 2011 and classifier combinations for the detection of psychiatric disor-
der. A search to find the appropriate feature set and classifier is proposed here.
The work also focuses on comparing the performance of the individual classifiers
like IBK, SGD, Random Forest and an ensemble of these classifiers using the
appropriate feature sets in determining the psychiatric state.

This work is organized in five sections. Section 2, explains the proposed work
for depression detection and performance metrics used. In Sect. 3, experiment
and analysis is given. Section 4 has a comparative analysis. Finally, Sect. 5 dis-
cusses the conclusion and future scope.

2 Proposed Work for Depression Detection Using
Ensemble Classification Method

The proposed model for depression detection using ensemble classification con-
sists of five stages - speech database, pre-processing, feature extraction, feature
selection and classification. The flow chart of the proposed model is depicted in
Fig. 1.

Fig. 1. Flow chart of proposed work

2.1 Speech Database

The database used in this work is DAIC-WOZ depression database. This
database includes questionnaire responses and audio recordings, incorporated
from a larger collection, the Distress Analysis Interview Corpus (DAIC). It com-
prises of 189 sessions of interactions of duration 7 to 33 min each. Speech samples
were recorded from 53 speakers, of which 31 male and 22 female speakers were
used [15].
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2.2 Pre-processing

The audio of the interviewer and interviewee are separated initially. Audio file
corresponding to each speaker (interviewee) are divided into segments of 10 s.
This is performed with help of an audio tool Audacity [16]. A total of 1763 audio
sub-samples were segmented from the samples of 53 interviewees. Features for
each segment are extracted individually. Waveform of the depressed and non-
depressed interviewee is depicted in Figs. 2 and 3 respectively. It can be observed
that non-depressed voice sample has no large variations in amplitude levels while
the depressed voice sample has variations in intensity by a large extent.

Fig. 2. Non depressed speech sample

2.3 Feature Extraction

The ComParE 2016 [17] and AVEC 2011 [18] features are extracted from the
audio samples using openSMILE [19]. openSMILE is an open source software for
automatic extraction of features. The software is likewise fit for perceiving the
attributes of a given speech or music fragment. The Computational and Paralin-
guistics challengE 2016 (ComParE 2016) feature set consists of 6373 features.
Energy, spectral, cepstral (mfcc), and voice related low level descriptors are few
among those. These features come mainly under three groups. First group com-
prises of 4 energy LLDs, 55 spectral LLDs and its delta coefficients. Second group
consists of 6 voice related LLDs and delta coefficients. A lot of 54 functionals
is connected to LLDs of first group and 46 functionals to its delta coefficients,
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Fig. 3. Depressed speech sample

bringing about 59*(54 + 46) = 5900 features. A lot of 39 functionals is connected
to second group and its delta coefficients, bringing about 6*(39 + 39) = 468 fea-
tures. The third group comprises of five static descriptors, registered for voiced
portions. Along these lines the final set comprises of 5900 + 468 + 5 = 6373 fea-
tures [13]. An insight of the ComParE 2016 feature set is mentioned in Table 1.

Table 1. Insight of ComParE 2016 features

Sl. no. Group Functionals
on LLDs

Functionals
on delta
coefficients

ComParE
features

1 4(energy) + 54(spectral) = 59 LLDs 54 46 5900

2 6(voice related) LLDs 39 39 468

3 5(temporal static descriptors) – – 5

4 Total Features 6373

The Audio Visual and Emotional Challenge 2011 (AVEC 2011) feature set com-
prises of 1941 highlights. It incorporates 25 spectral and energy related low-level
descriptors, 6 voicing related LLDs, 25-delta energy/spectral LLD, 6 delta coef-
ficients of the voice related LLDs and 10 voiced/unvoiced durational highlights
[14]. An insight of AVEC 2011 feature set is mentioned in Table 2. These fea-
tures are extracted for the entire 1763 audio samples and further fed into the
classifiers.

Further the feature selection method is employed to select the relevant
features.



178 V. J. Jithin et al.

Table 2. Insight of AVEC 2011 features

Sl. no. Group Functionals
on LLDs

Functionals
on delta
coefficients

AVEC 2011
features

1 25 LLDs(energy and spectral) 42 23 1625

2 6(voicing related) LLDs 32 19 306

3 10(voiced/unvoiced durational features) – – 10

4 Total Features 1941

2.4 Feature Selection

Among the features obtained after feature extraction, some features contribute
more to the prediction output than certain other features. These features needed
to be selected and this helps reduce the complexity of the classification. Thus to
select those relevant features, attribute selection is used. The feature selection
is carried out using WEKA [20] in two parts, Attribute Evaluator and Search
method. In this work, cfssubsetEval Attribute evaluator along with Best First
Search method is used. cfssubsetEval is a correlation based feature selection
subset evaluator. Different combinations of attributes are looked into and the
best attributes are chosen. The Best First [21] search technique looks through the
space of attribute subsets by slope climbing enlarged with a backtracking facility.
Setting the quantity of continuous non-improving hubs controls the dimension
of backtracking done. Best First strategy begins with either an unfilled set of
attributes and inquiry forward or begin with full set of attributes and hunt
in reverse, or begin anytime and look in both directions. After performing the
attribute selection, classification of the samples into depressed and non-depressed
are performed.

2.5 Classification

Classification is a significant data mining strategy with wide applications. It is
used to organize everything in a set of data into one of predefined set of classes
or groups. The classification is performed using SGD, IBK, Random Forest and
an ensemble voting classifier in Weka.

SGD utilizes stochastic slope drop to learn models. Stochastic Gradient Descent
is a steady calculation that can be connected to bigger datasets. It replaces
every single missing values and transforms nominal attributes into binary
ones. It replaces each and every missing values and changes nominal features
into binary ones. It additionally standardizes all characteristics, so the coeffi-
cients in the yield depend on the standardized information. This ensures better
prediction [22].
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IBK is a case based classifier which finds the preparation case nearest in the
Euclidean separation to the given test tests and predicts the comparable class as
this preparation occurrence. It’s a k-closest neighbor classifier which decides the
quantity of closest neighbors naturally utilizing leave-one-out cross-validation or
can be indicated in the object editor. A kind of different search algorithms can
be utilized to quicken the assignment of finding the closest neighbors. A linear
search is the default yet further choices fuse search trees, for example, KD-trees
and ball trees. Predictions from more than one neighbor can be weighted by
their distance from the test occasion and after that changing over the distance
into a weight [23].

Random Forest is a combination of tree predictors and an ensemble learning
method for classification. A multitude of decision trees are used for the classifi-
cation. Each individual tree performs the class prediction from which the final
class of the Random Forest classifier is predicted using a voting classifier of the
individual classifiers. Random Forest provides a powerful and effective prediction
solution for many practical solutions [24].

Ensemble Voting Classifier is a meta classifier for combining different clas-
sifiers for classification via majority voting. Each of the classifiers selected will
predict a class label for a test sample. The label which is predicted the most
will be selected as output of the voting classifier. An outfit of SGD, IBK, and
Random Forest have been ensembled to build up the proposed model.

2.6 Performance Metric

In this work, performance of the depression detection system is evaluated by
determining accuracy. The weighted average of recall of the depressed and non-
depressed classes gives the accuracy of the system.

Accuracy =
TruePositive

FalseNegative + TruePositive

True positives are information focuses delegated positive by the model that really
are positive (which means they are correct), and false negatives are information
focuses the model distinguishes as negative that are really positive (off base) [25].

3 Experiment and Analysis

Experimentation is performed to analyze the performance analysis of proposed
method using ensemble classification for depression detection on the DAIC-WOZ
speech dataset. Speech feature sets derived from ComParE 2016 and AVEC
2011 are referred to as feature set 1 and feature set 2 respectively. ComParE
2016 feature set consists of 6373 features and AVEC 2011 feature set consists of
1941 features respectively. SGD, IBK and Random Forest classifier will comprise
the individual classifiers while combination of all these three result in ensemble
classifier.
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3.1 Proposed Approach for Gender Dependent System
(Experiment 1)

Comprehensive test was performed on male and female speakers independently
to analyze the performance of ensemble classifier. Two data sets from DAIC-
WOZ database containing 1084 voice samples from 31 male speakers and 703
voice samples from 22 female speakers respectively were tested independently
with ensemble and individual classifiers for both feature sets. Comparison of
accuracy performance for male and female speakers are shown in Tables 3 and 4
respectively.

Table 3. Accuracy (%) analysis for male speakers using feature-set 1 and feature set 2

Classifier Accuracy using feature set 1 Accuracy using feature set 2

SGD 92.4 73.6

IBK 91 79.1

Random Forest 91.4 79.9

Ensemble classifier 95.6 80.6

Table 4. Accuracy (%) analysis for female speakers using feature-set 1 and feature
set 2

Classifier Accuracy using feature set 1 Accuracy using feature set 2

SGD 95.4 82.7

IBK 92.9 85

Random Forest 92.2 84.1

Ensemble classifier 96.0 85.4

From Table 3 for male speakers, depression is well detected using ensemble
method with a 3% rise from the result provided by the individual classification
using feature set 1 from SGD. Table 4 depicts with female speakers an improve-
ment of 0.6% is observed with ensemble classifier against SGD using feature set
1. Thus, ensemble classifier provided best results for both male and female speak-
ers. As for gender dissimilarity, the classification accuracies for female speakers
for both feature sets were higher than that of the male speakers since females are
more expressive. The next experiment involved to analyze the proposed method
on depression detection using gender independent system.

3.2 Proposed Approach for Gender Independent System
(Experiment 2)

In the experiment 2, the accuracy analysis of the system for entire data set using
both the feature sets is compared in Table 5. The system performance using
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feature set 1 is considerably higher and error is narrowed to 10% for individual
classifiers and to a 5% margin for ensemble classifier. So, it is evident from
experiments 1 and 2 the features from the ComParE 2016 feature set provides
much better assistance while predicting the depression state of the person than
that of AVEC 2011 feature set. So, in further experiments classification will be
performed only using feature set 1. The narrow deprivation in the performance
of ensemble classifier when compared to the results of experiment 1 conveys
that system performance is more effective when classification is carried out for
different genders separately.

Table 5. Accuracy (%) analysis for different classifiers using feature set 1 and feature
set 2.

Classifier Accuracy using feature set 1 Accuracy using feature set 2

SGD 91.3 71.0

IBK 89.4 78

Random Forest 91.7 76.8

Ensemble classifier 94.3 78.5

Also, in both the experiments it is observed that feature set 1 that constitute
ComParE 2016 features are more effective for depression detection using speech.
Henceforth, the work is carried on using feature set 1. Owing to the huge size of
feature set 1, the following experiments involve application of feature selection
and analyze the proposed system performance on gender dependent and gender
independent context.

3.3 Proposed Approach for Gender Dependent and Independent
System Using Feature Selection (Experiment 3)

In experiment 3, attribute selection classifier was used that employs the strategy
of best search method to find the most relevant features from 6373 features of
the feature set 1 for gender dependent scenario with male and female speakers
as well as gender independent case. It was found that 130 features were selected.
These features responded better with depression state. Feature selection was
imparted on data sets for male and female separately. The accuracy obtained by
the system with and without feature selection are interpreted in the Table 6. It
can be observed that the ensemble method dominated the best individual classi-
fier results around 3% and 0.6% for male and female speakers respectively while
approximately 2% rise achieved with gender independent samples. That though
there is a narrow deprivation in systems performance using feature selection,
significant performance was achieved using compact feature set. Using feature
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selection systems performance for female speakers is slightly higher than male
speakers. With feature selection application, although around 1% reduction in
accuracy is observed against the results of experiment 1 of Tables 3 and 4 of
gender dependence while 1.5% accuracy dip attained with gender independence
of Table 5, but size of the feature vector is drastically reduced from 6373 to 130
features.

Table 6. Accuracy (%) analysis for different classifiers using feature set 1 using feature
selection.

Classifier Male speakers Female speakers Gender independent

SGD 91.4 94.1 89.5

IBK 81.0 90.9 87.8

Random Forest 90.4 91.1 89.2

Ensemble classifier 94.2 94.7 92.7

Next, a comparative analysis is performed with the proposed methodology
and existing state of art systems of depression detection using speech. Although,
existing state of art methods employ different databases, features and classifica-
tion, to indicate the robustness of the proposed method for depression detection
the comparison is performed.

4 Comparative Analysis

A comparative analysis of the accuracies using different methods and classi-
fiers are summarized in Fig. 4. The authors Song, Shen and Valstar [26] used
SVM and CNN classifiers for the DAIC-WOZ depression database to achieve
an accuracy of 85% and 86.6% respectively. Deep learned spectral features were
used for the classification. Whereas Paula Lopez and Laura Docio-Fernandez [27]
used a text embedding method called GloVe for depression detection. Automatic
Speech Recognition on this database using GloVe method gave an accuracy of
82.9%. The comparison of the existing work with the proposed work indicates
the advantage of using ensemble voting classifier. Ensemble voting classifier with
and without feature selection achieved better results than the existing work.
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Fig. 4. Existing systems and proposed model for depression detection

5 Conclusion and Future Scope

Depression detection from speech is performed for gender dependent and inde-
pendent systems wherein ComParE 2016 features and AVEC 2011 features are
extracted using OpenSMILE open source toolkit. Segmentation of the speech
samples of equal length on DAIC-WOZ speech database was implemented. Com-
ParE 2016 features and AVEC 2011 features were extracted from each segment.
Classification was performed using IBK, SGD, Random Forest classifiers and
an ensemble voting classifier. The performance is evaluated using the accuracy
obtained from each of these classifiers. The ensemble voting classifier gives better
prediction results than the individual classifiers, for both the ComParE feature
set as well as AVEC feature set. For speaker dependent and independent samples
with and without feature selection, the performance of the ensemble classifier
was superior. One of the limitation of depressive state detection is the difficulty
in collecting real world speech database. In future, the method can be repeated
with other database using different feature-sets. Also, the combination of Com-
ParE 2016 and AVEC 2011 features with other relevant features can be used
for depression detection. Since for speaker independent scenario, the accuracy is
degraded, deep learning can be employed to obtain higher accuracy.
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