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Preface

These proceedings contain the papers presented at the 7th International Symposium on
Security in Computing and Communications (SSCC 2019). SSCC aims to provide the
most relevant opportunity to bring together researchers and practitioners from both
academia and industry to exchange their knowledge and discuss their research findings.
The symposium was held in Trivandrum, Kerala, India, during December 18–21, 2019.
SSCC 2019 was hosted by the Indian Institute of Information Technology and
Management-Kerala (IIITM-K). The symposium was colocated with the International
Conference on Applied soft computing and Communication Networks (ACN 2019).

In response to the call for papers, 61 papers were submitted for presentation and
inclusion in the proceedings of the conference. The papers were evaluated and ranked
on the basis of their significance, novelty, and technical quality. A double-blind review
process was conducted to ensure that the author names and affiliations were unknown
to the Technical Program Committee (TPC). Each paper was reviewed by the members
of the TPC and finally, 22 regular papers and 7 short papers were selected for pre-
sentation at the symposium.

We thank the program chairs for their wise advice and brilliant suggestions in
organizing the technical program. We would like to extend our deepest appreciation to
the Advisory Committee members. Thanks to all members of the TPC, and the external
reviewers, for their hard work in evaluating and discussing papers. We wish to thank all
the members of the Organizing Committee, whose work and commitment were
invaluable. Our most sincere thanks go to all the keynote speakers who shared with us
their expertise and knowledge. We wish to thank all the authors who submitted papers
and all participants and contributors of fruitful discussions. The EDAS conference
system proved very helpful during the submission, review, and editing phases.

We thank IIITM-K for hosting the conference. Our sincere thanks to Dr. Saji
Gopinath, Director at IIITM-K, for his continued support and cooperation. Recognition
also goes to the Local Organizing Committee members who all worked extremely hard
on every detail of the conference programs and social activities. We appreciate the
contributions of all the faculty and staff of IIITM-K and the student volunteers who
contributed their time to make the conference a great success.

We wish to express our gratitude to the team at Springer for their help and
cooperation.

December 2019 Sabu M. Thampi
Gregorio Martinez Perez

Ryan Ko
Danda B. Rawat
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Malware Detection in Android
Applications Using Integrated Static

Features

A. S. Ajeena Beegom(B) and Gayatri Ashok

Department of Computer Science and Engineering,
College of Engineering Trivandrum, Thiruvananathapuram, Kerala, India

ajeena@cet.ac.in, gayu.lalitha@gmail.com

Abstract. Android operating systems based mobile phones are com-
mon in nowadays due to its ease of use and openness. Hundreds of
Android based mobile applications are uploaded in the internet every
day, which can be benign or malicious. The increase in the growth of
malicious Android applications is alarming. Hence advanced solutions
for the detection of malware is needed. In this paper, a novel malware
detection framework is proposed that uses integrated static features and
Support Vector Machine (SVM) classifier. The static features considered
include permissions, API calls and opcodes. Out of these features, most
significant ones are selected using Pearson correlation coefficient and N-
grams. Each of these features are then integrated and fed to a classifier.
The experimental evaluation of the proposed method and comparison
with existing methods shows that the proposed framework is better.

Keywords: Android · Malware detection · Classification · Static
features

1 Introduction

Android based devices have become famous in this digital era spanning over
millions of users. This makes it the major target of attack through malicious
application programs known as malware. The malware available in the market
are Botnets, Rootkits, SMS Trojans, Spyware, Installer, Ransomware, Trojans,
etc.

Botnet is a collection of devices known as bots that are connected through
internet. Attacks such as distributed denial of service (DDoS) is performed by
Botnets. Rootkit is a group of computer software structured to enforce access
to a computer system that is restricted otherwise. SMS Trojans send SMS mes-
sages stealthily to premium numbers and without the user consent. Spyware is
a software which is capable of gathering information regarding a person with-
out their consent and communicate those information to another entity without
the consumer knowing it. Ransomware is a malicious software that demands an
amount as ransom for access to user data or it threatens to either publish his
c© Springer Nature Singapore Pte Ltd. 2020
S. M. Thampi et al. (Eds.): SSCC 2019, CCIS 1208, pp. 1–10, 2020.
https://doi.org/10.1007/978-981-15-4825-3_1
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2 A. S. Ajeena Beegom and G. Ashok

data or block his data if ransom is not paid. Trojans are capable of modifying
or deleting data from the device without the user consent infecting personal
computers when the device is connected via USB port.

Figure 1 shows the top 10 malware sent out by the MS-ISAC Security Oper-
ations Center (SOC) (https://www.cisecurity.org/ms-isac/) showing their per-
centage shares in January 2018. Each of them belong to any one of the malwares
described above. This has motivated us to investigate more on the topic of mal-
ware detection techniques for Android applications. In this work, permissions,
API calls and source code are analyzed and Android applications are classified
as benign or malicious using machine learning techniques.

Fig. 1. Malware Seen in January 2018 (https://www.cisecurity.org/ms-isac/)

2 Related Works

Among the static-based approaches for malware detection using permissions, the
technique used by Ju [1] and Pehlivan et al. [2] are simple, but corresponds to
a bulk feature set that is difficult to process. Wang et al. [3] use three different
ranking techniques for identifying the risk-induced permissions from feature set
to reduce processing time. Li et al. [4] propose a three-step procedure to iden-
tify significant permissions. The steps include permission ranking with negative
rate, support based permission ranking and permission mining with association
rules. A classifier is then used to classify the application as malicious or benign.
Aung et al. [5] suggest a three steps procedure consisting of feature selection,
K-means clustering model generation and classification. Kang et al. [6] uses cre-
ators information along with permissions, API sequences and system commands
for malware detection and classification. SVM based classification is used by Li
et al. [7] that uses risky permissions and vulnerable API calls. Machine learning
based approaches and multiple classifiers are employed by Milosevic et al. [8] for
static analysis.

https://www.cisecurity.org/ms-isac/
https://www.cisecurity.org/ms-isac/
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DroidAPIMiner [9] considers the critical API’s capable of distinguishing
between malicious and benign applications. Another API based analysis tool
is DroidAnalyzer [10] for applications where it decompresses the apk files and
parses through the assembly codes to come up with keywords and risky API’s
related to abnormal behavior by assigning suspicion level to each application.
Since it uses MD5 hash values in the database, overhead of maintaining a bulky
database is avoided, but it is unable to detect code obfuscation. Atici et al. [11]
proposed a static feature based technique using control flow graphs. This method
is efficient for malware using obfuscation techniques, but it is weak against zero-
day attacks. Zhu et al. [12] have proposed a complex method based on deep
learning and static analysis that use APIs and the source code of Android appli-
cations. Obfuscation-resilient malware detection is proposed in [13].

3 Proposed Approach

The proposed system works in four different phases, namely disassembling, fea-
ture extraction, feature selection and classification. Three static features are
combined to give the maximum accuracy using appropriate selection techniques.
The proposed system architecture is shown in Fig. 2.

Fig. 2. Proposed framework using integrated static features

3.1 Disassembling

Android Applications contain many prominent files and folders, namely, META-
INF, lib/, res/, Android Manifest.xml, classes.dex and resources.arsc. Among
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these, the manifest.xml and classes.dex has the permissions and API calls used
by the application respectively. To classify an application as malicious or benign,
the Android application package (the apk file) needs to be disassembled. This is
done using tools such as apktol, dex2jar, jdgui etc. Features such as permissions
and API calls are extracted from these which is used for building the feature set.

3.2 Feature Extraction

Permissions: Permissions are the basic access rights given to an Android appli-
cation that helps to control or enforce security against the misuse of sensitive
information of users. These permissions can be extracted from the Android mani-
fest file from the Android package. Among the permissions considered, significant
permissions can be extracted using various techniques. Python libraries are used
to extract permissions from the manifest file and to eliminate duplicates.

API Calls: These are a set of procedures and protocols for building an Android
application. This information is extracted from the source code and considered as
one of the key features. Many malware detection systems are control flow graph
(CFG) based or signature-based which uses APIs as features. CFGs are used to
understand the flow of control between the calls in order to study behavioral
patterns and to detect any suspicious activity. The signature-based approach
can also be implemented which searches for API’s within the bytecode against
a list of critical API’s, suspicious keywords or a combination of both.

Androguard is an open source tool that can be used to manipulate the apk
files to extract various information. Analyze APK option from Androguard is
used to extract the calls from the external classes.

Dalvik Bytecode: An Android application package or an apk file is a zip file which
is a set of many other files, namely the manifest file, dex or Dalvik executables
and resource files. The bytecode interpreted by the Dalvik Virtual Machine is
called DEX code (Dalvik EXecutable code). The DEX code can be obtained by
converting Java bytecode using the dex tool. Human-readable Dalvik bytecode
are contained within methods.

3.3 Feature Selection

Pearson Correlation Coefficient: A row vector is constructed for each applica-
tion corresponding to the permissions and API calls that the application uses.
Therefore, a matrix is created for the considered applications appending them
with their corresponding class variables as a final column. The class variable
signifies to which class the application falls to. A value of 1 is given for a benign
class and 0 is given for a malicious class. The pre-processing begins by perform-
ing ranking over this constructed matrix using Pearson correlation coefficient
[1]. The permission or API variable obtained after disassembling is denoted by
X, which is the column vectors of the constructed matrix and the class variable
is denoted by C. Column vectors can have a value of 1 which specifies that the
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corresponding permission is used or 0 specifies that it is not used. The equation
(1) can be used to compute the relevance of these variables, using covariance
and variance over given data.

R(X,C) =
cov(X,C)

√
var(X)var(C)

(1)

where cov represents the covariance between two sets of data and var represents
the variance over a set of data. Since our case deals with binary classes and
Boolean variables, equation (1) is changed to equation (2).

R(X,C) =
∑N

n=1(Xn − X) ∗ (Cn − C)
√∑N

n=1(Xn − X)2
∑N

n=1(Cn − C)2
(2)

Table 1. The 10 most risky permissions and API calls obtained

Rank Score Permission Score API Calls

1 0.422 READ EXTERNAL STORAGE 0.432 abortBroadcast()

2 0.385 RECIEVE SMS 0.426 chmod()

3 0.380 BIND GET INSTALL PACKAGE 0.401 startService()

4 0.204 BLUETOOTH 0.394 writeTextMessage()

5 0.179 GET PACKAGE SIZE 0.382 getrunningTask()

6 0.166 WAKE LOCK 0.343 sendTextMessage()

7 0.164 CSD MESSAGE 0.302 setupWindow()

8 0.162 PACKAGE USAGE STATS 0.278 setInputstream()

9 0.160 INSTALL SHORTCUT 0.256 startActivity()

10 0.159 EXPAND STATUS BAR 0.224 setVisibility()

The average of all sample values of X is denoted by X, Xn denotes the
total number of samples considered and n can have a value ranging from 1 to N .
R(X,C) has a value in the range [−1,1], and if it holds a value 0 then it indicates
that X and C are independent, whereas a value of 1 indicates that there is a
strong positive correlation between X and C and a value of −1 indicates a
strong negative correlation between the variables. In this work we assumed that
R(X,C) = 1 means that the permission request of X makes applications highly
risky whereas R(X,C) = −1 means that the permission request of X makes
applications less risky. This ranking method is used to consider only the top
k features for classification avoiding unnecessary processing. Table 1 shows the
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scores (R(X,C) value) of the top ten ranked permissions and API calls obtained
on our evaluation. Pearson correlation coefficient is used for feature selection
over the extracted permission and API vectors.

N-gram: N-gram is a continuous sequence of N items which is extracted from a
text sample or a piece of speech. The output of the N-gram opcode extraction
is a vector of unique N-gram opcodes from all the classes of the application
containing the frequency of each unique N-gram opcode. The opcode sequence
generation is shown in Fig. 3.

Fig. 3. N-gram opcode generation

An Android application package or apk file is a zip file which is a set of many
other files, namely, the manifest file, dex or Dalvik Executable and resource files.
Disassembling of dex files is done by a process called baksmaling. Set of smali
files is extracted from the dex files and each class is represented using a smali file
and all the methods are contained within the class. Using N-gram as the feature
selection technique a N-gram vector is generated.

3.4 Classification

As shown in Fig. 2, the combined vector of permissions and API calls is inte-
grated with the N-gram vector to give the integrated vector which is then fed to
the classifier. The classifier then classifies the test data samples into benign or
malicious. Support Vector Machines (SVM), Random Forest or Decision Trees
can be used for classification purpose. Depending on the dataset, a cross fold
validation is applied for obtaining the training and the test data sets and a
corresponding classifier that yields the best results can be selected.

4 Experimental Setup and Evaluation

The analysis is conducted on 500 malicious and 500 benign apk samples collected
from Virus share and Google Play Store respectively. The environment is set up
on a laptop that runs on Ubuntu 16.04 and the analysis was conducted using
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Python 3.6. Permissions are extracted using the aapt dump command provided
by Python which writes these into text files which is further used for classifica-
tion. Ranking of permissions are done using Pearson Correlation Coefficient and
the top 220 permissions from the extracted 450 are considered for classification.
To identify the best classifier, the top 220 permissions identified by the ranking
method using Pearson Correlation Coefficient are fed to SVM classifier, KNN
classifier and Random Forest classifier by varying the number of top permis-
sions. Figure 4 shows the variation in accuracy levels by each of these classifiers
according to the change in the number of top-ranked permissions as features. As
seen in this figure, the SVM based classifier gives better results than the other
two classifiers for any number of permissions as features.

Fig. 4. Classification accuracy versus number of permissions

Androguard is used to extract API calls from the apk files and permissions
are extracted using Python tools. Baksmaling is executed in order to obtain
the N-gram sequences from the sample data. Individually these features are
again fed to SVM classifier and Random Forest classifier and the results are
analyzed. Table 2 shows the classification results of individual as well as the
integrated approach using both SVM and Random Forest classifiers which yield
the maximum accuracy using cross validation. The total number of permissions
taken for study include 220 with the number of API calls as 460 and the N-grams
as 400. The proposed framework achieves a precision of 0.91 and a recall of 0.90
with SVM classifier.
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Table 2. Classification results

Classification accuracy

Features SVM Random forest

Using API calls alone 90% 83%

Using permissions alone 93% 84%

Using Dalvik bytecodes Alone 90% 84%

Integrated static approach 96% 84%

As the SVM based classifier gives better results than Random Forest based
classifier, the proposed integrated static approach is again analyzed experimen-
tally. The true positive rate (TPR) is a quality measure that is used in machine
learning to measure the proportion of actual positives that are correctly identi-
fied. The variation of TPR on malware detection with the percentage of features
taken for classification using SVM classifier is shown in Fig. 5.

Fig. 5. TPR versus percentage of features

Table 3 shows the comparison of the proposed SVM based integrated static
approach with existing systems. SigPID [14] is an Android malware detection
system that applies a ranking technique over permissions and does a multi-level
pruning process to extract only the significant ones that attains an accuracy
of 91%. There are other systems that use sensitive APIs as features [15] which
secures an accuracy percentage of 92%. The comparison is also done for existing
SVM based systems that uses incremental SVM for classification [16] that has
an accuracy of 90.5% whereas the proposed system has an accuracy of 96%.

These studies shows that the proposed framework of integrated static features
using SVM classifier for the detection of Android applications as malicious or
benign is better than the existing algorithms.
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Table 3. Comparison with existing systems

System Accuracy

Sigpid [4] 91.97%

Detection based on sensitive APIs [15] 92%

Detection based on multi-modal features [17] 94%

Detection based on incremental SVM [16] 90.5%

Proposed integrated system using SVM classifier 96%

5 Conclusion and Future Work

Different malware families and their attacks on the current scenario are dis-
cussed. To overcome these attacks, an integrated static approach for Android
malware detection is proposed. The approach uses various static features in a
way to yield the maximum accuracy. From the experimental evaluation and anal-
ysis, it is evident that the support vector machine is the best classifier to work
with the sample data chosen. The integrated approach attains the maximum
accuracy in comparison to the individual static-based methods yielding an accu-
racy of 96% for the test data. To continue with the work, more dynamic features
can be added to enhance the classification efficiency.
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Abstract. With the wide adoption of the internet and its applica-
tions in recent years, many antagonists have been exploiting informa-
tion exchange for malicious activities. Intrusion detection and preven-
tion systems are widely researched areas, rightly so being an integral
part of network security. Adoption of IDSs and IPSs in networks have
shown significant results while expanding research from software solu-
tions to hardware-based solutions, promoting such defensive techniques
even further. As with all recent computing trends, Machine Learning and
Deep Learning techniques have become extremely prevalent in intrusion
detection and prediction systems. There have been attempts to improve
state of the art, but none is projecting any significant improvement over
the current systems. Traditional systems alert the user after an intrusion
has occurred, steps can be taken to stop further expansion of the intru-
sion, but in most cases, it is too late. Hence catering to this issue, this
paper proposes system call prediction using a Recurrent Neural Network
(RNNs) and Variational Autoencoding modelling techniques to predict
sequences of system calls of a modern computer system. The proposed
model makes use of ADFA intrusion dataset to learn long term sequences
of system-call executed during an attack on a Linux based web server.
The model can to effectively predict and classify sequences of system-
calls most likely to occur during a known or unknown (zero-day) attacks.

Keywords: Intrusion prediction · Auto-encoding sequence-to-sequence
neural-network · Network security · System-call prediction ·
Cyber-security

1 Introduction

With the vast amounts of data availability and open access to the internet, it
has become essential to make it as secure as possible. Securing network infras-
tructure has become integral because of vast amounts of financial transactions
and personal information on stake. Stoneburner et al. [1] discusses important
security objectives including availability, integrity, confidentiality, accountabil-
ity and assurance of data, which is the core ideology of these systems. Almost
all intrusions are classified into four classes by popular datasets like KDD Cup
c© Springer Nature Singapore Pte Ltd. 2020
S. M. Thampi et al. (Eds.): SSCC 2019, CCIS 1208, pp. 11–25, 2020.
https://doi.org/10.1007/978-981-15-4825-3_2
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99 and others, namely probing, denial of service (DoS), user to root (U2R),
and remote to user (R2L) attacks. Intrusions can be stopped by static firewalls
systems or by deploying more dynamic solutions such as network-based or host-
based intrusion detection systems. Both of these options are widely studied and
used in enterprise systems.

Intrusion Detection Systems (IDS) are of two types, first, are the network-
based IDS analyze all the traffic flowing to and from all the different host on the
network they are usually installed on network borders like routers and managed
switches. Second, host-based IDS are installed on the user’s computer itself,
and they are usually installed on all the computers of a network. They can
classify peculiar network packets that originate from inside the local network.
These systems are further divided as signature-based systems and anomaly-based
detection systems. Signature-based detection systems have a database of attack
patterns; every packet of network traffic is compared with the saved pattern,
detecting abnormal behaviour. These kinds of systems, though easy to use, are
useless when the system encounters a zero-day attack. The database of these sys-
tems require detailed knowledge of the intrusion and needs frequent updates [2].

On the other hand, Anomaly-based detection systems analyze network
behaviour, defined by the network admins or it is learned automatically by the
system during its learning phase from datasets. These systems have precise rules
of normal and abnormal behaviour. Anomaly-based systems do a better job at
detecting unknown attacks [3], but the set of rules defines how well the sys-
tem performs, which depends on the expertise of network admins. This also
means that the system has a high false-positive rate due to strict rules for an
‘anomaly’ [3].

System-call (SC) analysis for intrusion detection has been discussed by For-
rest et al. [4], this idea was less stable did not understand the meaning of the
calls made because it analyzed only the frequency of calls. This paper is going
to try to solve this problem by learning from SC sequences. A possible solution
to the problem stated is to create a system prediction model using end-to-end
neural network [5], which can be used to predict SC based on requests made
during the attack.

There is a surprising amount of similarity in modern computers, SC and
human language. Natural Language processing has an inherent need for lan-
guages semantic, meaning understanding for any meaningful results; this, in
combination with sequences of words under analysis, has been tried and tested
in multiple models before. Industries choice for such kinds of processing is
always different variants of RNNs as they are quite efficient in solving sequential
problems. Language Processing problems such as Question & Answer, Transla-
tion, Word-To-Vector make use of sequence-to-sequence (seq2seq) auto-encoding
framework discussed by Chung et al. [6]. The advantage of this method is that
it will not only identify malicious sequences in real-time but should also be able
to predict a sequence of future SC likely to be executed during an attack.
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This paper shows how a language model can be used to predict intrusions
of all kinds, including zero-day attacks with the aim of lower false alarm rate
compared to other AI-based IDSs [7]. In the follow-up sections of this paper,
Sect. 2 discusses Related Work in both deep learning and prediction and detec-
tion systems, Sect. 3 explains the system-call model, Sect. 4 describes various
models used in the experiment, the results and conclusion.

2 Related Work

2.1 Deep Learning

Recurrent Neural Networks (RNN): While dealing with sequential learning
problems, RNNs are an obvious choice [28–30]. They have generated exceptional
results in problems such as captioning image, synthesis of speech, and music
generation, video analysis, and musical information retrieval. They are suited
exceptionally well where the raw underlying features are not individually inter-
pretable like machine perception tasks. RNNs model requires a sequence of input
data and the target is also a sequence; this makes it seq2seq model. The model
though initially designed for temporal sequence structures, works equally well
for non-temporal data making it even more powerful. All of these features are
due to the introduction of cycles in RNNs computation graph, enabling it to
have “memory” to store previous states information.

A statistical model of language proposed by Bengio et al. [8] uses a sequence
of sensible sentences to compute the probability of the next word. A sensible
sentence should be easily understood and should not have grammatical errors.
Models formula is as follows:

p(wT
1 ) =

T∏

t=1

p(wt|wt−1
1 ) (1)

Where wt stands for the tth word in the sequence, and T = (w1, w2, ..., w3) is
the given sentence. The above model, though efficient, is still computationally
expensive. The solution to this problem is using the n-gram model, which takes
advantage of the fact that temporally closer words in the word sequence are
statistically more dependent. Thus the conditional probability of the next word
is computed by the formula:

p(wt|wt−1
1 ) ≈ p(wt|wt−1

t−n+1) (2)

A traditional RNN theoretically can hold information in memory for infinitely
long sequences when trained with Backpropagation through time [9]. The RNN
model is incapable of training on long inputs due to problems of gradient explo-
sion or gradient vanishing [10]. This is called the long-term dependency prob-
lem which is solved up to an extent by implementing Long Short-Term Mem-
ory (LSTM) and Gated Recurrent Unit (GRU) which can remember important
information of long sequences of any length. This paper implements the above
language model, words and sentences are replaced by the sequence of SC.
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Restricted Boltzmann Machine (RBM): In the area of network security
RBMs have been a popular choice for IDS because of its ability to solve multiple
problems like reduction of dimensionality, collaborative filtering, classification,
feature learning and regression making the implementation of these models quite
easy. A single algorithm is capable of solving many problems with just minor
adjustments to the base model, not to mention the models’ models’ simple archi-
tecture. A simple RBN is a stochastic neural network, where stochastic meaning
where every neuron activation has a probabilistic element and neural network,
meaning neurons have binary activation based on the neighbours they are con-
nected to. RBM has just two layers and a bias, first is an input layer, second is
a hidden layer with latent factors to be learned. This nature of the RBM does
not stop it from expanding; the model can easily be made to act like building
blocks of a Deep Belief Network (DBNs).

DBNs and RBMs with Classification Layers: Another Deep Learning
ideology to be considered is a combination of two or more models which is seen
in many variants of RBMs, especially DBNs. Fully connected layer or layers
can be added to DBNs as a classification layer to perform classification, which
can be trained by applying unsupervised learning as a comprehensive feature
extractor instead of using a different technique altogether. These kinds of systems
quite useful in acoustic modelling, speech and image recognition. A significant
issue explored by Benigo et al. [11,12] with such systems are though the feature
extraction is unsupervised, the layers require labelled data.

2.2 Intrusion Prediction and Detection Systems

Intrusion Prediction: There has been a considerable amount of research
on prediction system; Hidden Markov Models are the choice for most of the
researchers [13,14] to observe previous information and predict the next prob-
able stage of intrusion. Network attack graph based on many attack scenarios
was first analyzed by Li et al. [15], the probability of every attack scenario was
computed based on the previous location of attack node on the graph. SCl pre-
diction was modelled by Feng et al. [16], in which the author uses a dynamic
Bayesian Network to predict the following actions or SC. The idea proposed by
Zhang et al. [13] is a combination of intruder classification and anomaly event
prediction by developing a hidden Markov model. All of the above-referenced
papers use the KDD cup99 dataset.

All of the methodology stated above have a fundamental problem of depen-
dence of limited sequences. The probability computation of the next event is
based on only a minimal number of short steps, which should eventually lead
to loss of critical information, significantly affecting the prediction result. HMM
have the problem of convergence of local optimal point, which makes it challeng-
ing to obtain high accuracy [14].
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Intrusion Detection: SC modelling introduced by Forrest et al. [4], where
a short sequence of SC of a process was to detect intrusions. Recently, neural
networks have been the choice forward, showing significant advancements in
these systems. LSTM neural network introduced by Staudemeyer et al. [17].
Introduction of the RNN language model by Kim et al. managed to outperform
all the other methodology. All of the above-referenced papers use the KDD cup99
dataset and detect intrusions which have already occurred and in no way can
warn about an attack which might occur shortly.

3 System-Call Modelling

3.1 Approach Outline

SC modelling is an approach proposed by this paper where we use seq2seq model
from machine Question and Answer models to generate SC of a Linux server with
previously invoked sequences as questions and generated sequences as answers.
This model is divided into two distinct components for the sake of simplicity.

First, is a recurrent auto-encoding seq2seq model, which was first designed
with LSTM units and then another model is designed with GRU units, the
data from both models are compared in coming sections. The models above are
designed to be auto-encoding in nature which helps in denoising the data and
also introduces an attention mechanism to improve the models’ accuracy. Sec-
ond, the objective of this component is to improve the performance of multiple
classification algorithms by not only giving it information of the invoked SC but
also extending the input information by combining the predicted data. Figure 1
shows the above model.

To test the system, the attacks were carried out by a computer locally in the
network running Linux Kali. Kali has all the tools installed to carry out similar
attacks as the datasets. To test unknown or zero-day attacks, tool exploiting
vulnerabilities discovered after 2017 were also used. This was done because the
dataset used was released in 2014, thus, simulating a zero-day scenario.

3.2 Prediction Model

Sequence-to-Sequence Model: Question and Answer models are an inspi-
ration towards this approach, we assume the sequence of SC as questions and
predicted sequences as answers. These kinds of models deploy an RNN lan-
guage model; that’s what we use here as the generative model. The language
model helps us generate semantically correct sequences of SC based on the input
sequence. All sequence to one or many models [18] is essentially an elaborate
implementation of the encoder-decoder framework. Like any question and answer
system, this too is a many-to-many mapping between the input and output.

Just like human conversations, we first understand the input sen-
tence/question ‘source’, first and then frame an output sentence/answer ‘target’,
by understanding the sequence of input first. The framework does the same, it
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Fig. 1. Prediction model

takes the SC as source and generates a target SC sequence. It is obvious that we
first need to know the words of a language to make sentences; therefore, even our
model first needs a vocabulary of SC to generate sequences of calls. Hence we cre-
ate three sets as shown in Fig. 2, of words/SC where xi, yi ∈ S, s = {1, 2, 3, ..., n}
where n are all the SC of an OS, s = {x1, x2, x3, ..., xn} represent source SC and
s = {y1, y2, y3, ..., ym} represents target SC. The sets are used by the encoder
to generate hidden states at any instance of computation which is given by the
formula:

yt = wY Hht (3)

ht = Σ(wHXxt + wHHht−1) (4)

Fig. 2. Sequence-to-sequence prediction model
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The decoder is technically a symmetrical copy of the encoder making it an
RNN as well, helping it generate a target sequence t based on the context c. The
generation of each SC requires helps from the hidden states and state at that
instance, the probability of which is calculated by:

p(y1, ..., yT ′ |x1, ..., xT ) = ΠT ′
t=1(yT ′ |c, y1, ..., yt−1) (5)

The RNN language model was designed to map sequences, but there are still
some issues. First is the loss of critical information due to encoding fixed vector
in the encoding stage, which is further worsened due to backpropagation learning.
Second is the vector c constant, not allowing it to change dynamically based on
the decoding process. These issues can be catered to by introducing the attention
mechanism, which is explained in the autoencoders section.

LSTM and GRU: LSTM [19,20] and GRU [21] were introduced to solve the
vanishing gradient problem in RNNs. These units effectively increase the learning
capacity of these models. They help the model remember information about the
training sequence for infinitely long sequence. There is no concrete evidence
proving the fact that either one, LSTM or GRU is better than the other, hence
this paper compares both of the units. Both LSTM and GRU try to replace
the simple activation function of an RNN with a unit called cell. These cells
generate output at every time-step, but they are usually used as input for the
next step. LSTM units consist of three basic gates, input gate (i), output gate (o)
and forget gate (f). They perform element-wise multiplication operations. The
gates are sigmoid functions, and they help the cell decide how much incoming
information should be held and how much information should be forwarded to
the next cell. These parameters are set for the first cell, and all the following
cell parameters are computed accordingly. On the other hand, GRU has just
two gates reset gate (r) and update gate (z). The reset gate operates in between
the previous cell and the next cell while the update gate decides how much
information should be learned or updated at that time step.

The likelihood of vanishing gradient is reduced by the ability to learn by uti-
lizing Backpropagation through multiple bounded nonlinearities. LSTM exposes
only the cell memory to other cells, while GRU exposes the whole-cell state.
LSTM has separate input and output gates while GRU does both of these oper-
ations with the help of the reset gate.

Variational Autoencoders: As we now have a basic idea of encoder-decoder
framework, autoencoders try to recreate input data at the output, after perform-
ing encoder-decoder operations. The encoder breaks down the input sequence
into a smaller set of data-bits and decoder uses these bits to recreate the input
sequence. The critical part of this whole process is the hidden layers, and this
represents the same information at a lower density which is well suited for oper-
ations such as dimensionality reduction which might reduce the features to be
learned by the model.
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Autoencoders are popular choices for anomaly detection where the model is
trained on normal data, making it easier to detect differences in the data anoma-
lous in nature. Autoencoding network is a boon for this case as we have a signifi-
cantly lower number of anomaly instances compared to normal instances. To give
generative properties to autoencoders by using Variational Autoencoders (VAE)
[22]. This model can learn latent variables of the input sequence, so instead of
making the model learn some function, we make it learn the probability distribu-
tion of the parameters of the training data. The only difference is that instead of
modelling data to a single vector, we train it to two vectors, one dealing with the
mean of variable distribution µ and standard deviation of variable distribution
σ. VAE Fig. 3 produce comparable or even better results than Generative Adver-
sarial Networks (GAN). VAE with LSTM units may sometimes cause it to bypass
latent vector (z) due to the bypass-phenomenon, which may lead to encoding no
valuable information to z. Hence variational attention mechanism Fig. 4 can be
used to solve this problem. We now have sampling in z and a (attention vector)
in our computation graph [23]. Variational attention is computer by:

cj = Σ
|x|
i=1αjih

s
i (6)

aj = f(cj , ht
j) = tanh(Wc[cj ;ht

j ] (7)

Fig. 3. VAE model

4 System Evaluation

The proposed model was validated on the dataset explained below, this paper
uses three different techniques to verify the obtained results. We consider Bilin-
gual Evaluation Understudy Score (BLUE) [24], Term Frequency—Inverse Doc-
ument Frequency Score (TD-IDF) and Cosine Similarity. This is done to make
sure the predicted SC are both syntactic and semantically correct, and also
assure that it not just considers the statistical occurrence of SC but are also
able to predict SC which makes sense to the Operation Systems. It has been
seen that the prediction is usually consistent with attack specific sequences;
hence, we deploy multiple anomaly detection classification algorithms to clas-
sify the predicted sequences, reassuring that the proposed model does produce
sensible results.
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Fig. 4. VAE attention model

4.1 Datasets

Many datasets were considered for this research, some of them being UNM,
DARPA, TUIDS, CIDDS and ADFA. ADFA-LD [25] published by National
Defense University of Australia was chosen over the other because it is the most
in line with the latest attacks and consistent with real-world network scenarios.
The dataset is large enough for a neural network training with 6 types of attacks,
833 normal training data and 4372 validation data Fig. 5, gives a summary of the
dataset. Creech et al. [26] introduced SC pattern approach to intrusion detection,
later [27] they also proposed a host-based anomaly intrusion detection system
on the same dataset.

4.2 Learning Process

In training of any neural network, the most important part is the tuning of
hyperparameters. These, in many cases, can be the making or breaking factor for
any neural network. These are no theoretical guideline for setting the parameters,
and it depends on the researcher’s experience to determine the right fit or just
by trial and error learning.

A good example is determining the learning rate, which can be set to any-
thing between 0 and 1. The lower rate, the model learns better but is very slow
and underfitting as a demerit, and the higher the number the model is less accu-
rate but trains faster and has the demerit of overfitting. The hyperparameters
include learning rate, dropout of the fitted model, nodes in hidden layers and
initialization of training model.

In this experiment, 8 models are trained for prediction. Two types of RNN
units were considered LSTM and GRU; each of these units was trained on 4
different variants. The first variant has two hidden layers, and learning rate of
0.1, variants two, three and four, all have three hidden layers and learning rate
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Fig. 5. ADFA-LD summary

of 0.1, 0.01 and 0.001 respectively. The training is stopped and assumed to be
completed when the present training loss does not decline any further. The input
dimension of the network is the same as output and remains the same due to
the auto-encoding property. The model has 256 nodes in its hidden layers with
training batch size of 32.

The ADFA dataset is marginally inadequate, for example, if we take sequence
length of 30 we have just 4000 input sequences. Any RNN needs to have longer
sequences and a relatively large dataset. Hence, to compensate for this, we break
the sequences to small bits and create a dataset with a sequence length of 20,
22, 25 and 30. This creates about 21,000 sequences of training data and 4,200
sequences of testing data. The data is now adequate to take advantage of longer
sequences of data and extract attack features; this assures a lower number of
false alarms by the system.

4.3 Result Analysis

BLUE is considered; first, it is a comparative analysis of phrases generated by
a model which counts the number of matching words in a specific position in
a weighted fashion. The score is between 0 and 1, the higher the value, the
higher the similarity index of the sequence. This technique does provide some
advantages over the older techniques has a big disadvantage of not accounting
for semantic information of the predicted sequence. Figure 6 shows BLUE score
of all 8 different models when the sequence length is 25. It clearly shows that
increasing the number of hidden layers (HL) leads to better performance; we
can also see that changing the learning rate (LR) does not result in significant
improvements. We can hence conclude by saying that we can have a significant
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Fig. 6. BLUE results when sequence length is 25

learning rate to speed up the learning process to reduce processing time. Any
further increase in HL or LR does not lead to any significant improvement of
results when other facts such as processing time are considered. We can also see
that LSTM performs better when compared to GRU, this may be due to the
more precise movement on data in the units, helping it remember more critical
information. It is important to note that GRU performs better with LR as 0.001,
but this is not considered as LSTM performs better when LR is set at 0.01.

Figure 7 shows how the models respond to various sequence lengths, it noticed
that as the lengths increase the performance improves. This an example of how an
RNN improves its performance when the sequence length is increased. This phe-
nomenon is not exhibited for even longer sequences as the models stop improving
with any lengths more than 35. The drop in growth may be due to the memory
limitation of RNN models; it gets too overwhelmed and forgets critical informa-
tion causing fall in performance. Therefore it is important to choose the length
appropriately for best performance. The sequence length may be increased fur-
ther if the number of HL is increased, but that comes at the cost of much higher
processing time. The TF-IDF scoring system extracts the keywords and com-
pares it with that target sequence in a weighted manner. Figure 8 clearly shows
that the predicted sequence is very close to the actual target sequence syntacti-
cally. The score is in between 0 and 1, where 1 states the same sequence. The
algorithm is fed with two sequences of data, first is the target sequence, and the
second is the predicted sequences. TF-IDF is a well-known technique in the fields
of data-mining and large scale information retrieval, and this technique assures
that the sequence similarities.
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Fig. 7. BLUE results for various sequence lengths. The figure on the left shows results
of the LSTM RNN, and the right figure shows GRU RNN.

Fig. 8. TF-IDF similarity score between predicted sequence and target sequence. The
figure on the left shows results of the LSTM RNN, and the figure on the right shows
GRU RNN.

Fig. 9. Cosine similarity score between predicted sequence and target sequence. The
figure on the left shows results of the LSTM RNN, and the figure on the right shows
GRU RNN.
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Major demerits of BLEU and TF-IDF systems are its characteristics to score
based only on the statistical similarities. This shows that the sequences make
sense statistically but might not make sense to the OS. For this, we need to
make a correlational analysis of the target sequence and predicted sequence this
is done by Cosine Similarity score. It is a score between 0 and 1 and takes two
encoding vectors, first is the hidden state vector v1 of the prediction model,
and the second is the target sequence encoding vector v2. Figure 9 shows cosine
similarity between v1 and v2. It is evident now that the predicted sequence and
target sequence are syntactically and semantically similar in manner.

Fig. 10. LSTM model HL-3, LR-0.01. The figure on the left shows the CNN classifier
and the figure on the right shows Random Forest classifier.

The predicted sequence should be consistent and should make sense to the
operating system. We tested this by using various classifiers which were trained
on the training data of ADFA. This method assures that the sequence predicted
functional, and the model has learned the critical information correctly. We
test the sequences on CNN and Random Forest classifiers. The classifiers were
chosen based on their performance when trained on the same dataset, CNN and
Random Forest performed the best out of nine different classifiers. The Receiver
Operating Characteristic (ROC) curve is used to measure the performance, Area
Under Curve (AUC) is used to find the exact precision. A significant advantage of
using a predicted sequence can be its ability to improve target sequence detection
ability by combining the target sequence with the predicted one. The amalgam
is hugely beneficial when we want to know the exact attack type. The target
sequence may not have enough information to classify the exact attack type
information. Still, with the help of the predicted sequence, we can amplify the
characteristic feature of any attack. For this test, only the LSTM model with
three HL and LR of 0.01 was considered as it has been outperforming the other
models in all the previous tests. In Fig. 10 the labelled ROC, predicted ROC and
extended ROC are compared, it is seen that extended ROC performs remarkably
better than the target sequence, the predicted sequence helps the classifier to
make a more precise decision.
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4.4 Conclusion

To solve problems faced by other researchers stated above, specifically the inabil-
ity to predict intrusion on systems, RNN seq2seq language model framework was
adopted in this paper. The proposed model can effectively predict SC during an
attack in real-time. The results from the model were validated via various tech-
niques, assuring improvements in various anomaly detection techniques. The
paper also shows how the classification of attacks can be carried out via various
algorithms parallelly with the prediction models’ generated SC. Future work will
include validation of the proposed model on other datasets, further tuning of the
models’ hyperparameters and removing the dependence of the model on longer
sequences of SC.
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Abstract. Traditional methods of authentication are subject to a wide
variety of attacks. There is a high demand to deploy necessary mech-
anisms while authenticating a user to safeguard him/her and the sys-
tem from the vulnerable attacks. In this paper, a novel one time Quick
Response (QR) code based solution has been proposed to counter various
types of security breach during the authentication process. The QR code
will facilitate context-based authentication. Some information is stored
within the QR code which changes for each authentication of the user.
Using this information the user needs to derive a one-time password cor-
responding to his/her actual password. The proposed scheme can be well
and easily adapted in various existing and new systems. The experiment
and analysis shows that it is more efficient than the existing algorithms
in countering security threats.

Keywords: Secure authentication · Contextual QR code · OTP ·
Secret information · Security attacks

1 Introduction

Authentication is the process of determining whether a person who is request-
ing access for a system is a legitimate one. Existing authentication mechanisms
include the use of login credentials (e.g. username and password), biometrics
(e.g. face, voice, fingerprint etc.), digital certificates, combination of ATM Card
and PIN, One Time Password (OTP) via Short Message Service (SMS), multi-
factor authentication products like SecurEnvoy, RSA SecureID etc. Out of these
techniques, login credential is the most common and adopted worldwide. Unfor-
tunately, it is subject to a wide variety of attacks such as key-logger and asterisk-
logger, eavesdropping, shoulder surfing, brute-force, dictionary attack, replay
attack, Trojan Horse attack, man in the middle attack, phishing attacks, SQL
injection and others.

Virtual keyboard or on-screen keyboard is used in few of the applications to
prevent key-logging. Also, extensions to the virtual keyboard have been proposed
to make it more secure [9,20]. However, they cannot handle both shoulder surfing
and screen capturing.
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As a propitious alternative to traditional alphanumeric passwords, graphical
password [22] with challenge-response [7,17,21] based authentication methods
have been proposed to make the system stronger. However, they are still suscep-
tible to either of key-logging, mouse-logging, screen capture or shoulder surfing
attack [2]. Also, some cases require an additional device [2] like a stylus that
limits the usability. When compared to text based password scheme some of
the graphical password schemes have less password space and thus reduce the
entropy of the system [17].

Biometric-based (e.g. fingerprint, face, voice, iris etc.) authentication are
often used in some of the high end applications. Some interesting techniques
have also been proposed to carry out authentication that use the characteristics
such as haptic, gaze, handwriting, brain waves etc. which are unique to a human
body [3,4,11,18]. These systems assure greater security but have limited appli-
cability due to their high installation and maintenance cost and also difficulty
in implementation. A compromised biometric system is a major security risk as
biometrics of the user does not change.

The usage of one-time password rather than just static password has proved
to be useful while carrying out authentication. It is an efficient way to improve
the security level of a system. It is not vulnerable to replay attack. However,
recently there have been compromises on SMS OTPs sent on mobile phones.
Using suitable tools mobile traffic of an end user including SMS could be inter-
cepted by the attacker. Moreover, mobile phone malware, and especially Trojans,
are being used by criminals to obtain SMS messages containing OTPs [5].

1.1 Use of Quick Response (QR) Code for Securing Applications

QR code or 2D matrix bar code can hold large amount of data in a small space
and in both horizontal and vertical directions. It has error correction capability
and a fast response time. QR code is being increasingly used in various applica-
tions to easily store and retrieve information. In some of the proposed research
work QR code has been used to secure applications [1,6,14,23]. A public QR
Code and some user-specific information could be merged together to form con-
textual QR Code which can provide data related to a particular context. Rouil-
lard [12] combines context-aware QR codes from two parts: Public Part (which
is “traditional” QR code info) and Private Part (which is XML-based context
data). The private part can represent information like user’s profile, user’s loca-
tion, device used by the user, time, and type of environment etc. The combined
information is used for computing contextual messages.

In this paper, a novel authentication solution has been proposed to counter
various forms of security breach during the authentication process. During each
authentication request received from the user of the system, a one-time contex-
tual QR code is generated. Contextual information present in the QR code is
a random id which is unique for a particular login. The information present in
the QR code is encrypted. During authentication a device which is capable of
scanning a QR code, such as a usual smartphone, having the custom software
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which has been developed for the proposed scheme is required. The custom soft-
ware will decode and subsequently decrypt the contents of the QR code. After
decryption, a piece of information will be shown to the user using which the user
needs to derive the OTP corresponding to his/her actual password. The experi-
ment and analysis shows that it is more efficient than the existing algorithms in
countering security threats. The proposed scheme can be well and easily adapted
in various existing and new systems.

2 Related Works

2.1 Lamport and S/Key One-Time Password System

An OTP based scheme for user authentication was suggested by Lamport [15] in
the early 1980s. Based on this idea, a prototype software system, the S/KEY [19]
one-time password system was also developed. In this scheme a one-way function
is used to generate a finite series of OTPs based on a chosen password. A one-
way function is easy to compute but computationally infeasible to invert. It is
applied on a chosen password for certain number of times to generate different
OTPs.
Let x denote the chosen password. The finite series of OTPs is computed as -

Fn−1(x).....F (F (F (x))), F (F (x)), F (x), x (1)

Initially, the value Fn(x) is stored at the server end. The server does not store
the actual password x. In ith authentication client calculates the OTP as -

OTPi(x) = Fn−i(x) (2)

This OTP is send by client to the server for authentication. The server on receiv-
ing the OTP performs a hash of it and compares it with the stored OTP of
previous login.

F (OTPi(x)) = F (Fn−i(x)) (3)

If there is a match then authentication is successful and server updates its stored
value to current OTP i.e. Fn−i(x). In the subsequent authentication the client
increments ‘i’ by 1 and computes next OTP. Thus, the OTPs used for authenti-
cation are Fn−1(x) to x. Also, if server and client are out of synchrony the server
could send a challenge ‘i’ corresponding to which the client needs to calculate
the OTP. After ‘n’ authentications a new value of x needs to be generated for
further ‘n’ time authentications.

The generation of a new password after a certain number of authentications
makes the scheme constrained. Also, the host could be impersonated as there is
no means to verify the authenticity of information send by the host to client. The
computational requirements are high during the calculations for the chain’s ini-
tial values, which make the system unsuitable for devices with limited resources.
Moreover, it is very much inconvenient for users to manually type a long OTP.
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2.2 Scheme of Bicakci and Baykal

Bicakci and Baykal [13] proposed infinite length hash chains using a public key
algorithm. Let ‘d’ denote the private key, ‘e’ denote the public key, ‘s’ denote
the seed value and AN() denote public key algorithm ‘A’ applied ‘N’ times. The
infinite length hash chain originated from the initial seed ‘s’ is –

s,A(s,d),A2(s, d), · · ·AN−1(s, d), AN (s, d), · · ·
The client calculates OTP for ith authentication as –

OTPi(s) = Ai(s, d) (4)

This OTP is send to server for authentication. The server on receiving the OTP
calculates –

s = Ai(OTPi(s), e) (5)

If the shared secret seed matches then the authentication is successful. The draw-
back of this method is that increasing the number of cascaded exponentiation
increases the computational complexity and thus making this algorithm difficult
to implement in devices having limited computational capacity. To facilitate
faster implementation of the algorithm, during each authentication the previ-
ous OTP can be stored at both client and server end. However, if the previous
OTP is lost or damaged a large exponentiation might be required to generate or
verify the subsequent OTP. Moreover, it is very much inconvenient for users to
manually type a long OTP.

2.3 RSA SecurID Authenticator

RSA SecurID [10] is a hardware device that generates time-synchronized token
codes every sixty seconds. A token code is computed as a cryptographic function
of the current time and a shared secret between the corresponding SecurID
and the authentication server. This token code acts as an OTP for the user to
authenticate. The same token code is generated at both authentication server
and client end and thus when client sends the token code to the authentication
server it is able to validate the correctness of the token code.

RSA SecurID is an efficient OTP generation technique. However, the usage
of it is limited because of the device procurement cost for each individual user
and the need to carry an additional device for authentication. Moreover, there
is a lag in setup time as the RSA SecurID device needs to be shipped to the user
and the device needs to be replaced with a new one in every few years.

2.4 Scheme of Eldefrawy et al.

Eldefrawy et al. [16] scheme extends Lamport’s idea of finite series of hash chain
generation for authentication. In this scheme, an infinite length hash chain is
generated using two different one-way hash functions, hA() and hB(), one for the
seed updating and other for the OTP generation.

OTP (x, y) = hy
B(hx

A(seed))|x:1−>∞,y:1−>∞ (6)
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At the time of authentication, at first, the user provides the current status of the
OTP to the server. The current status allows the server to synchronize its seed
with the client’s current seed to get the same seed value on both sides. Next the
server challenges the user with new indexes (i.e. x and y values) based on which
user computes the OTP. This OTP is then sent to the server for verification and
if found correct the server authenticates the user.

In this scheme, the ability to resist predictable attack is not strong enough.
Specifically, probability of guessing next challenge is 1/m2 where m is the range
of x and y coordinates of a challenge. There is an additional risk to securely store
the seed at the client end. Here a chain of hash functions are applied depending on
the challenge x & y and thereby increasing computational overhead at the time
of authentication. Moreover, it is very much inconvenient for users to manually
type a long OTP.

Our proposed solution detailed in Sect. 3 of this paper addresses and resolves
the issues prevalent in the above related works.

3 Proposed Solution

In this section, the working principle of the solution is described in details. For
a better understanding, we divide the solution into three phases: registration,
device setup and authentication.

3.1 Registration Phase

The first-time user should register to setup the authentication credentials. The
registration process is similar to most of the current systems that use and pass-
word to carry out authentication. Hashing algorithm is the common approach
to store passwords securel. [24]. The hash values of the chosen username and
password are stored in the database to maintain secrecy. It is assumed that reg-
istration is carried out in a secure environment and the authentication credentials
are not stolen at the time of registration. Alternatively, the registration of new
users can be done by the admin of the system as per the organizational policy
and the authentication credentials are shared with the users. The registration
password can be changed by the user anytime.
Following notations are used:

Uplain → plaintext username,
Pplain → plaintext password,
h() → one-way hash function,
Uh → hash value of username,
Ph → hash value of password

Thus, Uh = h(Uplain) and Ph = h(Pplain)

The values Uh and Ph are stored against the respective user details in the
database.
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3.2 Device Setup

At the time of login the user should have a device (such as a smartphone) which
is capable of scanning a QR code. Custom software which has been specifically
developed for the proposed solution needs to be installed on this device. The
software installation on any device is a one-time activity. The custom software
contains the public key of public-key encryption algorithm. It is used to decrypt
the information received from the authentication server.

3.3 Authentication Phase

In order to gain access to various systems and confidential data, a user needs to
be authenticated. Thus, it is of paramount importance to safeguard the authenti-
cation phase from the vulnerable security attacks. During authentication process
information exchange takes place between the authentication server and the user
in order to verify the identity of the user.

Authentication Server—Generate Login Information: The responsibility
of the authentication server is to facilitate authentication for a user that attempts
to access a secured system. On receiving a login request from the user certain
tasks are performed at the server end.

A mapping is generated between the alphanumeric characters and symbols
(using which a password can be formed) and a pre-defined set of generic ele-
ments. In one of the proposed mapping, each cell of the QWERTY keyboard
layout contains a mapping character. The alphabet cells of the QWERTY key-
board layout will contain a random alphabet mapping; the numerical cells of
the QWERTY keyboard layout will contain a random numerical mapping and
the symbol cells of the QWERTY keyboard layout will contain a random sym-
bol mapping. Thus, all the 26 alphabets (a–z), numerals (0–9) and 14 chosen
symbols of QWERTY keyboard layout will contain a mapping element. The 14
chosen symbols are listed in Table 1.

An example of the generated mapping is shown in Fig. 1. Here, the elements
in black are the usual keyboard elements of the QWERTY keyboard layout.
The elements in red are the mapping elements against each usual element of the
QWERTY keyboard layout.

The authentication server also generates a unique random id for the particu-
lar authentication request and makes an entry of it into a database with status as
active. Also, current timestamp in UTC (Coordinated Universal Time) is stored
against the random id.

The concatenated value of generated mapping information and random id is
encrypted using private key of the authentication server. The encrypted infor-
mation is then encoded in a QR code. This QR code is sent to the end user who
requested for login.
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Table 1. Symbols

Symbol Name Symbol Name

! Exclamation * Asterisk

@ At sign ( Open parenthesis

# Hash ) Close parenthesis

$ Dollar sign − Minus

% Percentage + Plus

ˆ Caret Underscore

& Ampersand = Equal

Fig. 1. Randomized QWERTY keyboard layout mapping

Following notations are used:

M → mapping information,
R → random id,
KPR → private key,
KPU → public key,
A → public-key encryption algorithm,
EA() → encrypted value using A,
DA() → decrypted value using A,
EQR → encoded information in QR code,
DQR → decoded information from QR code

Thus,
EQR = Encode(EA(KPR, (M ||R))) (7)

This information is sent to the end user in the form of QR code.

User—Derive OTP: In case of authentication for applications on devices
other than mobile phone, such as a desktop or a laptop, the user scans the QR
code using the custom software installed on the QR code scanning device. In
case of applications accessed on mobile phones there would be an additional link
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besides QR code and on clicking the link the custom software will launch. Here,
internally the QR code data will be passed to the custom software.

The custom software at first decodes the QR code.
DQR = Decode(EQR)

DQR = EA(KPR, (M ||R)) (Using Eq. 7) (8)

The pre-defined public-key algorithm and the stored public key are used by
the custom software to decrypt the decoded information to obtain the mapping
information and the random id.

DA(KPU , (DQR)) = (M ||R) (Using Eq. 8) (9)

The custom software has the required function to separate M and R from the
concatenated value of M and R. The user enters the username chosen at the time
of registration. The OTP to be entered needs to be derived from the mapping
information presented to the user. In case of mapping information shown in
Fig. 1, the user needs to find out the corresponding mapping character for each
element of the user’s actual password. The sequence of the mapped characters is
the derived OTP. In case of an uppercase letter present in the actual password,
the corresponding mapped letter will be in uppercase. Similarly, for lowercase
letter present in the actual password the corresponding mapped letter will be in
lowercase.

Example: Suppose the password of a user is “Data@1”. The OTP correspond-
ing to “Data@1” from Fig. 1 can be derived as follows – For “D” the mapping
character is “J”, for “a” the mapping character is “l”, for “t” the mapping char-
acter is “y”, for “a” the mapping character is “l”, for “@” the mapping character
is “(” and for “1” the mapping character is “0”. Thus, the derived OTP as per
the mapping is ““Jlyl(0””.

On submitting the authentication information, the username (Uplain), OTP
and QR code are posted to the authentication server.

3.4 Authentication Server—Verify OTP

The authentication server on receiving the authentication request at first checks
whether the user account is locked, and if found locked the authentication request
is denied. If user attempts to login using invalid information for a pre-determined
number of consecutive times the account will be locked and additional verifica-
tion needs to be done to unlock the account.

The received QR code is decoded and then decrypted using the public-key
algorithm. Mapping information and random id are obtained from the decrypted
information. This process is the same as carried out at custom software end to
obtain mapping information and random id from QR code. The authentication
server checks whether the random id (obtained from QR code) has status as
active in the database. If it is active the status is changed to inactive or else
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the authentication request is rejected. The timestamp stored in the database
against the random id is obtained. The difference between this timestamp and
current time (in UTC) is calculated. If it is exceeds the set time limit then the
authentication request is rejected.

The actual password is derived from the user-entered OTP and the mapping
information present in the QR Code. The hash values of the username and the
password are matched against the values (from registration phase) present in
the server database. If it matches the user is successfully authenticated or else
the authentication request is rejected.

4 Security Analysis, Applicability and Discussion

4.1 Security Analysis

Firstly, we compare the proposed scheme with SMS based OTP which is widely
used in many of the secure applications. Recently there have been compromises
on SMS OTPs sent on mobile phones [5]. Using suitable tools, mobile traffic of an
end user including SMS could be intercepted by an attacker. This would reveal
the OTP (sent via SMS) at the interception point. Also, mobile phone malware
capable of receiving SMS containing OTPs are becoming a rising threat. Upon
reception, in the background the SMS could be forwarded to an attacker and
deleted from the mobile phone to hide the fact that SMS containing OTP ever
arrived at the infected phone. The authentication solution proposed in this paper
does not send the OTP over a mobile network so it is resistant to the capture
of mobile traffic. Unlike the SMS based OTP system, the one-time password
in the proposed scheme is not distributed as plaintext. Mapping information in
encrypted QR code is sent to the user using which the user derives the OTP
from actual password known only to the user and the authentication server.
Thus, malware-infected mobile device used for scanning a QR code does not
have the possibility to reveal the authentication credentials.

Phishing attack aims at obtaining sensitive information by masquerading as a
trustworthy entity through electronic means. It often directs user to enter details
at a fake website which has been developed identical to a legitimate one. The QR
code used in the proposed solution can only be generated at the authentication
server end which has the private key of the public-key encryption algorithm. Any
other form of QR code will not be resolved by the custom scanning software and
hence mapping information will not be shown to the user. Also, there is an
upper bound on the time within which user should be authenticated after QR
code generation. So a QR code captured by an attacker to deceive the user at
a later point in time will not be of any significance. Thus, with the proposed
scheme, phishing attack on authentication information will be very difficult to
achieve.
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The usage of one-time password rather than static password has proved to
be useful while carrying out authentication. It is an efficient way to improve the
security level of a system. In the proposed method of authentication, the pass-
word entered by the user is valid only for a particular authentication request.
In subsequent logins, the mapping information changes and hence the password
to be entered changes as well. The use of OTP makes a system secure against
key-logger software that runs in the background to track the keys struck on a
keyboard and asterisk logger that has the capability to show the hidden pass-
words masked behind asterisks. In a compromised system, a password-stealing
Trojan could acquire the password cached in browser memory. However, this
kind of attack can be prevented with the use of OTP as the actual password is
never entered by the user.

In replay or playback attack, a message which was earlier sent by a legitimate
user is fraudulently repeated again. In our implementation, the dynamically
generated QR code contains a unique random id and a database in the server is
used to track whether the random id is active or not. Authentication is allowed
only if the random id is active and it is marked as inactive after its usage towards
an authentication. So a replay of the already used authentication information
will be rejected by the server and thus making the authentication system secure
against replay attack.

Shoulder Surfing is using direct observation techniques, such as, looking over
someone’s shoulder, to get information. It can also be done long distance with
the aid of binoculars or other vision-enhancing devices. In the proposed solu-
tion, shoulder surfing on the keyboard by directly observing through eyes or by
video recording can just reveal a temporary password valid for the particular
authentication. The mapping information displayed to the user is on the hand-
held device which is close to user’s body. So it is nearly impossible to shoulder
surf both on the screen of the handheld device and the keyboard of the system
simultaneously. Thus it is resilient against shoulder surfing.

Brute-force and dictionary attack on password uses all possible combination
of passwords and an exhaustive list of dictionary words respectively to crack
the password of a system. In our implementation, any combination of alpha-
bets (both a–z and A–Z), numbers (0–9) and 14 special symbols can form the
password.

Total possible passwords of length ‘L’, N= (76)L

For L = 3, N= (76)3 = 4.39 * 105

For L = 4, N= (76)4 = 3.34 * 107

Thus the password space is very large. Also, the system locks out the user account
in few invalid attempts. Thus it is nearly impossible to obtain the user’s creden-
tials using brute-force and dictionary attack. This is in-line with most of the
existing username and password based authentication systems.
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In SQL injection, a malicious script is written as the user input and it gets
executed against database to compromise the stored information of database.
In the proposed scheme, the server processes the received information before
executing the database query. The hash values of the username and the derived
password from OTP are verified against the database. So SQL injection in the
username and password fields will not be of any significance.

In pre-play attack, an attacker prepares for the attack in advance by predict-
ing the next challenge to be used for authentication. In the proposed scheme,
the generated QR code is encrypted by private key of authentication server.
Any other form of QR code will not be resolved by the custom software and
thus making it infeasible to generate next challenge by attacker.

Thus, the above discussion illustrates the usefulness of the proposed scheme in
countering different types of security attacks during the authentication process.

4.2 Applicability

At the time of authentication a device capable of scanning a QR code such
as a smartphone is required. Smartphones are already in use worldwide by a
very large number of mobile phone users and the usage of smartphones show an
increasing trend in near future. Additional devices like token generator, chip-
based card along with reader, biometric devices etc. are not required. Thus the
infrastructure cost and the lag time to setup an authentication system is reduced
to a large extent. This increases the applicability of the proposed scheme.

4.3 Discussion

The overall comparison of the proposed system with other OTP based authen-
tication systems is shown in Table 2.

Mobile SMS-based OTP system is being commonly used to authenticate
users, especially during transactions. However, it is prone to malicious software
installed on a mobile device. Also, there is mobile network dependency to receive
the SMS. Lamport & S/Key and Bicakci and Baykal scheme requires system re-
initialization after certain number of authentications. They are prone to pre-play
attack as well. Lamport & S/Key, Bicakci and Baykal and Eldefrawy schemes
perform a high computation at client end and additionally there is an overhead
to store secret. RSA SecurID generates token in a dedicated hardware device.
Thus, there is no extra resource required at client side to generate the OTP.
However, in case of RSA SecurID, the device procurement cost is high and it
needs to be replaced after a certain lifetime. There is a lag time to setup the RSA
SecurID system for a user as a dedicated hardware device needs to be tagged
and shipped to a user. The proposed system of password entry eliminates all the
mentioned problems. It has high usability and also it can be easily integrated
with existing password entry systems.
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Table 2. Comparison with other OTP based authentication systems

Metric↓ System→ SMS-based

OTP

Lamport

and

S/Key

Bicakci

and

Baykal

Eldefrawy

et al.

RSA

SecurID

Proposed

scheme

Usability Very high Low Low Low High High

Initial setup time Small Medium Medium Medium High Small

Device cost Low Low Low Low High Low

Operational cost Medium Low Low Low Low Low

Number of

authentications before

re-initialization

Unlimited Low Medium Unlimited High Unlimited

Resistance to pre-play

attack

High Low Medium Medium High Very high

Client computational

requirements

Not

applicable

High High High Not

applicable

Low

Additional overhead

to store secret

No Yes Yes Yes No No

Mobile network

dependency

Yes No No No No No

Prone to SMS capture

malware installed on

mobile device

Yes No No No No No

Type of encryption

algorithm

Hash

function

Hash

function

Public

key

Hash

function

Hash

function

Public key

5 Usability Study

A usability study has been conducted to determine the error rate and the time
taken by the users to authenticate using the proposed method. The study was
performed on 50 participants who are regular users of computer and mobile
phone. The participants were given a presentation in which the new authen-
tication method was described in details. Also, the participants had hands-on
experience with the new method of authentication. All the participants were
given same passwords for the experiment. The passwords varied in length from
3 to 8 elements and each of the passwords had minimum of one number or symbol
along with the alphabets (a–z, A–Z).

The average value of entry time of OTP after the appearance of mapping
information on user’s handheld device is shown in Fig. 2.

It can be seen from the graph that on an average password of length 3
characters was derived and entered in 6 s and password of length 8 characters
was derived and entered in 14 s. We believe that the entry time taken by the
users will reduce to some extent once they use the new authentication method
for considerable number of times.

We found that invalid OTPs were entered in 5% of the total authentication
attempts of all the users. This result may be due to the fact that the proposed
authentication method is still new for the users. We believe that the authenti-
cation failure percentage will reduce as the users become comfortable using the
new method of authentication.
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Fig. 2. Password length vs average input time

6 Conclusion and Future Work

The security attacks on different authentication mechanisms, particularly the use
of authentication credentials (e.g. username and password), are increasing to an
alarming extent. Thus it is very important to deploy necessary mechanisms while
authenticating a user to safeguard him/her and the system from the vulnerable
attacks. In this paper, we have proposed a novel solution of generating OTPs
using a mapping information and context-aware QR code. The discussion in
earlier section establishes that it can counter various kinds of security attacks
on a system. In the proposed solution there is a trade-off between the time taken
to authenticate a user and the security of the system so depending on the need
it can be deployed in applications where a greater security is desired. However,
the new method is easy to integrate and adapt to existing systems.

As part of future work we will carry out study to make the OTP derivation
faster. The increase in number of participants and several iterations of authen-
tication spanning a considerable period of time will provide a holistic result of
the usability study. Studies have been carried out to analyze the factors that
determine the user’s intention to use the QR code [8]. In our future work the
plan is to focus on the QR code design to make it more user-oriented. Also, an
exhaustive analysis will be carried out on other types of security attacks which
have not been addressed in the scope of the proposed solution.
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Abstract. Identification and remediation of the system vulnerabilities
that pose the highest risk are crucial for maintaining the security posture
of computer networks. In literature a large number of metrics available
for vulnerability risk assessment. However, they fail to consider critical
network risk conditions that affect the success of an adversary. Conse-
quently, evaluation of the vulnerability risk based on current metrics is
misleading, and hence, the derived vulnerability remediation plan often
results in an ineffective application of countermeasures. To overcome this
problem, we have proposed a comprehensive, integrated metric called
Improved Relative Cumulative Risk (IRCR). For a given vulnerability,
IRCR takes into account the CVSS Base Score, vulnerability proxim-
ity from the attacker’s initial position, and the risk of the neighboring
vulnerabilities. The proposed metric tested on a synthetic network, and
experimental results show that IRCR can be used effectively for assess-
ing the security risk of each of the exploitable vulnerabilities. Based on
the IRCR recommendations, an administrator can accurately determine
top vulnerabilities and prioritize the vulnerability remediation activities
accordingly. To validate the efficacy and applicability of the proposed
method, we have compared the IRCR metric with the state-of-the-art
attack graph-based metrics such as cumulative attack probability, and
cumulative attack resistance. Experimental results demonstrate that the
proposed IRCR metric can be complementary to the current attack
graph-based metrics in measuring the influential levels of exploitable
vulnerabilities.
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Attack graph · Security metric · Network hardening · Proactive defense
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1 Introduction

Purpose of vulnerability analysis and risk assessment techniques is to uncover
vulnerabilities in the critical enterprise infrastructure and mitigate them before
the security attack becomes a reality. In particular, risk assessment techniques
help security administrators in deciding appropriate countermeasures to deter
any plausible attack. Traditional information security planning and management
process begin with vulnerability scanning, followed by the risk assessment, and
finally, network hardening [1]. Estimating the risk of vulnerabilities in today’s
network environment has become a severe problem, primarily, because Cyber
attacks have become more sophisticated wherein adversary combines multiple
vulnerabilities to compromise the critical network resources incrementally.

Large number of vulnerability risk assessment methods were developed by
security vendors and non-profit organizations such as US-CERT [2], SANS,
[3], NVD [4], Vupen Security [5], Secunia [6], and Microsoft [7]. Standardiza-
tion efforts on security metrics, such as Common Vulnerability Scoring System
(CVSS) [8–10] and Common Weakness Scoring System (CWSS) [11] focus on
ranking well-known vulnerabilities and software weaknesses, respectively. Such
scoring help administrator in measuring the severity and impact of the indi-
vidual vulnerabilities, and hence in the process of patch management. Although
popular, both CVSS and CWSS do not capture the interdependency (here, cause-
consequence relationship) between vulnerabilities and hence are deemed insuffi-
cient in the context of multistage, multi-host attacks [12,13]. Furthermore, CVSS
and CWSS measures the severity of software vulnerability/weakness in isolation
and do not capture their impact on the overall security risk of a network [14].
Consequently, the use of such risk scoring systems often results in an imprecise
risk prioritization and sub-optimal security countermeasures.

Because of the limitations of CVSS and CWSS as stated above, a vulnerabil-
ity risk assessment process requires additional steps to evaluate the risk posed
by the exploitable vulnerabilities. It can be done by combining the CVSS Base
Scores with the various security parameters (or risk conditions) of the underlying
network. To evaluate the security risk of the exploitable vulnerabilities, a suit-
able model that considers various network risk conditions, and which imitates
the adversary’s choice of vulnerability exploitation, should be utilized. There is
a plethora of research work [15–19] on the efficient generation and ranking of the
potential attack paths in the network; to model and analyze multistage attack
scenarios in order to provide high-level metrics for network risk assessment [20].

Existing attack graph-based security metrics such as cumulative attack prob-
ability [21], and cumulative attack resistance [22] consider the interdependency
between the exploitable vulnerabilities for assessing the security risk posed
by each of the exploitable vulnerability uncovered in a given network. How-
ever, they do not consider the vulnerability diversity along the attack path(s).
Chen et al. [23] used diversity among network vulnerabilities as an important
risk condition to assess the security risk of a network. Whereas, Wang et al.
[14,24] used vulnerability diversity along the attack path to measure the robust-
ness of a system against the zero-day attacks. Suh-Lee and Jo [25] used the
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proximity of the un-trusted network and risk of neighboring hosts as important
risk conditions to assess the security risk of each vulnerability (both exploitable
and non-exploitable) in a given system. However, they do not consider criti-
cal network risk conditions such as the cause-consequence relationship between
the exploitable vulnerabilities and the exploit diversity along the attack paths.
Mukherjee and Mazumdar [26] proposed metric to compute attack difficulty of
an individual exploit e relative to its position in the attack path. However, they
do not consider the vulnerability diversity along the attack path(s). Work of
Wang et al. [14,21,22,24], Chen et al. [23], Suh-Lee and Jo [25], and Mukherjee
and Mazumdar [26] motivated us to consider various network risk conditions (i.e.
the conditions which affect the success of an adversary) for the vulnerability risk
assessment. Such risk conditions include but are not limited to

– Proximity of the vulnerability from the attacker’s initial position (i.e., the
minimum resistance posed by the vulnerabilities to the attacker along the
available attack paths),

– Vulnerability diversity along the attack paths,
– Risk of the neighboring vulnerabilities from where the target vulnerability

under consideration reached directly and exploited.

Such risk conditions affect the success of an adversary and hence, the risks
posed by the exploitable vulnerabilities. We have used an exploit-dependency
attack graph [27] as a network security model in conjunction with the CVSS
Framework [10]. The generated exploit-dependency attack graph for a given net-
work captures the adversary’s all possible attacking strategies, and also various
risk conditions that affect the risk posed by the exploitable vulnerabilities. Our
objective is to dynamically adjust the static risk level of the network vulnerabil-
ities (i.e., CVSS Base Score [10]) with various risk conditions of the underlying
network.

In this paper, we propose a new metric called Improved Relative Cumulative
Risk (IRCR) for quantifying the security risk of each of the exploitable vulner-
ability present in the network. IRCR is a comprehensive, integrated measure
that considers various factors (network risk conditions) such as (i) CVSS Base
Score, (ii) the proximity of the target vulnerability from the attacker’s initial
position, (iii) vulnerability diversity along the attack path(s), and (iv) the risk
of other neighboring (predecessor) vulnerabilities whose exploitation leads to the
exposure of the vulnerability under consideration. It is observed that the above-
stated risk conditions affect the likelihood of adversary’s success significantly
[14,22–25]. The more the resistance posed by the vulnerabilities along the attack
path(s), the more the time/effort an adversary has to spend in compromising the
target. Further, more the different kind of vulnerabilities along the attack path,
more the effort (in terms of time, skill, and resources) adversary has to spend.
Finally, more the number of ways by which an attacker can reach a targeted
vulnerability from the other vulnerabilities (predecessors), more the chances of
its exploitation, and hence carving out the attack path to the destination host,
therefore increased success probability.
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The rest of the paper is organized as follows. Section 2 establishes a basis
for using various risk conditions during the process of risk scoring. In Sect. 3,
we discuss the method of computing the Improved Relative Cumulative Risk
(IRCR) score. The experimental results for the example network presented in
Sect. 4 to validate the usefulness of the proposed metric. Finally, Sect. 5 closes
with conclusions and directions for future work.

2 Network Specific Risk Conditions

For our purpose of combining the standard CVSS Base Score [10] with the
network-specific risk conditions, we make use of an exploit-dependency attack
graph [27], which is in general space-efficient and more expressive. Mainly, the
attack graph takes into account network configuration details, vulnerability
details, security advisory, and succinctly depicts all potential multistage, multi-
host attack scenarios. It imitates the adversary’s choice of vulnerability exploita-
tion and successfully captures various risk conditions that affect the success of
an adversary and hence influence the risk posed by the vulnerability. In this
paper, we used MulVAL tool [17] for the generation of an exploit-dependency
attack graph. This paper does not explore how to generate the attack graph, but
rather how to analyze. Network risk conditions which we have used to augment
the static risk level (i.e., CVSS Base Score) of each exploitable vulnerability in
the network are as follows:

2.1 Attack Path Resistance

To reach, and exploit vulnerability v in a network, there could be one or more
attack paths available to an adversary. According to Wang et al. [22], network
security should be measured as the smallest amount of effort required to reach
and compromise the target. Phillips and Swiler [28] proposed shortest path met-
ric which signifies the minimum number of hurdles (here, vulnerabilities) along
the attack path, an attacker has to exploit to compromise the target. Author’s
intuition is: farther away the target vulnerability is from the attacker’s initial
position, the more effort she has to spend to reach and exploit it. The longer
distance implies an adversary should have the greater endurance to reach the
vulnerability v and hence lower the probability of vulnerability exploitation.
However, the idea of the shortest attack path is misleading as it treats each type
of vulnerability equally and does not capture attackers effort. Since each type
of vulnerability poses a different amount of resistance during exploitation, an
attacker has to spend a different amount of effort. Therefore, the vulnerability
resistance along the attack paths is the correct measure of attackers effort com-
pared to attack path length. The intuition behind considering the least resistance
path is that, given the option of different available attack paths which are reach-
able from attacker’s initial position to the vulnerability, an attacker chooses
the path which requires the least amount of effort [29]. Therefore, the mini-
mum resistance path to a targeted vulnerability considered as a necessary risk
condition.
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Figure 1 shows network risk conditions, which used in our proximity-based
vulnerability risk computation. Circle shows vulnerabilities v1, v2, v3, v4, and
respective post-conditions by Diamond shape. Vulnerability v4 can be reached
and exploited from the immediate predecessors v1, v2, v3. Out of three attack
paths, there is a repetition of vulnerability v1 along the third attack path. ri
alongside each vulnerability, vi represents the individual resistance posed by
the vulnerability to an attacker (in terms of time and effort) during successful
exploitation. In other words, to say, r(v) represents the effort put by an attacker
until the successful exploitation of the vulnerability [30]. Higher the value of r(v),
it is harder to exploit the vulnerability v. Such values obtained for each of the
well-known, reported vulnerability based on their CVSS Temporal Score [31].

Fig. 1. Sample attack graph.

2.2 Vulnerability (or Exploit) Diversity Along the Attack Path

Exploit diversity along the attack path signifies the number of different kinds
of exploits adversary has to successfully execute to reach and exploit the target
vulnerability v. Essentially, the attack path with different kinds of exploits indi-
cates that an adversary must possess knowledge about the different exploitation
technologies to follow the path. In a sufficiently diversified attack path, an adver-
sary has to spend an individual and independent effort in successfully exploiting
each vulnerability coming across the attack path [32].

After getting access to a particular host in a network (pivot point), an adver-
sary performs reconnaissance from that point onward and move on to the next
target machine by successfully exploiting vulnerabilities in it. An adversary may
encounter one or more vulnerabilities in the next target machine(s) during the
reconnaissance. If the next vulnerability is similar to the kind of vulnerabilities
already exploited along the path, then the probability of its exploitation is more.
Therefore, the number of different kinds of vulnerabilities (exploits) along the
attack path(s) also can be considered as an essential risk condition. Such a risk
condition indicates the attacker’s knowledge. As shown in Fig. 1, along the third
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attack path, an adversary needs to exploit the vulnerability v1 twice to reach
the target vulnerability v4.

2.3 Risk of the Neighboring Vulnerabilities

An exploit-dependency attack graph [27] captures the cause-consequence rela-
tionship between the exploitable vulnerabilities, and it shows how many ways an
adversary can reach and exploit v, a vulnerability under consideration. For each
intermediate (non-entry point) vulnerability in an attack graph, there could be
one or more neighbors (i.e., immediate predecessors from where the vulnerability
directly reached and exploited). Let PD(vi) signifies the set of such neighboring
vulnerabilities on which the exploitation of the vulnerability vi depends. It is
crucial to notice that when many neighbors coexist in an attack graph, reaching
the target vulnerability is more feasible (because of more attack opportunities)
and hence more the chances of exploitation [22]. Even though the attack paths
arising from other neighbors are harder than the original one (here, least effort
path), they nevertheless represent possibilities of attacks, and thus they increase
the overall probability of exploitation of the target vulnerability. That is the
vulnerability with a large number of immediate predecessors is more likely to be
exploited than the one with less number of neighbors. As shown in Fig. 1, the
vulnerability v4 can be reached and exploited from three different vulnerabili-
ties. Even though the attacker follows only one of the possible attack path, the
availability of many neighbors represents possibilities of attacks, and thus, they
increase the overall probability of exploitation of v4.

2.4 The Conjunctive (AND) and Disjunctive (OR) Dependency
Between Predecessors

Mostly, there can be either conjunctive (AND), or disjunctive (OR) dependency
relationship between the exploits in an exploit-dependency attack graph [27].
The conjunctive dependency between the predecessor exploits implies that the
successor exploit cannot be executed successfully until all of the participating
exploits (in an AND dependency) executed successfully. Whereas, the disjunctive
dependency between predecessor exploits indicates the successor can be executed
successfully if any one of the predecessor vulnerability exploited successfully.
Compared to the conjunctive (AND) dependency, disjunctive (OR) dependency
between predecessors leads to the higher probability of the successful exploitation
of the successor and hence increased risk. As shown in Fig. 1, there is an OR
dependency between the immediate predecessors of vulnerability v4.

3 Measuring Security Risk of Vulnerabilities

In this section, we discuss how to use different network risk conditions for the
evaluation of the security risk of each exploitable vulnerability. To calculate the
risk value, we define the Diversity-adjusted vulnerability score (DVS), Neighbor-
hood proximity-adjusted vulnerability score (NVS), and finally Improved relative
cumulative risk (IRCR) for each exploitable vulnerability vi in a network N .
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3.1 Diversity-Adjusted Vulnerability Score (DVS)

Each vulnerability in a target network is positioned a certain distance apart from
the attacker’s position (here, un-trusted external network) and can be reachable
through one or more attack paths. According to Wang et al. [22], network secu-
rity should be measured as the smallest effort required to reach the goal. The
shortest path metric [28] assumes the same amount of effort is required to exploit
each vulnerability along the attack path and counted the number of hurdles (vul-
nerabilities) along the path as a measure of attackers effort. However, each type
of vulnerability poses a different amount of resistance to the adversary. There-
fore, we have used vulnerability resistance along the attack path(s) to calculate
the risk. For an example attack graph shown in Fig. 1, the resistance of each of
the attack path calculated as:

PR(APi) =
n∑

j=1

rj (1)

Here rj signifies the individual resistance posed by the vulnerability to the
attacker. As shown in Fig. 1, the resistance posed by the attack paths 1, 2, and 3
simply sums of the individual resistance values of vulnerabilities along the attack
paths. However, if there is a repetition of already exploited vulnerability along
the attack path (third attack path in Fig. 1), then the attacker can use previously
engineered exploits with little or no modification. In such a case, the resistance
posed by the repeated vulnerability is much smaller than the posed resistance.
For repeated vulnerability v1 in attack path 3, the resistance value becomes 0.3∗
r1. Such a reduction in the resistance is due to the attackers acquired skills, tools,
and techniques. It is the only subjective parameter used in our risk calculation
method. An administrator can choose this value based on the effort required to
tweak the already engineered exploit for exploiting the repeated vulnerability
in a network. To the best of our knowledge, there is no study on how much
reduction in the attacker’s work factor (vulnerability resistance) happens when
the attacker exploits the same vulnerability repeatedly. Such reduction in work
factor (attackers effort) could be different for different classes of vulnerabilities.
Based on the above-stated discussion, the path resistance (PR) of attack path 3
in Fig. 1 can be calculated as:

PR(AP3) = r1 + (0.3 ∗ r1) + r4

Once we calculate the resistance posed by each of the attack path available to
reach the target vulnerability vi in an attack graph, we focus on the attack path
with minimum resistance value. It is because network security should always be
measured as the smallest effort required to reach the target [22]. The lower the
attack path resistance, closer the vulnerability is, analogically, to the untrusted
network, and therefore, higher the risk of target vulnerability exploitation. The
problem of finding the distance of vulnerability from the attacker’s position is
analogous to the single-source shortest path (SSSP) problem. For the vulnera-
bility, v4 in example attack graph (Fig. 1), the minimum path resistance (MPR)
is the minimum of all attack path resistance values. That is:
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MPR(v4) = min(PR(AP1), PR(AP2), PR(AP3)) (2)

Here, MPR(vi) indicates the minimum resistance attacker has to face during
the exploitation of vi. If there are two or more attack paths available to an
attacker to reach the vulnerability vi, then the attack path that poses minimum
resistance should be considered for calculating the MPR value [29]. To calculate
the security risk posed by an exploitable vulnerability, we define the Diversity-
adjusted vulnerability score (DVS) for each vulnerability vi as follows:

DV S(vi) = CV SS(vi) × 1
MPR(vi)

(3)

A lower value of DV S is desirable for better network security. Smaller the value
of MPR, higher the DV S of vulnerability vi.

3.2 Neighborhood Proximity-Adjusted Vulnerability Score (NPVS)

In an exploit-dependency attack graph [27] except the entry point vulnerabil-
ities others may have one or more predecessor vulnerabilities. Therefore, the
neighborhood N(vi) of a particular vulnerability vi consists of the set of vulner-
abilities that directly invoke (or trigger) vi, i.e., N(vi) = {vj ∈ V : vjvi ∈ E}.
Here, V is the set of all exploits present in the attack graph, and E is the set of
edges between the exploits. Here, we focus on the vulnerability neighborhood to
understand “how many ways an attacker can reach a particular vulnerability?”

First, we define the neighborhood as the predecessor sets PD1, PD2, . . . PDn

for each exploitable vulnerability in an attack graph such that:
PDi = {a group of vulnerabilities in an attack graph (immediate predecessors)
from where the vulnerability vi directly reached and exploited}.

By definition, all vulnerabilities in a predecessor set PDi invokes the vulnera-
bility vi. The reachability from a group of predecessor vulnerabilities to the target
vulnerability vi is explicitly specified in the network access points, i.e., routers
and firewalls. Necessarily, there can be either conjunctive (AND), or disjunc-
tive (OR) dependency relationship between exploits in an exploit-dependency
attack graph [27]. The conjunctive dependency between the predecessor exploits
implies that the successor exploits not successfully executed until all of the par-
ticipating exploits (in an AND dependency) executed successfully. Whereas, the
disjunctive OR dependency between the predecessor exploits indicates that the
successor vulnerability can be executed successfully if any one of the predecessor
vulnerability exploited successfully.

It is crucial to notice that when many neighbors coexist in an attack graph,
reaching the target vulnerability is far easier. In other words, more attack oppor-
tunities mean less security because attackers have a better chance to reach the
target. Even though the attack paths arising from other neighbors are harder
than the original (least effort) one, they nevertheless represent possibilities for
attacks, and thus they increase the overall probability of exploitation of the
target vulnerability. Therefore, we have considered the normalized DVS score
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(i.e., NDVS) of each neighboring vulnerability for computation of the NPVS of
vulnerability under consideration. In particular, NDV S(vi) = DV S(vi)

10 .
For a given vulnerability vi having a predecessor set PDi, the neighborhood

proximity-adjusted vulnerability score (NPVS) is:

NPV S(vi) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

NDV S(vj) × NDV S(vk); when vj and vk are Conjunctive
NDV S(vj) + NDV S(vk) − NDV S(vj) × NDV S(vk)

; when vj and vk are Disjunctive
NDV S(vj) ; when vj is the only neighbor of vi
1 ; when vi is the entry point vulnerability

(4)
For the first two cases in Eq. 4, vulnerability vi is the immediate succes-

sor of the vulnerabilities vj and vk. For the entry-point vulnerabilities (whose
exploitation does not depend on the exploitation of any other vulnerability),
the predecessor set PDi = {φ}. Therefore, the NPV S value for such directly
exploitable vulnerabilities is highest, i.e., 1. For the vulnerabilities that are not
directly exploitable, higher DV S value with the more significant number of
OR-ed invokers (predecessors) results in a higher NPV S value. The magni-
tude of NPV S for a vulnerability also depends on the AND-OR relationship
between predecessor vulnerabilities. Compared to the AND dependency, an OR
dependency between predecessor vulnerabilities leads to a higher NPV S score.

3.3 Relative Cumulative Risk

To calculate the cumulative risk of each exploitable vulnerability in the network,
we need to take into account the values computed in the previous step (Eqs. 3
and 4) and aggregate them in a way that can express the security risk condi-
tion around the vulnerability in question. The improved relative cumulative risk
(IRCR) of each exploitable vulnerability vi in the network is calculated as:

IRCR(vi) = DV S(vi) × NPV S(vi) (5)

As shown in the Eq. 3, DV S(vi) is the individual CV SS value of a vulnera-
bility vi, adjusted by the minimum path resistance value (MPR). The security
risk because of the neighboring vulnerabilities represented by the NPV S(vi)
value (as shown in the Eq. 4). The higher the DV S of a vulnerability with a
large number of invokers, the greater the NPV S becomes. Since CV SS Base
Score captures the severity (impact) of the vulnerability and risk conditions cap-
ture the likelihood (probability) of vulnerability exploitation, as per the classical
definition of risk, IRCR measures the security risk posed by the vulnerability.

The larger the value of IRCR, the higher the risk posed by the vulnerabil-
ity. Therefore, the administrator decides on the patching order of vulnerabilities
based on their IRCR value. In practice, patching of all vulnerabilities in the net-
work is mission impossible for the administrator. The vulnerabilities for which
no patch is available (or whose patching may hurt the business performance),
the goal of the administrator’s is to reduce the risk posed by them. Since the
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lower value of IRCR desired for secure network configuration, the purpose of the
administrator’s is to decrease the value of IRCR. It can be achieved by disabling
the initial conditions, patching of entry-point vulnerabilities, and network recon-
figuration. Patching of entry-point vulnerabilities remove all the attack paths and
hence the IRCR of all the other network vulnerabilities reduce to 0. If patches
are not available for the entry-point vulnerabilities, then one needs to disable the
initial conditions, which lead to the longer attack sequence and hence the higher
value of attack path resistance. Further, through disabling the initial conditions
that lead to the removal of most of the attack paths and hence smaller cardinal-
ity of predecessor set PDi of target vulnerability. The larger the value of exploit
diversity along the attack path for a particular vulnerability, lower the IRCR
score. There are many possible ways to increase the exploit diversity along the
attack path for network hardening and have been suggested in [14,24,33].

3.4 Computational Complexity

Among the available attack paths, finding the minimum resistance value path
from the attacker’s initial position is analogous to the single-source shortest path
(SSSP) problem. In particular, the problem is similar to finding the shortest
path from a single source in a directed weighted graph. The exploit-dependency
attack graph, we generated for our example network is a weighted directed acyclic
graph (DAG). We have employed a breadth-first search (BFS) algorithm to com-
pute the minimum effort(resistance) attacker has to spend to reach and exploit
the vulnerability under consideration. With BFS, the proximity (minimum path
resistance) of a vulnerability from the attacker’s position computed in O(E),
where, E is the total number of edges in an exploit-dependency attack graph.
Further, finding all predecessor sets PD1, PD2, . . . , PDn for all n vulnerabilities
in an attack graph can also be done in O(E) using the BFS. The calculation
of improved relative cumulative risk (IRCR) value takes O(V ), where V is the
total number of exploitable vulnerabilities in the attack graph G. The number
of vulnerabilities in the attack graph is a finite constant, V = O(n). Therefore,
the computation time for the whole process of IRCR calculation is O(E).

4 Experimental Setup and Results

The topology of the Test Network is shown in Fig. 2, which is same as the network
topology used in [30], and [34]. There are Four machines located within Two
subnets. Host3 is attackers target machine, and MySQL is the critical resource
running over it. The attacker is a malicious entity in the external network, and
her goal is to obtain root-level privileges on Host3. The job of firewalls is to
separate the internal network from the Internet.

Firewall policies that limit connectivity in the network configuration given
in Fig. 2. Table 1 shows the system characteristics for the hosts available in the
example network. Table 2 shows nine example vulnerabilities and their basic and
temporal vectors. Such kind of data is available in public vulnerability databases
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viz. NVD [4], Bugtraq, OSVDB, etc. Here external firewall allows any external
host to only access services running on host Host0. Connections to all other
services/ports on other hosts are blocked. The host’s within the internal network
have authority to connect to only those ports specified by the firewall policies
as shown in Fig. 2. The number 1, 2 and 3 represents the open services which
refer to the numbers assigned to each host in Table 1; -1 represents source host
is prevented from having access to any service on the destination host; 0 means
a self-connection. An attack graph generated for the example network is shown
in Fig. 3.

Fig. 2. An example network and connectivity-limiting firewall policies.

Table 1. System characteristics for the network configuration [30]

Host Services Ports Vulnerabilities CVE IDs

Host0 1. IIS Web Service 80 IIS buffer-overflow CVE-2010-2370

Host1 1. ftp 21 ftp-rhost overwrite CVE-2008-1396

2. ssh 22 ssh buffer-overflow CVE-2002-1359

3. rshd 514 rsh-login CVE-1999-0180

Host2 1. Netbios-ssn 139 netbios ssn nullsession CVE-2003-0661

2. rshd 514 rsh-login CVE-1999-0180

Host3 1. LICQ 5190 LICQ-remote-to-user CVE-2001-0439

2. Squid proxy 80 Squid-port-scan CVE-2001-1030

3. MySQL DB 3306 Local-setuid-buffer-overflow CVE-2006-3368
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Fig. 3. An exploit-dependency attack graph for the example network. Attacker’s initial
position is shown by a Double Oval, exploits (vulnerabilities) by an Oval, and respective
post-conditions by a plain text.
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Table 2. Vulnerability attributes vectors (as per CVSS v3.0 specifications.)

Vulnerability
CVE IDs

Basic vector CVSS base
score

Temporal vectors CVSS
temporal score

CVE-2010-2370 AV:N/AC:L/PR:N/UI:N/S:C/C:N/I:L/A:N 5.8 E:F/RL:O/RC:C 5.4

CVE-2008-1396 AV:N/AC:L/PR:N/UI:N/S:U/C:L/I:N/A:N 5.3 E:F/RL:O/RC:C 4.9

CVE-2002-1359 AV:N/AC:L/PR:N/UI:N/S:C/C:H/I:H/A:H 10 E:H/RL:O/RC:C 9.5

CVE-1999-0180 AV:N/AC:L/PR:N/UI:N/S:U/C:L/I:L/A:L 7.3 E:P/RL:O/RC:C 6.6

CVE-2003-0661 AV:N/AC:L/PR:N/UI:N/S:C/C:L/I:N/A:N 5.8 E:F/RL:O/RC:C 5.4

CVE-2001-0439 AV:N/AC:L/PR:N/UI:N/S:U/C:L/I:L/A:L 7.3 E:H/RL:O/RC:C 7

CVE-2001-1030 AV:N/AC:L/PR:N/UI:N/S:U/C:L/I:L/A:L 7.3 E:P/RL:O/RC:C 6.6

CVE-2006-3368 AV:N/AC:L/PR:N/UI:N/S:U/C:L/I:N/A:N 5.3 E:H/RL:O/RC:C 5.1

Table 3. Results of proximity-based vulnerability ranking (for attack graph shown in
Fig. 3). Vulnerabilities are sorted in the decreasing order of IRCR.

Vulnerability instance CVE IDs CVSS

base

score

CVSS

temporal

score

p r MPR DVS NPVS IRCR Rank

IIS buffer overflow(0,0) CVE-2010-2370 5.8 5.4 0.54 1.85 1.85 3.14 1.00 3.135 1

SSH buffer overflow(0,1) CVE-2002-1359 10 9.5 0.95 1.05 2.90 3.44 0.31 1.079 2

Squid port scan(1,3) CVE-2001-1030 7.3 6.6 0.66 1.52 4.42 1.65 0.43 0.715 3

Squid port scan(0,3) CVE-2001-1030 7.3 6.6 0.66 1.52 3.37 2.17 0.31 0.680 4

Netbios-ssnnull session(1,2) CVE-2003-0661 5.8 5.4 0.54 1.85 4.76 1.22 0.43 0.528 5

Netbios-ssnnull session(0,2) CVE-2003-0661 5.8 5.4 0.54 1.85 3.70 1.57 0.31 0.491 6

ftp rhost(0,1) CVE-2008-1396 5.3 4.9 0.49 2.04 3.89 1.36 0.31 0.427 7

Squid port scan(2,3) CVE-2001-1030 7.3 6.6 0.66 1.52 5.22 1.40 0.26 0.363 8

LICQ remote to user(0,3) CVE-2001-0439 7.3 7 0.7 1.43 4.80 1.52 0.22 0.330 9

Local-setuid buffer- CVE-2006-3368 5.3 5.1 0.51 1.96 6.76 0.78 0.34 0.266 10

overflow(3,3)

LICQ remote to user(1,3) CVE-2001-0439 7.3 7 0.7 1.43 5.85 1.25 0.17 0.206 11

Rsh login(1,1) CVE-1999-0180 7.3 6.6 0.66 1.52 5.41 1.35 0.14 0.184 12

LICQ remote to user(2,3) CVE-2001-0439 7.3 7 0.7 1.43 6.65 1.10 0.14 0.154 13

Table 3 shows 13 vulnerability instances of the example network in Fig. 2. As
shown in Table 3, each vulnerability instance has assigned rank depending on
their severity levels measured by the IRCR metric (Eq. 5). The vulnerabilities
sorted in decreasing order of their IRCR score. Since the lower value of IRCR
desired for secure network configuration, vulnerabilities with higher IRCR score
need to be patched first with top priority.

Figure 4a shows the IRCR and the CV SS Base Score for each vulnerability
instance in the test network. Along the x-axis, there are different vulnerabili-
ties, and along the primary (left) and the secondary (right) y-axis the values of
IRCR and CV SS, respectively. Figure 4a is a point plot, and the line between
two vulnerability instance has no significance other than to indicate the trend.
Since the vulnerabilities with the higher IRCR needs to be patched first with
the highest priority, we have plotted the vulnerabilities in decreasing order of
their IRCR value. As evident from Fig. 4a, the values of CV SS Base Score
experience differing fluctuating trend. Taking this fact into account, one can
say that exploitable vulnerability with a higher CV SS score need not pose a
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higher risk and vice versa. For vulnerabilities (or vulnerability instances) having
the same CVSS score, there is no way to know in which order they should be
patched. It hinders the decision on taking hardening strategies. However, IRCR
can reflect the influential level of vulnerability instances more precisely, as the
risk estimated by considering various network risk conditions.

Fig. 4. Plot (a) showing vulnerability instances, and their respective values for CV SS
and Improved Relative Cumulative Risks (IRCR) score. Plot (b) showing vulnerability
priority comparison: IRCR vs CV SS results.

Figure 4b shows the patching order of the vulnerabilities based on the rank (or
rating) assigned by IRCR and CV SS. Along the x-axis, vulnerabilities plotted
in the decreasing order of their IRCR value. Whereas, along the y-axis, vul-
nerability with highest CV SS Base Score is ranked first. After checking Table 3
and Fig. 4b as well, we can find that the CVSS ranking of the vulnerability
IIS buffer overflow (CVE-2010-2370) is at 9th position. In contrast, through
our proximity-based ranking, it comes to 1st, as shown in Table 3, which cor-
responds well to the estimated attacking scenario. In attack graph of Fig. 3,
IIS buffer overflow(0,0) is the first vulnerability to be triggered by an adversary
and it is very critical for vulnerability instance to stand out that no adversary
can ignore or bypass while deploying attacks. Without issuing this vulnerability
(i.e., CVE-2010-2370) successfully, no other vulnerability exploited.

Two vulnerabilities Squid port scan and LICQ remote to user, share the
same CVSS Base Score of 7.3 and given the same rank. These sort of rank-
ings can frequently happen in CVSS, confusing on patching order and hindering
decision on taking hardening measures. Checking ranking results, 3 vulnerabil-
ity instances of Squid port scan and 3 instances of LICQ remote to user have
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been ranked in Table 3. All the instances of Squid port scan ranked before the
instances of LICQ remote to user. It indicates that based on the view of the
whole security level, the elimination of each Squid port scan leads to more secure
network than the elimination of LICQ remote to user vulnerability instances.

Fig. 5. Plot (a) showing the Improved Relative Cumulative Risk (IRCR) and
Probability-based Metric (P ) values for each vulnerability. Plot (b) showing the
Improved Relative Cumulative Risk (IRCR) and Attack Resistance Metric (R) values
for each vulnerability.

Table 4. Results comparison: top 5 vulnerabilities based on the different risk assess-
ment techniques.

Risk assessment technique Top 5 vulnerabilities instances

CVSS v3.0 [10] CVE-2002-1359, CVE-2001-1030 (1,3), CVE-2001-1030 (0,3),

CVE-2001-1030 (2,3), CVE-2001-0439 (0,3)

Probability-based Metric (P) [21] CVE-2010-2370, CVE-2002-1359, CVE-2001-1030 (1,3),

CVE-2001-1030 (0,3), CVE-2001-1030 (2,3)

Attack Resistance Metric (R) [22] CVE-2010-2370, CVE-2002-1359, CVE-2001-1030 (0,3),

CVE-2001-1030 (2,3), CVE-2001-1030 (1,3)

Improved Relative CVE-2010-2370, CVE-2002-1359, CVE-2001-1030 (1,3),

Cumulative Risk (IRCR) CVE-2001-1030 (0,3), CVE-2003-0661 (1,2)

Next, we compared the Improved Relative Cumulative Risk (IRCR) metric
with probability-based metric (P) [21] and attack resistance metric (R) [22]. We
have chosen these two metrics for comparison because they take into account all
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Fig. 6. Vulnerability priority comparison for attack graph shown in Fig. 3. Plot (a)
showing Improved Relative Cumulative Risk (IRCR) vs Probability-based Metric (P )
results. Plot (b) showing Improved Relative Cumulative Risk (IRCR) vs Attack Resis-
tance Metric (R) results.

the vulnerabilities between the attacker’s initial position and the target vulnera-
bility. Further, these metrics reflect the cause-consequence relationship between
vulnerabilities.

The comparative results for the top 5 vulnerability instances based on differ-
ent risk assessment techniques presented in Table 4. As evident from the Fig. 5a
and b, both probability-based metric (P ) and attack resistance (R) metric choose
the vulnerability instance CVE-2001-1030 (2,3) over CVE-2003-0661 (1,2). It is
because the calculation steps for both P and R are roughly similar. Both P and R
gives higher priority to the vulnerabilities that can be reachable and exploitable
through more number of attack paths. There are three ways to reach and exploit
the vulnerability instance CVE-2001-1030 (2,3). However, IRCR gives priority
to CVE-2003-0661 (1,2) over CVE-2001-1030 (2,3). It is because the attacker
needs to spend less effort to reach and exploit CVE-2003-0661 (1,2). Figure 6a
shows the patching order of the vulnerabilities based on the rank assigned by
both IRCR and probability-based metric (P ). Whereas, the patching order of
the exploitable vulnerabilities based on the rank assigned by IRCR and attack
resistance metric (R) shown in Fig. 6b. In the mitigation plan of top 5 vulnerabil-
ities for our example attack graph illustrated in Fig. 3 based on P, R and IRCR
consists of four common vulnerabilities. Even though the mitigation plan is 80%
same for all the three risk assessment methods, the vulnerability patching order
varies. It demonstrates that the proposed IRCR metric can be complementary
to the current attack graph-based metrics in measuring the influential levels of
exploitable vulnerabilities.
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5 Conclusion

A comprehensive, integrated measure called Improved Relative Cumulative Risk
(IRCR) proposed for quantifying the security risk of exploitable vulnerabilities in
a dynamic computer network. It incorporates (i) CVSS Base Score, (ii) proximity
of a vulnerability from the attacker’s initial position, (iii) vulnerability diversity
along the attack path(s), and (iv) the risk of the neighboring exploitable vul-
nerabilities. We tested IRCR metric on a synthetic network, and experimental
results show that IRCR effectively computes the security risk of exploitable
vulnerabilities. We can use the resultant IRCR score for the direct compari-
son of exploitable vulnerabilities in terms of their security risks, and hence for
vulnerability prioritization. It helps administrators in accurately determining
top vulnerabilities and in prioritizing vulnerability remediation activities accord-
ingly. Further, IRCR reflects the influential level of vulnerability instances more
precisely, as the estimation performed by considering various network risk con-
ditions. As an immediate future work, we propose to investigate the reduction in
the attacker’s work factor (vulnerability resistance) because of the repetition of
vulnerabilities along the attack paths. Further, we want to improve the IRCR
metric and use it for investigating different aspects of network security.
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Abstract. Man-in-the-browser (MitB) attacks, often implemented as
malicious browser extensions, have the ability to alter the structure and
contents of web pages, and stealthily change the data given by the user
before it is sent to the server. This is done without the user or the online
service (the server) noticing anything suspicious. In this study, we present
a case study on the man-in-the-browser attack. Our proof-of-concept
implementation demonstrates how easily this attack can be implemented
as a malicious browser extension. The implementation is a UI-level, cross-
browser implementation using JavaScript. We also successfully test the
extension in a real online bank. By demonstrating a practical man-in-
the-browser attack, our research highlights the need to better monitor
and control malicious browser extensions.

1 Introduction

In a man-in-the-browser (MitB) attack, a malicious program can change the
structure and contents of web pages, modify data in HTTP messages, or steal
sensitive data the user enters in the browser without the user or online service
observing anything out of the ordinary [15]. There are several real-world exam-
ples of man-in-the-browser malware, such as SpyEye, Zeus, Torpig, URLZone
and Silentbanker [4,5].

The attack was originally presented by Augusto Paes de Barros in a talk
about new backdoor trends in 2005. The name man-in-the-browser attack was
later invented by Philipp Gühring, who also described the attack in more detail
and discussed possible countermeasures against it [9]. Today, almost 15 years
later, pieces of malware with man-in-the-browser functionality are still a signifi-
cant threat for many online services. Online banking and web services of financial
institutions, for example, are among the most popular targets for man-in-the-
browser attacks [6].

This study presents a case study on the man-in-the-browser attack. We
demonstrate how easy it is to build a malicious browser extension with man-in-
the-browser functionality that stealthily changes the data the user has inputted
in the browser. While our implementation is a Chrome extension, it could eas-
ily be utilized in Opera or Firefox as well, as the code is written in JavaScript
and operates on the UI level. We also successfully test this extension in a real
c© Springer Nature Singapore Pte Ltd. 2020
S. M. Thampi et al. (Eds.): SSCC 2019, CCIS 1208, pp. 60–71, 2020.
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online bank. This study shows that even a simple, easy-to-implement malware
can successfully perform a man-in-the-browser attack, bypassing all traditional
authentication mechanisms and other security solutions like TLS encryption. By
demonstrating a practical man-in-the-browser attack, our research shows that
MitB is still a serious threat for web applications and outlines the need to better
monitor and control the malicious browser extensions.

The rest of the paper is organized as follows. Section 2 explains how a typi-
cal man-in-the-browser attack proceeds. Section 3 describes our proof-of-concept
implementation for the attack. Section 4 describes the experiment we performed
in a real online bank with our malicious extension. Section 5 discusses the impli-
cations and countermeasures of man-in-the-browser attacks. Finally, Sect. 6 con-
cludes the paper.

2 The Attack

Because spying on and altering messages in the network is difficult due to encryp-
tion, many attackers are instead looking for an easier opportunity to perform
man-in-the-middle attack at the endpoint of communication – the user’s infected
machine. Man-in-the-browser is a security threat that can be described as a
deceitful proxy inside the browser. The goal of the malicious program is either
to steal or alter the data exchanged by the user and the web service [20]. This
can mean (1) fraudulently altering the contents of web pages before they are
rendered (2) modifying the data in incoming or outgoing messages (3) gener-
ating additional malicious HTTP requests, or (4) capturing sensitive data and
sending it to command and control server [9,22]. A MitB malware can contain
some or many of these functionalities. The malicious program usually operates
totally silently, without giving the user or the web service any visible clues about
its existence.

In this paper, we will take a closer look at a type of man-in-the-browser
attack that uses DOM (Document Object Model) modification to quietly alter
the data inputted by the user before the data gets transmitted to the server.
Such an attack usually proceeds as follows:

1. The user’s computer gets infected by malware. Oftentimes, the malware
resides in the browser and is implemented as a malicious browser extension.

2. The malware has a list of matching URLs and once the user visits a URL on
the list, the man-in-the-browser functionality activates.

3. The malicious program waits until the user logs in and makes a transaction
– for instance, the user transfers money from his or her bank account.

4. Before the data is sent to the server, the malware tampers with the request
and modifies the data – for example by using the browser’s DOM interface
to change the bank account number of the receiver.

5. After the values submitted by the user have been modified, the man-in-the-
browser malware lets the browser proceed with transmitting the data to the
server.
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6. The browser then delivers the deceptive HTTP request to the server. The
server, however, has no way of telling this falsified request from a real one. It
therefore accepts the request, believing this is the real intent of the user.

7. The user is then usually asked to verify the transaction. For instance, an
online banking website shows the details of a bank transfer to the user once
more so that they can be confirmed.

8. The MitB malware changes any details (e.g. the bank account number) on
the displayed page so that they correspond to the original transaction that
the user intended to make. The user thinks everything is fine and confirms
the transaction.

The user and the online service involved in the exchange have been deceived.
Later the user will probably notice that the transaction was altered (e.g. when
receiving a reminder letter for the invoice). At this point, the money has probably
already been irrevocably lost.

3 Implementation

We studied how a man-in-the-browser attack could be implemented as an exten-
sion for the Chrome web browser. Like in the example description of a man-
in-the-browser attack in the previous section, we decided to make a malicious
browser extension that manipulates the data the user has filled in on a web site
before it is sent to the server. Later on, we perform an experiment with our
extension by changing the recipient account number when making a transaction
in an online bank.

For better security, changing HTTP messages has been made tricky in
Chrome by restricting this functionality in the WebRequest API. We circum-
vent this problem by using an easier method of manipulating the data with the
DOM API before it is sent to the server. This way, we do not even need to use
any browser specific APIs, the extension will just consist of a few lines of very
basic JavaScript.

When using DOM to replace the data given by the user with our own fraud-
ulent data, we have to find a way to do this stealthily so that the user does
not notice anything. Simply changing the value of a text field so that the user
can easily spot the change does not work, for example. There are many possible
approaches to modify the DOM and manipulate data, but in our implementation
we used the following one:

1. Find the text field containing the value we want to change.
2. Make a fake copy of this original text field.
3. Make the original field invisible (with CSS).
4. Replace the value of the invisible original text field with a deceptive value.
5. Insert to fake field in the place of the original one.
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FI4615943910072074

1002309947

Company Ltd

100.00

Submit

Receiver name:

Receiver account:

Reference number

Amount:

XX33278892100032055

The fake field for the user

The original text field, now
invisible and controlled by

the attacker

Fig. 1. A man-in-the-browser attack against the online bank application by substitut-
ing the receiver account field with a fake one. The user types a value in the fake field,
which is never going to be submitted. Instead, the value in the original, invisible text
field, controlled by the attacker, is transmitted to the server.

Now, the user will think that the fake field is the real one, and he or she will use
this field to input the value in the application. However, what is really going to
be sent to the server is the data in the original text field that is invisible and
unreachable to the user. Figure 1 illustrates this situation. Of course, the same
trick could be used with other text fields as well. For instance, the attacker could
easily increase the amount of money that is being transferred.

The whole malicious modification functionality in the extension can be writ-
ten in about 5 lines of basic JavaScript which uses the DOM API. We will not
share the code here, because it is a piece of malware, but anyone with a moderate
knowledge of JavaScript could write the extension in just a few minutes. The
code is available upon request for research purposes.

There is one more minor thing to take care of: we want the malicious exten-
sion to also deceive the user when the verification page is displayed. On the
verification page, the extension just searches the element that displays the data
which has been sent to the server (e.g. payment information with an account
number) and replaces its contents with the original value the user has inputted.
This requires just a few lines of code: capture the data written by the user in
the fake text field, store it and display it on the verification page instead of the
fallacious data that has really been sent to the server. With this, our extension
is pretty much finished.

The extension should normally only be installed through Chrome Web Store,
but one can also test unpacked extensions by enabling Chrome’s developer mode.
To load the extension in Chrome, we just have to have two separate files in a
folder: a manifest (manifest.json) and a content script (content.js) containing
the malicious functionality that was described previously. The contents of the
manifest file are shown in Fig. 2.
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The main thing to note about the manifest file is the fact that it defines the
website or the websites on which the extension activates (matches). The content
script, content.js, is injected into the web page once the DOM of the page is
complete [7]. Naturally, the name and description of the extension displayed to
the user on the extension page of the browser would be changed if we really were
building a real malware. Malware extensions are usually Trojans: they trick the
user by performing some useful functionality, but at the same time, malicious
activities are stealthily performed in the background.

Fig. 2. The extension’s manifest file.

4 Experiment

We used Chrome’s developer mode and installed our extension. The extension
was tested on a machine with Windows 10 and Chrome version 76.0.3809.132
installed. Figure 3 shows the extension on Chrome’s extension page.

We proceeded to test our extension on a real online bank service. We will
leave out the name of the bank from this study, suffice it to say it was a rela-
tively large European bank. The experiment was a success, as our extension was
able to divert the payment to a different bank account than given in the bank
application.

Regarding the experiment, the following observations are especially notewor-
thy:

1. Two-factor authentication is useless. The bank uses two-factor authentication
in the login process. This is useless against man-in-the-browser attacks that
bypass the authentication phase and modify the transaction “on the fly” as
the user makes the payment. Therefore, our extension did not experience any
challenges in the login phase.
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Fig. 3. Chrome’s extension page.

2. Out-of-band verification is useless to some extent. The bank uses out-of-band
(OOB) verification to confirm the transaction. OOB verification verifies the
transaction using a second channel other than just the web browser [5,24].
This can be done with a mobile application (where the user gives a PIN
code) or using a separate little device supplied by the bank. If the user uses
the separate device, he or she gives the device a code on the bank’s web page,
and then gives the bank web page a code calculated by the device. However,
the device never displays the receiver’s account number to the user, and in
this sense, the verification is not really complete and does not really protect
against our MitB attack.

The other way of verification, the mobile application, is better, because the
receiver account number is displayed to the user for verification. Of course,
this can potentially stop a MitB attack and our extension, if the user notices
the difference in account number is different from what he or she originally
inputted in the browser. One problem in mobile verification is the fact that
nowadays, many users can use their mobile phones for online banking. In
this case, OOB verification may be rendered useless if the phone is infected,
because there is no real second channel anymore in the verification process
[3,10]. In addition, our most prominent concern with OOB verification is
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related to user errors and simple psychology. After a while, the verification
process most likely becomes an automatic routine for the user. Is the user
really going to carefully check the receiver account number every time? We
believe a high percentage of the users will probably not do this. Instead, the
users simply automatically give the mobile app the PIN code to verify the
transaction as a part of a routine.

3. TLS encryption is useless. TLS encryption is a good measure for protecting
against man-in-the-middle attacks in general. However, when the modification
attack happens inside the browser, the data can easily be modified before it is
encrypted. Therefore our extension and MitB attacks in general bypass TLS
encryption. Too many banks and other critical online services today still state
in their security instructions that the user will be safe when he or she sees
the lock indicating a secure connection in the address bar. This can lull users
into a false sense of security.

4. Many anti-virus programs are currently useless. Sadly, anti-virus vendors have
not really been interested in what happens inside web browsers, which leads
to low detection rates for malicious browser extensions [2]. Anti-virus pro-
grams consider browsers safe, and therefore they often also consider browser
extensions harmless without any stricter scrutiny. As web applications become
more popular, replacing many desktop applications, and the browser becomes
a new platform for running many application and extensions, malicious activ-
ity inside the browser should be more closely monitored. The computer we
performed our experiment on also had an anti-virus program installed. Unsur-
prisingly, the program did not react to our man-in-the-browser attack in any
way.

5. The bank did not question the transaction. Finally, the transaction we tested
was a success and the online bank did not notice anything suspicious was
going on. It is not completely fair to criticize the bank about this, because
we transferred a relatively small amount inside the same country (from a
Finnish account to a Finnish account). Still, we want to make this observation
here to remind that banks should check all transfers on the server side and
require extra verification (for example by calling the customer and asking for
verification) for payments that differ from the normal pattern of transactions.
Also, banks could include some client side security measures in their web
applications to mitigate MitB attacks, as we will see in the next section.

5 Discussion and Countermeasures

The proof-of-concept implementation for a malicious MitB extension presented
in this study shows that in 2020, about 15 years after their appearance, man-in-
the-browser attacks are still a significant threat and can effectively work against
the modern online banking web systems which are supposed to be at the top of
their game in terms of securing transactions. As already noted by Blom a couple
of years earlier [1], it still seems that many banks do not consider man-in-the-
browser attacks a serious threat.
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As noted before, a malicious extension is regrettably easy to implement.
Writing a few lines of rudimentary JavaScript and using the DOM interface is
not difficult. However, to create an extension that changes data entered in a
form, not even this is actually required. This is because the code of extension
could be shared to less technically oriented attackers, who would then only need
to fill in two details in the code: (1) the ID of the text field which we want
to fabricate (or IDs for several text fields, if required), and (2) the ID of the
corresponding element on the verification page so that it can be edited as well.
Actually, the latter ID is not strictly necessary, because the extension could just
scan the verification page and replace the value regardless where it is. Even more
dangerously, why not make the extension the look for IBAN account numbers
(or any other well-formatted data) in the text fields and replace all such fields?
Then the extension would be completely automatic and probably work against
several banks even without prior knowledge about the exact user interfaces of the
banking web apps. At any rate, it should be clear that even when not automatized
to this extent, our extension is really easy to parametrize. Anyone can search
for IDs of HTML elements (e.g. using Chrome’s inspect functionality) and then
make the necessary replacements in the JavaScript code.

Google has continuously striven to make the process of reviewing extensions
more rigorous [16], and in 2018, installation from web sites other than Chrome
Web Store was disabled. However, many malicious authors have still succeeded in
slipping their extensions into Chrome Web Store. With over 60 % market share,
Chrome is still a very attractive choice for malware developers. Many malware
authors also first publish a completely harmless extension and then integrate
malicious functionality to the extension later. The adversary can also use mal-
ware that circumvent Chrome’s installation restrictions and programmatically
install the extension to Chrome without the user’s knowledge and permission.
For example, the notorious “Catch-All” extension for Chrome that stole all data
user typed in the browser used a malicious installer program that started Chrome
from command line with parameters that allowed the installation of the extension
and circumventing many security features related to extensions [12]. Finally, the
adversary could employ social engineering to get the user to install the harmful
extension in developer mode.

Although Chrome’s extension policy has become stricter in recent years,
many other browsers, other browsers such as Firefox and Opera have looser
policies when it comes to extension installation and permissions. It is also impor-
tant to note that the JavaScript code we wrote does not use any browser specific
features, and it could be directly used for Firefox and Opera extensions as well.

It is quite apparent additional countermeasures are needed against malware
with man-in-the-browser functionality modifying the user’s transactions. Scien-
tific literature has proposed numerous different countermeasures over the years,
but we will discuss just a few solutions in the context of our practical experiment
here:

– Stricter permission control for browser extensions. Chrome has a system in
place that makes the users confirm the permissions an extension can have.
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However, many users are probably going to accept these permissions with-
out really reviewing them or understanding what they mean. Firefox and
Opera, on the other hand, do not have this fine-grained extension permission
management. Therefore, new ideas and frameworks for permission and access
control management and monitoring [8,13,23] are needed. For example, Liu
et al. propose assigning different sensitivity levels for HTML elements [11]. It
could be a good idea to restrict the ability of extensions to modify text fields,
for example. At the very least, certain patterns such as an extension modi-
fying an invisible text field (like in our example implementation) are highly
suspicious. Also, it would not be that difficult to compile a list of the most
critical web sites (such as online banks) where extensions would be completely
turned off.

– Out-of-band verification. We already saw that out-of-the-band verification has
its downsides. The process can become a boring routine for the user or both
web banking and verification can be done on the same infected mobile phone.
However, out-of-band verification is still a good security mechanism when
used correctly. An uninfected second channel has to be used for verification
and the transaction details have to be shown to the user. The user has to
understand why verification is important and check the transaction carefully.
Aside from a mobile device which may not be completely secure, for instance
a separate USB gadget with a display can be used for verification [14,18].

– Monitoring web page integrity. One way to protect against DOM-based man-
in-the-browser attacks is to verify the integrity of the web pages [17]. The
challenge here, of course, is that there are many legitimate extensions such
as advertisement blockers that need to modify pages. On some web sites with
critical functionality and sensitive information, however, this countermea-
sure could provide great benefits. Cryptography can be used to protect the
integrity of web content [21]. As a mechanism to mitigate man-in-the-browser
attacks, critical applications could add functionality guarding the integrity of
the web page. An even more secure solution would be to integrate this check
in the browser. This way, performing tricks such as adding extra text fields
would become more difficult.

– Hardening the browser. Hardening refers to securing software by limiting the
attack surface and implementing other mechanisms preventing cyber attacks.
For example, a clean web browser can be loaded from an external tamper-
proof device [19]. The hardened browser would use TLS to encrypt com-
munication with the server and browser extensions would not be allowed.
Therefore, setting up a man-in-the-browser attack would become difficult for
the adversary. However, the usability of this solution is not as good as that
of a normal browser, as the user has to attach the device and use a separate
browser for critical transactions.

To summarize, thwarting man-in-the-browser attacks is a co-operative effort
involving many parties. First, web browser vendors need to make sure permis-
sions of extensions are controlled and users are informed about possible impli-
cations of granting these permissions. Installing malicious extensions should not
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be too easy. Intuitive mechanisms for turning off extensions on certain web sites
should be provided. Second, providers of critical services such as banks should
always provide appropriate out-of-band verification and emphasize the impor-
tance of carefully checking the transactions. Client-side mechanism such as DOM
integrity checking can be used on client side. Third, anti-virus vendors should
do even better job in analyzing what happens inside the browser (e.g. by analyz-
ing activities of extensions and monitoring what kind of resources they access).
Fourth, organizations need to pay attention to their policies on browser exten-
sions. It would be a good idea to regularly review the installed extensions. Last
but not least, it is important for the users to understand how powerful browser
extensions are and select the extensions they use carefully. Many attacks could
be proactively prevented by educating users.

Finally, although we have been mainly discussing online banks in our exam-
ples, it is worth noting that man-in-the-browser attacks are a threat to a wide
variety of different web services. One can easily imagine replacing the content
sent by the user in social media or webmail services with messages decided by
the adversary. Tampering with online voting, input data for medical appliances,
or industrial processes could potentially have even more serious consequences.

6 Conclusion

We have presented a case study on man-in-the-browser attacks and demonstrated
how a practical attack can be carried out by building a malicious browser exten-
sion. It is concerning how simple the malicious code is and how effortlessly the
attack can be deployed against users even 15 years after man-in-the-browser
attacks were first discovered. While no security solution completely prevents
man-in-the-browser attacks (and still preserves good usability), combining sev-
eral countermeasures and enforcing these security approaches more effectively
in modern web browsers and web applications should significantly alleviate the
problem in the future. This goal can be reached with co-operative efforts of web
developers, users, antivirus program vendors and browser manufacturers.
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Abstract. A drive-by download is a download that occurs without
user’s action or knowledge. It usually triggers an exploit of vulnerability
in a browser to downloads an unknown file. The malicious program in
the downloaded file installs itself on the victim’s machine. Moreover, the
downloaded file can be camouflaged as an installer that would further
install malicious software. Drive-by downloads is a very good example of
the exponential increase in malicious activity over the Internet and how it
affects the daily use of the web. In this paper, we try to address the prob-
lem caused by drive-by downloads from different standpoints. We provide
in-depth understanding of the difficulties in dealing with drive-by down-
loads and suggest appropriate solutions. We propose machine learning
and feature selection solutions to remedy the drive-by download prob-
lem. Experimental results reported 98.2% precision, 98.2% F-Measure
and 97.2% ROC area.

Keywords: Drive by download · Malware detection · Web security

1 Introduction

Miscreants make use of malicious web content to perform attacks targeting web
clients. Drive-by downloads (DBD) are unintentional downloads of malware or
virus on to a mobile device or a computer. Due to the increased population
of several web applications, DBD have become one of the most common mal-
ware spreading methods, thereby leading the security threats to cyber commu-
nity. According to [29], query search results from Google contain more than
1.3% of the web pages that do DBD attacks. These downloads are located on
normal-looking, but malicious websites [4]. They exploit vulnerabilities in out-of-
date apps, browsers, plugins, or operating systems. Over the years, hackers have
become much more sophisticated that just opening such web page could allow
malicious code to be installed on the device without the knowledge and consent
of the user. Downloaded malware takes complete control of the victim’s platform
[13]. Once the attacker gets full control, he can download and execute any code
and run malicious activities on the victim’s platform such as joining botnets,
sending spam emails, and participating in distributed denial of service attacks
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[14]. Attackers may also record keystrokes, steal passwords, and can access sen-
sitive information. Use of DBD to steal confidential data is also a major threat
to the financial companies and banks.

A DBD attack occurs in four steps. First, the attacker compromises a genuine
website and uploads malicious content to it. When a user visits that website, the
malicious program is downloaded by browser, installed by itself, and the attacker
gets full control [14]. APT programs and methods used by cybercriminal groups
to attack businesses make them more dangerous.

In 2015, almost two million cases of malware infections to steal money were
registered, while 34.2 % of computer users were exposed to at least one such
attack through the year [12]. In order to ensure protection against such attack,
there is a vital need for new methods and technologies that can safeguard the
users from DBD attacks [31]. There are couple of existing techniques to detect
and prevent such attacks. The detection of attacks can be performed by tracking
web addresses with a history of malicious behavior [29]. According to Microsoft,
Bing normally detects huge numbers of DBD pages every month. However, after
getting blocked by Bing, the attackers switch servers and thus the same attacks
are reborn but with different domain names [33]. Intrusion detection systems
monitor traffic and system activities and may be used to detect attacks [7].

In order to counter the innovative tactics employed by the hackers, there is
a vital need to develop efficient techniques that could potentially counter DBD
attacks. In this paper, we proposed a novel design, which uses machine learning
to detect and prevent DBD attacks. We selected nine attributes from a dataset
of benign URLs from University of California Irvine (UCI) machine learning
repository and malicious URLs from malware domain list [5]. Each attribute
was chosen carefully to measure its effectiveness on different characteristics of
malicious URLs. Furthermore, we employed several machine learning models
for the training the system to detect malicious URLs. However, after empirical
performance evaluation of these models, we selected Naive Bayes (NB), JRip,
and J48 classifiers.

The rest of the paper is structured as follows: Sect. 2 contains the related
work. Section 3 describes the methodology. Results are discussed in Sect. 4 and
Sect. 5 concludes our work.

2 Related Work

Below we classify the most relevant work on detecting DBDs.

2.1 Using Web Crawler to Detect Drive by Downloads

Harle and Pierre-Marc work does not offer a solution to DBDs, but tries to
provoke more research in the area by suggesting possible ideas [15]. It provokes
researchers to pay more attention to attacks that are large scale in nature and
which do not use codes that are self-propagating. This is because current attacks
are sophisticated and, therefore, a long-lasting solution may be one that uses
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the fault-tolerant and robust software in addition to ensuring the monitoring of
web pages. A web crawler can be used to identify distribution points, however,
due to the complexity of this detection, false positives risks can be lessened
by either digital signing or obfuscating techniques can be avoided. Some of the
characteristics of this web crawler would be; ability to analyze HTML pages as
well as follows its links; ability to imitate web cookies; ability to imitate scripting
languages in order to decode obfuscated code; and ability to use heuristics in the
detection of possible exploits in web pages. It concludes that measures, which
are semi-effective and multi-layered, and those that accept specific risks of both
false positives and negatives offer much protection.

2.2 Antivirus Software to Detect Drive-by Downloads Malware

Narvaez et al., studied how antivirus software can be useful in the detection
of drive-by malware installation by studying the effectiveness of the current
antivirus tools [27]. A sample of malware was collected by use of a honeypot.
The sample of the malware was categorized into whether the malware used either
delivered payload or downloader. An evaluation of the results was made by com-
mon antivirus software to determine their effectiveness in detecting exploits.
After 30 days, the sample of the malware was scanned again as it was expected
that the antivirus would have made an update of signature databases. According
to the initial results, Norton detected 66% of the collected malware, Kaspersky
91%, CA 61%, ClamWin 62% [9] and TrendMicro 69% [22]. The next scan, after
30 days, showed an increase in the rate of detection with Norton having 90%,
Kaspersky 98%, TrendMicro 70%, ClamWin 75% and CA 81%. However, even
though there was an improvement in the second scan, signature-based antivirus
may not perform well in reality. This is because just as they had an opportu-
nity to perform an update on their signatures similarly would attackers update
malware. The initial detection, which was low, shows that malware authors use
polymorphic capabilities. In 84% of attacks, downloaders are used instead of
payloads. Antivirus products struggle to keep their signature databases up to
date with the continuously changing threat landscape [32].

2.3 BrowserGuard as a Behavior-Based Solution

Hsu et al. [17] proposed a behavior-based BrowserGuard, which detects secret
downloads and blocks the malware from being executed. BrowserGuard uses
two phases to provide protection to its host. The first is the filtration phase,
whereby BrowserGuard makes a distinction between malicious and benign files
depending on the situations in which they are downloaded. The second is the
prohibition phase, whereby a request for the execution of malicious files is denied.
In order to test the technique in terms of false positives, BrowserGuard visited
the 500 top-ranked websites from Alexa. As expected BrowserGuard did not issue
any attack alert, therefore, BrowserGuard had zero false positives. To measure
the false negatives, Metasploit framework was used to generate ten malicious
web pages that are then hosted on a remote server. BrowserGuard blocked all
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ten pages, therefore, the authors claimed zero false negatives. To assess the
performance overhead of BrowserGuard, the time to download fives web page,
from Alexa, was measured 2000 times. BrowserGuard introduced a fixed delays
time and the worst performance overhead was 2.5%. Unfortunately, we believe
the test samples are insufficient to support the conclusions and BrowserGuard
only works for Windows Internet Explorer 7.0.

2.4 A Framework for DBD Attacks with Users Voluntary
Monitoring of the Web

Matsunaka et al. [24] proposed participative monitoring framework that fights
DBDs with voluntary monitoring of websites by users and expert analysts. The
framework provided a security ecosystem whereby users allow monitoring of
their web activities, while security analysts do an inspection of the information
in order to detect threats, devise countermeasures and provide feedback to the
users. The framework enables users to provide data via the sensors and security
analysts to give feedback through analyzing the data available at the center. The
sensors are located in web proxies, DNS servers, and web browsers. Additionally,
a web crawler was used to inspect web pages that are suspicious. The real-time
data enabled the framework to previously detect unknown malicious web pages.
However, advertisement hosts can cause false positives and further work is needed
to address that.

2.5 HTML and JavaScript Feature for Detecting the Drive-by
Download

Priya et al. [28] provided a static approach to the detect DBDs using JavaScript
and HTML features [28]. A sample dataset was created with 311 malicious URLs,
from www.malwaredomainlist.com, and 654 benign URLs from Alexa were used
to test different classifiers. To view the source code of benign sites you just open
the URL, however, opening a malicious web page is a problem because it will
cause malware to be installed on the computer. Therefore, MATLAB parser was
developed to extract the malicious source code without visiting and executing
the code. The HTML code was parsed and JavaScript and HTML features were
extracted. They used both WEKA and MATLAB to evaluate the classifiers
performance with 92% best case detection accuracy.

2.6 Approach to Detect Drive-by Download Based on Characters

Matsunaka et al. [23] proposed FCDBD that includes monitoring sensors on the
client side and analysis center on the network. The sensors include web browsers,
web sensors or DNS sensors. The browser sensors extracted the user’s data while
DNS and web sensors monitored DNS-/HTTP- related traffic [3]. The analysis
center collects the logs and analyzes them, if malicious websites are detected,
the information is reported to monitoring sensors so the users may not access

www.malwaredomainlist.com
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the websites. The approach was evaluated using D3M 2013 dataset. According
to the results, false positives only occur when a transition of a sequence of web
pages is terminated before the malware is downloaded. To compensate for that,
advertisement or affiliates scripts are obfuscated and referrer field is empty.

2.7 Enhanced Approach for Malware Downloading

Adachi et al. [1] used two approaches to predict DBD through opcode and vul-
nerability evaluation. The first approach identified vulnerabilities CVE-IDs in
the web pages to predict the of malware download. For analysis, Wepawet was
employed to identify CVE-IDs in the web pages, and the National Vulnerability
Database (NVD) provided information concerning the CVEs. To improve detec-
tion rates they are reduced unnecessary information by a grouping algorithm
[26]. Features were then extracted and the prediction model computed malware-
downloading probabilities. The second approach combined opcode with the first
approach one because opcode by itself fails to detect attacks that do not use
JavaScript. Pages from 2011–2014 D3M datasets and AlexaTop500 were used.
The first approach had 83% prediction accuracy and low FPs rate, however it
had high FNs rate. The second approach had a 92% prediction accuracy, 11%
FNs and 6% FPs using Random Forest.

2.8 Analyze Redirection Code for Mining URLs

Takata et al. [30] MineSpider performed an analysis on JavaScripts that include
browser fingerprinting and redirection code and extracted possible URLs through
the execution of the redirection code. MineSpider applied program slicing to
JavaScript in order to extract execution paths, the extracted code fragments are
executed by an interpreter and URLs are extracted. The outcome is just URL
extraction and no detection was done. However, the URLs extracted by this
method can be analyzed for malice using other approaches. MineSpider could
extract more than 30,000 URLs in seconds compared to other methods.

2.9 Visualize the Flow of HTTP Traffic

Kikuchi et al. [20] used decision trees to classify DBDs by using features such as
object size and redirection methods. The first premise was that many code varia-
tions modify words that are user-defined without the structure of the script being
affected. Second, the characteristics of the scripts do not protect from DBDs
because of disguised transformations fabrication. Additionally, they used the pre-
diction of latent behavior to detect large-scale DBDs by using the drive-by disclo-
sure method, which bridges the gap in between static and dynamic approaches.
The method captured models and learned latent behaviors as opposed to scan-
ning web pages for content that is malicious. To evaluate the efficiency of the
approach 50 malicious and 50 legitimate sessions were obtained from Alexa. It
was found that the method had no false positives but had 0.06 chance of false
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negatives. The results showed that drive-by exposure can filter out scripts that
are benign in nature, detect malicious scripts, and detect a variety of obfuscated
patterns of DBDs as well as sort-out scripts that are disguised. In comparison
to other high-tech solutions, drive-by disclosure was doubling accurate when
compared to Cujo and it outdid JSAND by 29%.

2.10 Drive-by Download as a Large Scale Web Attacks

Jodavi et al. drive-by disclosure [2] used anomaly DbD hunter approach to train
and detect using a collection of classifiers. In the training stage, inputs of benign
web pages are run in a browser. Then, JavaScript byte codes are logged for
the web pages and a feature vector generated for the sequence. The feature
vectors are then used to construct the classifiers baseline. The detection stage
involved logging JavaScript byte codes for web pages, after which a feature vec-
tor is generated and applied to all base classifiers. The detection performance
of DbD hunter was evaluated and was found that it increased the rate of detec-
tion by 12.44%, while decreasing rates of false alarms by approximately 48.13%.
It had an accuracy of 97%, a detection rate of 96.3% and false alarm rate of
1.8%. Anomaly detection approach [8] have been used to detect DBD. Accord-
ing to [19], attacks by DBDs make use of browser exploit packs (BEPs) that
are deployed on compromised servers to spread malware. BEPs that are widely
used include sweet orange, Black Hole, Angler, Nuclear, Sakura, Fiesta, Hunter,
Magnitude and Styx. The study makes an analysis of features that are built-in,
which allow successful attacks by DBDs. The study conclude that just as attacks
by DBDs increase in sophistication, so should the solutions.

3 Methodology

We develop a novel mechanism to counter DBD attacks that employs machine
learning techniques. The proposed mechanism is able to classify the URLs into
benign and malicious categories accurately. The benign category refers to web-
sites that are safe, whereas the malicious category relates to the websites created
by attackers to gain access or retrieve sensitive information. We used Waikato
Environment for Knowledge Analysis (WEKA) [16] to classify the URLs based
on different attributes using machine learning based models. WEKA is a popular
machine learning suite developed at the University of Waikato, New Zealand and
is licensed under the GNU General Public License (GPL). It contains machine
learning algorithms for data mining related tasks. Integration feature helps to
integrate these algorithms with the application code. It also supports data pre-
processing, classification, regression, clustering, association rules, and visualiza-
tion. The following subsection summarize the methodology used to classify DBDs
and evaluate the performance.
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3.1 Dataset

We collected benign URLs from open source UCI Machine Learning Repository
[21] and we used a list of 63 updated malware and spyware URLs from Malware
Domain List [25].

3.2 Feature Selection

Feature selection, also known as variable selection or attribute selection, is a
process to select relevant features from predictive models. Each instance of the
dataset used by machine learning algorithms is represented by the same set of
features. These features can be continuous, categorical, or binary. We selected
multiple effective features to build our proposed model. Given a single URL, its
features were extracted and categorized into eight attributes (plus class) that
were used by WEKA as itemized below.

– HostRank: the URL’s global Amazon Alexa ranking [10].
– CountryRank: the URL’s Amazon Alexa website rank by country [11].
– ASNNumber: The autonomous system number (ASN), which is assigned to

the URL’s domain, and used in BGP routing [18].
– DotsInURL: number of dots in URLs [6].
– Lenghthofurl: length of the URL.
– IPaddress: is the host name using ip address rather than name address.
– Lengthofhostname: length of host name.
– Safe Browsing: rating of Google safe browsing.

Two attribute evaluators: Correlation Attributes Evaluation (CAE) and
Information Gain Attributes (IG) have been used on the dataset. Correlation
Attributes Evaluation is used to choose best attributes for model training. It
measures the correlation between attribute and the class and evaluates its worth.
Information Gain picks attributes by measuring IG with respect to the class. For
this work, eight features were selected to be used with WEKA. Referring to the
Fig. 1, most of the attributes have scored a high ranking except IPaddress and
ASNnumber for which, IG was 0.0521 and 0.1691, respectively. On the CAE,
the IPaddress and ASNnumber scored 0.247 and 0.148, which are the lowest
scores in the precision test. Thus, these two attributes were eliminated from the
attribute set. We finalized six features that include Host Rank, Country Rank,
Dots in URL, Length of the URL, length of the host name, in addition to the
class: malicious or benign.

3.3 Classification

Many classifiers were chosen to train on the selected dataset, however, NB, JRip,
and J48 outperformed all others. Therefore, we experimentally determined that
those three are the best classifiers based on their performance on a given dataset.
To evaluate the trained model, we employed 10 folds cross validation. Cross-
validation is a technique to evaluate predictive models by splitting the original
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Fig. 1. Information gain and correlation ranking attributes ranking

dataset sample into a training and test sets to train and evaluate the model
respectively. The process is repeated k times, with each of the k sub-samples
used exactly once as the validation data. For this problem, data was split into
10 sets of size n/10, training with 9 subsets and testing on the remaining one
subset. This process was repeated ten times while using a different subset for
the test each time. The final results were then calculated by taking the mean
accuracy of ten tests.

4 Results

Figure 2 shows the comparison of each classifier for malicious, benign, and aver-
age instance by using precision metric. We observed that NB scored 97% Mali-
cious, 99% Benign, and 98% Average whereas JRip scored 97% Malicious, 99%
Benign and 98% Average. Finally, J48 scored 95% Malicious, 97% Benign and
96% Average. Among all the three classifiers, the J48 scored the lowest with the
average score of 96%. Naive Bayes and JRip have scored the highest in the tests,
with similar results of average being 98%. Therefore, NB and JRip classifiers are
used in the following analysis.

4.1 Metrics

Confusion Matrix. The confusion matrix summarizes the performance of clas-
sification model. True Positive (TP), False Negative (FN), False Positive (FP),
and True Negative (TN) are elements of confusion matrix as shown in Fig. 3.
Columns represent the predicted class while rows represent the actual class.
Higher values in the main diagonal reflect better accuracy in the classification.

True Positive Rate. A true positive rate is the proportion of positives that
are correctly identified by classifier. The TP rate is defined as follows.

TPRate =
TP

TP + FN
(1)
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Fig. 2. Precision of different classifiers

Fig. 3. Confusion matrix

False Positive Rate. A False Positive rate is the proportion of the outcome
that is incorrectly predicted as yes (or positive) when it is actually no (negative).
The FP rate is defined as follows.

FPRate =
FP

FP + TN
(2)

Precision. Precision is the fraction of relevant instances among the retrieved
instances.

Precision =
TP

TP + FP
(3)
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Recall. Recall is the fraction of relevant instances among the retrieved instances.

Recall =
TP

TP + FN
(4)

F-measure. The F-measure is defined as a harmonic mean of precision and
recall.

Precision =
2xPrecisionxRecall

Recall + Precision
(5)

Matthews Correlation Coefficient (MCC). MCC ranges from 1.0 (worst)
to 1.0 (best) and is defined as follows.

MCC =
(TPxTN) − (FPxFN)

√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)

(6)

4.2 Naive Bayes

The results of the NB classifier are shown in Table 1. The average score of TP is
98.20%, which indicates that the attributes have been correctly identified. The
FP averaged 1.70%, which indicates that the result is scoring low on the error
scale of the attributes. Therefore, the results can be identified as viable and true
in this test. Table 2 shows the confusion matrix containing the details of the
predicted and actual classes done by the NB classifier. Using these numbers we
can calculate the TP and FP rates.

Table 1. Naive Bayes classifier results

Malware Benign Average

TPR 98.40% 98% 98.20%

FPR 2% 1.60% 1.70%

Precision 96.90% 99% 98.20%

Recall 98.40% 98% 98.20%

F-measure 97.60% 98.50% 98.20%

MCC 96.20% 96.20% 96.20%

ROC area 98.70% 99.50% 99.20%

PRC area 96% 99.70% 98.30%

Table 2. Confusion matrix Naive Bayes

a= Malicious b = Benign

a = Malicious 61 2

b = Benign 1 100
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Applying formula 1 and 2 to the confusion matrix of NB, we get the following
results.

TPRate =
61

61 + 2
= 0.968 (7)

FPRate =
1

1 + 100
= 0.009 (8)

4.3 JRIP

Table 3 shows that average TP of 98.20%, which indicates that JRip is able to
correctly classify the URLs. The FP score is 1.70%, which indicates the classifi-
cation had a low number of errors.

Table 3. JRip classifier results

Malware Benign Average

TPR 98.40% 98% 98.20%

FPR 2% 1.60% 1.70%

Precision 90.60% 99% 98.20%

Recall 98.40% 98% 98.20%

F-measure 97.60% 98.50% 98.20%

MCC 96.20% 96.20% 96.20%

ROC area 97.20% 97.20% 97.20%

PRC area 92.80% 98% 96%

In Table 4 the confusion matrix is presented, which contains the details about
the predicted and actual classification done by the JRip classifier. The count of
TP is 62, FN is 1, and FP is 1 whereas TN is equal to 100. Using these numbers
we can calculate the TP rate and FP rate.

Table 4. Confusion matrix JRip

a = Malicious b=Benign

a = Malicious 62 1

b = Benign 1 100

TPRate =
62

62 + 1
= 0.984 (9)

FPRate =
1

1 + 100
= 0.009 (10)
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4.4 J48

From Table 5, we can deduce that the average TP is 96.30%, which indicates
that most of the URLs are correctly classified. The FP score is 4.10%, which
indicates that the classification had a low number of errors.

Table 5. J48 classifier results

Malware Benign Average

TPR 95.20% 97% 96.30%

FPR 3% 4.80% 4.10%

Precision 95.20% 97% 96.30%

Recall 95.20% 97% 96.30%

F-measure 95.20% 97% 96.30%

MCC 92.30% 92.30% 92.30%

ROC area 95.60% 95.60% 95.60%

PRC area 91.60% 96.10% 94.40%

Table 6. Confusion matrix J48

a= Malicious b = Benign

a = Malicious 60 3

b = Benign 3 98

Table 6 shows the confusion matrix, which contains the details about the
predicted and actual classification done by the J48 classifier. Using these numbers
we can calculate the TP rate and FP rate.

TPRate =
60

60 + 3
= 0.952 (11)

FPRate =
3

3 + 98
= 0.029 (12)

5 Conclusions

In this paper, we proposed an approach to filter benign and malicious websites.
The URL based analysis is performed that helped by removing the runtime
latency and delay of loading the websites. Furthermore, the proposed design pro-
tects the users from attacks induced by browser vulnerabilities. The proposed
approach can be applied via a blacklisting content and system-based evaluation
of site content and behavior of the site. By selecting the right features and algo-
rithms, our system has achieved 98% accuracy in detecting and classifying the
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malicious URLs. The limitation of the work include the small dataset, number of
classifiers used and actual real time testing. Future work would include creating
a browser plugin and testing the system with real data, using a much larger
dataset and investigating deep learning methods.
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Abstract. With the growing number of IoT related devices, smart
homes promise to make our lives easier and more comfortable. However,
the increased deployment of such smart devices brings a lot of security
and privacy risks. In order to overcome such risks, Intrusion Detection
Systems are presented as pertinent tools that can provide network-level
protection for smart devices deployed in home environments. These sys-
tems monitor the network activities of the smart home-connected devices
and focus on alerting suspicious or malicious activity. They also can deal
with detected abnormal activities by hindering the impostors in access-
ing the victim devices. However, the employment of such systems in the
context of smart home can be challenging due to the devices hardware
limitations, which may restrict their ability to counter the existing and
emerging attack vectors. Therefore, this paper proposes an experimental
comparison between the widely used open-source NIDSs namely Snort,
Suricata and Bro (currently known as Zeek) to find the most appropriate
IDS for smart homes in term of resources consumption including CPU
and memory utilisation. Experimental Results show that Suricata and
Bro are the best performing NIDS for smart homes.

Keywords: Internet of Things (IoT) · Smart-home · Anomaly
detection · Attack mitigation · Intrusion Detection System

1 Introduction

Smart home technology enables the whole home to be automated, where the
related smart home devices can be remotely controlled and managed, from any
location in the world, through a smartphone application or other network devices
[11]. In recent years, smart home technology is gaining tremendous ground at
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all levels. Economic reports affirm that connected home market becomes the
largest IoT segment at seven billion related smart devices in 2018, which present
26% of the global IoT devices market [12]. According to Gartner [30] this seg-
ment is expected to grow to 20.4 billion devices by 2020. Further, the number of
householders with smart systems has grown to nearly 150 million smart house-
holders’ worldwide in 2019 [12]. The main reasons for the large adoption of such
technology are comfort, convenience, safety, and energy and cost savings [11]
However, connecting smart devices such as lights, appliances and locks intro-
duces tremendous cybersecurity risks. All security reports warn that more than
80% of connected smart home devices are vulnerable to a wide range of attacks
[9,23]. A recent study by the cybersecurity firm Avast found that two out of five
smart homes are exposed to cyberattacks [4]. Exploiting such unsecured devices
by hackers can lead to all kinds of potential harm [9,15], like switching the secu-
rity system to unlock a door [9], or cracking the smart oven until overheats and
burns the house down [9]. In other cases, the smart home network is infected
with ransomware that requires the homeowner to pay in order to regain access
to the home network [23]. Even a simple smart light bulb can be exploited by
hackers to gain wider access to the smart home network and cause potential
physical damage [15].

In the light of all of this, it is clear that there is a major gap between secu-
rity requirements and security capabilities of currently available smart home
IoT devices. One of the main reasons that make these devices insecure is the
hardware limitations [3,28]. More specifically, restricted resources including low
power sources, small amounts of memory and limited processing power, which
means minimizing the number of processes, and consequently, the size of the
applications. These limitations hinder the execution of complexes security tasks
that generate massive computation and communication load [3]. Consequently,
security solutions for these devices should maintain a balance between the smart
home high-security requirements and supporting infrastructures’ hardware limi-
tations. Because smart home technology has a direct influence on people’s secu-
rity and privacy, this issue must become the priority for security and home
automation experts [16]. In this context, there is a need for efficient Intrusion
Detection Systems (IDSs), which can protect smart devices used in home envi-
ronments with a minimum of resources consumption [16,23].

This paper aims to address this issue by examining the existing IDSs, in order
to find the most appropriate solution for smart homes in terms of resources con-
sumption. To this end, several open-source network-based intrusion detection
systems (NIDS) are available such as ACARM-ng, AIDE, Bro IDS, Snort, Suri-
cata, OSSEC HIDS, Prelud Hybrid IDS, Samhain, Fail2Ban, Security Onion, etc.
Open-source systems are considered as a cost-effective way to improve the secu-
rity of smart home environments by monitoring the home network and detect
internal or external cyber-attacks [24]. However, in this experimental study we
will focus on Snort, Suricata and Bro-IDS as these three NIDSs are the most effi-
cient and become the de-facto industry standard for intrusion detection engines
[2,21,25,27]. The main contribution of this paper is a comparison of those three
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IDSs based on CPU and RAM utilisation. The chosen IDSs are deployed inside
different Linux containers known as Dockers, instead of running them directly
on a VM base operating system. Each container has its resources that are sep-
arated from other containers. By doing this, Snort, Suricata and Bro-IDS will
be deployed on the same virtual machine, they will have the same network and
resource setup, the resources needed will be minimal to simulate resource limi-
tation on smart homes gateways and finally comparison will. The experiments
evaluate the difference in resource usage between these NIDSs while monitoring
live network traffic under various attacks.

The rest of the paper is structured as follows. In Sect. 2, we give an overview
of some prior work that is similar to our work. Section 3 gives an overview of the
chosen IDSs Snort, Suricata and Bro. Section 4 explains our evaluation experi-
ments and the results, and Sect. 5 concludes the paper and outlines the potential
future work.

2 Related Work

In recent years, researchers have increased their interests in studying the perfor-
mance of different NIDSs in different environments, from different perspectives.
In this context, the performance of the Snort IDS has been extensively investi-
gated in research studies [7,20,26,27]. For instance, in [26] authors carried out
experimental evaluation and comparison of Snort NIDS in term of performance
when operating under the two popular OSs Linux and Windows. The evalua-
tion is done for both normal and malicious traffic, and the metrics used were
the throughput and the packet loss. Those experiments showed that Snort is
performing better on Linux than on Windows. In another work [20], authors
examined the performances of snort 2.8.0 NIDS by considering CPU and mem-
ory usage, system bus, network interface card, hard disc, logging technique, and
the pattern matching algorithm. This study showed that hardware resources
have a clear impact on the overall snort IDS performance. While authors in [7]
studied the limitations of snort IDS by conducting several experiments on a real
network environment. The performance of Snort IDS is analysed by using some
metrics including the number of packets received, analysed, filtered and dropped.
The experiments results noted that the Snort IDS failed to process high-speed
network traffic and the packet drop rate was more significant.

Several other studies conducted performance comparison between the two
popular open IDS systems Snort and Suricata [1,2,6,32]. In [2], authors investi-
gated the performance of Snort and Suricata on three different platforms: Free
BSD, Linux 2.6 and ESXi virtual server. The experiments were carried out for
different packet sizes and speeds, and measure the rates of packet drop and
alerts. Authors reported that Suricata gave better performance on Linux, while
FreeBSD is the ideal platform for Snort especially when the later run on the
high-speed network traffic. In [1], the performance comparison study of Snort
and Suricata IDSs focused on identifying the computer host resource utilisation
performance and detection accuracy. The experiments were conducted on two
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different machines with different CPU, RAM and network interface configura-
tions. This study showed that Snort requires less processing power to perform
well compared to Suricata. However, Suricata is more accurate in detecting mali-
cious traffic with high computing resources and its ruleset is more effective. In
another recent study [6], authors analysed and compered Snort and Suricata
performances on Windows and Linux platforms. Experiment results showed that
both IDSs use more resources on the Linux operating system. Authors concluded
that CPU usage is highly affected by the operating system on which the IDS
is deployed for both solutions. Study in [13] reached the same conclusions as in
[6]. Authors reported that Linux-based execution of both IDSs consumes more
system resources than its windows-based counterpart. With a similar intention,
the study in [27] examined the performance of Snort and Suricata for correctly
detecting the malicious traffic in networks. The performance of both IDSs was
evaluated on two computers with the same configuration, at 10 Gbps network
speed. The evaluation revealed that the Snort IDS processes a lower speed of
network traffic than Suricata with higher packet drop, but it uses lower com-
putational resources. In [8], authors focused on packet drops. They found that
both Snort and Suricata performed with the same behaviour with larger packets
and larger throughputs.

Few studies have considered other IDSs in the comparison such as in [29],
where authors studied the performance and the detection accuracy of Snort,
Suricata and Bro. The evaluation is done using several types of attacks includ-
ing DoS attack, DNS attack, FTP attack, Scan port attack and SNMP attack.
Further, each type of attacks is examined under various traffic rates with differ-
ent sets of active rules. The metrics used in the evaluation include the CPU usage
and the number of packets lost and alerts. In this study, Bro IDS showed bet-
ter performance than Suricata and snort when evaluated under different attack
types for some specific set of rules. Also, authors concluded that the high traffic
rate has a significant effect on the CPU usage, the packets lost and the number
of alerts for the three IDSs. In a previous work [22], author compared the three
above-mentioned IDSs, looking for advantages and disadvantages of each one.
The evaluation was performed at different network speeds. The experimental
results showed that Suricata and Bro IDSs can handle 100 Mbps and 1 Gbps
network speeds with no packet drops. In a similar context, authors in [31] pro-
posed a new methodology to assess the performance of the intrusion detection
systems snort, Ourmon and Samhain in a simulated environment. The simula-
tion experiments were carried out on tow kind of machines (physical and virtual)
to measure the CPU, RAM and input/output memory usage, and bandwidth
constraint. Authors concluded that Snort imposes more impact on network traf-
fic than Ourmon and Samhain IDSs. In [17] a high-level comparison is done
between Snort and Bro. In this study, the authors affirmed that Snort is the best
lightweight IDS but it not good for high-speed networks. Whereas, Bro is more
effective for Gbps networks but it is more complex to deploy and understand.
In more recent work [24] authors provided a high-level analysis and performance
evaluation of popular IDSs including Snort, Suricata, Bro IDS, Open WIPS-ng,
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OSSEC, Security Onion and Fragroute. The survey concluded that most of the
existing IDSs have low detection accuracy with minimum hardware and sensor
support.

3 Intrusion Detection Systems Snort, Suricata and Bro

Network-based intrusion detection systems (NIDS) collect information about
incoming and outgoing network traffic to detect and mitigate potential attacks
(Fig. 1) [1,10]. These systems utilise a combination of signature-based and
anomaly-based detection methods [10]. Signature-based detection involves com-
paring the collected data packets against signature files that are known to be
malicious, while anomaly-based detection method uses behavioural analysis to
monitor events against a baseline of “normal” network activity. When malicious
activity arises on a network, NIDSs detect the activity and generate alerts to
notifying administrators, or blocking the source IP address from reaching the
network [10].

Fig. 1. IDS/IPS in a network architecture.

There are various open-source NIDS/NIPS that simplify the process of intru-
sion detection, and Snort is one of the most suitable solutions for small networks
[25]. It was developed in 1998 by Martin Roesch from Sourcefire1 and is now
owned by Cisco, which acquired Sourcefire in 2013 [4]. Snort is the most widely
deployed IDS/IPS worldwide over the last decades [27]. According to The Snort
website, this IDS has been downloaded over 5 million times so far and cur-
rently has more than 600,000 registered users [4]. It has a single-threaded and
multi-stage packet processing architecture, which uses the TCP/IP stack to cap-
ture and examine network packets payload [19,27]. However, their last version
Snort 3.0 has added the multiple packet processing threads in order to address
1 Sourcefire: www.sourcefire.com.

www.sourcefire.com
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the limitation of single-threaded architecture in the previous versions. It uses
both signature-based (SIDS) and anomaly-based (AIDS) methods for anomaly
detection.

The Suricata IDS is a recent NIDS compared to Snort, it was developed
in 2010 by the Open Information Security Foundation (OISF)2 in an attempt
to meet the requirements of modern infrastructures [27]. This NIDS introduced
multi-threading to help speed up the network traffic analysis and overcome the
computational limitations of single-threaded architecture [18,29]. Like Snort;
Suricata is rules-based and offers compatibility with Snort Rules [27], it also
provides intrusion prevention (NIPS) and network security monitoring [6], and
uses both signature-based and anomaly-based methods to detect malicious net-
work traffic [29]. Unlike Snort, Suricata provides offline analysis of PCAP files
by using a PCAP recorder. It also provides excellent deep packet inspection and
pattern matching which makes it more efficient for threat and attack detection
[1]. Many studies assume that Suricata a powerful adversary to Snort and thus
they are often compared with each other.

Bro-IDS is an open-source Unix-based NIDS and passive network traffic anal-
ysis [33]. It was originally developed in 1994 by Vern Paxson and renamed Zeek
in late 2018 [33]. Bro IDS work differently from Snort and Suricata because of its
focus on network analysis. It works as NIDS by passively monitors the network
traffic and looks for suspicious activity [21]. Also, Bro policy scripts (—rules||)
are written in its own Bro scripting language thatdoes not rely on traditional
signature detection. Further, Suricata and snort are under GNU GPL licence
[27], support IPv6 traffic and their installation and deployment are easy [27].
In contrast, Bro-IDS is under BSD license, does not support IPv6 traffic and
their installation can be difficult [27,29,32]. In fact, Bro is more difficult and
consume more time to deploy and to understand [5]. Besides, Snort and Suri-
cata can run on any operating system including Linux, Mac OS X, FreeBSD,
OpenBSD, UNIX and Windows, whereas Bro is limited to UNIX operating sys-
tems, which limits their portability. Like snort and Suricata, Bro IDS also uses
both signature-based intrusion and anomaly-based methods to detect unusual
network behaviour [5,29].

Table 1 shows a high-level comparison between the three IDSs and gives an
overview of the different parameters can be assembled. This high-level compar-
ison reveals that the three intrusion detection systems Suricata, Snort and Bro
have some benefits for smart homes security and no one is dominant over the
others.

4 Experimental Methodology

As mentioned above, smart homes security becomes a challenging topic, in which
the security and home automation experts try to maintain a balance between the
smart home high security requirements and supporting infrastructures’ hardware

2 OISF: https://suricata-ids.org/about/oisf/.

https://suricata-ids.org/about/oisf/
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Table 1. Comparison table of Snort, Suricata and Bro IDSs

Parameters Snort Suricata Bro IDS

Provider Cisco system OISF Vern Paxson

Open source licence GNU GPL licence GNU GPL licence BSD license

Operating system Win/Unix/Mac Win/Unix/Mac Unix/FreeBSD

Installation/deployment Easy Intermediate Typical

Intrusion prevention capabilities Yes Yes No

Network traffic IPv4/IPv6 IPv4/IPv6 IPv4

Intrusion detection technique SIDS, AIDS SIDS, AIDS SIDS, AIDS

Configuration GUI Yes Yes No

Support to high speed network Medium High High

limitation. In general, these environments suffer from inherent hardware limita-
tions, which restrict their ability to implement comprehensive security measures
and increase their exposure to vulnerability attacks. To select the appropriate
security solutions, it is indispensable to examine these hardware limitations and
make sure that they will not affect the performance of these solutions in protect-
ing the smart home-related devices. To this end, we aim in these experiments
to examine the well-known intrusion detection systems Snort 3.0, Suricata 3.0.1
and ID Bro 2.5 to find the most suitable one for smart homes in term of resources
consumption. More concretely, we examined the real-time performances of these
IDSs while monitoring live network traffic from the smart home. Performance
information from the CPU and RAM will be recorded, analysed and compared.

4.1 Experimental Setup

The experiments were performed on a virtual machine running Ubuntu 16.04
OS, with 8 GB of RAM, 40 GG of HDD and Intel Xeon CPU E5-2650 v2
running at 2.6 GHz. In the simulation scenarios, we first take a snapshot of the
clean machine before executing any malicious sample. Then, after executing the
malicious sample and recorded all information related to resources consumption
and VM state, the VM is reverted to its original form. In order to emulate the
smart home environment, we used Docker Enterprise (EE) to run the three IDSs
inside Linux containers than running them directly on the VM base operating
system. Several studies affirm that Docker is more convincing when compared
to normal VM or hypervisor in terms of processing performance including CPU,
disk and memory management, start-up and compilation speed, etc. [14]. In these
experiments, each IDS was individually installed on identical custom Docker
containers with default performance parameters (Fig. 2).

The performance evaluation of each IDS is done for 20 PCAP samples of
malicious traffic generated by different types of attacks. The PCAP files were
collected from (malware-traffic-analysis.net). The same malicious pcap files were
used to monitor the resources used by the three IDSs while doing analysis of

http://malware-traffic-analysis.net/
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traffic and generating alerts. For the performance evaluation of the three IDSs,
the information recorded during the execution of the malicious pcap samples
include CPU and RAM use. Tcpreplay is used to replay the malicious pcap files
to the NIDSs (Fig. 2). Table 2 shows the PCAP samples of malicious traffic used
in the experiments.

Fig. 2. Overview of the Testbed.

Table 2. PCAP samples of malicious traffic

#Id Type of the malware in the PCAP file Size of the PCAP file

#1 Malspam traffic 1.03 MB

#2 Necurs Botnet Malspam 448 KB

#3 Payment Slip Malspam 3.0 MB

#4 MedusaHTTP malware 669 kB

#5 Adwind Malspam 1.7 kB

#6 KainXN EK 1.93 MB

#7 Cyber Ransomware 584 KB

#8 Locky-malspam-traffic 285 KB

#9 Facebook Themed Malspam 1.4 MB

#10 BOLETO Malspam infection traffic 2.4 MB

#11 Pizzacrypt 254.4 KB

#12 BIZCN Gate Actor Nuclear 0.98 MB

#13 Fiesta Ek 1.52 MB

#14 Nuclear EK 2 MB

#15 Fake-Netflix-login-page-traffic 768 KB

#16 URSNIF Infection with DRIDEX 2.5 MB

#17 Dridex Spam traffic 999 KB

#18 Brazil malware spam 12.7 MB

#19 Info stealer that uses FTP to exfiltrate data 1.4 MB

#20 Hookads-Rig-EK-sends-Dreambot 595 KB
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4.2 Experiments Results

CPU Utilisation. Figure 3 compares the results for the CPU utilisation rate
for each malware sample, for the three IDSs Snort, Suricata and Bro IDS. From
the obtained results, it is observed that the Snort IDS recorded the highest
CPU utilisation rates for most of the PCAP samples, between 60% and 70%.
While Suricata and Bro recorded relatively lower rates for the same malware
attack tests. The CPU utilisation for Both IDSs are ranging from 20% to 40%,
however, Suricata gives the lower rates for most of the tests compared to Bro
and Snort. It is also observed that the type of malware traffic has a significant
effect on the CPU usage, each IDS gives different CPU usage rates for the same
test attack as they act quite differently for each attack.

Fig. 3. CPU utilisation results.

RAM Utilisation. Figure 4 compares the results for the RAM utilisation rate
for each malware sample, for the three IDSs Snort, Suricata and Bro IDS. From
the obtained results, we can also have the same conclusions for the CPU usage;
the Snort IDS gives the highest RAM utilisation rates for most of the PCAP
samples. The rates are in the range of 60% and approximately 80%. While the
highest rates were recorded for samples #4, #13 and #19. Suricata recorded
relatively lower rates than Snort ranged from 20% to approximately 40%. While
Bro IDS was the Best IDS in term of RAM usage by recording the lowest rates
for most of the tests (From 20% to approximately 34%). Like in the CPU tests,
it is also observed that the type of malware traffic has a significant effect on the
RAM usage for the three IDSs.
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Fig. 4. RAM utilisation results.

In summary, it can be concluded from this quantitative comparison of the
three ISDs, in term of resource usage (CPU and RAM), that Snort utilisation of
CPU and memory was higher than that of Suricata and Bro. The reasons for that
is the usage of Dockers and the support of multiple packet processing threads
architecture in this version of Snort (Snort3), which require more computational
resources compared to previous versions of Snort. Suricata used an average of
30.5% of memory, which exceeded Snort’s memory utilisation by approximately
10%, whereas the two IDSs achieved approximately the same results in term
of CPU usage, with an average usage of 36% for Suricata and 32% for Bro.
The obtained results from these experiments demonstrate that Suricata and Bro
perform better than Snort 3 in case of hardware limitations, therefore, they are
more suitable for smart homes.

5 Conclusion

In this paper, we compared the performance of the open-source IDS systems
Snort, Suricata and Bro to find the most suitable one for smart homes in term
of resources consumption including CPU and memory usage. This study using
Dockers, showed that each system had its strengths and weaknesses and the
experimental results demonstrated that Suricata and Bro utilised less resources
than Snort 3, which make them more appropriate to smart homes than Snort 3.
In the future, we expect to improve this work by conducting more experiments
on the three IDSs in term of detection accuracy as well as resources using larger
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pcap files. Finally, we are intend to use real smart home environment to perform
the experiments.
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Abstract. In distributed systems, checkpointing method can be used to ensure
fault-tolerance, which in turn could help the system’s security and stability. In
simple terms, checkpointing means saving status information of a system. In this
work, a novel hierarchical checkpointing algorithm for distributed systems is pro-
posed, which runs on cluster federation. This algorithm is based on two well-
known techniques in the literature and it ensures that a locally consistent state
is always maintained in each cluster with a global optimistic logging technique
between clusters. The proposed algorithm synchronizes the intra- and inter-cluster
checkpointing process in suchway that each checkpoint taken locally in any cluster
is a segment of the consistent global state. Compared to other works, our scheme
has low message cost as it makes sure that only few processes in each cluster
record checkpoints for any execution operation.

Keywords: Checkpointing · Cluster-based · Consistent global state · Distributed
systems · Fault tolerance · Non-blocking · Optimistic logging · Recovery

1 Introduction

Today, cluster architectures are very widely spread in the research arena and in the
industries. However, the use of computer cluster raises a number of problems related to
several factors imposed by the nature of the distributed computing environment. In this
kind of environment, resources can be volatile because the nodes can get disconnected
when the connection is lost or hardware failure occurs, or voluntarily during proprietary
use. In addition, the cluster may be exploited by a large number of users with very
large distributed applications with long runtime. Thus, the risks of occurrence of faults
become very high; these faults would cause failures that prevent the correct execution of
the distributed applications – eventually, threatening the stability and security. Hence,
to deploy computing applications on a large number of nodes, it is a necessity to have
effective fault-tolerance mechanism.

In distributed systems, fault-tolerance can be ensured by using checkpointing tech-
niques. A checkpointing technique basically maintains the records of the system on
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some stable storage when the system is running without any fault (i.e., fault-free opera-
tion state). In case of any system failure, it could then restart from a previously recorded
consistent global checkpoint state (i.e., according to the preserved record). Though fault-
tolerance and security are two different terms, they are often interrelated. If a system
is not fault-tolerant, unstable state of it or not functioning in the expected way (after a
failure) could open several security loopholes as well that could be exploited by rogue
entities.

Usually, in distributed environments, application processes communicate by passing
messages among themselves. In this kind of computing environment, some kind of
casual dependency is induced by a message between a transmitter process and a receiver
process. The global dependency of the distributed application is defined by the transitive
dependencies of the messages. Hence, only restarting any faulty process is not enough
after a fault occurrence. The employed checkpointing algorithm must also ensure that
all the related processes are coherent after the recovery operation is executed and it
must maintain the dependencies between the applications. Hence, all these are also very
important for the system’s overall level of security.

In the existing literature, there are various types of checkpointing recovery algo-
rithms. In general, all of the algorithms could be classified into two major categories:

– Checkpoint-based techniques: Each process periodically saves its state into a stable
storage disk. After occurrence of fault, all processes roll back to a coherent global
state. In this way, the strategy limits the amount of lost computation.

– Message logging techniques: Messages are saved so that they can be replayed in the
same order in case of fault; only the faulty processes roll back to a coherent local
state.

Main contribution of this paper is proposing a hierarchical checkpointing algorithm
for distributed systems running on cluster federation. Our proposed algorithm results
from a thorough comparative study of different algorithms/techniques proposed in the
literature. Essentially, it is a combination of a non-blocking type checkpointing technique
and the pessimistic message logging technique [1]. Here, the cluster is the main com-
ponent in which the non-blocking checkpointing algorithm will be executed in a simul-
taneous way and the inter-cluster messages will be saved using a pessimistic logging
technique based on the receiver process.

After this introductory section, in Sect. 2, our system model is presented. Section 3
discusses the related works. Section 4 proposes our checkpointing strategy. Performance
evaluation along with comparisons is presented in Sect. 5. Section 6 presents the simu-
lation results. The paper is concluded with Sect. 7 in which we also mention the possible
future research directions.

2 System Model

Cluster federation (Fig. 1) is a union of n number of processes distributed on m number
of clusters where k processes are contained by each cluster [2–4]. A SAN (System Area
Network) connects the processes within a cluster. A Local Area Network (LAN) or
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Fig. 1. Clusters in a cluster federation.

Wide Area Network (WAN) connects the clusters in the federation. In such environment
of cluster computing, a running distributed application is divided into several modules
which communicatewith each other. Themodules run on different process fromdifferent
clusters.

Let us consider that there are n number of concurrent processes, P1, P2, P3,…, Pn
which are running on n clusters, at a rate k processes by cluster, P1, P2, P3,…, Pk. In this
setting, we assume a Fail-stop mode. This means that when there is a process failure,
it would immediately stop its execution. In this way, it would refrain from doing any
malicious operation. Otherwise, it could threaten the security of the system. Reliable
inter-cluster and intra-cluster message deliveries are also assumed in this setting. This
means that during normal computation, there would not be any loss or alteration of
message. In addition, there is no shared memory, no common or synchronized clock, or
any central coordinator. Message passing is the only mode of communication between
any pair of processes (inter- or intra-cluster). It is possible that the checkpointing process
can be initiated by any process. There are finite but arbitrary delays when the message
exchanges take place [5–8].

3 Related Work

In this section, some related works have been discussed. These are the representative
previous works that helped us come up with our scheme.

There are three prominent schemes for checkpointing and rollback recovery in the
existing literature. They are (i) central file server checkpointing, (ii) checkpoint mirror-
ing, and (iii) skewed checkpointing. Using these schemes, the researchers in [9] develop
a stochastic model to evaluate the expected total recovery overhead for a cluster com-
puting system. Their work also presents a comparative study considering expected total
recovery overhead. Generally, in a cluster system, there could be either single-process
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failure or multi-process failure. Hence, it is often difficult to assess the closed form of
expected total recovery overhead. By performing various quantitative comparisons, the
authors show that the skewed checkpointing is superior to other alternative schemes.

A recovery approach for handling both inter-cluster orphan and lost messages is
proposed in [10]. This algorithm is executed simultaneously by all the clusters in a
cluster federation for determining the recovery line. In this way, it is ensured that any
inter-cluster orphan message may not exist between any pair of cluster level checkpoints
belonging to the recovery line. A sender-based message logging technique is applied to
handle inter-cluster lost messages for ensuring the correctness of computation.

A single-phase non-blocking checkpointing scheme is presented in [8]. This scheme
ensures that after a failure-recovery, all processes in a system in different clusters can
restart from their respective most recent checkpoints. In this way, domino-effect could
be avoided. This basically implies that the most recent checkpoints can form a consistent
recovery line for the cluster federation almost in all cases. The work takes advantage
of message logging which enables the initiator process in each cluster to log minimum
number of messages. One good feature of this approach is that it does not depend on the
number of processes that may concurrently fail in a given setting.

A hierarchical checkpointing protocol is presented in [3], which is suitable for code
coupling applications. The degree of interdependence between software modules is
called coupling (generally). This is basically a measure of how closely two modules are
connected with each other or the strength of their relationships. Code coupling applica-
tions show good level of code relationships. In this work, the authors’ approach relies on
a hybridmethod of combining coordinated checkpointing within clusters. In between the
clusters, some communication-induced checkpointing works. Though the work is fine,
the algorithm needs some enhancements by adding some transitivity in the dependency
tracking mechanism. In fact, as the claim is that the algorithm could tolerate multiple
faults in a cluster, this also means that the redundancy is more for implementation of
stable storage.

A fast and efficient recovery algorithm is proposed in [11] for cluster computing
environment. The key aspect of this algorithm is that it does not depend on the cluster
federation’s architecture. This algorithm can also be run simultaneously by all partici-
pating clusters when determining a federation-level recovery line. Also, when compared
with the approach in [3], it shows that it reduces computational overhead significantly.

In [5], the authors propose a low-cost non-blocking checkpointing algorithm for
cluster federation. The time interval between successive invocations of the algorithm is
significant here as that ensures minimum number of lost or delayed messages. Major
aspects of the scheme are: (a) minimum number of processes take the checkpoints, (b)
the communications between clusters are kept at a minimum, (c) for speedy execution,
a decentralized approach is used which ensures that each cluster would maintain its own
data structures to store the checkpointing dependency information, and (d) bandwidth
wastage is kept at a minimum. In [6], the proposed non-blocking checkpointing/recovery
algorithm limits the effect of domino phenomenon by the time interval between succes-
sive invocations of the algorithm. Recovery in this approach is as simple as that in
the synchronous approach presented in [5]. A key aspect of this approach is that it
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employs some kind of responsibility taking strategy of the sender of a message to make
it non-orphan.

In [7], another hybrid checkpointing algorithm is proposed which combines coordi-
nated and communication-induced checkpointing methods. Based on the network and
application communication pattern, this algorithm can be tuned accordingly. The authors
have evaluated the algorithm via simulation studies and showed that the algorithm is
suitable for applications that can be divided into several modules where many commu-
nications happen within a single module but communications in between the modules
are relatively less.

4 Proposed Algorithm

4.1 Basic Idea

The basic idea of our new checkpointing algorithm is to combine the non-blocking
checkpointing technique [12, 13] applied within clusters with the pessimistic message
logging technique [14] applied between clusters. However, within the clusters, processes
will be coordinated by the checkpointing process using non-blocking technique. The
advantage of using this solution in intra-cluster setting is that during its execution, the
logging protocol could run (at the same time) on the inter-cluster messages. These saved
messages may not be part of the calculation for the system’s global state, since they will
be replayed only in case of failure.

For the adaptive algorithm to switch to this combination, the number of exchanged
messages (by the processes) between clusters must reach to a sufficiently high threshold
value. The experiments allowed the threshold to be set at five (5) messages per second (5
msg/s). Hence, if the frequency of inter-cluster communication messages exceeds this
threshold, the logging of these messages degrades the performance of the distributed
applications. At the same time, to save the process states, the non-blocking coordi-
nated checkpoint algorithm will be used synchronously (and simultaneously) inside
each cluster at a checkpointing frequency of 180 s.

The purpose of our proposed algorithm is to reduce the message cost during normal
execution, and also to avoid a too-long recovery procedure that could slow down the
operation of the distributed system in the event of a failure. For this, it is assumed at first
that the running distributed application generates a few intra-cluster messages under a
maximum frequency threshold.

4.2 Checkpointing Implementation

The combined checkpointing algorithm is presented in Subsect. 4.3 (Fig. 2 and Fig. 3).
In this algorithm, each process has an identifier Pi and the identifier of its cluster Cj.
At the start of the distributed application execution, it is the optimistic logging-based
checkpointing algorithm that runs intra-cluster [1]. Here, all inter-cluster messages are
saved by applying optimistic logging-based technique on the receiver process memory
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in the InpMsg set. Similarly, the determinant of each message is recorded at the level of
receiver memory in the DetMsg set. The determinant is composed of: the sending date,
the receipt date, and themessage sequence number. To save a newprocess checkpoint, the
algorithm stores the following data on a stable storage: the state of the process, the state
of the incoming channels, and the state of the outgoing channels. At the same time, the
non-blocking coordinated checkpoint-based algorithm [15, 16] runs synchronously (and
simultaneously) inside each cluster. In our scheme, It is launched in every one hundred
and eighty seconds (180 s), in which, Pi (which is basically the initiator process) saves a
temporary checkpoint. Then a checkpoint request is sent by Pi to its directly dependent
process, Pj ∈ DepProcsi (Pj is the process that sends a computing message to Pi after
taking its last snapshot). The Ckpti index and a value t= 1/Card(DepProci) (Card refers
to the cardinal function) are piggybacked by this request. This implies that element
number in DepProci set is provided by Card(DepProci).

If a checkpoint request is received by process Pj from another process Px during the
running period of the algorithm, an answer is sent by Pj, then it piggybacks t’s value to
the initiator process if the set DepProcj is empty. If not, it sends a checkpoint request
piggybacking a newvalue, t = t/Card(DepProcj) to its directly dependent process (which
is in fact, indirectly dependent on Pi), and so on. Whenever Pi (i.e., the initiator process)
receives an answer, it collects the value t in Termi. If Termi is equal to 1, it sends a
validation request to all other processes running in the cluster. If a process receives that
validation request, it is required to store its temporary checkpoint as a permanent/stable
one. Then, it would reset its data structure.

4.3 Data Structure and Pseudo Code

Every process Pi in different clusters has the following data structure:

• Pi: process id (i ∈ [1…n]).
• Cj: cluster id (j ∈ [1…m]).
• Ckpti: index of the last checkpoint saved.
• DepProci: set of dependant processes in the same cluster.
• Termi: algorithm termination detection.
• TempCkpti: last temporary snapshot.
• PermCkpti: last permanent snapshot.
• InpMsgi: set of messages sent by the process.
• DetMsgi: set of determinants of messages receipt by the process.

Every message determinant has the following data structure:

• SeqNbr: sequence number.
• SntDate: sent date.
• RcpDate: receipt date.
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Fig. 2. Algorithm part 1.
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Fig. 3. Algorithm part 2.

4.4 Recovery Implementation

After resuming from fault, all the processes in the cluster containing the faulty process
resume execution at the last checkpoint recorded during the last coordinated checkpoint-
ing process. At the same time, all processes in others clusters replay the reception event
of all the messages received from the cluster containing the faulty process (after its last
recorded checkpoint). Here, their reception orders are saved in the determinants recorded
in DetMsg at the time of execution (without fault).

5 Comparison of the Performances of Various Algorithms

Table 1 shows the performances of various checkpointing algorithms for cluster feder-
ation. Nine significant evaluation criteria are used for this comparative study. It is clear
that our algorithm shows some advantages compared to other existing alternatives.

The main aspects that make our proposed mechanism relatively more efficient than
the other alternative mechanisms are:

(1) The basic idea of our algorithm is independent of all system architectures.
(2) As concurrent failures are taken care of, single failures are also well-tackled.
(3) For the recovery process, there is no domino-effect. The algorithm can guarantee

the minimum re-computation in this process.
(4) Just the messages that a process has received after its most recent permanent check-

pointing (from only intra-cluster processes) need to be logged by a process at its
recent local checkpoint.

(5) The most recent local permanent checkpoint needs to be only saved by a process.
Hence, the number of trips to stable storage during recovery per cluster is merely, k.

(6) In this approach, blocking of the execution of the distributed application is not
needed.
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Table 1. Comparative chart.

Criteria [2] [7] [8] [10] [11] [17] Our algorithm

1. Dependent on
architecture

Yes No Yes No No No No

2. Domino-effect free No No Yes Yes No Yes Yes

3. Concurrent failures No No Yes No No Yes Yes

4. Logging message
inter-cluster

No No Yes Yes No Yes Yes

5. Blocking time 0 0 0 0 0 0 0

6. Simultaneous
execution (by clusters)

Yes Yes Yes Yes Yes Yes Yes

7. Number of
checkpoints by process

>1 >1 1 1 >1 1 1

8. Stable storage related
number of trips

k + r k + r k k k + r k k

9. Message complexity O(kn) O(kn2) O(n) O(kn) O(kn) O(n2) O(n)

(7) The algorithm is run simultaneously by all the clusters in the system.
(8) Message complexity is pretty simple: O(n).

Table 1 explains that our proposed algorithm is of clear advantage over the algorithms
proposed in [7, 10, 11], and [17]. We can also note that there are two algorithms which
may be close to our proposed algorithm in terms of performance; especially, based on
the message complexity criterion – these two are the algorithms in [2] and [8]. Hence,
for these cases, we need to compare the message cost of the three algorithms against the
number of processes and clusters in the system through different simulation scenarios.
That is why we have also done some simulation studies to show the efficiency and clear
superiority of our algorithm.

6 Simulation Results

Message costs for [2, 8], and our algorithm to complete checkpointing processes con-
sidering the best case scenario are shown in Fig. 4(a), (b), and (c). We consider three
clustering schemes: with 5, 10, and 20 clusters, against the number of processes in the
system. ChkSim [18] simulator is used for these experiments. As the simulator is written
in Java language, it is possible to run it on various platforms as long as the Java Virtual
Machine (JVM) is available. We implemented the three checkpointing algorithms as
Java classes.
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Fig. 4. Message cost vs. number of processes in the system when: (a) m = 5 (b) m = 10 (c) m =
20.
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In our experiments, we changed the number of clusters (5, 10, and 20) and varied
the number of processes (from 10 to 20 * m) to see the corresponding changes of the
message cost. Especially, we tried to compare the performance of our algorithm with
the algorithms in [2] and [8].

It is evident that the other two algorithms in question show relatively higher message
costs to determine a global consistent state as the numbers of processes and/or clusters
increase in the system. It could also be noticed that the message cost of the algorithm in
[2] is higher than that of the algorithm proposed in [8]. Hence, it is fair to state that our
algorithm shows better efficiency in terms of message cost. In fact, when the numbers of
processes and/or clusters decrease, our algorithm’s message cost would be even lesser
comparatively. Thus, this is relatively more suitable for saving a consistent global state
compared to any other alternative approach.

7 Conclusions and Future Research Direction

Here, we proposed a hierarchical checkpointing algorithm combining an optimistic log-
ging method applied to inter-cluster messages and a non-blocking checkpoint technique
used in intra-cluster setting. This adaptive algorithm is of coordinated type and it avoids
the blocking of the distributed application. It also minimizes the message cost to the
strict necessary, which significantly decreases network traffic in favor of the distributed
application. Overall, by this technique, the system’s requirement of fault-tolerance and
security could be supported. A performance evaluation and simulation comparison of
our proposition with other reference algorithms proves the efficiency of our algorithm.

Further investigations can be done on this issue. For instance, taking various com-
plex deployment scenarios, the algorithms could be tested for their performance. There
is another direction for research; that the algorithm could be tested against multiple
simultaneous executions.
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Abstract. Network Intrusion Detection System (NIDS) is a method
that is utilized to categorize network traffic as malicious or normal.
Anomaly-based method and signature-based method are the traditional
approaches used for network intrusion detection. The signature-based
approach can only detect familiar attacks whereas the anomaly-based
approach shows promising results in detecting new unknown attacks.
Machine Learning (ML) based approaches have been studied in the past
for anomaly-based NIDS. In recent years, the Deep Learning (DL) algo-
rithms have been widely utilized for intrusion detection due to its capabil-
ity to obtain optimal feature representation automatically. Even though
DL based approaches improves the accuracy of the detection tremen-
dously, they are prone to adversarial attacks. The attackers can trick
the model to wrongly classify the adversarial samples into a particular
target class. In this paper, the performance analysis of several ML and
DL models are carried out for intrusion detection in both adversarial and
non-adversarial environment. The models are trained on the NSLKDD
dataset which contains a total of 148,517 data points. The robustness of
several models against adversarial samples is studied.

Keywords: Intrusion detection · Deep learning · Machine learning ·
Cyber security · Adversarial attacks

1 Introduction

In today’s world, cyber-attacks and threats on Information and Communica-
tion Technologies (ICT) systems are growing rapidly. Various new attacks are
invented daily by attackers to bypass the current security systems and steal
crucial information. To detect and prevent these attacks on ICT systems, we
need flexible and reliable integrated network security solutions. Various security
structures and methods are used to deal with these malicious attacks namely
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firewalls, Intrusion Detection System (IDS), software updates, encryption and
decryption methods, etc. In that, IDS plays a big role in defending the network
from all kinds of intrusion and malicious acts, both from outside and inside the
network. IDS has been actively studied area from the 1980s, a seminal work by
[2] on the computer security threat monitoring and surveillance. IDS is mainly
categorized into two types. One is Network IDS (NIDS): It is utilized to monitor
and analyze network traffic records to safeguard a system from network-based
attacks. The next type is Host-based IDS (HIDS): it monitors the system in
which it is installed to detect both internal and external intrusion and mis-
use and it responds by recording the activities and alerts the authority. NIDS
monitors the network traffic and classifies the network records between normal
ones and malicious ones. Since this is a classification problem, various Machine
Learning (ML) and Deep Learning (DL) models are widely used in these detec-
tion systems and have achieved good results. However, ML and DL models are
prone to adversarial attacks. Attackers can fool the detection system by using
adversarial samples and make the classifier misclassify those sample data [3].
Therefore, it is necessary to check the robustness of those models that are used
in NIDS against adversarial samples. In this paper, Several DL and ML models
are trained on the openly available NSLKDD dataset for IDS. The robustness
of those models against adversarial samples is studied. The main contributions
of this work are the following:

– We have trained several DL and ML models using NSLKDD dataset in a
non-adversarial environment and reported their performance using standard
metrics.

– We have also studied the robustness of the trained models in the adversarial
environment using the samples generated by two different adversarial attack
techniques.

The rest of the paper is arranged as follows. Section 2 presents the related
works. Section 3 includes the background information. Sections 4 and 5 presents
description of the dataset and statistical measures respectively. Sections 6 and 7
covers the experimental results and conclusion.

2 Related Work

Various ML-based solutions have been proposed for IDS in the past. The authors
Tsai et al. utilized Support Vector Machine (SVM), Self-organizing maps, Arti-
ficial Neural Networks (ANN), Naive Bayes (NB), K-Nearest Neighbor (KNN),
Genetic algorithms, Decision Tree (DT), Fuzzy logic, etc for detecting the intru-
sion [4]. Buczak and Guven have done a comprehensive survey [5] on ML-based
NIDS where many ML classifiers such as DT, ensemble learning, SVM, clus-
tering, Hidden Markov Models (HMM), NB, etc. Since ML techniques require
manual features, DL based approaches are proposed. DL architectures can obtain
salient features from the input data automatically. In [10], the authors have
proposed multiple Deep Neural Network (DNN) models for both network and
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host-based intrusion detection. They have trained models using several bench-
mark datasets and compared its performance with ML-based approaches. Similar
to [10,11] proposes a DNN based IDS for Software Defined Networking (SDN)
environment. The proposed model only takes 6 basic features from 41 features
of the NSLKDD dataset. [12] studies the effectiveness of DL networks such as
DNN, Convolutional Neural Network (CNN), and Hybrid CNN for binary and
multi-class classification. [14] compares the performance of many shallow and
deep neural networks in detecting intrusion and [15] proposes a recurrent neural
network and its variants for intrusion detection.

ML and DL models are prone to adversarial attacks. This vulnerability, which
was discovered in recent years, limits the application of ML and DL models in
various security-critical areas like IDS, autonomous vehicles, health care, etc. The
authors Szegedy et al experimented on AlexNet with some adversarial sample
images [6]. AlexNet [7] is the name of a convolutional neural network, designed
by Alex Krizhevsky. They showed that by making very small variations in the
input image, they could make the model misclassify it. Since then, the profound
implications of this vulnerability sparked several researchers to develop various
adversarial attacks and defenses. Some of the most commonly known attacks
are Jacobian based Saliency Map Attack (JSMA) [9] and Fast Gradient Sign
Method (FGSM) [8]. In this paper, the effects of adversarial samples generated
by [8,9] on various ML and DL models are studied.

3 Background

3.1 Adversarial Attacks

Fast Gradient Sign Method (FGSM): It is a straightforward method of
creating adversarial samples, which was proposed by Goodfellow et al. In FSGM,
a small deviation is calculated in the direction of the gradient and it is defined
as follows.

p = εsign(�xL(θ, x, y)) (1)

where p is the perturbation, ε is a small constant, �xL(θ, x, y) is the gradient
of loss function L which is used for training the model, θ denotes the model,
x denotes the input and y denotes the class of input x. This perturbation p is
added to the input data to generate adversarial samples:

xadversarial = x + p (2)

FGSM is computationally more efficient when compared to JSMA. But it
has a lower rate of success.

Jacobian-Based Saliency Map Attack (JSMA): It uses the concept of
saliency maps to generate adversarial samples. A saliency map gives insights
about the features of the input data that are most likely to create a change of
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targeted class. In other words, saliency maps rate each feature of how influential
it is for causing the model to predict a target class. JSMA causes the model to
misclassify the resulting adversarial sample to a specific erroneous target class
by modifying the high-saliency features. The formulation of the saliency map is
given as:

A+(x(i), y) =

⎧
⎨

⎩

0 if
∂f(x)(y)

∂x(i)
< 0 or

∑
y′ �=y

∂f(x)(y′)
∂x(i)

> 0

−∂f(x)(y)

∂x(i)
· ∑

y′ �=y

∂f(x)(y′)
∂x(i)

otherwise
(3)

where x(i) is input feature, y is a class, and A+(.) is the measure of positive
correlation of x(i) with class y and negative correlation of x(i) with all other
classes. If both cases in the formulation fail, then the saliency is zero. JSMA can
create adversarial samples with less degree of distortion and has a better success
rate while compared to FGSM.

3.2 Intrusion Detection System (IDS)

IDS is a tool that deals with unauthorized access and threats to systems and
information by any type of user or software. Intrusion can be external or inter-
nal. External intrusion is when an intruder tries to gain access to a protected
internal network. Internal intrusion is when an insider with a motive tries to mis-
use, attack or steal information. This is also called an insider threat. Two major
categories of IDS are HIDS and NIDS. HIDS is a tool that monitors the system
in which it is installed to detect both external and internal intrusion, misuse
and responds by recording activities and alerts the authority. NIDS is utilized to
monitor and analyze network traffic to safeguard a system from network-based
attacks. Figure 1 shows a model of Intrusion detection system. Signature-based
NIDS uses signatures that are extracted from previously known attacks. Signa-
tures are manually generated and stored in the database whenever a new attack
is identified. New attacks will not be detected by this system. Anomaly-based
NIDS models the normal behavior of the network and raises alarm whenever it
detects an anomalous behavior. Hybrid NIDS uses the combination of the above
two approaches.

3.3 Deep Learning (DL) Models

The DL models are used for solving various research problems in a wide range of
fields like biomedical, speech processing, natural language processing, etc since
DL models have the capability of extracting salient features automatically with
very less or no human intervention. The Deep Neural Network (DNN) model
used in work has 5 hidden layers and overall it has a total of 1,399,557 trainable
parameters. These five layers have 1024, 768, 512, 256, 128 neurons respectively.
The dropout regularization technique is also employed to avoid overfitting.

The Convolutional Neural Network (CNN) model is widely used in the area
of computer vision as it is capable of extracting location invariant features auto-
matically. The CNN model, which is used in this work, has four convolution
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Fig. 1. Intrusion detection system model.

layers followed by a fully connected layer of 128 neurons. The CNN model has
a total of 251,205 trainable parameters whereas the Long Short-Term Memory
(LSTM) model, which is also used in this work has 1,26,533 trainable parameters.

4 Description of Dataset

One of the most used datasets is KDDCUP 99 which was obtained from the
DARPA’98 dataset. The KDDCUP 99 dataset has several issues that are resolved
by a newly refined version called NSL-KDD [1]. In this dataset, the invalid and
redundant connection records are omitted from the entire train and test data.
Table 1 represents the statistics of the NSLKDD dataset. This dataset has various
attacks that belong to four major families such as User to Root (U2R), Probing
attacks, Denial of Service (DoS) and Remote to Local (R2L). The purpose of
the DoS attack is to work against resource availability. U2R attacks represent
attempts for privilege escalation. R2L attacks attempt to exploit a vulnerability
and gain remote access to a machine. Probe attacks are mainly information
gathering attempts by scanning parts of the networks. The dataset contains a
total of 41 features.

5 Statistical Measures

The performance evaluation of the models against adversarial attacks is con-
ducted based on some of the popular performance metrics such as precision,
accuracy, f1-score, and recall. Accuracy gives an oversight of the performance of
the classifier. F1-score gives the harmonic mean between recall and precision. In
a binary classification setting, true labels versus the predicted labels are repre-
sented by confusion matrix and the matrix contains four terms. The first one
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Table 1. Statistics of NSLKDD data set.

Attack types Description NSLKDD (10% of data)

textbfTrain Test

Normal Normal connection records 67,343 9,710

DoS Attacker aims at making network
resources down

45,927 7,458

Probe Obtaining detailed statistics of system
and network configuration details

11,656 2,422

R2L Illegal access originated from remote
computer

995 2,887

U2R Obtaining the root or superuser access
on a particular computer

52 67

Total 125,973 22,544

is True Positive (TP). It denotes the amount of malicious traffic records that
are correctly predicted as malicious. The second one is False Positive (FP). It
denotes the amount of normal traffic records that are incorrectly predicted as
malicious. The next one is True Negative (TN) and it denotes the amount of
normal traffic records that are correctly predicted as normal. The final one is
False Negative (FN) and it denotes the amount of malicious traffic records that
are incorrectly predicted as normal. Based on these four terms, we can define
several metrics:

– Accuracy: It denotes the total amount of correct predictions (TP and TN)
over the total number of predictions.

Accuracy =
TP + TN

TP + FP + FN + TN
(4)

– Precision: It denotes the amount of correct positive results over the amount
of positive results predicted by the model.

Precision =
TP

TP + FP
(5)

– Recall: It denotes the total amount of correct positive results over the amount
of all relevant samples.

Recall =
TP

TP + FN
(6)

– F1 score: F1 score denotes the harmonic mean between recall and precision.

F1score = 2 ∗ precision ∗ recall

precision + recall
(7)

The adversarial attacks reduce the overall performance of the model by trick-
ing it to perform misclassification. Therefore, the above-mentioned metrics which
show the performance of the system can be used to measure the robustness of
the model in the adversarial environment.
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6 Experimental Results

The adversarial attacks such as FGSM and JSMA are implemented using Adver-
sarial Robustness Toolbox v0.10.0 [4] and the ML and DL models are imple-
mented using Scikit-Learn and Keras python libraries respectively. The models
implemented Table 2 represents the performance of models such as Long Short-
Term Memory (LSTM), Convolutional Neural Network (CNN) and Deep Neural
Network (DNN), Support Vector Machine (SVM), Naive Bayes (NB), K-Nearest
Neighbour (KNN), Logistic Regression (LR), Decision Tree (DT), Random For-
est (RF), Adaboost (AB) in non-adversarial environment. The performance of
the trained models is compared with the performance of the Soft-Max Regression
(SMR) classifier [13].

Table 2. Performance of baseline models for test set.

ML model Accuracy Precision Recall F1-score

DNN 77.39 78.36 77.39 75.80

CNN 75.37 80.61 75.37 71.88

LSTM 74.65 71.73 74.65 70.01

SMR [13] 75.23 86.71 62.30 72.14

LR 63.32 55.88 63.32 57.07

NB 44.41 63.22 44.41 48.29

KNN 73.50 74.13 73.50 70.02

DT 74.78 74.58 74.78 71.95

AB 43.12 51.08 43.12 45.84

RF 73.84 81.28 73.84 69.33

Linear-SVM 66.51 68.20 66.51 61.59

RBF-SVM 64.71 60.13 64.71 59.08

It can be observed from Table 2 that the DNN performed better than all the
other models that are trained in this work. Based on the accuracy metric, the
DNN, CNN, and DT are the top three models that are trained in this work and
their accuracies are 77.39%, 75.37%, and 74.78%. Adaboost classifier gives the
least performance in terms of accuracy. In terms of F1-score, both SMR and DT
models performed better than CNN and LSTM models. All the models that are
trained in this work are also tested on adversarial samples generated by FGSM
and JSMA to evaluate how robust they are under an adversarial environment.
The Table 3 and Table 4 represents the performance of all the models tested
on adversarial samples generated by FGSM and JSMA methods respectively.
It can be observed from both the tables that the adversarial attacks tremen-
dously reduced the performance of the baseline models that are trained in a
non-adversarial environment.
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Table 3. Performance of models for the adversarial sample generated by FGSM.

ML model Accuracy Precision Recall F1-score

DNN 16.74 30.62 16.74 16.02

CNN 37.83 35.82 37.83 35.82

LSTM 24.51 32.47 24.51 25.36

LR 62.27 54.81 62.27 55.43

NB 33.76 22.64 33.76 25.31

KNN 66.35 61.79 66.35 61.47

DT 17.65 23.85 17.65 17.49

AB 17.28 19.71 17.28 14.74

RF 39.97 29.88 39.97 30.81

Linear-SVM 63.25 56.98 63.25 57.32

RBF-SVM 63.05 56.79 63.05 56.18

Table 4. Performance of models for the adversarial sample generated by JSMA.

ML model Accuracy Precision Recall F1-score

DNN 10.87 3.93 10.87 3.05

CNN 10.06 24.24 10.06 7.44

LSTM 46.49 45.44 46.49 0.33

LR 14.38 25.84 14.38 1

NB 43.61 29.39 43.61 30.58

KNN 49.27 47.95 49.27 38.50

DT 12.21 38.41 12.21 6.98

AB 3.88 20.12 3.88 6.05

RF 14.18 47.63 14.18 10.95

Linear-SVM 46.60 38.54 46.60 34.04

RBF-SVM 62.01 54.59 62.01 54.11

The performance of the models is affected tremendously by both FGSM and
JSMA techniques. The top three most affected models by FGSM in terms of
accuracy are DNN, LSTM, and DT. The FGSM attack reduced the performance
of DNN from 77.39 to 16.74 (78% reduction), LSTM from 74.65 to 24.51 (76%
reduction), and DT from 74.78 to 17.65 (67% reduction). The least affected
models by FGSM attack is RBF-SVM (2% reduction), LR (2% reduction), and
LSVM (4% reduction). The top three most affected models by JSMA in terms of
accuracy are CNN, DNN, and DT. The JSMA attack reduced the performance
of CNN from 74.65 to 10.06 (87% reduction), DNN from 77.39 to 10.87 (86%
reduction), and DT from 74.78 to 12.21 (83% reduction). The least affected
models by JSMA attack are NB (2% reduction), RBF-SVM (4% reduction), and
LSVM (30% reduction).
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It can be observed from both the tables that, FGSM worked well in the
case of LSTM and NB and JSMA worked better than FGSM in all other cases.
RBF-SVM, LSVM, KNN, and NB are the models which show more robustness
against both adversarial attacks when compared to the rest of the models. The
adversarial samples that are created using the DNN model generalize well over
other DL and ML models as well. In other words, the attack samples, which are
created by both FGSM and JSMA for the DNN model as the target, also affect
the performance of other ML and DL models.

7 Conclusion

In this paper, we have observed that the adversarial samples can lower the accu-
racy of many DL and ML classifiers with varying degrees of success. This shows
that it is necessary to test the robustness of any DL or ML model against adver-
sarial samples especially when they are used in security-critical applications. In
this paper, the models that are trained did not perform well when compared to
other state-of-the-art approaches, but its robustness towards adversarial attacks
are studied. In the future, we will further focus on the defense techniques that
avoid such attacks.
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Abstract. The advancements in wireless communication technologies and smart
mobile devices enabled the proliferation ofMobile Social Networks (MSN).MSN
is more flexible and popular than Online Social Network (OSN). It provides a
platform for intelligent device users to search on the Internet and connect to people
in close proximity to obtain the required information.Connectingwith other people
in close proximity is the prominent feature ofMSN. In social network connections
are built based on common interest and location traces. To connect with more
people who have similar interest profile matching is one of the essential steps. A
new connection is built by comparing the profile of two strange users. During this
process, private information of a user may get leaked. A major issue greatly raised
and potentially vulnerable in MSN is user privacy preservation. During profile
matching the ill-intended user may receive the private information of another
user and misuse it. The issue of privacy in profile matching is focused by many
researchers. This paper reviews theworkdone in the domainof privacy and security
issues of profile matching and provides a comprehensive analysis on it.

Keywords: Mobile social network · Profile matching · Privacy preservation

1 Introduction

In recent years, tremendous growth inOnlineSocialNetwork (OSN)has changed theway
we communicate and share ideas, news, and information with our friends and relatives.
The use of OSN is explosively increased because of its versatile platforms and various
benefits in almost all aspects of our life. Facebook is the third most visited site on the
Internet [1]. It has 2.375 billion monthly active users in that over 1 billion of those are
mobile-only users. 47% of Facebook users access the platform through mobile [7].

Users get attracted to different platforms ofOSN for various purposes. OSNhelps the
user to connect with other people who share similar interests and stimulate the sharing
of information in the form of text, images, video, etc. The use of the social network
is not limit to enforcing real-life relations but much more than that. Now job-seekers
credibility is verified by checking their social networking profiles such as LinkedIn [2].
In business, the social network is used for the marketing of a product. It is more useful
than conventional marketing as targeted marketing is feasible with it.
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Advancement in wireless communication technology and Internet-enabled smart
mobile devices; use of Mobile Social Network (MSN) proliferated. It is an extension of
OSN on mobile devices. Location-based MSN is the category of social network where
a user uses his mobile device location to enquire for Point of Interests (POIs) nearby
such as a petrol pump, restaurant to the Location Based Service (LBS) provider. An
example of such MSN is Foursquare [3]. People are not using OSN to communicate
with whom they are already known in real life but also to extend their social network
by finding new users who are having similar interests. MSN provides friend-finding on
a much larger scale then OSN. MSN users can find a friend in particular vanity at any
time e.g. a patient sitting in the hospital can find another patient who is having a similar
symptom by using mHealthcare social networking (MHSN) app. They can exchange
their experiences and give moral support to each other. It is also useful for forwarding
patients’ health information wirelessly to a related mhealthcenter. User profile contents
user details which may include sensitive information that the user doesn’t want to share
any stranger. Data security issues are the major obstacles to the application of MHSN
[4].

Vanity based friend-finding is a prominent feature of MSN and which reflects a
more realistic connection than OSN. Some most common MSNs are Tinder, Sonar.me
and Twitter [5]. Facebook also provides features like MSN. MSN allows mobile users
to discover and interact with friends who are in their nearby physical vicinity. Consider
you went to a new city and visited a mall there. You wanted to take a suggestion from
people who are interested in shopping.MSN helps you in this situation by finding people
with similar interests who are there at that moment. With this flexibility and benefits it
also suffers from various security and privacy issues.

The privacy of the users’ data in theMSN environment is a serious issue that requires
special considerations. Numerous academic analysis and reality incidents have shown
that users’ profile information can be easily disclosed to the unintended audience dur-
ing profile matching and unintended information disclosure can result in very negative
consequences, e.g. identity theft, blackmailing, and stalking. All these attacks are per-
formed because of the leakage of private information. Existing MSNs have provided
some privacy settings, to safeguard the private data of user but these solutions are not
sufficient. The motivation behind this paper is to analyze the existing work and provide
future research direction in this domain.

The rest of this paper is organized as follows: in Sect. 2 we have discuses about the
process of profile matching. Section 3 covers the privacy and security issues in MSN
and profile matching. In Sect. 4, we have presented a taxonomy of privacy preservation
in profile matching. Section 5 focuses on various approaches proposed by researchers
to perform secure profile matching. Critical analysis and future directions on privacy
protected profile matching are done in Sect. 6. Finally, we conclude our review work in
Sect. 7.

2 Profile Matching in Mobile Social Network

MSN can work efficiently if a user can find people who share the same interest and
contact anywhere, at any time. To stand with this requirement one of the important steps
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is speedy and accurate profile matching. MSN is consists of set of users V= {u1, u2, u3,
u4 … un} with N users. When a user wants to use MSN she needs to download the MSN
app on her intelligent device like a Smartphone and install it. Create a profile on MSN.
Each user in the social network has user profile ui with m attributes and represented as,
ui = {a1, a2, a3, a4 … am}. Various types of attributes are included in the user profile.
The values of these attributes vary from numerical to text i.e. few attributes may take
numerical values between 0 to 10 and some may take fixed one word or a sentence.
For the profile matching, user may specify her interest or all attributes of the profile are
considered for finding people with similar interests. The interest of users ranges from
the type of movie user likes to a political view. The specified profile is a query profile. It
is a subset of the user profile in which the user is interested to connect with other people.
Based on it a user receives recommended friends list.

In the process of profile matching the initiator defines the query profile that includes
her interest. Initiators broadcast query profile and it is received by nearby people. The
nearby people who have received this request are called as responders. The initiator and
responder calculate the intersection of two profiles. If the intersection factor is more
than the threshold value then they can communicate with each other else the request is
discarded. The process of profile matching using hybrid approach is shown in the Fig. 1.
As shown is Fig. 1 Rina, Viaan and Siddhi are in close proximity.

Fig. 1. Process of profile matching using hybrid approach

• Step 1. Rina, Viaan and Siddhi downloaded mobile application registered themselves
with Social Network Provider (SNP) which also plays the role of Trusted Third Party
(TTP).
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• Step 2. Rina (initiator) broadcasts a request. When Siddhi (responder) and Viaan
(responder) receive the request they process it. Siddhi and Viaan can communicate
with Rina only if the result of the profile matching is more than the threshold value.

• Step 3. Each responder sends result of profile matching to TTP for verification
• Step 4. TTP verifies the result and sends it to Rina.

3 Privacy and Security Issues in Mobile Social Networks

The privacy and security issues have brought serious upshots for users and MSN ser-
vice providers. Social network is an open space and everyone can decide what to share
publically and how much personal data to hide. Finding the real identity of the user
is difficult as there is no restriction on who can create profiles and how many profiles
user may have. Anyone can create accounts with the same or different name in var-
ious social networks. Because of this whole system of social networking as become
complicated and vulnerable to attacks. Users share huge amount of personal data on
social network including unique identification number, interest, hobbies, location, feel-
ing, social status, relationship, political view etc. Users are affected due to unseemly
sharing of sensitive information. This happens because of ill-treatment to users personal
data by service provider or active mining by third party advertiser. User joins more
than one social network. Attribute set of each social network is different. On Facebook
people share informal information such as images and videos of familial event whereas
Linked In covers professional aspect. This wide range of diverse and specific informa-
tion increases risk of various cyber and physical attacks on user. Attackers are collecting
users’ information for various social networking sites by linking users’ profile. User
profile linkage generates broad profile and it is misused by ill intended user. Privacy and
security issues also affect the MSN service provider through various attacks and threats
such asDenial of Service (DoS) attack, Sybil, DDoS andmalware. These attacks damage
the reputation of service provider by leaking or misusing users’ data, service disruption,
or other upshots with a direct effect on the MSN.MSN provider is storing and managing
users’ data and is responsible for user data protection. They need to ensure a business
model where user is happy to use service and revenue is also generated. In many of these
types of attacks, false accounts are used. So it is very important to detect fake accounts.
The scope of our work here is focused on privacy and security issues related to profile
matching. We will focus on fake profile detection in the future work.

Profile matching is the essential step of friend finding. Many times users are not
comfortable in broadcasting their profile especially if it contents sensitive information.
Many times users keep their personal and professional life separately. They don’t share
their details at the workplace. Some pre-shared parameters between users are more
likely to leak while profile matching. If ill-intended co-worker of the user can link her
account on the social network from an interest in that case also she loses her privacy.
In another scenario user privacy is compromise when malicious user systematically
changes his interest to match with initiator profile. In the profile matching process,
private information of the user may leak and misused by other participants. Because of
this privacy is the big concern in profile matching and it increases a lot while performing
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profile matching with a stranger. So attributes of any profile must not be revealed to
other users till they become friends. Profilematching process suffers with various attacks
by insider or external users. Collusion Attack, Runaway Attack, Dictionary Profiling,
Cheating, Fake Profile, Attribute Inference Attack, Sybil attack and Man-in-the-Middle
Attack are some of the attacks that may occur during profile matching.

This paper provides a comprehensive review of privacy issues and solutions related
to profile matching in MSNs.

4 Taxonomies of Privacy Preservation Profile Matching

Recently, many researchers have targeted issues of security and privacy in MSN. There
are quite a few proposals for privacy preservation in profile matching, which allows two
users to compare their profiles without revealing private information to each other. In
this process, both users should not able to get details of each other.

Privacy-preserving profile matching can be broadly divided into two categories
coarse-grained and fine-grained. In the coarse-grained approach, a similarity match
between user profiles is defined as a set intersection or cardinality of a set. [6–15] have
implemented coarse-grained private matching schemes. The limitation of this approach
is the user can not further discriminate users for a better choice with further degrees of
attributes. The other approach is the fine-grained private matching approach. In this app-
roach, the similarity between users profile is defined as a dot product between two user
profiles. In [16–21] authors have implemented fine-grained private matching scheme. It
enables finer discriminate among users having different degrees of interest in the same
attribute. Consider the following scenario; Rina initiates the process of friend-finding
with movie as her interest. She got two choices Viaan and Siddhi who are nearby her.
Rina watches movies trice a month, Viaan, twice and Siddhi once a month. Three of
them are interested in the movie but the degree of interest is different. As per this sce-
nario, Viaan is the better choice for Rina but the coarse grained schemewill give both the
profile as a match whereas in fine grained the choice is further differentiated by checking
the degree of interest and gives the finest match.

Based on the process of profilematchmaking, it is further classified into the following
approaches. The user profile is saved as an attribute set or attribute vector and the
concept of set theory is proposed by many researchers. Private Set Intersection (PSI)
or a Private Cardinality of Set Intersection (PSICA) and Private Dot-Product (PDP) are
used in existing work. If the user profile is treated as an attribute set then choice is
PSI or PSICA. PSI-based matching approach only considers the number of common
attributes. It gives results in coarse-grained. It does not take the degree of interest into
account. Because of this it cannot provide a fine-grained private matching. PDP method
is applicable if the profile is described as vector. PDP provides results in the fine-grained
match of two profiles. To make security mechanism stronger public-key cryptosystem is
used by researchers. For ensuring privacy in finding common interest PSI or PSICA and
PDP adopt the public-key cryptosystem such as Homomorphic cryptography encryption
which inevitably yields high computational overhead.

On the basis of architecture of profile matching system it is categorized into three
categories: distributed, centralized and hybrid approaches. In a centralized approach, a
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server is a trusted entity and keeps a record of all users with it. Whenever a user wants
to connect with other users, he sends the request to the server and the server performs
matchmaking. Here server plays the role of a Trusted Third Party (TTP) among partici-
pants. The centralized approach is proposed by many researchers. Easy implementation
is the advantage of this approach. However, it suffers from limitations too. First, to man-
age user at different location service provider needs to deploy a dedicated local server.
Second, it is a single point of failure thus if the server is attacked then whole data will
be leaked. The third reason is the user may not always have access to the central server
through the internet. Low scalability is another problem with TTP based approach. It is
not suitable for a larger social network. These are the reason why a centralized approach
is not appropriate for MSN. The distributed approach is a more appealing solution for
MSN. In the distributed approach, the initiator broadcasts his profile and subsequently,
profile matcher protocol executes. Profile matcher protocol is the program which is used
for finding peoplewho are having similar interest. The drawbackof this approach is user’s
informationmay get leaked and the ill-intended usermay get users sensitive information.
To overcome the limitations of a centralized and distributed approach hybrid approach
is used. In the hybrid approach, the trusted server is used for information management
and verification of matchmaking results. In verification, the server ensures the any of
the users should not cheat another user with manipulated results but it does not take part
in the matchmaking phase. The process of profile matching is performed on a user’s
device. The benefit of using a hybrid approach is the verification of results. Here it is
assumed the server is trustworthy.

5 Related Work

Various solutions have been proposed by the researcher to address the issue of privacy
in profile matching. We have classified research work as follow:

5.1 Coarse-Grained and Centralized Approach

Li et al. in the paper [6] proposed a scalable friendmatching and recommendation system
without disclosing the private information of users to the honest-but-curious cloud. In
this system, the obfuscation technique is used. Before uploading the user’s data on the
cloudXORoperation is performed on every bit andmasking sequencewhich is generated
with a certain probability. Thus in the friend matching process, the server has no idea of
the original sensitive data but it can still perform the friend matching and recommend
friends. The design of SPFM ensures the same data maintain a statistical similarity after
obfuscationwhile different data can be statistically classifiedwithout leaking the original
data. This scheme works even better when the original data is large.

Luo et al. in [7] proposed a dual authentication scheme that combines Identity authen-
tication and key agreement. Trusted Third Party is responsible for friend discovery and
to secure data from TTP and other attacker one way hash function is applied on data.
Bilinear cryptography and Diffie Hellman Key Exchange algorithm makes this scheme
resistant against internal and external attacker. Symmetric cryptography is used at user
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side and asymmetric cryptography is at server side. It provides resistance to Man-in-
the-Middle (MitM), replay attack and brute force attack. Algorithm used in [7] system
is quite complex. Result of profile matching is coarse grained, user does not get exact
matching friend.

5.2 Coarse-Grained and Distributed Approach

Li, Cao, et al. in the paper [8] proposed FindU, a privacy-preserving personal profile
matching schemes for MSNs. To make system Secure Multiparty Computation (SMC)
based on Shamir Secret Sharing Scheme (SS) and additive Homomorphic Encryption
is used. Match making is based on an intersection of interest sets. User with maximum
matching attributes considered as best match for the initiator. Each user computes his
match locally and no verification of results is done. Three levels of privacy are imple-
mented in it and as the level of privacy increases the minimum information is disclosed
and less information is exchanged during profile matching. In [8] authors have proposed
a distributed reliable friend matching scheme which takes much less computational cost.
Limitation of FindU is the high communication cost. It also does not verify results cal-
culated by the participants and as a result, cannot prevent any participant from forging
the computation result to match with query requirements.

Zhu, Du, et al. [9] proposed a privacy-preserving and fairness aware friend matching
protocol. In this system the user profile is separated from his interest profile and both are
encrypted by using Paillier cryptosystem. Bind Vector Transforming (BVT) technique
is used to attain privacy guarantee and fairness assurance. In BVT two users transform
their profile into blind ones by performing blind add, append, reverse and shuffle on
their interest vector and encrypted profile vector of another user. These operations are
performed in the same order. As same steps are followed by both the users result of profile
comparison will be same. Single user cannot recover original vector alone. Runway
attack is prevented in [9] by blind append, reversewhich hide the exactmatching number.
A verifier verifies the results computed by both the users. The verifier is considered as an
honest entity.However collusion attackmay launchbyverifier andoneof the participants.
This attack is inhibited by performing BVT on result vector before sending it to verifier.
The computational overhead of the protocol is low. Limitation of [9] is the randomness
of key. It is not truly random thus is it not really very secured.

Cui, Du, et al. in the paper [10] proposed a novel distributed scheme based on special
Ciphertext-Policy Attribute-Based Encryption (CP-ABE). A trusted central server is
called as attribute authority and role of it is to generate public key and private key for
each user at the time of registration. A preference-profile works as a hidden access
policy. The initiator sends an encrypted preference-profile along with random number N
and remainder vector to nearby users. Only the user whose profile contents preference-
profile will able to decrypt the message. Matched user replies to the initiator by sending
encrypted N and shared communication key KS The reply is encrypted by using public
key of initiator. If the N is same as sent by the initiator then the result is considered as
valid.KS is used by thematched pair to established secure communication between them.
Number of attribute linearly affects the encryption and key generation time whereas
decryption time is constant. Very few interactions are required between initiator and
responder for the process of profile matching.
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Shewale and Babar in the paper [11] propose two protocols with full anonymity for
user profilematching explicit Comparison-based ProfileMatching protocol (eCPM), that
runs between parties, initiator, and a responder and an implicit Comparison-based Profile
Matching protocol (iCPM) which allows the initiator to obtain directly some messages
instead of the comparison result from the responder. The Homomorphic encryption
scheme is used prominently in this system. Responder divides the message unrelated
to the user in multiple categories. The initiator implicitly selects open categories about
which responder are not aware of. The responder prepares twomessages in each category,
and the initiator can obtain only one message according to the similarity result on a
single attribute. Then further, generalize the iCPM to an implicit Predicate-based Profile
Matching protocol (iPPM) which allows complex similarity criteria spanning multiple
attributes.

Sommers et al. in the paper [12] proposed a matching scheme that precisely pairs
matching userswhile protecting user’s data from themalicious user.No third party is used
for matching the results. A comparison of the user profile is done on the users’ device.
The issue of malicious users’ access is addressed by applying differentially private
techniques to user’s interest data. Laplace distribution is used to generate random noise.
Subsequently querying on the randomized data will not leak any sensitive data of the
user. It ensures that even if a differentially private system does not match a user to the
user with the highest similarity score, it will be one of the top six. When more features
are used to calculate the similarity between two users, similarity scores decrease. The
limitation of this method is if more noise is added to the data accuracy of match losses.

Zhang, Li, et al. in the paper [13] proposed a lightweight protocol for privacy-
preserving profile matching with a secure communication channel. It is a distributed
method and results of comparison are verified by initiator. Request Profile (RP) is interest
vector of the initiator. Profile privacy is achieved by applying SHA-256 to each attribute
of RP. It capitalizes on the fact that the intersection result of initiator and responder is a
common secret shared by them so the hash of RP acts as a key to encrypt the message
and only the exact matched user can decrypt the message efficiently and correctly. To
enable fuzzy search hint matrix is constructed, which enable users to also find people
who are similar to them. Advanced Encryption Standard (AES) is used to encrypt the
secret message. Dynamic attribute such as location is added to the profile vector with
static vector to improve the profile privacy. The communication cost for the proposed
protocol is quite small, but computation overhead is relatively high. Attribute values
of users are not authenticated by any authority. It makes the scheme is vulnerable to
dictionary attack and collusion attack as a user may change its attribute values quickly
and easily. Another limitation of this method is, relay users, need to calculate all possible
subset to with request subset and it is infeasible with a large set of attributes.

5.3 Coarse-Grained and Hybrid Approach

Wang, Hou, et al. in the paper [14] they find the best match and combine the identity and
interest verification server into a single server. However, their criterion of the best match
only depends upon the number of matches. A candidate with most matches is considered
to be the best match. In reality, a user may wish to know the matched interests to decide
the best match. This method suffers from the problem of cheating. The performance of
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this system is better when users are less but it decreases as a count of users increases.
It uses expensive Public Key Infrastructure (PKI) with separate encryption-decryption
process is done for each user to send the matching interest when multiple matches are
there, because of this it is slow and expensive in case of multiple matches.

Abbas, et al. in the paper [15] proposed efficient privacy protection and interest
sharing protocol referred to as PRivacy- aware Interest Sharing and Matching (PRISM).
In this system, the hybrid approach is used where the role of a Trusted Third Party
(TTP) is to verify identity and resolve the conflict. A Private Set Intersection (PSI)
with commutative encryption used to make a system secure. Sybil attack is restricted
by limiting the number of users’ identity to one, on a single device. The security of
the protocol is based on the Decisional Diffie- Hellman Hypothesis (DDH). In the case
of multiple users, PRISM is faster as hash values are used for sharing interest values.
For less number of users, the performance is a bit less. An important limitation of this
method is high communication complexity because of dummy interests. Collusion attack
is not considered in this scheme. Limiting user identity to device-specific is not a proper
solution.

5.4 Fine-Grained and Distributed Approach

In [16] Niu, Zhu et al., proposed a system in where the number of common interest and
the priority of attribute is also considered which results in fine-grained match for the
user’s friend request. Each user defines weight for interest and matches users by both
interest and the corresponding priority of interest. They have opted for a distributed
matching scheme for friend finding. The computation cost of this scheme is more due to
the exchange of attribute priority. In [16] verification of result is not donewhich increases
the chance of manipulation of the result. Computationally expensive encryption is used
but still doesn’t protect from the malicious user who tries to interfere with users based
on interest.

In paper [17] Zhang et al. proposed a fine-grained private profile matching approach.
The attribute values specify the exact level of user interest and help in finding an accurate
match. Paillier Cryptosystem is used which is semantically secure for large sizes of N
and g. Efficient SMC method is adapted for quick and reliable results. A malicious user
may be initiator or responder and tries to match with a requested profile by creating a
fake account. This type of attack is handling in [17] by limiting the attempts malicious
users can do to compare his profile with other users. But proposed solution in is not
sufficient and need to have a much prominent one. An adversary can easy modify the
result to match with the required interest of the initiator.

Luo, Liu, et al. in the paper [18] have proposed a privacy-preserving multi-hop
profile-matching protocol for Proximity-based Mobile Social Networks (PMSNs). Pro-
posed methods allow the user to customize profile attributes by setting different pref-
erence weights for different profile attributes. The result of profile matching is precise
than other similar methods. In this approach, multi-hops are used for profile matching.
To improve the efficiency of the profile matching and achieve high privacy in the system,
a lightweight Confusion Matrix Transformation (CMT) algorithm with Attribute-Based
Encryption (ABE) is proposed instead of a public-key cryptosystem and Homomorphic
encryption. This method is efficient and gives accurate profile matching. Deficiencies
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in the protocol are anonymity, cheat and verification of data integrity is not perfect.
Commutation and computing cost is greatly affected by the number of attribute and their
weights.

In paper [19]Gao et al. have proposed cloud assisted user profilematching scheme for
MSN using multiple keys. System is designed using proxy re-encryption with additive
Homomorphic encryption which makes it more secure. It is fine grained decentralized
computation system. Cloud environment is consists of two servers. User has to encrypt
is profile and store it on cloud server. Initiator requests to cloud for the friend finding.
Computations on re-encrypted data is done by sever and encrypted result of dot product
is sent to the user. It is provides resistance to collusion attack by participants and once
of the cloud server. Private data of user can be revealed only if both the server colludes.
In [19] computation burden on user device is reduced effectively.

Zhu, Liu, et al. in paper [20] match users with similarity calculations based number
of common interests and the weight of the interest. Prioritizing and weighting individual
interests is done due to which system works efficiently. It does not depend on any TTP.
The lightweight Confusion Matrix Transformation (CMT) algorithm used to perform
private profile matching which improves the efficiency of a friend-finding process. Time
and energy requirement by [18] is less due to noncomplex cryptographic computations.
However, authentication of matches is not done thoroughly which raises the risk of
attribute inference attack. A malicious user may try to match the interest with the user
by infer interest.

Li, et al. in the paper [21] proposed a highly efficient perturbation-based scheme
for fine-grained private profile matching. The similarity between the two profiles is
calculated by using the secure dot-product protocol. The original data of the user is
secured by adding noise in private data. Whenever data is shared between two entities it
is either noise or a vector mixed with noise; thus no private data is revealed. Verification
of result is done with the corporation of helpers. To achieve further data privacy and
security from the collusion attack distributed cooperative framework is used. To attain
high robustness requires more helpers. The limitation of the proposed method is high
computational overhead as many helpers are involved in the computation.

Table 1 gives a summary of the technique that we have reviewed in the related work.

6 Critical Analysis and Future Directions

Many researchers have proposed that if the security aspect of MSN improved it can be
utilizedmore efficiently bymany entities for various purposes such as marketing compa-
nies, healthcare systems, etc. All the aforementioned private profile matching proposed
solutions are suffering with various limitations. The literature review helped us to know
the current security and privacy issues in the MSN environment. Many researchers have
proposed cryptographic methods [7–19] to secure users’ private data. Very few schemes
are based on non cryptographic mechanisms [6, 12, 20, 21]. Cryptographic methods are
much secured than non cryptographic approaches. However cryptographic approaches
suffer with high computation cost. Verifiability is one of the important points that need
to be considered while designing a solution for private profile matching. In verifiability
result of profile matching is verified and authenticated by authorized entity. It ensures
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Table 1. Summary of existing solutions

Sr.
No.

Refer.
No.

Fine
grain/Coarse-grained

Centralized/Distributed/
Hybrid approach

Mechanism Used Resistance to
Attack

1 [6] Coarse-Grained Central Obfuscation
Techniques

Data Privacy
Leakage

2 [7] Coarse-Grained Central Bilinear
Cryptography and
Diffie Hellman Key
Exchange
Algorithm

Replay attack,
Man in the Middle
Attack and Brute
Force attack

3 [8] Coarse-Grained Distributed Private
Set-Intersection
(PSI), Secure
Multiparty
Computation (SMC)
based on Shamir
Secret Sharing
Scheme (SS),
Additive
Homomorphic
Encryption

Resist Active
Attacks such as All
zero polynomial
attack

4 [9] Coarse-Grained Distributed Blind Vector
Transformation
Technique (BVT),
Paillier Encryption

Runaway Attack,
Collusion Attack

5 [10] Coarse-Grained Distributed Cipher text-Policy
Attribute-Based
Encryption
(CP-ABE)

Dictionary
Profiling, Cheating

6 [11] Coarse-Grained Distributed Homomorphic
Encryption

Fake Profile

7 [12] Coarse-Grained Distributed Differential Privacy,
Laplace Distribution

Attribute Inference
Attack

8 [13] Coarse-Grained Distributed Symmetric
Cryptography and
Request Profile is
considered as key

Dictionary
Profiling,
Cheating, Man in
the Middle Attack

9 [14] Coarse-Grained Hybrid Public Key
Infrastructure (PKI)

Malicious and
Semi Honest
Attacks

10 [15] Coarse-Grained Hybrid A Private Set
Intersection (PSI)
with Commutative
Encryption

Sybil attack,
Man-in-the-middle
Attack,
impersonation
attack

11 [16] Fine-Grained Distributed Commutative
Encryption Function
and Weight aware
interest matching,
Secure Multiparty
Computation (SMC)

Attribute Inference
Attack, Cheating
and
Denial-of-service
(DoS) attack

(continued)
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Table 1. (continued)

Sr.
No.

Refer.
No.

Fine
grain/Coarse-grained

Centralized/Distributed/
Hybrid approach

Mechanism Used Resistance to
Attack

12 [17] Fine-Grained Distributed Secure Dot-Product
Computation (SDC)
Based on Paillier
Encryption

Man-in-the-Middle
attack

13 [18] Fine-Grained Distributed Confusion Matrix
Transformation
(CMT)Algorithm,
Attribute Based
Encryption (ABE)

Fake Profile

14 [19] Fine-Grained Distributed Dot product, Proxy
re-Encryption with
Additive
Homomorphic
Encryption

Collusion Attack

15 [20] Fine-Grained Distributed Confusion Matrix
Transformation
(CMT) Algorithm

Protection from
outside adversary,
Attribute Inference
Attack

16 [21] Fine-Grained Distributed Secure Dot-Product
Protocol, Perturb
Individual Records

Collusion Attack

that none of the participant able to manipulate the comparison result and cheat another
participant. The verifiability also reduces the risk of attribute inference attack by any of
the computing party. From above mentioned methods [10–15] and [20, 21] verification
of results of profile matching is carried out. In [14, 15] central server works as verifier
whereas in [13] initiator verifies the results of profile matching by using random number.
In [20] helpers are cooperating with participant to verify results of profile comparison.
Collusion attack is covered in [8, 9, 18, 19]. Solution for Sybil attack is given in [15]
whereas in [13] and [16] Attribute Inference attack is focused. Solutions for Runaway
attack, Dictionary profiling, and Man-in-the-Middle attack are given in [4, 6, 13]. All
these are attacks are focused to ensure the security of users’ data from malicious user.

The security and privacy issues of the MSN environment still need to be practically
seen to understand to the extent of next level utilization. However the aforementioned
protocols can provide private matching, most of them have used complex cryptographic
computation such asHomomorphic cryptosystems to ensure privacy and incurswith very
high computational overhead. It is infeasible to use these techniques in mobile devices
as the computation power and batty life of mobile device is limited. Many schemes are
using the centralized approach.When a centralized Trusted Third Party (TTP) is used for
profile matching high computational cryptosystem is useful. However, the centralized
approach suffers from single-point failure. If the central system is infected by malicious
data of the all the users in that networkwill be leaked. Centralized approach is not suitable
for MSN always it is not possible to connect with central server using Internet. User
must able to connect with each other by using wireless technologies such as Bluetooth or



Privacy Preserving Profile Matching in Mobile Social Networks 133

Wi-Fi. The distributed approach is the better choice as in this approach it is not require
to connect with central server and depend on the Internet for friend finding.

In many existing works, results are not verified because of which the attacker may
adjust the results of matchmaking as per requirement and may gain access to another
user’s sensitive information by becoming his/her friend. Attribute inference leads to
serious privacy attacks. The efficiency of profile matching can be increased by filtering
out an irrelevant profile. Profile filtering is implemented in few existing systems. In very
few solutions secure communication channel is considered as an important aspect of
privacy and security of user’s data. The insecure channel may lead to attacks active and
passive attacks such as Man-in-the-Middle (MitM).

7 Conclusion

Millions of Smartphone users are using MSN for communication and collaboration.
MSN stared as next generation marketing and earn revenue with no or very less cost
Many companies are usingMSNfor promoting their products and influencing themarket.
MSNcan be efficiently used if the user can find peoplewith the same interest and contacts
anywhere at any time. This requirement can be satisfied by performing quick, accurate,
secure and privacy-preserving user profile matching. The existing MSN pays little heed
to the privacy concerns associated with users’ personal information and the growing
reliance on MSN is impaired by an increasingly more sophisticated range of attacks
that undermine the very usefulness of the MSNs. Recent research papers conclude that
MSN is useful for information exchange, but still needs more work in this domain to
make the MSN more secure and privacy protected. To summarize, improvising MSN
security and privacy the current solution needs more focus to enhance the utilization of
MSN. However current solutions are suffering from various security and privacy threats
as shown in the literature review. Users’ sensitive data is not secure from the malicious
users. A solution designed for this issue must be lightweight and less power consuming.
To make MSN truly mobile user must able to connect with strangers securely without
central trusted party as it is not always possible to connect central authority through
Internet.
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Abstract. In recent days, the amount of Cyber Security text data
shared via social media resources mainly Twitter has increased. An
accurate analysis of this data can help to develop cyber threat situa-
tional awareness framework for a cyber threat. This work proposes a
deep learning based approach for tweet data analysis. To convert the
tweets into numerical representations, various text representations are
employed. These features are feed into deep learning architecture for opti-
mal feature extraction as well as classification. Various hyperparameter
tuning approaches are used for identifying optimal text representation
method as well as optimal network parameters and network structures for
deep learning models. For comparative analysis, the classical text repre-
sentation method with classical machine learning algorithm is employed.
From the detailed analysis of experiments, we found that the deep learn-
ing architecture with advanced text representation methods performed
better than the classical text representation and classical machine learn-
ing algorithms. The primary reason for this is that the advanced text
representation methods have the capability to learn sequential proper-
ties which exist among the textual data and deep learning architectures
learns the optimal features along with decreasing the feature size.

Keywords: Information extraction · Twitter · Cyber Security · Deep
learning

1 Introduction

As social media is an interactive platform where individuals share thoughts,
information, professional interests and different types of expression via virtual
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communities and systems, it introduces a rich and timely source of informa-
tion on events occurring everywhere throughout the world [13]. Social media
giants like Facebook, Twitter, WhatsApp, etc enable a lot of applications like
recognizing the area of missing people during catastrophic events or earthquake
detection. Past work on event extraction has depended on a large amount of
labeled information or taken an open-domain approach in which general events
are extracted without a particular core interest. Information analyst is often
interested in tracking a very specific type of event, for example, data breaches or
account hijacking and probably won’t have time or expertise to build an infor-
mation extraction framework from scratch in response to emerging incidents. To
address this challenge we introduce a deep learning approach for rapid training
cyber threat indicators for the Twitter stream.

Open-Source Intelligence (OSINT) provides a vital source of information and
has proven to be an important asset for Cyber Threat Intelligence (CTI). One of
OSINT rich sources is Twitter. Twitter’s popularity in the society provides an
environment for defensive and offensive Cyber Security practitioners to debate,
and promote timely indicators of different type of cyber events such as attacks,
malware, vulnerabilities, etc. Various initial reports of recent major cyber events
like the exposure of multiple “0-day” Microsoft Windows vulnerabilities, expo-
sure of ransomware campaigns [1] and user reports on DDoS attacks [2] exhibits
the value of Twitter data to CTI analysts.

Multiple frameworks for detecting as well as analysing the treat indicators in
Twitter stream have come from the research on Twitter-based OSINT collection.
However, most of these proposals have a high false-positive rate in detecting the
relevant tweets as they are using heavily manual heuristics like keyword lists that
are relevant to Cyber Security are used to detect and filter tweets. Furthermore,
potentially valuable information in tweets is getting neglected by the emergence
of new terminology and flexible typography. In recent days, the applications of
deep learning with natural language processing methods leveraged in various
Cyber Security tasks [13–17]. These methods have obtained good performance
and most importantly, these methods performed well compared to the classical
machine learning classifiers.

The major contribution of this proposed work are given below:

1. This work proposes a deep learning based framework for cyber threat indica-
tors in the Twitter stream. The framework is highly scalable on using com-
modity hardware.

2. To identify a proper tweet representation, various state-of-the-art text rep-
resentation exists in the domain of natural language processing (NLP) are
leveraged for cyber threat indicators in Twitter Stream.

3. To identify an optimal machine learning approach, we have carried out a
comprehensive and in-depth study of the application of classical machine
learning and deep learning theory in the context of cyber threat indicators in
Twitter stream.

4. In particular, we discuss several parameterization options for classical
machine learning, deep learning, and tweet representation and we present
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a large variety of benchmarks which have been used to either experimentally
validate our choices or to help us to take the adequate decision.

The remaining of this paper is arranged in the following order: Sect. 2 docu-
ments a survey of the related literature, followed by background related to NLP
and deep learning concepts in Sect. 3. Section 4 provides a description of Cyber
Security related tweets data set used in this work. Section 5 describes the details
of the proposed architecture. Section 6 reports the experiments and observations
made by the proposed architecture. Section 7 concludes the paper as well as tells
the remakes on future work of research.

2 Literature Survey

Classification and detection of CTI extraction from Twitter are less investigated
compared to the other area, for example, crime prevention [3], identification of
cyber-bullies [4], and disaster response [5]. To distinguish three sorts of threats
and events ie., account hijacking, data breaches, and Distributed Denial of Ser-
vice (DDoS) attacks, Khandpur et al. [6] proposed an architecture to separate
cyber threat as well as security information from the Tweets. Target domain gen-
eration, event extraction, and dynamically typed query expansion are the three
major segments of this framework. This methodology is powerful as it abuses
syntactic, semantic analysis and dependency tree graph yet it requires the per-
sistent tracking of features for each type of threat. It likewise requests a high
computational overhead to produce as well as keep the focus on corpus space of
tweet content for query extension. Also, this architecture can’t flawlessly stretch
out to more classifications of threats and events.

Furthermore, categorizing Cyber Security events from tweets was proposed
by Le Sceller et al. [7]. The detection of events uses the taxonomy of Cyber
Security and a set of keywords that describes the event type. Expanding of the
set of seed keywords are performed by not only identifying but also attaching new
words with comparative meaning with regards to word embeddings utilizing a
physically indicated edge in the cosine similarity distance between word vectors.
Term frequency - inverse document frequency (TF-IDF) method which produced
events as groups of tweets was used in this framework. Inadvertent biasing effects
of the initial seed keywords caused this algorithm to give a high false-positive
rate.

Security Vulnerability Concept Extractor (SVCE) was utilized to process
tweets in the structure proposed in [8]. SVSE is trained on a data set containing
reports of the national vulnerability database to recognize as well as label the
terms and ideas identified with CTI, for example, affected software, consequences
of the attack and so forth. To additionally improve the extracted information,
the ideas and substances extracted by SVCE are examined dependent on out-
side freely accessible semantic learning bases such as DBPedia. The client needs
to specify a target framework profile included data about installed software or
hardware, as this system is produced for client-based applications. As per the
information provided, an ontology is produced and utilized alongside SWRL
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rules to address as well as organize time-delicate CTI entries. Later conversion
from separated and labeled CTIs to RDF triple proclamations is finished. The
ready alert system can reason over the information as RDF connected informa-
tion portrayal is put away in the knowledge base. This framework is incapable
of distinguishing novel threat types and indicators.

In [9], ontology-based technique and Named Entity Recognition (NER) were
utilized to classify tweets as related events or not related events. This framework
performs topic identification by means of cross-referencing NER results with
other external knowledge bases, for example, DBPedia utilizing Wikipedia’s Cur-
rent Event Portal just as human info gathered using Amazon Mechanical Turk,
produced an annotated data set of tweet event type and CTI. Different machine
learning algorithms, for example, naive bayes, support vector machines (SVM)
and deep learning architectures such as long short term memory (LSTM), recur-
rent neural network (RNN) used this annotated data set and the best outcome
was delivered by LSTM architecture with word embedding. They additionally
show that particular classifications of NER are useful in classifying the classes
as well as event type, though the nonexclusive class of NER is useful in binary
classification. Pagerank algorithm was used in this work for topic recognizable
proof.

[10] proposed a framework which recognizes influential user or community
of people to prioritize CTI information. This was finished utilizing a scoring
strategy that is scores were given to the user and community who produced CTI-
related tweets. This work has four segments. For gathering information from the
Twitter platform, a social media connector is referred as the principal segment.
The second segment is a module for recognizing and stretching out the rundown
of specialists to discover developing themes. The third segment comprises of
weight contribution and fitness calculation. Lastly, to recognize emerging threats
the author proposed a topic detection algorithm. Anyhow, threat indicators are
not adequately referred by the specialists in this work.

The framework proposed in [11] is a weekly supervised learning approach
that trains a model for extracting new classes of Cyber Security events. This
framework does extraction by seeding a little amount of positive event tests over
a fundamentally amount of unlabeled data. The target to learn in this work is
done by regularizing the label distribution over the unlabeled distribution. This
work is vigorously reliant on historical seed and neglects to give the details of
coordinating named entities into an event category.

3 Background

3.1 Text Representation

To represent the tweet into numeric form, we used various text representations in
this works. The basic idea behind these text representations is discussed below.



Deep Learning Based Cyber Threat Indicators in Twitter 139

Bag-of-Words (TDM, TF-IDF): Bag-of-words is basically a collection of
words. So the texts (tweets) are represented as a bag of its words. Every unique
word passed as an input will have a position in this bag (vector). The vec-
tor records the frequency of the words in the tweets. Term document matrix
(TDM) and Term frequency-inverse document frequency (TF-IDF) are features
extracted from the documents. They are the measures used to understand the
similarities between the tweets. TDM will have each corpus word as rows and
document (tweet) as columns. The matrix represents the frequencies of the words
occurring in that particular tweet. The most used words are highlighted because
of their high frequency. TF-IDF tells how frequently a word occurs in a specific
record contrasted with the whole corpus. The uncommon words are featured to
demonstrate their relative significance.

N-gram: N-gram is a contiguous order of n items from a given sample of
content (tweets). N-gram with N = 1 is known as a unigram and it takes
one word/character at once. N = 2 and N = 3 are called bigram and tri-
gram respectively and will take two and three words/characters at a time. If n
words/characters are to be taken at once then N will be equal to n.

Keras Embedding: Word Embedding basically converts words into a dense
vector of real numbers in such a way that sequence and word similarities are
additionally safeguarded. Keras offers an Embedding layer which is initialized
with random weights. It will learn embedding of all the words in the training
set but the input word should be represented by a unique integer. Keras is an
open-source neural network library which contains various executions of gen-
erally utilized neural network building blocks. It also supports convolutional,
recurrent neural networks and other common utility layers like pooling, batch
normalization, and dropout.

fastText: fastText chips away at character n-gram level instead of just word
level (word2vec) and it is better for morphologically rich dialects. To convert
words into vectors it utilizes skip-gram and subword model. Given the present
word, skip-gram model predicts the surrounding words. In the event that window
size is 2, at that point we see just 5 vectors at once. The subword model will
see the internal structure of the words. In this model n-grams per word are
extracted. For example, ‘her’ will have distinctive vector and n-gram ‘her’ from
the word ‘where’ will have a different vector.

3.2 Deep Learning

To understand which deep learning approach works for enhanced cyber threat
indicators in the Twitter stream, we used various deep learning architectures.
The basic idea behind different deep learning approaches is given below.
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Deep Neural Network: A deep neural network (DNN) is a neural network
with multiple layers which makes it somewhat mind-boggling. DNN contains
one input layer, at least one hidden layer, and one output layer. Each hidden
layer contains a rectified linear unit (ReLU). ReLU is an activation function
which characterized the positive piece of its argument. It has less vanishing
gradient problems and computationally efficient. Hidden layer is also called a
fully connected layer since every neuron in one layer is associated with every
neuron in the following layer.

Convolutional Neural Network: A convolutional neural network (CNN) oth-
erwise called ConvNet is a deep neural network which is based on shared-loads
architecture. It lessens the number of free parameters enabling the network to
be deeper with fewer parameters. Generally, CNN architecture contains convolu-
tion, pooling, and fully connected layers. The convolution operation is performed
using a number of filters which slide through the input and learns the features of
the input data. Pooling layer is used to decrease the size of the feature matrix.
The pooling can be min, max, or average. At the end of the CNN, there will
be at least one fully connected layer where all the neurons are connected to all
the neurons of its previous layer. Also in between these layers batchnomraliza-
tion and dropout can be used. Batch normalization layer allows the network to
learn by itself a little bit more independently of other layers and in turn reduces
overfitting as it has slight regularization effects. Dropout is a regularization tech-
nique in which some neurons are randomly ignored during training the model.
This method is treated like a layer and makes neural networks with different
architectures to train in parallel.

Recurrent Structures (RNN, LSTM, GRU): A recurrent neural network
(RNN) is a recurrent structure where associations between nodes form a directed
graph along a sequence. This enables RNN to display temporal dynamic behavior
for a time sequence that is applied to natural language processing (NLP). RNNs
can utilize their internal state to process arrangements of inputs yet can do it
for just a short amount of time i.e., they can not remember long term data.

Long short-term memory (LSTM) network is another recurrent structure
that contains a cell, and three gates namely, input, output, and forget gate. A
cell recalls esteems over discretionary time intervals and the three gates direct
the stream of data in and out of the cell. This makes LSTM remember long
term information. LSTMs were created to manage the vanishing and exploding
gradient problems that can be experienced when training conventional RNNs.

Gated recurrent unit (GRU) is an enhanced version of standard RNN and
is also considered as a minor variation from LSTM. To tackle the disappearing
gradient problem of a standard RNN, GRU utilizes update gate and reset gate.
These two vectors choose what information ought to be passed to the output.
They are exceptional in light of the fact that they can be trained to keep infor-
mation from a long prior time, without washing it through time or evacuate
information which is superfluous to the expectation.



Deep Learning Based Cyber Threat Indicators in Twitter 141

4 Description of the Data Set

The data set for data analysis of tweets from Twitter social media resource is
provided by [12]. The authors used a stream listener to listen to the streaming of
tweets from Twitter. They selected a set of keywords in order to filter as well as
narrow down the results of the stream listener. The words like “0day” and “vul-
nerability” were selected for applicability to CTI. For producing more targeted
filters, words related to a particular type of threat were selected. Preprocessing
of the data set is also performed in [12]. The detailed statistics are tabulated in
Tables 1 and 2.

Table 1. Binary class Twitter data samples.

Data set Relevant Irrelevant

Train 11,781 5,313

Test 2,989 1,285

Table 2. Multiclass Twitter data samples.

Category Train data set Test data set

Vulnerability 5, 926 1, 428

Ransomware 2, 549 654

DDoS 1, 776 469

Data leak 106 30

General 5, 588 1, 410

Day 585 145

Botnet 564 138

5 Proposed Architecture

The proposed architecture is shown in Fig. 1. The preprocessed tweets are sent to
Keras embedding layer where the words are converted into dense vectors. These
numerical features are passed into CNN and then to GRU layer for feature
generation. Finally, the output from GRU is sent to a fully connected layer for
classification.
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Fig. 1. Proposed architecture.

6 Experiments, Results and Observations

Scikit-learn1 and TensorFlow2 with Keras3 framework were utilized to implement
classical machine learning algorithms and deep learning architectures respec-
tively. All the models are trained on GPU enabled TensorFlow. Various statis-
tical measures are utilized in order to evaluate the performance of the proposed
framework.

Preprocessing steps given in the proposed architecture section is followed for
the data set to convert the unstructured format into a structured format. In this
work, various text representation methods such as TDM, TF-IDF, 3-gram, and
embedding are employed. SVM is implemented along with TDM and TF-IDF.
SVM uses rbf kernel and c value of 100. Scikit-learn default parameters of TDM
and TF-IDF are used. As the tweet length is not huge and there are a lot of
important keywords used in tweets that might be the reason why TF-IDF has
performed better than TDM. We followed n-gram representation specifically 3-
gram is employed and we constructed a feature vector whose length will very
huge. So in order to decrease the dimension be employed featurization technique
to decrease the length of the sequence. This 1,000 length vector is passed into a
deep neural network (DNN). DNN contains three layers, the first layer contains
1,024 neurons, the second layer contains 512 neurons and the third layer contains
128 neurons. In a sequential model, initially random weights are given to the
model and these random values will be updated based on the loss of the function
while backpropagation. When Keras embedding is employed along with the deep
learning model, updation of weight will take place upto the embedding layer
during backpropogation and not just stop at the deep neural layers. Since the

1 https://scikit-learn.org/.
2 https://www.tensorflow.org/.
3 https://keras.io/.

https://scikit-learn.org/
https://www.tensorflow.org/
https://keras.io/
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Table 3. Average performance metrics.

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%)

Binary class classification

SVM-TDM 81.9 68.8 72.8 70.7

SVM-TF-IDF 82.2 69.2 73.6 71.3

DNN-3gram 82.9 73.5 67.6 70.4

CNN-Keras word embedding [12] 83.6 71.4 75.9 73.6

RNN-Keras word embedding 83.1 71.7 72.1 71.9

LSTM-Keras word embedding 84.3 70.1 83.1 76.0

GRU-Keras word embedding 84.7 73.9 76.0 74.9

CNN-GRU-Keras word embedding 85.8 73.7 82.3 77.8

fastText 84.4 74.6 73.2 73.9

Multiclass classification

SVM-TDM 86.2 86.2 86.2 86.2

SVM-TF-IDF 86.3 86.4 86.3 86.3

DNN-3gram 86.9 87.0 86.9 86.9

CNN-Keras word embedding [12] 87.5 87.8 87.5 87.6

RNN-Keras word embedding 87.0 87.1 87.0 87.0

LSTM-Keras word embedding 88.0 88.1 88.0 88.0

GRU-Keras word embedding 88.4 88.8 88.4 88.5

CNN-GRU-Keras word embedding 89.3 90.3 89.3 89.3

fastText 87.9 88.0 87.9 87.9

data set is not huge, word embedding like word2vec is not followed in this work.
Various deep learning classifiers like CNN, RNN, LSTM, GRU, CNN-GRU are
used along with Keras word embedding in order to find the best deep learning
model. Embedding size of 128, batch-size of 32, learning rate of 0.01, 128 hidden
units, and Adam optimizer are hyperparameter value used by RNN, LSTM,
GRU, CNN, and CNN-GRU classifiers. The output layer consists of 1 neuron
in binary classification and 7 neurons for multiclass classification. In CNN, the
number of filters used is 64 and the filter length is 3. In CNN-GRU as well as
GRU, the number of hidden units used is 50. Finally, fastText is employed as
fastText has given better performance in recent day applications. The value of
parameters for fastText are learning rate of 0.1, dimension of 128, minimum word
count of 1, 100 epochs, and 2 N-grams. The average performance metrics of all
the models for binary and multiclass data set are reported in Table 3. Among
all, CNN-GRU along with Keras word embedding has performed better in both
binary and multiclass classification. For all the models, the training data set
is used for training the models and testing data set is used to test the trained
models.

7 Conclusion and Future Work

Twitter is one of the most popular social networks, where users share their
opinions on various topics. The tweet could be related to security. This work
evaluates the performance of various text representation techniques along with



144 K. Simran et al.

various deep learning models for cyber threat indicators in the Twitter stream.
CNN-GRU with Keras embedding performed better than any other architecture
in both binary as well as multiclass classification. The best part about the pro-
posed architecture is that it does not require any feature engineering technique
to be employed. Present and future work focus on event tracking and event
detection of cyber threats using social media resources like Twitter, Facebook,
etc.
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Abstract. Twitter popularity grew rapidly the last years and become a
place where people express their opinions, views, feelings and ideas. This
popularity and the vast amount of information triggered the interest of
companies as well as researchers on sentiment analysis trying to export
meaningful results from this information. Even if there is a tremendous
amount of work on Latin originated languages, such as English, there is
not much research available on native languages such as Arabic, Greek
etc. This research aims to develop a new system able to bridge the gap in
Arabic users and sentiment analysis by providing a novel dictionary able
to classify Arabic Tweets with different Arabic dialects and emotions, as
positive, negative or natural. The study provides a quantitative analysis
to gain an in-depth understanding of the phenomenon under investiga-
tion and the findings of the study show that the designed system is very
promising.

Keywords: Sentiment analysis · Security · Arabic language ·
Twitter · Lexicon · Bots

1 Introduction

Nowadays, social networks offer powerful platforms where millions of people can
easily share their thoughts, feelings and opinions about a wide variety of topics
[17]. A recent report by Twitter Inc affirms that there are over 326 million of
monthly active users involved with Twitter in 2019, where 46% of them use
the platform daily, sending over 6,000 tweets every second, which corresponds
to over 350,000 tweets per minute and 500 million tweets per day [13]. On the
other side, Facebook boasts 2.7 billion monthly active users, 74% of them visit
the platform daily, with 4.75 billion pieces of content shared daily and 510,000
comments posted every 60 s [23].
c© Springer Nature Singapore Pte Ltd. 2020
S. M. Thampi et al. (Eds.): SSCC 2019, CCIS 1208, pp. 146–158, 2020.
https://doi.org/10.1007/978-981-15-4825-3_12
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The inherent capability of these platforms in exchanging information in the
form of opinions, sentiments, and emotions, makes them an ideal place for con-
suming and spreading negative and extremist beliefs that promote terrorist activ-
ities for the achievement of political, economic, religious, or social goals [16]. For
instance, the stunning mass-shootings in Christchurch were planned to get huge
attention, leveraging Facebook, YouTube, Twitter, and Instagram platforms to
make sure that a lot of people would hear about the deaths and the hate under-
pinned them. Official authorities had reported that before the attack, a Twitter
account was used to post a racist message in which the attackers identified the
mosques that were later attacked [19]. Other criminal activities that followed
these tactics include the Mumbai terrorist attack on 29 November 2008, Vir-
ginia shooting in 25 august 2015, the Brussels airport bombing on 22 Mar 2016,
Manchester Arena bombing on 22 May 2017 and London Bridge attack on 3
Jun 2017. In all these cases, attackers used social media to spread their radical
thoughts and criminal activities before the attacks. A study conducted in [22],
affirm that nearly 1 million accounts that promote terrorism and spread extrem-
ist thoughts were identified on Twitter, in the last two years. Further, it is esti-
mated there are over than 100,000 tweets of hate, racism and ethnic generated
daily on Twitter [27]. This new reality means that governments, police forces and
others involved in public safety, should pay attention to social media valuable
content to track these criminal’s activities, and determine how to react effectively
before they become a real problem [29]. Previous studies have argued that these
platforms have the hidden potential to reveal valuable insights when analysis
techniques are applied to their unstructured data. In this context, Sentiment
Analysis (SA) or Opinion Mining (OM) [20] is one of the key emerging technolo-
gies that help to navigate the large volume of sentiment rich data generated by
users on social networking websites. SA is defined as a process that automates
extracting of opinions, attitudes and emotions from a piece of text, through Nat-
ural Language Processing (NLP) methods [12,20]. It involves detecting whether
the text expresses a positive, a negative, or a neutral opinion toward an entity
(e.g., individual, organisation, event, topics, etc.) [17]. Unlike traditional data
mining methods, sentiment analysis deal with unstructured data which is usu-
ally textual and messy such as documents, emails, user posts and comments on
social media [24]. In the last years, Sentiment Analysis techniques have been
intensively exploited to identify user’s interests or behaviours through the infor-
mation extracted from social media, especially towards the distorted beliefs and
negative sentiments [5,11,25,30]. Most of the proposed approaches in this area
showed promising results and high accuracy in classifying negative user’s sen-
timents and opinions. However, most of these studies deal with English texts,
while other languages, especially Arabic, have received less attention. Despite
being one of the fastest-growing languages in term of users on social media, the
field of Arabic NLP is rather not mature compared to English and other Latin
originated languages, for various reasons such as language complexity, variety of
related dialects where insufficient number of research publications and datasets
gathered and analysed for such purpose [6]. Therefore, effective and more
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accurate Arabic sentiment analysis becomes the fundamental demand for
analysing the vast amount of Arabic data available on social media and detect
suspicious behavior.

This paper aims to bridge the gap in research concerning Arabic sentiment
analysis, which can lead to a better understanding of the driving changes in
different Arab countries and their impact on a global scale. To this end, we
build a lexicon that contains positive and negative tokens (words). For the pur-
pose of this study, a corpus of 500 mix feelings tweets is collected from random
tweets regarding the Saudi-Qatari conflict [26]. The conflict led to relation cut
off between the two countries until the writing of this paper. Most of the conflict
was waged through social media platforms, especially Twitter, where a huge
number of Arabic tweets were spreading hate and negative thoughts through
fake accounts known as “bots” trying to manipulate the public opinion, accord-
ing to a BBC Arabic investigation [26]. The hate tone in these tweets created a
big tension between people in those two countries. The main contribution of this
paper is to understand to what extent the existing publicly available systems
and algorithms are able to classify a given Arabic tweet polarity. In addition, a
more comprehensive lexicon of Arabic tokens is developed and evaluated based
on manual annotation of the tweets from 6 native Arabic speakers. The results
are then compared with other well-known systems and algorithms in order to
demonstrate the efficacy and efficiency of our lexicon.

The rest of the paper is organised as follows. Section 2 presents a review of
current state-of-the-art literature on opinion mining and sentiment analysis of
Twitter data. Section 3 describes the process of collecting the corpora from the
Twitter platform. Then, the generated mixed lexicon and the linguistic analysis
of the obtained corpus are presented in Sect. 4. Section 5 presents the experimen-
tal results of the study and the findings are discussed in Sect. 6. Finally, Sect. 7
reviews the content of the paper, presents the conclusions and outlines the future
work.

2 Related Work

In recent years, sentiment analysis becomes one of the fastest-growing research
areas. In this context, many studies have been applied to effectively improve
the understanding of user opinion on diverse challenging issues. For instance,
authors in [25] used the sentiments expressed by the Turkish people in tweets to
understand the public opinion towards the Syrian refugee crisis. Similarly, in [11],
the authors exploited the sentiment analysis of Twitter data to provide graphical
visualisations about potential terrorism scenarios. The study demonstrated that
social media and sentiment analysis technologies can play a critical role in the
effective response to terrorism physical activities. In another recent work [5],
authors proposed a sentiment analysis approach to classify the user-generated
posts on Twitter as extremist and non-extremist. This approach achieved 90%
of accuracy in the classification of the user’s sentiments. In [30], the authors
focused on studying the influence of hate tone on the behaviour of twitter users.
They reached 78.4% accuracy in detecting whether a tweet is hateful or not.
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With regard to the Arabic language, there is a lack of research that addresses
the sentiment analysis in this language, especially for detecting and classify-
ing distorted beliefs and extremist sentiments [25,30]. The proposed studies in
this area used two main approaches for sentiment analysis; Machine learning
and lexicon-based approach. The Lexicon-based Approach is an unsupervised
method that relies on a sentiment lexicon [17], which is a lexicon of known and
pre-compiled sentiment terms, phrases and even idioms. It matches the words in
the lexicon with the data to determine the polarity [17,25]. In this approach, sen-
timent scores are assigned to the opinion words describing how positive, negative
and neutral the words are, based on the lexicon [6,17]. Lexicon-based approaches
can be classified into lexicon-based approaches [17] and corpus-based approaches
[20]. The later relies on human experts to annotate a set of data that can be
used to train a classification model. The trained model can then be used to clas-
sify any new data item [17]. Machine learning techniques like Naive Bayes (NB),
Maximum Entropy (ME), and Support Vector Machines (SVM) are usually used
to classify the data into different classes [6,17,20].

The first interesting method for sentiment analysis(SA) of Arabic documents
was proposed in [2]. In this study, the authors used a hybrid method for sentiment
analysis. First, a lexicon-based approach is used to classify some documents,
which will be used as a training dataset for the method, which subsequently
classifies some other documents. Then, the k-nearest model is used to classify
the rest of the documents. To validate this approach, authors used a dataset
that was collected from 1,143 posts which contained 8,793 opinions expressed
in Arabic from three different domains: “education”, “politics” and “sports”.
Authors reported an accuracy equal to 80.29% on detecting negative and pos-
itive statements. In one of the few attempts of Arabic extremist SA, authors
considered a binary (positive or negative) SA approach of English and Arabic
hate/extremist web forum posts [1]. This approach focused on feature selection
by using a wide array of English and Arabic stylistic attributes, including lex-
ical, structural, and function-word style markers. For efficient feature selection
for each sentiment class, they also developed an Entropy Weighted Genetic Algo-
rithm (EWGA). The effectiveness of this approach was evaluated on two small
datasets, each consisting of 1,000 posts written in English or Arabic. This app-
roach achieved accuracy over 91% on both datasets. The main drawback of this
approach was the extreme lack of pre-processing which is crucial for Arabic text.

Given the cultural and linguistic differences across the Arab world, inducing
variations in semantics, some studies focused on developing SA for the differ-
ent Arabic dialects used in the social media [9,10,14]. According to [31] there
are four dominant dialects in the Arab world: Egyptian, Levantine, Gulf, Iraqi
and Maghrebi. In this context, authors in [10] introduced a sentiment model
for the Levantine dialect (ArSenTD-LEV)1. The proposed model used a corpus
composed of 4,000 tweets retrieved from Levantine countries (Jordan, Lebanon,
Palestine and Syria). For each tweet, the corpus specifies its overall sentiment and
topic, the target to which the sentiment was expressed and how it is expressed

1 The ArSenTD-LEV corpus is available at http://www.oma-project.com.

http://www.oma-project.com
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(explicitly or implicitly). The experimental results confirmed the relevance of
these annotations at improving the accuracy of SA classifiers. Other works in
this direction proposed a lexicon-based technique to deal with dialectal Ara-
bic [9]. In this approach, the authors used an online game2 that enables users
to annotate large corpuses of text in a fun manner. For the text analysis and
classification, they used the sentimental tag patterns and the sentimental major-
ity approach. Authors reported 60.50% of accuracy for the sentimental major-
ity approach while the sentimental tag patterns reached the lower accuracy of
60.32%. In [14], authors discussed in details the challenges faced by SA of dialec-
tal Arabic on social media, especially the Egyptian dialect. Later they proposed
a method for automatically constructing sentiment lexicon for Egyptian dialect
[15].

Some other studies focused on the scarcity of available datasets by provid-
ing new resources to support research advances in Arabic SA [20–23]. In [28],
authors introduced the Opinion Corpus for Arabic (OCA), one of the earli-
est public Arabic corpus for SA. The dataset contains 500 movie reviews col-
lected from different web pages and blogs in Arabic, 250 of them considered
as positive reviews, and the other 250 as negative opinions. While AWATIF
[3] was the first corpus for Arabic SA that employed both regular and crowd-
sourcing annotation techniques. AWATIF contains 5342 sentences taken from
30 Wikipedia talk pages, Twitter and 2532 threaded conversations taken from
seven Arabic forums. Later, the authors proposed SANA [4], a large-scale, multi-
domain, multi-dialect, and multi-genre lexicon for sentiment analysis of the Ara-
bic language and dialects. The lexicon automatically extends two manually col-
lected lexicons HUDA (4,905 entries extracted from chat records in the Egyptian
dialect) and SIFFAT (3,325 Arabic adjectives). In [21], authors prepared a sen-
timent analysis dataset gathered from Arabic tweets, called Arabic Sentiment
Tweets Dataset (ASTD). ASTD consists of 10,000 tweets which are classified
as objective, subjective positive, subjective negative, and subjective mixed. The
authors constructed a seed sentiment lexicon from the dataset. In [8] authors
presented an Arabic lexicon-based tool called Arabic Opinions Polarity Identifi-
cation (AOPI). This tool relies on domain-specific lexicon approach for extract-
ing opinions in posts written in Modern Standard Arabic (MSA) and dialectal
Arabic. They compared it with SocialMention3 and SentiStrength4. Their results
showed that AOPI is more accurate than other tools. Studies in [7,18] showed
that most of SA tools are inefficient for extracting opinions in reviews written
in MSA or in dialectal Arabic.

From the state of the art, it can be concluded that despite the speedy growth
in the volume of Arabic opinionated posts on social media, Research in the area
of Arabic SA is progressing at a very slow rate compared to English and other
languages. Moreover, most of the available resources in this area are either of
limited size, domain-specific or not publicly available. In addition, most of them

2 http://kalimat.afnan.ws/.
3 SocialMention: http://www.socialmention.com/.
4 SentiStrength: http://sentistrength.wlv.ac.uk/.

http://kalimat.afnan.ws/
http://www.socialmention.com/
http://sentistrength.wlv.ac.uk/
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had issues in terms of the quality of its content and annotation, which limits
advancement in Arabic sentiment analysis. Moreover, there is no study that
compares publicly available sentiment analysis algorithms on limited Arabic text
(tweets) with Lexicon and human opinions of both male and females.

3 Corpus Collection

The corpus samples were collected manually by three different people from the
Twitter platform. The reason that corpus was collected manually instead of using
an automated API, is because this research uses the Saudi-Qatar political conflict
as a case study. The use of API with pre-defined keywords would have resulted
many unrelated samples that would needed to be filtered later on. Also, there
were no specific selection criteria followed, instead, the collectors were asked to
browse Twitter platform in which they tag any tweet that they found related
to the matter (Saudi-Qatari politic conflict). In total, 500 tweets were collected
during the period from 1 to 8 January 2019 and the focus of this research was
to evaluate the lexicon that was constructed. Table 1 provides some statistical
information about the collected corpus.

Table 1. Corpus statistics

Item Corpus overall stats

Mean Std Min 25% 50% 75% Max

Token 21.30 10.47 1 16 20 24 55

Char 139.48 63.18 3 110 124 145 305

Special char 0.22 0.88 0 0 0 0 13

Link 0.44 0.54 0 0 0 1 2

Hashtag 1.65 1.59 0 1 1 2 10

Emojis 0.23 0.76 0 0 0 0 7

@ 0.18 0.55 0 0 0 0 3

The table shows the mean (average), standard deviation, min, max and quar-
tiles of the listed items for the corpus tweets. The token expresses any single
word, term, or symbol exist in a tweet that is separated by white space. How-
ever, the definition of the token can be controversy. In this paper context, the
above definition is what we followed. For example; the tweet below has five
tokens.

1. means: person: Mohammed bin Salman
2. means: noun: Our ambition
3. means: noun: highest
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4. means: noun: sky
5. SA: means acronym: Saudi Arabia

The given translation is not very accurate as is word by word instead as
a whole sentence in which the English meaning is not well expressed. From
the table, it can be seen that the average tweet has around 21 words. The
char indicates any single character in a tweet, for instance, the word

has the following characters: . Since October 2018, Twitter
allows a max of 280 characters per tweet from the initial of 140 characters. The
averaged tweet in the collected corpus has around 139 characters. The special
char expresses exclamation (!) and question marks (?). The existing of such
marks in a tweet could express a type of feeling. For example, the exclamation
mark in a short sentence could express very strong feeling, while the existing of
question mark could indicate that the tweet is a question in a way that the author
do not agree with the context or the point expressed by someone else. From the
table, the existing of these marks in the corpus tweet is around 0.22 per tweet,
which means that one in every five tweets could include such mark. Finally,
“@” indicates the existence of “@” in the corpus tweets whether it belongs to a
username or email or any type of context. Table 2 lists the most common tokens
in the collected corpus.

Table 2. Most frequent tokens

It can be seen that most of the listed word are stop words and name of the
crown prince of Saudi Arabia as well as the king of the country.

4 Lexicon Generation

In this study, a mixed lexicon was used since the current literature review did
not provide a suitable Arabic lexicon that could fulfil the aims of this study. The
lexicon created was a combination of “AraSentiLexicon V 1.0” made by Nora
Al-Tweiresh in 2016, along with an Arabic translation of Bing Liu’s Lexicon. The
translated Bing Liu lexicon has been manually edited and numerous sentiment
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words added in order to include all cases of sentiments in the Arabic language for
male, female, past, present, future, formal, informal as well as other cases that
can cause differences in the Arabic language. In the end, the positive lexicon pro-
duces was consisted of more than 61,600 positive words and the negative lexicon
consisted of more than 77,900 negative words. The generated lexicon includes
words that belong to different Arabic dialects which makes it a comprehensive
lexicon.

Both lexicons can be downloaded from the link below5. Table 3 lists the most
common usernames in the corpus from which the tweets were collected. Any user
who has four or more tweets is included in the figure along with their number of
tweets. Those 22 users (out of 202) from 44% of the total percentage of tweets
in the corpus. While 157 tweets out of 500 tweets (total corpus samples) belong
to only the top seven accounts most of which are news accounts.

Table 3. Most accounts in the corpus

Screen name Count of tweets Screen name Count of tweets

@AJABreaking 30 @TurkiShalhoub 6

@mshinqiti 30 @m3takl 6

@Benguennak 29 @AjelNews24 5

@hureyaksa 25 @spagov 5

@ELHAMBADER1 15 @AlkhaleejOnline 4

@DrMahmoudRefaat 8 @HashKSA 4

@AJArabic 7 @MALHACHIMI 4 4

@GamalSultan1 7 @MBNsaudi 4

@Saudi 24 7 @aa arabic 4

@Raed Fakih 6 @jamalrayyan 4

@SaudiNews50 6 @saudibus222 4

5 Experimental Analysis

In order to measure the performance of the examined approaches, two aspect
were considered; word aspect and general overview aspect. The word aspect
is when the matching is based on the words within a tweet, with the lexicon
been applied in order to find the negative and positive words within a tweet.
This also includes how comprehensive are the positive and negative lexicon.
The other aspect is the general polarity aspect which is how accurately can the
method/software understand the general sentiment of the tweet and be able to

5 Abduallah Arabic Lexicon: http://shiaeles.net/datasets/Arabic Lexicon Abduallah.
7z.

http://shiaeles.net/datasets/Arabic_Lexicon_Abduallah.7z
http://shiaeles.net/datasets/Arabic_Lexicon_Abduallah.7z
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classify it. The corpus tweets were classified and annotated into one of three
classes; positive, negative or neutral. This is done by requesting 6 adult people
(3 males and 3 females) speak different Arabic dialects to perform a manual
annotation of the 500 tweets in order to be use as a reference point and validate
the accuracy of our lexicon system developed. The annotators ages were between
20 and 40 years old. There were no specific protocol used for the recruitment,
however, having different backgrounds and nationalities and mix gender was
taken into consideration. The raw tweets were used in the analysis without per-
forming typical pre-processing steps such as removing stop-words, normalisation
and root words etc. This is because this study focuses on evaluating how the
developed dictionary would perform in comparison to publicly available tools
and classifiers without modifying the raw data. Also, the polarity of the tweets
were classified by the developed lexicon that this study used. Table 4 presents
the overall corpus sentiment polarity. It can be seen that, the developed lexicon
positive sentiment rate is close to the human based rate, while the negative and
neutral sentiment is different.

Table 4. Corpus sentiment polarity

Sentiment Method

Lexicon Human

Positive 43% 41%

Negative 33% 14%

Netrutal 25% 45%

Total points 1,330 N/A

In comparison with publicly available sentiment analysis algorithms, such as
SentiStrength, uClassify and Vader, the developed Arabic dictionary (lexicon)
has higher accuracy to human annotation results as illustrated in Fig. 1. However,
this also shows that the problem of analysing Arabic sentiment is not an easy
task as the results are significantly vary among the tested approaches. Moreover,
it does not only vary among the examined algorithms but also among those
required human annotators. As illustrated in Fig. 2, around 75% percentage of
the corpus has an agreement with 4 or more annotators, while the rest agreed
with three or less people. This reveals how human can interpreted differently
written tone feelings, proving that a sentiment analysis system is not a simple
task.

To fairly evaluate and compare those selected approaches and systems with
human annotations, we filtered the corpus to have only those tweets where there
is an agreement among the human annotators of minimum 4. This resulted in
a reduction on the samples to 379 tweets (out of 500) which means that 121
tweets have three or less agreements among the annotators. Table 5 presents the
agreements as percentage and number of those tweets for each approach and the
developed lexicon along with that of the 4 human agreement.



Improving Sentiment Analysis of Arabic Tweets 155

Fig. 1. Overall corpus sentiment polarity

Fig. 2. Human annotation agreements
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Table 5. Agreement of tools with human annotations

Sentiment Method

Lexicon SentiStrength uClassify Vader

Positive 83% (29) 23% (8) 0% (0) 1% (1)

Negative 57% (40) 24% (17) 94% (66) 71% (49)

Natural 20% (4) 75% (12) 0% (0) 6% (1)

Overall 60% (70) 30% (37) 54% (66) 42% (51)

6 Discussion

According to the presented results, it can be concluded that the lexicon perfor-
mance is better than other methods proposed. However, it is noteworthy that
sometimes the results were wrong due to the absence of words from our lexicons.
Another reason is because a tweet carries mixed opinions and sentiment which
can cause miss-classification. Moreover, the nature of the Arabic language itself

can lead to miss-classification as well, as there are several vocals such as
and many other vocal. In this example, the letter is called “Noon” which is
similar to the letter N in English. However, the letter was written with dif-
ferent vocals which will make the sound different in each case. In the first case
where the letter was the letter sounds “Na”, in the second case the letter
sounds like “No”, and in the last case of the example the letter sound like
“Ni”. There are more vocals in the Arabic language and these vocals can apply
to Arabic letters in every word and sometimes it can be the same word with
different vocals, and hence it can refer to different meanings. An example of this
the word and the word the first sound like “Silm” which means peace,

the second word sounds like “Sollum” which means a ladder, now both of the
words have the same letters with just different vocals. The issue is in about 95%
from the Arabic posts on the internet, as Arabs do not usually use the vocals
because it is easy for them to know the intended word by the context, but when
it comes to the computer, it is an issue to understand the exact meaning the
user refers to.

7 Conclusion

This research dealt with the significant problem of the lack of comprehensive
Arabic lexicon. The results of the sentiment analysis of the 500 Arabic tweets
in respect to the examined subject showed that there are is high agreements
between the developed lexicon and the human annotators. However, the results
are still around 75% accurate comparing to the human annotators, therefore,
there is a strong need to investigate other approaches such as machine learning
and deep learning-based methods along with the lexicon, more able to capture
the latent meaning and feelings of the tweets.
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OCA: opinion corpus for Arabic. J. Am. Soc. Inform. Sci. Technol. 62(10), 2045–
2054 (2011)

29. Stanton, J.: Examining the use of social media by United States senators. Ph.D.
thesis, Information and Design Technology State University of New York (2014)

30. Watanabe, H., Bouazizi, M., Ohtsuki, T.: Hate speech on Twitter: a pragmatic
approach to collect hateful and offensive expressions and perform hate speech
detection. IEEE Access 6, 13825–13835 (2018)

31. Zaidan, O.F., Callison-Burch, C.: Arabic dialect identification. Comput. Linguist.
40(1), 171–202 (2014)

http://arxiv.org/abs/1601.06971
https://www.theverge.com/2019/3/15/18266859/new-zealand-shooting-video-social-media-manipulation
https://www.theverge.com/2019/3/15/18266859/new-zealand-shooting-video-social-media-manipulation
https://www.breakingnews.ie/tech/twitter-suspends-almost-a-million-accounts-for-promoting-terrorism-in-two-years-806566.html
https://www.breakingnews.ie/tech/twitter-suspends-almost-a-million-accounts-for-promoting-terrorism-in-two-years-806566.html
https://www.breakingnews.ie/tech/twitter-suspends-almost-a-million-accounts-for-promoting-terrorism-in-two-years-806566.html
https://zephoria.com/top-15-valuable-facebook-statistics/
https://www.bbc.co.uk/news/blogs-trending-44294826


Energy Awareness and Secure
Communication Protocols:

The Era of Green Cybersecurity

Marco Castaldo1, Aniello Castiglione2 , Barbara Masucci1 ,
Michele Nappi1 , and Chiara Pero1(B)

1 Department of Computer Science, University of Salerno, Fisciano, Italy
m.castaldo92@gmail.com, {bmasucci,mnappi,cpero}@unisa.it

2 Department of Science and Technology,
University of Naples Parthenope, Naples, Italy
castiglione@ieee.org, castiglione@acm.org

Abstract. The computational effort required to guarantee the security
of a communication, due to the complexity of the cryptographic algo-
rithms, heavily influences the energy consumption and consequently the
energy demand of the involved parties. This energy request makes secure
communication with low energy consumption a non-trivial issue. The
aim of this work is to study, as well as evaluate, the way in which the
cryptographic primitives used in secure communication protocols affect
the workload of the CPU and, therefore, the energy expenditure of the
interacting devices. Through the aforementioned analysis, attention will
be focused on the need to consider with greater sensitivity the possibil-
ity of operating/undergoing cyber-attacks using the power consumption
induced by secure communications. The main focus is to exaggerate the
workload of the target devices in order to produce the maximum energy
consumption and have a kind of Denial-of-Service attack. The paper
studies the contribution of energy consumption introduced by the differ-
ent part of “secure” primitives within the TLS protocol. As a conclusion,
it is shown how Cryptography is often used not in the proper way, i.e.,
it may introduce costs that are sometimes higher than the value of the
“goods” to protect.

Keywords: Energy · Green computing · Cybersecurity · Network
security · Applied cryptography · TLS protocol

1 Introduction

The right compromise between security and performance it is always known to
depend on the implementations. After the recent EU regulations and the always
more restrictive security policies adopted by the leading companies operating on
the Internet it is essential and unavoidable to adopt policies, protection methods
as well as encryption of data and communications. The main focus of the paper
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is to study and measure how cryptographic primitives impact on the CPU usage,
and consequently on the power consumption of the involved devices. There is
the need to consider new kind of attacks that (are both distributed and local)
lead to resource starvation. Such kind of attacks aim at exploiting the consump-
tion of some hardware resources of the victim host that, for example, is the
CPU time, the memory amount, the free space on disk and many others. Those
attacks are characterized for being “no noise”, hence not perceivable by the tra-
ditional IDS but only by custom agents located close the single machines. A
specific implantation of such attacks is the one that see as the main objective
the energy consumption of the target system. Those are what we called power-
attacks. Those attacks have, as their main disruptive purpose, not just the objec-
tive of the saturation of the system’s resources but also the exacerbation of the
system workload that brings to an high level of energy consumption. Being such
attacks particularly stealth, they result to be more and more dangerous since
the caused damage could have been detected after a long time together with an
irreparable financial-loss. This study therefore highlights that the “protection”
methods should not be more expensive than the value of data themselves.

2 Related Works

Security protocols as well as cryptographic primitives, are known to have a sig-
nificant impact in terms of computational overhead. In fact, several studies have
demonstrated that the above-mentioned elements (i.e., security protocols and
cryptographic primitives) have a significant impact on the usage and on the
workload of the adopted CPUs [9,13,17,23,24].

However, researchers have proposed interesting approaches aimed at engi-
neering and implementing “light-weighted” security protocols describing differ-
ent ways of operational modes as w ell as different usages in order to minimize
the energy consumption. In [6] and [14] it has been analyzed the impact of
“lightweight” Cryptography on the energy consumption of sensor nodes, observ-
ing that such kind of algorithms allows to reduce in a remarkable manner the
electricity consumption of devices that were not powered, in most cases, by a
source of constant energy but from small batteries.

In [10] and [26] have been proposed ad-hoc protocols that have low power
involvement for the mutual authentication among peers. In [15] and [16], instead,
have been analyzed the energetic constraints related to network protocols and
in the key management in the domain of Wireless Sensor Networks (WSN).
In a more specific way, in [12] has been proposed an encryption model that is
power-adaptive for a WSN characterized by devices powered by solar energy.
In [7], instead, has been analyzed the computational burden, and so the energy
consumption, inducted by the TLS-based communications among IoT devices.
Using a more high level approach, on the contrary, in [11] have proposed oper-
ational techniques aimed at minimize the energy consumption of the devices
involved in the secure wireless sessions. Analogously, in [18] as a suggestion
for eventual future directions for engineering new security mechanisms that are
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energy-efficient, has been done a detailed empirical analysis made on the most
used security protocols among Internet communications, with the aim of eas-
ily identify energy-bottlenecks within the context of those mechanisms of secure
communication. The work [3] instead, offers a (cross-devices) parametric mathe-
matical formulation that allows to evaluate the energetic/computational impact
introduced by the secure communication on mobile devices.

3 Energy-Efficient Security Protocols

The goal to execute/configure a secure protocol that will result to be efficient
from an energy point of view, can be achieved in two different ways:

Efficient Cryptography Strategies, by making efficient the cryptographic
primitives that define the functioning of the security protocol choosing in an
accurate and pertinent way the usage of some specific cryptographic algorithms
depending on the needed security level as well as on the operating scenario. This
is achieved by using in a combined manner hardware and software techniques
[5,19,20] in order to improve the encryption performances and, in turn, the
energy consumption inducted by such operations.

Energy-Cognizant Security Protocol, by making the security protocols
able to dynamically adapt their functioning depending on the working environ-
ment by means of the adoption of a set of empirical rules that describe the best
operational mode, in some given circumstances, to the advantage of the energy
preserving.

In both scenarios, the challenge to obtain secure communications that results
efficient from the energy point of view may be dealt with in a very efficient way
by analyzing in depth its mode of operation, its security requirements and also
the computational bottleneck of the security protocols. The security protocols
commonly used, such as SSL/TLS or IPSec, offer indeed the possibility to sat-
isfy security objectives by choosing specific cryptographic primitives within a
predefined set. Moreover, the corresponding peers may preliminary agree on the
security parameters that influence the operational working modes of the cryp-
tographic algorithms chosen for the secure communication. The computational
efforts made by the adopted mechanisms with the aim of obtaining secure com-
munications, influence in a considerably way the consumption of energy and, as
a consequence, the energy demand of the devices involved in the communication.

4 A Parametric Assessment Model: Evaluate Energy
Consumption of Cryptography Process in Secure
Communications

Today, many research efforts in the fields of energy efficiency and power man-
agement are concentrated on portable computers and mobile devices without
constant power. Approximately 80% of the energy consumed by a mobile ter-
minal is used to transmit data on the different communication channels avail-
able [1]. In particular, these entities are connected to radio access subsystems
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that can be considered “legacy” network nodes, in which the generated traf-
fic originates and ends. These radio subsystems are defined by an IEEE 802.11
Access Point in Extended WLAN network topologies or by a UMTS/LTE Radio
Access in the cellular or WWAN scenario. It is necessary, in any case, to point
out that the modern wireless devices are often equipped with multiple network
interfaces, each characterized by an antenna and a power amplifier. In particu-
lar, this amplifier is the component with the greatest impact on overall energy
consumption. Therefore, the amount of energy required for a device to support
communications can be divided into two different components:

– Fixed part. Fixed component based on specific hardware and software fea-
tures of the device.

– Variable part. Variable component, characterized by a proportional request
of energy that varies over time in relation to the activities of the device.

Processing the above, each wireless network interface requires a fixed amount
of energy, measured Watt = Joule/second (W = J/s), so that it can remain
operational. Furthermore, it is noted that in order to minimize this energy expen-
diture, technological research has defined and introduced different operating
states for network interfaces. However, even in these states the interface con-
sumes a fixed amount of energy, although significantly lower than that required
by the same device in full operation. In addition to these fixed consumption, the
energy required for the implementation of a communication is also characterized
by consumption that varies proportionally to the transmission time, as well as
to the amount of transmitted data (this amount of energy is typically expressed
in μJ/bit or, in an equivalent manner, in W/Gbps). As expressed, it is consid-
ered, the total energy drained by the data transmission process as the sum of
the fixed and variable energy consumption of all the network interfaces of the
specific device.

4.1 Encryption Energy Consumption

It has been shown in [8] that private-key cryptographic techniques are about a
thousand times faster than public-key ones, since the latter require much more
computational power and are therefore more expensive in terms of energy con-
sumption. Therefore, in an energy-saving perspective, guaranteeing the best com-
promise between safety and energy consumption, a sort of “hybrid approach” is
needed, characterized by the combined use of both cryptographic techniques. To
formulate a mathematical model for estimating the energy consumption of the
overexposed cryptographic operations on a device, it is necessary to take into
consideration different aspects: the different processing capacities of the devices,
the available network interfaces as well as the number of active sessions for each
interface. In order to realistically represent the energy consumption of mobile
devices, it is also necessary to consider some form of dependence on their mobil-
ity profile. A mobility scheme is a structure capable of modeling the behavior
of a mobile terminal in relation to different endpoints; this structure should be
able to describe the movement patterns of the devices (the so-called “mobility
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model”) whose operational variables must include the position, speed and accel-
eration of the mobile node, as well as how these parameters vary over time. This
information appears to be necessary for a reliable estimation of the transmission
power required by mobile devices, in particular when performing secure commu-
nications in motion. More in detail, the mobility factor μi, can be considered as
a measure that characterizes the behavior of the node i during a sample time
interval Δt and can be modeled, as described in [25]. Formally:

μi =
1

kΔt

k−1∑

k=0

| Ai(kΔt) − Ai ((k + 1)Δt) | with Ai(t) =
1

N − 1

N∑

j=1

Di,j(t) (1)

where N is the total number of nodes in the network, D(i,j)(t) is the distance
between nodes i and j at time t, and with k = T

Δt where T is the total observation
time.

4.2 Modelling Encryption Energy

Informally, “session” is defined as the interaction between two endpoints in
order to exchange messages in a certain amount of time. For each session s,
the energy consumption related to cryptographic operations of the device, indi-
cating it with ε(s), combining the two different energy factors defined in Sect. 4:
a fixed amount of energy, not dependent on the data transmitted, and a variable
quantity, depending on the quantity of traffic exchanged between the parties and
which takes into account the energy-proportional behavior of modern hardware
equipment. The variables C1,C2,C3, respectively denote the energy consumption
related to a single Authentication operation, Key Exchange and Key Setup. To
estimate the energy consumption for each session, it is therefore necessary to
define the number of security operations (Authentication, Key Exchange and
Key Setup) that a given endpoint performs with respect to another. To this end,
the variables R1,R2,R3 denote the number of operations performed (per session)
by a device, respectively for Authentication operations, Key Exchange and key
initialization. The data-independent (fixed) contribution of Authentication, Key
Exchange and key configuration operations for each s, taking into account the
mobility and communication models of the involved devices, can be modeled via
a parameter φs, formally defined in Eq. 2.

φs =
(
C(AU) ∗ R(AU)(s)

)
+

(
C(KX) ∗ R(KX)(s)

)
+

(
C(KS) ∗ R(KS)(s)

)
(2)

The part of data-dependent energy consumption necessary, instead, to estab-
lish a secure session s is proportional to the amount of data to be processed
denoted by p. In particular, it depends (per session) on the amount of energy
needed to encrypt a single byte, which is based on several factors; therefore, it is
easy to appreciate how the amount of data to be processed influences energy con-
sumption. The energy values associated with the various cryptographic activities
can be further determined by considering the specific power characteristics of the
CPU, together with the number of cycles required to manage cryptographic pro-
cessing, which depend on both the efficiency of the encryption and the size of
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the payload p. Each individual Ψ component that characterizes the energy con-
sumption of an given mobile terminal within a secure session, can be estimated
generically, based on the architecture’s implementation and specifications, using
Eq. 3:

Ψ = MX · Y · F · V 2 (3)

where MX is the number of machine instructions necessary to execute the oper-
ation X, Y is the average number of CPU cycles necessary for the execution of
the machine instruction, F is the switching capacity of the CPU (measured in
Farads) and V is its voltage in exit input (measured the V olts).

Clearly, the number of instructions/cycles performed increases with the algo-
rithmic complexity of the associated safety activity, leading to greater energy
consumption/demand. Therefore, the energy required for the cryptographic
operations for each session is characterized s, through the sum of the fixed and
variable energy consumption, as shown in Eq. 4

ε(s) = φs + p · ε (cenc(s), keyenc(s),mode(s)) (4)

As a result, the amount of energy needed to perform cryptographic operations
on a device n during a certain time interval Δt, represented with εn(Δt), is
obtained from the summation of all the individual energy requests associated
with each secure session s ∈ ∑

n involving the device n in the aforementioned
time interval, as described in Eq. 5.

εn(Δt) =
∑

s∈∑
n(Δt)

ε(s) (5)

5 “Benchmarking” Energy Consumption of a TLS
Secure Communication

The Transport Layer Security (TLS), successor and evolution of the Secure
Socket Layer (SSL), is an IEFT standard and, to date, is one of the most
widely used security protocols on the Internet. This security layer allows you to
obtain secure communications between two corresponding parties (end-to-end)
on TCP/IP networks by offering certain security services: encryption, authen-
tication and integrity protection of data exchanged on unprotected networks.
Its most common use is to establish secure web connections: HTTPS (HTTP
over TLS). However, although less clearly, this level of security is widely used to
encrypt data sent to/from e-mail or together with many other Internet protocols
where secure communications are needed. With reference to the Internet Proto-
col Suite, better known as the TCP/IP suite, TLS is typically superimposed on
the Transport Layer or integrated with the higher level applications (e. g., the
web browsers) and is divided into two sub-layers: the TLS Protocol Layer and
the TLS Record Layer. The TLS Record Layer operates directly above the trans-
port level and is used, mainly, to encapsulate what comes from the higher level
protocols: TLS Handshake Protocol, TLS Change Cipher Specification Protocol
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and TLS Alert Protocol. The TLS Protocol Layer operates, instead, immedi-
ately below the Application Layer, allows the authentication between the peers,
the negotiation of the security parameters and the initialization of the same. Of
the three protocols that defining it, the TLS Handshake is certainly the most
complex. This “handshake” consists of a sequence of back-and-forth communi-
cations between the corresponding parties aimed at mutual authentication and
negotiation of the cryptographic parameters necessary for the establishment of
a secure session. For example, the cipher suite ECDHE-RSA-AES128-SHA256
makes explicit the use of ECDH for Key Agreement, RSA for Authentication,
while AES-1287 and SHA-256, respectively, for Data Encryption/Decryption
operations and Integrity Check (Fig. 1).

Fig. 1. TLS: cipher suite name construction

With reference to the other two protocols of the TLS Protocol Layer it is
observed that the TLS Change Cipher Specification allows the corresponding
parties to dynamically update the cryptographic suites used in a secure connec-
tion. The TLS Alert, on the other hand, allows the forwarding, therefore the
reception, of any warning and/or error messages to the corresponding parts.

5.1 TLS Cryptography Overhead

The speed of communication in a network is determined by two main factors:
bandwidth and latency. Bandwidth is a measure that describes the amount of
data that can be sent in a unit of time; the latency represents the delay between
the forwarding of a message and its reception. Between the two just mentioned
factors, bandwidth is certainly the least relevant because, in general, it is possible
to buy more and more bandwidth. Latency, on the other hand, is a limiting factor
whenever an interactive message exchange between two corresponding parties is
required. In fact, in a typical request-response protocol a certain amount of time
is required before a request sent by a client reaches the desired destination and,
consequently, so that the eventual reply reaches the applicant. After the latency
related to the communication between corresponding parties, the higher cost
related to the use of Transport Layer Security derives from the execution of
cryptographic operations. The cost is strictly determined by a number of factors
including the private key algorithm chosen by the server, the key size and the
Key Exchange algorithm.

– Key size. The effort required to break a cryptographic key is strictly depen-
dent on its size. The bigger the key, the better its strength.
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– Key Algorithm. In the current state of the art, the most widely used private
key algorithms are: RSA and ECDSA. The RSA, although it is still the most
widely used algorithm, is considered to be particularly under-performing from
the moment in which it is considered that the minimum size of a cryptographic
key, in order to be considered robust, is 2048 bits. ECDSA, on the other
hand, is significantly faster than RSA, therefore definitely more suitable for
obtaining better performances.

– Key Exchange Algorithm. From a theoretical point of view, it is possible to
choose between three different algorithms for the key exchange operations:
RSA, DHE and ECDHE. The choice of a key exchange algorithm that offers
the best ratio between performance and security is definitely ECDHE. The
best performances of the two DH-based algorithms are to be attributed to
the robustness, therefore to the size of the security parameters negotiated
during the configuration phase. It is considered, however, that in a concrete
context it is not possible to make an arbitrary combination of the elements
mentioned above. It is necessary, in fact, to use one of the four combina-
tions proposed by the security protocol: RSA, DHE RSA, ECDHE RSA and
EDCDHE ECDSA.

5.2 TLS Key Exchange CPU Usage Evaluation

In order to evaluate the performance of the Key exchange procedures indicated in
Subsect. 5.1, the experimentation method proposed in [22] was followed, appro-
priately modifying the microbenchmarking tool for OpenSSL proposed by Vin-
cent Bernat [2]. The experimentation was performed in a Linux environment
(Ubuntu 14.04 LTS) and taking advantage of the cryptographic library OpenSSL
1.0.1.f (preset by default from the version of the operating system in use) on a
HP g6-2338sl laptop with an Intel Core i5-3230M processor at 2.60 GHz. In par-
ticular, the test tool included the parallel execution of two different threads (one
for client and one for the server) and in the sequential execution of 1000 TLS
Handshake, measuring the CPU consumption of the two different threads. It
should also be noted that the different suites have been tested by appropriately
tuning the key values and safety parameters, based on the values commonly
used in a real context. Analyzing the results of this experimentation (Fig. 2), it
is possible to observe that, with an RSA key of 2048 bits, a server need compu-
tational power about 6 times higher than that of the client. The diametrically
opposite scenario is the one described by the use of DH, in which a client needs
about two times the computational power of the server. It should be noted, in
fact, that the exchange of keys operated with DH is the slowest among the algo-
rithms also used with “weak” security parameters (1024 bits), but it is definitely
slower, approximately 15 times, if used with parameters at 2048 bits. However,
the most efficient server-side suite seems to be ECDH where the ratio of CPU
usage time between client and server is about 2 and the processor usage time
values are significantly smaller. Furthermore, with respect to ECDHE, it is noted
that the exchange of DHE keys also affects the size of the server-side handshake
from 320 to 450 bytes, depending on the robustness of the security parameters
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used. Finally, it is agreed that the use of DHE, as well as of ECDHE, imposes on
the client a workload greater than that of the server. It is necessary to highlight
that although these results are fully representative of a possible real implementa-
tion, they have been obtained in a virtual scenario and are strictly dependent on
the specific release of OpenSSL adopted. In fact, it is explicit that in a concrete
operating scenario the performance of Transport Layer Security varies according
to the libraries, devices and CPUs involved.

Fig. 2. Experimental results: CPU usage performance comparison of TLS key exchange
algorithms

5.3 TLS Symmetric Encryption CPU Usage Evaluation

In terms of CPU consumption, the TLS Handshake is certainly the most CPU-
intensive process. It is, however, known that cryptographic operations, partic-
ularly those relating to symmetric key cryptographic processes, have a signifi-
cant impact on the CPU usage load. This overhead is strictly dependent on the
encryption algorithm used, on its operating mode and on the integrity check-
ing functions performed. Therefore, with reference to the experimental setup
described in Subsect. 5.2, we worked to determine the performance characteris-
tics of the various cipher suites. The performed tests, like the previous ones, were
divided into two different threads (one for the client and one for the server). In
particular, the client thread sends about 1 Gb of data to the server thread, in
blocks of 16 kB, according to the cryptographic suites, to date, most used and
deemed safe. In accordance with what is considered in [22], in evaluating the
results obtained and reported in Fig. 3, the suite AES-128-CBC was considered
as a reference element since, to date, widely used and considered safe. From the
above graph, it is possible to consider that AES clearly offers the best perfor-
mances. It is possible to observe, in fact, that without an hardware accelerator
it is faster than all the other ciphers except for RC4. With the AES-NI module,
instead, it is agreed that AES-128-CBC is 2.77 times faster than CAMELLIA-
128-CBC. Compared to the faster execution of AES, AES-128-GMC-SHA256, it
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is observed that CAMELLIA-128-CBC is four times slower. AES-128 in authen-
ticated mode (GCM), on the other hand, is 1.4 times faster than the reference
AES suite. These results are rather encouraging, considering that, to date, AES
is one of the most “robust” available algorithm that can be used. In conclusion it
is correct to observe that, although it is common practice to operate server-side
benchmarks, it is good practice to evaluate the performance of the encryption
also on the client side. This consideration comes from the need to evaluate the
effects of secure communications on mobile devices.

Fig. 3. Experimental results: CPU usage performance of various cipher suites

6 TLS Communication Energy Consumption Evaluation

From the previous tests it emerged that client and server employ a different
amount of computational resources in the implementation of a secure commu-
nication, finding a different performance profile for each of the possible cipher
suites. It is precisely from this performance gap that the idea of evaluating the
energy impact of secure communications is born in order to assess how much
the application of Cryptography can rise possible energy-oriented attacks. By
virtue of the above-mentioned considerations, in order to evaluate the energy
expenditure caused by secure communications, hence cryptographic operations,
a further experimentation scenario has been defined. In particular, this scenario
for secure client server communications consists of two devices interconnected
with each other on a LAN using wireless access points. Specifically, the server
is represented by the same device used for the previous experiments while the
client is a laptop equipped with an Intel Core i5-4278U processor with a clock
rate of 2.60 GHz. It is explicit that the server is defined by an Apache Web Server
configured in such a way as to make HTTPS connections through the use of a
suitably defined self-signed certificate with RSA key at 2048 bits. The energy
consumption due to the use of the individual cryptographic suites operated for
the definition and implementation of a secure communication were obtained by
using a series of repeated requests from the client to the server, with different
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levels of concurrency, measuring the current absorbed by the power supply. The
measurement of the amount of energy absorbed by the server was performed
using the TP-Link HS100 smart plug on which the server was powered. By
defining appropriate scripts, it was then possible to detect the instantaneous
values about the energy absorption of the device. In Fig. 4 the results obtained
from the execution of the previously described tests are made explicit. With
reference to what is reported in the aforementioned graphic representation, and
in relation to the testing method described above, it should be noted that the
obtained results, although fully indicative of the problem under analysis, appear
to be purely illustrative. From the reported bar graph, in fact, it is not possible
to fully appreciate the different amount of energy needed to implement a secure
communication by means of the different cryptographic primitives. A more in
depth analysis, in fact, should not be limited to assessing the standard variation
of the amount of energy drained by the server to satisfy in parallel requests made
by n users, but should consider these values in relation to the amount of time
needed to satisfy the same requests.

7 “NoCrypto Client TLS Communication”:
A TLS Energy Oriented Attack

By virtue of the contents of Sect. 5.2, the most complex cryptographic opera-
tion performed in a TLS Handshake is the RSA decryption. This operation is
performed by the server in order to obtain the pre-master secret sent to it by
the client in encrypted form. In this scenario, a potential attacker could operate
by sending a large number of requests to a target server causing it to perform
the aforementioned decryption operation for the sole purpose of exacerbating its
computational load. The described modus operandi requires that the same client
performs some cryptographic operations, significantly less expensive than server-
side operations, but that however involve a significant computational overhead.
According to what reported in the previous section and using the strategy pro-
posed in [21] as framework, the script described below has been developed. How
much in reference has been elaborated through the use of the Libevent library
in order to manage the events, such as the reading of the reply messages sent by
the server and the forwarding of further messages to the target. In this script,
the messages needed to define the TLS Handshake (Client Hello, Client Key
Exchange, Change Cipher Specification and Finished messages) are prepared
based on what are the formatting specifications of the protocol [4]. More specifi-
cally, the Client Hello message consists of the client Hello header and the body of
the message. The client key exchange message is constructed based on the length
of the server’s RSA key. The Change Cipher Specification message consists of a
single byte with value 1. The Finished message, finally, is a structure containing
a random data sequence. Analyzing the execution of this script, we observe that
the attack begins with the creation of a new socket. This socket is used to open a
connection to the server and send the first record structure containing the Hello
Client message. Once the receipt of the corresponding Hello message server is
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Fig. 4. Experimental results: energy consumption of various cipher suites

confirmed, the tool continues sending the rest of the preassembled message from
the Client Key Exchange message followed by a single additional record con-
taining the Change Cipher Specification message and the finished message. The
server, having received the Key Exchange message client, decrypts it, verifying,
however, that the message received is not properly formatted, and thus closing
the connection. It is therefore necessary to highlight the need to correctly config-
ure these messages. Indeed, the forwarding of random or malformed handshake
messages would lead to the closure of the server-side connection. The proposed
script operates in such a way that the client uses and sends to the server hard-
coded handshake messages and therefore does not operate any cryptographic
operation.
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7.1 Attack Evaluation

Analyzing the output shown in Fig. 5 and obtained from the execution of the
script, it is explained that each “Success” indicates that the web server has
operated in order to decrypt the dummy message received and then return a
bad record MAC message for each one.

Fig. 5. No crypto script: running

Furthermore, by observing the runtime client system parameters during the
long execution of the script in a time interval of five minutes, confirmed the fact
that being exempt from cryptographic procedures this operating mode does not
burden the workload of the CPU, it is possible to highlight that the computa-
tional load of the client appears to be almost entirely related to I/O operations.
The server side scenario, however, is diametrically opposed. From the graphs
shown below (Figs. 6, 7) it is possible to immediately appreciate that after a few
seconds from the execution of the script the CPU load and the processor tem-
perature have reached values close to their maximum limit with a consequent
increase in the energy consumption of the device. From the obtained results it
is not trivial to observe that a client with a modest computing power can easily
overwhelm a server with better computational capabilities simply by executing
a large number of requests in parallel. It is further necessary to agree that, by

Fig. 6. No crypto script: temperature
increase

Fig. 7. No crypto script: energy con-
sumption
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making the most of the different computational complexity that exists between a
client and a server, related to the different cryptographic procedures performed
by the corresponding parties during the initialization of a secure communica-
tion, it is possible to define the suitable scenario for the implementation of a
DoS attack.

8 Conclusions

The technological development and the ever increasing computational power of
the devices implies an increase in the energy consumption of the resource itself:
costs decrease, capacities increase, but, at the same time, energy consumption
increases. Implementing policies and techniques for the protection of data and
communications has become essential and indispensable. However, it is known
that the cryptographic operations are particularly onerous in terms of CPU
workload and, consequently, in terms of energy consumption. In this perspective
an energy-aware approach is not yet fully disseminated. A total awareness of the
type of data to be protected and on the type of network in which the commu-
nication is operated is necessary, in order to address the overexposed problems
related to the different needs and different contexts. Therefore, it is necessary
to carefully evaluate the choice of cryptographic primitives for a given context,
considering the energy expenditure induced by cryptographic operations as a
new constraint for the definition and realization of secure communications. An
energy-oriented approach contributes to the reduction of the overall energy con-
sumption of telecommunications systems, as well as of the devices that operate
these communications, helping their sustainable growth and decreasing the envi-
ronmental impact.
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Abstract. Internet users progressively have realized that due to our
online activities our privacy can be compromised and that much personal
information can be gathered. To cope with this problem, both techno-
logical solutions and regulations have emerged which are steadily being
improved. But, apart from these privacy-preserving tools, we need tools
to show privacy risks and that end-users be aware the risks they might be
exposed to when they access a website. Currently, there are some tools
of this kind. However, they are not oriented to end-users (users with not
a high/moderate knowledge on technical issues related to tracking). To
address this issue, we have started the development of a Web scanner,
named Privacy Web Scanner, that is, in charge of analyzing a website and
provide in a simple and graphical way the privacy implications of access-
ing that site for end-users. In the paper, we present the main issues that
should be considered in this kind of scanner, its design and the features
of the current beta version.

Keywords: Privacy · Tracking · Web scanner

1 Introduction

Surfing on the Web is a common activity that every Internet user makes a lot
of times along the day. In general, the content that is accessed is “for free”. In
return this free access, the Web content provider or publisher makes revenues
from showing adverts in the content that is provided or by gathering personal
information that is used to offer us personalized services. This information later
will be sold to other third parties.

So that the different adverts are customized and, therefore, it is more prob-
able that they are clicked by the users, different entities try to create a user’s
profile that associates to this user (identified or not) what his/her preferences are,
browsing behaviour, and so on. Thus, advertisers can show customized adverts
according to the user’s interests. This is what is called Online Behavioral Adver-
tising (OBA) [3]. In these profiles, although the user, in general, is not identified,
he/she can be tracked when he/she is surfing due to when the user access to a
website he/she is also accessing to the same time to third-parties that are track-
ing the user into the different sites. These third parties can be web analytics
c© Springer Nature Singapore Pte Ltd. 2020
S. M. Thampi et al. (Eds.): SSCC 2019, CCIS 1208, pp. 174–185, 2020.
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services, advertisers, social networks. This unidentified profile could be linked to
a user if, in some transactions, the user reveals some personally identifiable infor-
mation. Furthermore, nowadays, as we are “hyperconnected” to the Internet, we
are widely traceable by third-parties [6].

The tracking of the users is made using different kinds of mechanisms [5,11].
The most well known is the use of cookies. There are also other mechanisms such
as tracking the IP address, fingerprinting techniques, and local storage [8,9,11].

To protect from this tracking, users have used different types of tools such
as cookie erasers, ad blockers, privacy-aware browsers or anonymous communi-
cation networks such as Tor [2,8,9,11].

So far many users were not aware that they were being tracked. However,
some regulations, such as the General Data Protection Regulation (GDPR) that
have made that a website has to inform users about the use of the cookies and
third-party trackers, whether they are gathering user’s information, what they
are going to do with that information and how the can query, modify and delete
their information.

Recently, different web scanner services have appeared to show the different
risks we are exposed to when we access a website. The aim of these web scanners
is that a user obtains information on the different mechanisms that the website
is using to track him/her by showing information on cookies used, the third
parties the website is working with, and so on. Thus, users can be aware of the
impact a website can have on their privacy. From our point of view, this kind
of solution is quite interesting to promote users’ literacy in privacy. However,
from our point of view, the main problem these tools have is that, in most of the
cases, the information they are providing will only be understood by advanced
users (with a technical background on privacy). However, the information shown
can be overwhelming to non-experts users and they might not understand it.

As a response to this problem, in this paper, we present a web scanner, named
PrivacyWebScanner (PWS), whose aim is showing privacy risks associated with
a website in a simple way that can be understood by end-users. Thus, this
paper presents the goals that should satisfy this kind of scanner, what kind of
information should be shown, the design of the scanner we have made and a use
case where we show the information that the scanner presents to an end-user.

The rest of this paper is organized as follows. In Sect. 2 we present related
work. Section 3 presents the requirements and goals established for our privacy
web scanner, and the architecture of the tool we consider it should have. In
Sect. 4 we present some implementation issues. The results of the access to a
website are shown in Sect. 5. After that, in Sect. 6, we present the limitations of
PWS and, finally, in Sect. 7, we present conclusions and future work.

2 Related Work

This section introduces the different mechanisms that can be used to track a
user. These mechanisms has to be taken into account in a Privacy Web Scanner
to show the possible risks a user is exposed to when he/she is going to access a
website. After that, we present the main web tools developed so far to analyze
a website.
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2.1 Tracking Mechanisms

A user can be tracked in a website by using a plethora of mechanisms. As com-
mented by Estrada-Jiménez et al. [5], most of the mechanisms are based on the
use of cookies and they could be classified on first-party tracking, third-party
tracking, cookie matching, fingerprinting, flash cookies, canvas fingerprinting,
and HTML5 local storage. Although there are other mechanisms such as Etags,
or using iframes and social widgets [9].

In first-party tracking, the publisher tracks the user by means of cookies
and information released by the user agent. Third-party tracking is produced
when the user is accessing the publisher and within the content, there are links
to other contents placed in other parties different from the publisher such as
social networks, content providers, advertisers, demand-side platforms, supply-
side platforms, etc. Thus, the user is accessing these third-parties and they
gather information from the users and create the profile to offer later personal-
ized advertising [10]. In general, this tracking is made using Web bugs, cookies
and the Referer header of the HTTP request. However, as the cookies received
from third-parties can be blocked by means of adblockers, other mechanisms
have been developed such as evercookies, cookies matching, fingerprinting, and
the use of HTML5 storage, canvas fingerprinting or iframes. In general, these
mechanisms are based on the use of two main components: Javascript and data
storage mechanisms on the client, which allow the storage of unique identifiers
in multiple storage locations [9].

To protect from tracking, there are different privacy-enhancing technologies
achieving different levels of privacy protection and that in many cases should be
combined to achieve the best level of privacy protection. Some of these tools are
anonymous communications tools, adblockers, cookies erasers, etc. More details
can be found in different works [1,2,8,9,11]. We are not going enter into detail
because the purpose of this paper is not to analyze protection mechanisms, we
are interested in providing a view of the elements that we should analyze in a
web page to determine if a user is exposed to some kind of privacy risk.

Taking into account the different tracking mechanisms previously mentioned,
to know if we are being tracked, we should analyze whether a web page is using or
including some of these elements: cookies, web bugs, Javascript, canvas, iframes,
and HTML5 storage. In the case of Javascript, to be more specific, we should
consider if Javascript is performing some kind of fingerprinting or storing some
data on client storage.

2.2 Websites Showing Privacy Risks

Nowadays, due to privacy is becoming a more important issue in society by
both end-users, regulators, data protection authorities and data protection non-
governmental organizations, different (privacy) website scanning services are
available. Next, we present some of the most well-known: urlscan.io1, webbkoll2,
1 https://urlscan.io.
2 https://webbkoll.dataskydd.net/.

https://urlscan.io
https://webbkoll.dataskydd.net/
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WebCookies3, and PrivacyScore4. In all these scanners, the scanner access as
if an end-user was browsing the web page and records some information. The
information gathered depends on the scanner and we comment it next.

urlscan.io provides information about domains and IPs accessed, resources
(Javascript, CSS, images, etc), HTTP requests, cookies, certificates, a screenshot
of the site, indicators of compromise, and technologies used.

webbkoll allows a user to check the different data-protecting measures consid-
ering a web browser without plug-ins and with Do Not Track disabled. Namely,
this tool offers information about the use of HTTPs, content security policy,
strict transport security (HSTS), referrer policy, cookies, third-parties, HTTP
headers protection, local storage, and information about the server location.

WebCookies is a scanner for Web application vulnerability and privacy. It
mainly provides information about cookies (third-party, persistent, and session).
Furthermore, it provides information about SSL/TLS security, security-related
HTTP headers, HTML5 storage (local and session), advertising publisher iden-
tifiers, and resources (images, CSS, Javascript, web fonts, audio and video files,
and iframes). One interesting information this scanner provides is a privacy
impact score mainly based on the cookies’ information gathered.

PrivacyScore is a web scanner that aims to show the security and privacy
measures that websites are taking [7]. It shows information about third-parties
(tracking or advertising companies), cookies, if Google Analytics is used, com-
pliance with GDPR, whether web server and mail server are located in the
same country, different tests about the encryption of Web traffic (certificates,
HTTPS, HSTS, TLS, attacks as CRIME, BREACH, POODLE, etc.), the use of
security-related headers, and encryption of mail traffic. Thus, they do not only
cover tracking mechanisms but also software development errors can could lead
to user’s privacy is put at risk [4]. Based on this information they provide an
overall rating.

After analyzing the different (privacy) web scanners mentioned, we consider
that they reflect the importance of being aware of the different privacy risks we
are exposed to when we access a website, how we can be tracked and by whom.
Our analysis also reveals that not all the web scanners analyze all the information
mentioned in the previous section and depending on the tool are more focused
on some issues, e.g., some are more focused on cookies or in HTTP information.
But there are elements such as iframes or canvas that are not analyzed and that
can also be a privacy risk. Another important issue we have found is that, in
many cases, the information is shown in a quite technical and difficult way to be
understood by an end-user since it is not presented in a simple way that helps its
understanding because of the amount technical and detailed information shown
in the results.

3 https://webcookies.org/.
4 https://privacyscore.org/.

https://webcookies.org/
https://privacyscore.org/
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3 PrivacyWebScanner: A Web Scanner for Privacy Risks
Identification

In this section we present the web scanner for privacy risk identification we have
developed and named PrivacyWebScanner or PWS for short. Next, we define
the goals and requirements that we establish for it, we describe its architecture
and how it has been developed.

3.1 Goals and Requirements for PWS

The main goal of PWS is to offer a web scanner that helps any end-user with-
out any technical skills to understand and interpret the different privacy risks
associated with the access to a website.

As requirements, we establish that PWS should allow a user to access a
website where he/she can indicate a URL to be analyzed, then, the system
should detect the elements previously mentioned in Sect. 2.1, next, the results
should be presented in a simple way and using categories, finally, the system
should work correctly both in desktop and mobile devices.

3.2 PrivacyWebScanner Architecture

PWS is a web application that runs on a web server, so that the user can access
it by just using a web browser. The proposed architecture follows a modular
approach, which is depicted in Fig. 1. This architecture has been designed so that
the following information can be gathered and shown as result of the analysis:
web beacons, cookies, fingerprinting variables, resources (Javascript, iframes,
canvas, and images), third-parties, and HTML web storage (more details are
provided in Sect. 3.3). Next, we describe the different modules of PWS.

Fig. 1. PrivacyWebScanner system architecture.
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As depicted in Fig. 1, PrivacyScanner module takes as input the URL of
the target web page, loads the necessary information from the repository of
additional information and passes the URL to the Checker module. Then, it will
receive the final information on the analysis of the web page obtained from the
other modules. Finally, it processes all the information to compose a graph with
the results and shows it to the user along with other relevant information.

The Checker module is the PWS processing core. It checks if the target URL
is valid and retrieves its HTML code. Next, it gets the DOM model and parses
it to find web elements that can be malicious. For each element type, it invokes
the module responsible for its analysis and stores all the information collected
from the other modules. It also gets a snapshot of the target website.

The CookieChecker module is responsible for collecting all cookies. It gets a
resource as input and returns a list of cookies including both HTTP cookies and
those generated by script code. To obtain the latter, it uses a tool integrated
into the system that executes JavaScript code5.

As Fig. 1 depicts, the ImageChecker module receives a list of images and
cookies. For each image, this module checks whether it is a canvas or a web
beacon. It also checks if the image belongs to a third party and invokes the
CookieChecker module to obtain cookies. As a result, the module obtains a list
of web beacons, a list of images containing canvas, a list of cookies generated
when consulting the images, and a list of third parties.

The IframeChecker module receives a list of iframe resources and the col-
lected cookies. For each iframe, it invokes the Checker module to perform a
complete scan of the resource. As a result, it returns a list of the third-parties
detected and all the elements referenced in the iframes.

The JsChecker module is responsible for script code processing. It takes
both the URL and the DOM document of a script as input. Then, it parses the
resource in order to find fingerprinting variables or calls to other scripts. Finally,
this module provides as output a list of variables that could be used to perform
fingerprinting and another list of suspicious scripts.

The Additional information repository has also been defined with additional
information about the most common trackers and cookies that are usually used
by web pages. More in detail, we have distinguished three types of trackers:

– Advertising: third-parties that collect information about the user to create a
profile and thus offer personalized advertising.

– Web analytics: third-parties that collect information of the user mainly to
generate statistics about certain website parameters.

– Social: third-parties associated with social networks. For example, the well-
known Like button is also used to track users.

Therefore, when the target website makes use of a known third party, our
tool will indicate what type of tracker is and it will show information about such
a third party. To elaborate on the list of known third-parties, we have considered
the works of Zimmeck et al. [13] and Starov and Nikiforakis [12].
5 ChromeDriver, http://chromedriver.chromium.org/.

http://chromedriver.chromium.org/
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It is also interesting to provide users with information about cookies. To
prepare the list of cookies, we rely on the Google Analytics cookies6 and the
Cookiepedia7 as primary sources. The rest of the list has been created during
the evaluation of our tool.

3.3 PWS Output

From the information gathered in the analysis, PWS shows the following items:

– A diagram with the third-parties detected in the analysis of the website,
detailing, for each of them its type, the number of web beacons, cookies,
iframes, fingerprinting variables, JavaScript files and web storage.

– A summary of the number of third-parties and suspect elements detected,
with a link to detailed information.

– A screenshot of the website so that the end-user can easily see if the website
contains many advertising elements.

– A list of the third-parties detected on the target website split by category.
If the tool has information in the repository about the third parties, this
information will also be displayed.

– A list of the images used on the website, indicating their size and highlighting
those that are web beacons or canvas.

– A list of session and persistence cookies with their properties. We include
relevant parameters of a cookie such as the domain, value, expiration date, if
it is safe or has the “http” field. Furthermore, additional information about
the cookie is also displayed if it has been cataloged as known.

– A list of HTML5 web storage where we distinguish between local and session
storage.

– Finally, a list of scripts used on the website.

4 Implementation Issues

PWS has been developed with J2EE and two JSF Frameworks: JSFs Primefaces8

and BootsFaces9. These frameworks facilitate the development of a responsive
design. Furthermore, the open-source library Jsoup10 has been used to manage
HTTP requests. For more detailed processing of the web page, we have used the
Selenium11 WebDriver API with the browser driver implementation for Chrome,
i.e., ChromeDriver12 in headless mode, and HtmlUnitDriver13.

Hereafter, we describe the implementation for each of the system modules.
6 https://policies.google.com/technologies/types.
7 https://cookiepedia.co.uk/.
8 https://www.primefaces.org/.
9 https://www.bootsfaces.net/.

10 https://jsoup.org/.
11 https://www.seleniumhq.org/projects/webdriver.
12 https://github.com/SeleniumHQ/selenium/wiki/ChromeDriver,

http://chromedriver.chromium.org/.
13 https://github.com/SeleniumHQ/htmlunit-driver.

https://policies.google.com/technologies/types
https://cookiepedia.co.uk/
https://www.primefaces.org/
https://www.bootsfaces.net/
https://jsoup.org/
https://www.seleniumhq.org/projects/webdriver
https://github.com/SeleniumHQ/selenium/wiki/ChromeDriver
http://chromedriver.chromium.org/
https://github.com/SeleniumHQ/htmlunit-driver


Towards a Privacy Web Scanner for End-Users 181

4.1 PrivacyScanner

This module is responsible for initializing PWS. It verifies that the user entered
a valid URL. Then, it invokes the Checker module and, it processes its output
to show the result of the risk analysis.

PrivacyWebScanner uses the additional information repository of trackers
and cookies. It has been implemented as JSON files that are processed by the
open-source library Gson14.

This module is also responsible for the user interface and builds a graph in
which the central node is the target website and the rest of the nodes represent
the third-parties used by the website. Each node shows the information on the
suspicious elements analyzed by also indicating whether the third party is a
well-known tracker.

4.2 Checker

This module manages the HTTP connection with the target website and pro-
cesses the obtained HTML code. Next, it selects on that page the resources
corresponding to the web elements that are suspicious. For this goal, it calls
each module by passing the elements found and the cookies. This module also
obtains the HTML5 Web Storage by invoking the Chrome Driver API and,
finally, it takes a snapshot of the website.

4.3 CookieChecker

The main goal of this module is to retrieve the cookies. On the one hand, it
searches the cookies that appear in the header (e.g. Cookie, Set-Cookie, Cookie2,
and Set-Cookie2 fields) of the HTTP requests to the resources of the analyzed
web page. On the other hand, it retrieves cookies that are generated by script
code by using the HtmlUnitDriver.

4.4 ImageChecker

This module processes the images obtained from the target website. For each
image, it checks if it is a canvas or a web beacon by calculating its size. Later, the
CookieChecker module is called by passing the cookies of the target website, if
the image belongs to the domain, or third-party cookies, if there were otherwise.

4.5 IframeChecker

This module receives a list of iframes and cookies. For each iframe, it invokes
the Checker module to perform a complete analysis. Depending on the domain
of the iframe, the module invokes with the cookies of the domain or with those
of the third-party and updates the Referer header of the HTTP request header.

14 Google Gson, https://github.com/google/gson.

https://github.com/google/gson
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4.6 JsChecker

This module receives script elements and analyzes them to detect if they use
variables that can be used to perform fingerprinting. For this goal, the script
is parsed. In the case of external scripts, we use the HtmlUnitDriver driver
to retrieve the script code and analyze the variables suspicious to be used to
perform fingerprinting. Besides, this module detects the use of three social net-
works15,16,17 by using regular-expression patterns.

5 Use Cases

We have tested PWS by accessing to a tourism website, namely, the Official
Guide to New York City18. The main results of the PWS analysis are shown in
Fig. 2.

Fig. 2. Analysis of the website https://www.nycgo.com

Based on the analysis performed, we observe that the website delegates to
a large number of third-parties. Among them, we find usual third-parties for
advertising as Google, Doubleclick, and Chartbeat, social networks third-parties
15 https://developers.facebook.com/docs/javascript/quickstart/.
16 https://developer.twitter.com/en/docs/twitter-for-websites/javascript-api/guides/

set-up-twitter-for-websites.html.
17 https://developers.pinterest.com/docs/sdks/js/.
18 https://www.nycgo.com.

https://www.nycgo.com
https://developers.facebook.com/docs/javascript/quickstart/
https://developer.twitter.com/en/docs/twitter-for-websites/javascript-api/guides/set-up-twitter-for-websites.html
https://developer.twitter.com/en/docs/twitter-for-websites/javascript-api/guides/set-up-twitter-for-websites.html
https://developers.pinterest.com/docs/sdks/js/
https://www.nycgo.com
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and third-parties that perform web analytics. It should also be noted that the
website includes three iframes, two of which belong to Facebook and are possibly
embedded pages that communicate and share information with the well-known
social network.

On the other hand, we check that the analyzed website contains many ele-
ments that may threaten the privacy of users when surfing the net. We can see
that they are 8 persistent cookies, one of which is a cookie from a third-party
(it is marked in red in Fig. 3). This persistent third-party cookie indicates that
this website actually tracks the user. In addition, the third-party that uses this
cookie is an advertising third-party that also inserts a web beacon on the website
to carry out the user tracking.

Fig. 3. Cookies from the website https://www.nycgo.com analysis

By observing the cookies obtained in Fig. 3, we verify that the majority of
persistence cookies are long-term cookies and that the website uses the known
tracking cookies ga, gid, and gat.

Based on the use of web beacons, social media iframes, long-term cookies and
third-parties of web analytics, advertising and social networks, we can conclude
that this website puts the user’s privacy at risk.

6 Limitations

Some limitations of the current solution have been detected when carrying out
the testing phase, namely, we can mention:

– Websites that require acceptance of a web certificate cannot be analyzed
because the current version of PWS does not include a certificate repository.
As a result, a handshake exception is thrown.

https://www.nycgo.com
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– The system cannot consult all the resources of the websites that use dynamic
module load frameworks, such as RequireJs19. These frameworks do not
include inline scripts. Instead of that, they load the script require.js that
dynamically loads the other scripts.

– We have not implemented any mechanism to solve the problem of script code
obfuscation. As a result, it may happen that no fingerprinting variables or
calls to other scripts are detected.

– A Chrome browser driver has been used. Therefore, the analysis depends on
this browser. Not all the browsers manage web pages in the same manner, so
using another browser might give slightly different results.

7 Conclusions and Future Work

Tracking and privacy issues are a concern for Internet users. However, for many
users is difficult to know whether when they are accessing a website there are
risks for their privacy. To cope with this issue, several web scanners that check
privacy issues have been developed. However, many of them do not analyze
the main sources of privacy risks and the information that they offer might be
overwhelming for end-users without technical expertise. To address this issue,
we have designed and developed PrivacyWebScanner, which is a web scanner
for privacy risk identification that presents the information in a simple and
understandable way for end-users. PWS is able to detect the use of Web beacons,
cookies, iframes, Javascript, and HTML5 storage for tracking purposes. We have
also shown how this information is depicted in a simple and attractive way.

This solution is developed to be in the beta permanent state since there
are issues that require not only more development but also more research as
is the case of detecting the use of Javascript or canvas for tracking. Thus, our
future work will focus on studying detection mechanisms for these issues and
performing a users’ evaluation.
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Abstract. Quantum cryptography is one of the most mature area of
quantum information. In the past few decades, active research has taken
place in theoretical as well as implementation security of a practical
quantum key distribution system. This resulted in hardening of theoreti-
cal proofs for a robust implementation against implementation loopholes
and realistic attacks on QKD system. Particularly, many hacking strate-
gies on the source, link, and detection system have been demonstrated.
This paved way to the development of robust engineering of QKD sys-
tem. The emphasis of this paper is twofold, we bring forth the newer
security techniques paving way for information-theoretic security proofs
leading to high QKD performance for market deployment, and discuss
the recent quantum hacking on different QKD protocols. This has led
to the strengthening of the QKD system and enabled active monitoring
against possible eavesdropping activities.

Keywords: Quantum cryptography · Information-theoretic security ·
Secure key generation · Coherent attack · Blinding attack ·
Authentication · Quantum hacking

1 Introduction

Cryptography is an art of secret writing and has played a crucial role since early
human civilization. With the progress in science and technology, the cryptogra-
phy has beautifully evolved itself with time. Today a new technology (quantum
technology) is on the horizon and we need to be proactive in strengthening
the present cryptographic architecture against rising quantum adversary. In any
encryption algorithm, the security lies in the secrecy of the key. The distribution
of the keys is very critical as they need to be shared by the legitimate parties,
without divulging the keys to an adversary. A simple way to do this is to meet in
person and share the key. This system is currently prevalent in high-level security
applications. The foundation of conventional cryptosystem lies in computational
security which remains vulnerable to the human ingenuity, increased compu-
tational power, and quantum computing. Recent accomplishments in quantum
experiments and global efforts towards quantum supremacy have posed a sub-
stantial threat to the existence of today’s state-of-art cryptosystem. Government
security agencies of the US and UK, standardization bodies such as European

c© Springer Nature Singapore Pte Ltd. 2020
S. M. Thampi et al. (Eds.): SSCC 2019, CCIS 1208, pp. 186–197, 2020.
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Telecommunications Standards Institute (ETSI), National Institute for Stan-
dards and Technology (NIST), International Organization for Standardization
(ISO) and Cloud Security Alliance (CSA) believe that transition to quantum-
safe encryption is inevitable. Quantum-safe implies being resistant to attacks
by the quantum computer. Quantum Key Distribution (QKD) is an essential
approach of quantum-safe encryption. As the saying goes the negative principles
of quantum information like non-commutativity, no cloning, non-realism has led
to a powerful cryptographic technique which is based on general principles of
quantum physics. This generates the possibility of guaranteeing security with-
out imposing any restriction on the power of the eavesdropper. It is based on the
fact that any measurement on the quantum system will perturb the state and
leave a footprint somewhere. This calls for very careful and active monitoring
at both source and detection systems. The work on QKD was first published
in an IEEE conference in India more than 3 decades back [1]. From the first
step of 32 cm free space QKD [2] to present large scale deployments, field tests,
ground-satellite, free space, fiber based QKD, commercial deployments [[3–6] and
References therein] has called for rigorous theoretical and experimental research
followed by engineering challenges in the past few decades.

2 Scientific Security

The first step before establishing a QKD is to identify and authenticate the
sender Alice and the receiver Bob. Both the parties share an authentication
key which can be prior distributed or established in the two systems through
secure means. The key is enough to perform the required authentication schemes.
QKD is an art of key growing, it does not create a secret key out of nothing
but expands a short key into a long one. Key growing cannot be done using
classical means alone and QKD keys need to be composable in nature as it will
be engaged for next round of authentication. We have briefly described below
an information-theoretic scheme called Wegman and Carter protocol, which is
mostly implemented in QKD for authentication.

1. A security parameter t is chosen which is basically the tag length.
2. Alice wants to authenticate message M of length m.
3. Alice divides the m into blocks of length 2s.
4. Alice and Bob considers first 2s bits as a number a and next 2s bits as number

b.
5. They discard a and b and compute p′

i for each block such that p′
i = api +

b (mod2s) where s = t + log2log2m and pi is the number represented by the
block.

6. The resulting string is concatenated and this operation is performed repeat-
edly till the final length is s.

7. Finally a tag is generated and authentication is performed across both the
parties.
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After the parties are authenticated QKD is performed. It involves transmission
of quantum signals from Alice to Bob and post processing the classical data
through error correction, privacy amplification and reconciliation. The nature
of an ideal key string is such that it is identical at both ends and uniformly
distributed. Let kA and kB be the key bit strings of length m generated at Alice
and Bob, respectively. They form an ideal key set {kA, kB}. The joint probability
distribution satisfies,

Prob(kA, kB) =

{
2−m kA = kB

0 kA �= kB

(1)

In quantum mechanics an ideal key state can be represented by density matrix
as below

ρideal = 2−m
∑

k

|kAkB〉 〈kAkB | ⊗ ρE (2)

where A, B and E are Alice, Bob, and Eve. It is interesting to note that in an
ideal case Eve’s state is independent of the key k. However, in realistic imple-
mentations Alice and Bob cannot generate an ideal key at both sides thus, some
failure probability gets associated with the process. In probability theory, the
total variation distance is used to characterize two probability distributions. This
variation distance would imply the probability to distinguish the key generated
from real experiment from an ideal one. It is given by

ε =
1
2

∑
k

|P (x) − Pideal(x)| (3)

where, x is the key bit string, the summation takes over the entire key space,
P (x) is the probability distribution from a realistic implementation and Pideal(x)
are the probability distributions an ideal implementation for the key. In quantum
language it can be written using the trace distance [8] as

ε =
1
2

‖ρkey − ρideal‖1 (4)

where ρkey is the realistic case i.e. the key shared by Alice, Bob, and Eve after
the final key measurement.

2.1 Composable Security

A composable definition of security is the one based on the trace-norm [7,8]
discussed earlier. This is the modern definition of security. We will write it in
slightly different manner as below:

1
2

‖ρKE − τk ⊗ ρE‖1 ≤ ε (5)

where ρKE is the actual state containing some correlations between the final
key (between Alice and Bob) and Eve, the τk is a completely mixed state for all
possible final keys. The state ρE is the state of Eve. The parameter ε represents
the maximum failure probability of QKD. It bounds the guessing probability for
Eve on the final key generated by QKD.
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2.2 Conjugate Coding

QKD unfolded with BB84 protocol [1], which was based on earlier ideas of Wies-
ner [9]. In the BB84 protocol, bits are coded in two complementary bases of
qubit which is then transmitted to the legitimate receiver, Bob. The principle of
security in conjugate coding protocols are non-realism and non-commutativity.
Due to non-commutativity we cannot distinguish non-orthogonal states with
certainty. The principle of non-realism does not allow us to measure a system
without disturbing it. It is also interesting to learn that the quantum hacking
strategies apply to most QKD protocols based on their security feature. For
example certain attacks on detection system can be primarily performed on pro-
tocols which are basis dependent like BB84.

2.3 Bell’s Inequality

It was not until 1991, when Ekert, independently worked on quantum key dis-
tribution protocol and proposed an entanglement based algorithm [10] which
gained huge popularity. According to Ekert if an eavesdropper eavesdrops then
it introduces some “elements of reality” into the correlations between legitimate
parties. If Alice and Bob observe correlations that violate Bell inequality then
they don’t abort the key generation process and finally generate secure keys at
both ends.

2.4 Entanglement Distillation

The main idea of the Lo-Chau [11] security proof lies on quantum error cor-
rection, which proved the security of an entanglement-based QKD protocol. We
have listed the steps of execution of this security technique.

1. Alice creates n EPR pairs |φ+〉⊗n.
2. She sends the second qubit of each of these pairs to Bob.
3. Alice and Bob share imperfect EPR pairs because of channel noise, Eve’s

interference and decoherence.
4. Alice and Bob perform some local operations and classical communication

(LOCC) on their halves of the imperfect pairs to distill a smaller number k
of perfect EPR pairs, by entanglement distillation.

5. Alice and Bob perform measurements on their qubits k distilled EPR pairs
to obtain a random, private key of length (k < n).

Thus, the amount of distillable entanglement from quantum transmission would
give a lower bound on the key generation rate. The Shor-Preskill proof [12] is
an entanglement-based protocol which modifies Lo-Chau protocol by replacing
entanglement distillation using quantum memory and quantum computers with
entanglement distillation using the CSS quantum error-correcting codes. Subse-
quently, they reduce the modified Lo-Chau protocol to a protocol where entan-
glement is eliminated. In order to remove the requirement of quantum memory
or quantum computer, one can move the final measurement ahead of the two
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error correction steps. The bit error correction becomes classical error correction,
and the phase error correction becomes privacy amplification [12]. Quantum bit
and phase error correction operations commute. The Shor-Preskill proof is given
below:

1. Alice creates n random check bits, a random m-bit key k, and a random
2r-bit string b (consider basis with b = 0 in X and b = 1 in Z), all in state
(Φ+)⊗m.

2. Alice chooses r-bit string of each X basis and Z basis, at random.
3. Alice encodes her key |k〉 using the CSS code.
4. Alice chooses r positions (out of 2r) and puts the check bits in these positions

and the code bits in the remaining positions.
5. Alice applies a Hadamard transformation to those qubits in the positions

where b = 1.
6. Alice sends the resulting state to Bob.
7. Bob acknowledges receipt of the qubits.
8. Alice announces b, the positions of the check bits, the values of the check

bits, and the X and Z determining the code.
9. Bob performs Hadamards on the qubits where b = 1.

10. Bob examines whether too many of the check bits have been corrupted and
hence decides whether to abort or continue with the protocol.

11. Bob decodes the key bits and uses them for the key.

Precisely, Alice and Bob will compare their measurements and evaluate the
syndromes through which they can compute the locations of the bit and the
phase flips. Thereafter, they can then correct the errors to obtain m perfect
EPR pairs. The advantage of CSS codes is that error correction for the two
phases is decoupled from that for the bit values, as shown above. If one needs to
correct all errors on at most t = δn qubits (t of each errors can be corrected), the
best codes that we know exist satisfy the quantum Gilbert-Varshamov bound.
For asymptotically increasing n, these codes can asymptotically protect against
δn bit errors and δn phase errors and can encode [1 − 2H(2δ)]n qubits. In the
case of random errors, it can encode [1 − 2H(δ)]n qubits against δn random bit
and δn random phase errors.

2.5 Uncertainty Principle

Mayer’s proof [13] was the first proof of unconditional security of BB84 QKD.
This is based on uncertainty principle. Koashi’s complementarity [14] for uncon-
ditional security is also based on the same spirit and further use Shor-Preskill and
Lo-Chau tools. The BB84 protocol is converted into an equivalent entanglement-
based protocol with a particular method for generating final key through infor-
mation reconciliation and privacy amplification. In this approach, there is an
actual protocol (AP) and a virtual protocol (VP), and there is a complementary
control on both the protocols which Alice and Bob can select, but they cannot
execute it simultaneously. The VP is not physically carried out and must be the-
oretically indistinguishable from Eve’s perspective. It is important to mention
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that this would imply that any information revealed to Eve is identical for VP
and AP. It is interesting to note that while the AP is bound by the Alice’s and
Bob’s operation on a realistic setup, in the VP one can perform any operation
that is allowed by quantum physics. In the AP the basis of key generation is
declared, while in the VP, Alice and Bob collaborate to create an eigenstate
in a complementary basis. Koashi proved in [14] that the necessary and suffi-
cient condition for the secure key distillation is to be able to execute whichever
protocol was chosen.

2.6 GLLP

The Gottesman, Lo, Lütkenhaus, and Preskill (GLLP) [15] established a general
framework for security analysis with realistic devices. Suppose the total error rate
is e then the key rate formulae is given by r ≥ −H(e) + (1 − 	)[1 − H

(
e

1−�
)
].

There are two kind of qubits discussed in GLLP, tagged qubits and untagged
qubits. Tagged qubits are not secure, as the name suggests they have their basis
information revealed to Eve in some manner. The untagged qubits are secure
and single photons is the only source for untagged qubits. The key generated
from these will be private and random. Both the legitimate parties can separate
the tagged and untagged qubits. They will perform privacy amplification to
the untagged qubits. The final key will be bitwise XOR of keys that could be
obtained from the tagged and untagged qubits.

3 Categories of Protocols

There are two categories of QKD protocols based on the preparation technique:

1. Prepare-and-measure protocol (P&M): In these protocols the sender (Alice),
randomly encodes the quantum state from a prescribed set and sends it to
receiver (Bob). Bob will perform quantum measurement on the state accord-
ing to the protocol.

2. Entanglement based protocol: In these protocols a third party generate max-
imally entangled state and sends them to both the parties. The parties then
perform measurements in two mutually unbiased bases and if the output is
perfectly correlated then key is established. Ekert 91 is an example of such a
protocol.

3.1 General Eavesdropping Attack

Eve is considered to be all powerful and can perform any operation on the chan-
nel which is allowed by quantum mechanics. In QKD, the quantum link is the
channel through which quantum states will travel to reach Bob. Eve can apply
various strategies to get information from the travelling quantum states. She can
choose to measure or entangle her probe with the quantum states. Various the-
oretical and experimental attacks on the link, detection system and source have
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been prescribed, analysed and some of them have been experimentally performed
on the QKD system (academic and commercial) to understand the impact from
a realistic perspective and develop a security cover for the same. Most of these
attacks are incoherent in nature. It can be again classified into 3 categories:
(1) with quantum memory and quantum computer, (2) with quantum memory
and no quantum computer and (3) no quantum memory and no quantum com-
puter. There is no technology available to perform full scale implementation of
collective and coherent attack on QKD system. Security against these can be
achieved from the security techniques mentioned earlier. There are device inde-
pendent QKD protocols for higher security, from device perspective, but, it has
a lesser performance in terms of key rate and distance. Most of the experimental
attacks performed so far on QKD system are Intercept-and-Resend (IR) attack
or it is also called fake state attack. These mostly belong to category (3). We will
look at the different classification of attacks from Eve’s strategy perspective.

Incoherent Attack or Individual Attack: In Fig. 1, we have shown the
schematic of incoherent attack. Eve entangles each of Alice’s photon indepen-
dently with a 2-qubit probe Pi and use same strategy for all. She performs
a measurement say, U (the most general unitary) which entangles the initial
state of Eve’s probe Ei to Alice’s photon Ai. A simpler strategy would be Eve
intercepts all the photons and measures them one by one and sends fake states
to Bob according to her measurement. She can measure and store the results.
Examples of such an attack are beam splitter attack (BS) and photon-number-
splitting (PNS) attack (no quantum memory). However, she is smart and can
always choose to either measure them instantaneously or save it in quantum
memory and wait till sifting is done after which she can measure each probe
one after the other. If we consider BB84 with polarization encoding using two
bases B1 for Rectilinear basis and B2 for Diagonal basis then Eve’s attack after
U for both the bases can be modeled as below: |Ei〉

∣∣ABk
p

〉 
→
∣∣∣EBk

l m

〉
where

k = {0, 1}, l = {0, 1},m = {0, 1}, p can be two different polarization states corre-
sponding to particular basis,

∣∣∣EB1
l m

〉
are unnormalized states of Pi and

∣∣∣EB2
l m

〉
can

be written in terms of
∣∣∣EB1

l m

〉
using linearity relation. Eve will select the measure-

ment such that the probability of disturbance is small, precisely,
〈
EB1

l m

∣∣∣ EB1
l m

〉
and

〈
EB2

l m

∣∣∣ EB2
l m

〉
when l �= m are small and, an efficient strategy such that she

can maximize her probability of guessing correct bit (after she learns which bases
were used by Bob).

Collective Attack: In this attack Eve can entangle her system similar to
individual attack however, she can perform a global measurement on all her
probes, i.e. Eve can perform POVM on all the probes considering it as a single
quantum system. This will allow her to take the advantage of the correlations
from the classical communication during post processing. This attack is a sub-
class of coherent attack. It is powerful than individual attack as Eve has an
access to quantum memory and quantum computer. For example PNS attack is
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Fig. 1. Individual attack: with and without quantum memory (QM).

Fig. 2. Collective attack with quantum memory (QM) and all-powerful quantum com-
puter (QC).

stronger when performed with quantum memory. In Fig. 2, we have shown the
schematic of collective attack.

Coherent Attack: In Fig. 3, we have presented coherent attack. This is the
most general and powerful attack. Eve will entangle her system with a probe of
huge dimensionality with Alice’s transmitted photons. It is extremely difficult
to establish security against these attacks. However, mostly the proofs against
collective attacks are extended for generalized attacks using quantum de Finetii
theorem.

Fig. 3. Coherent attack with huge quantum memory (QM) and quantum computer
(QC).
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4 Theory-Experiment Gap

4.1 Source Imperfection

The weak coherent pulses (WCPs) generated by a highly attenuated laser are
most the commonly used QKD source of single photon generation in academic
and commercial deployments. The laser is attenuated to average photon number
0.1. Since the photon number of a phase-randomized WCP follows the Poisson
distribution, there is a finite chance for emission of multiple-photon pulses. In
PNS attack, Eve first performs a quantum non-demolition (QND) measurement
to obtain the photon number information about the WCP. If she observes one
photon then, she will block it and if there are multiphotons then she will split
the pulse into two, one part for herself and other part she sends to Bob. This
attack does not directly effect the QBER and hence, Alice and Bob do not notice
Eve. The PNS attack restricts the secure transmission distance of particularly
BB84 typically about 25–30 km [15] considering standard parameters of exper-
iment. However, this attack can be circumvented by decoy [16] method. The
insight of the decoy principle is that the PNS attack can be detected by eval-
uating the quantum channel during QKD process. One crucial assumption in
the decoy-state QKD is that the signal state and decoy state or states are iden-
tical except for their average photon numbers. Thus Eve has no way of telling
whether the resulted photon number state is originated from the signal state or
decoy states. Hence, the yield Yn and QBER en can depend on only the photon
number, n, but not which distribution (decoy or signal) the state is from. That
is, Yn(signal) = Yn(decoy) and en(signal) = en(decoy). In Fig. 4, we have presented
the key generation of BB84 with different sources, single photon source, weak
coherent source with average photon number 0.1 and with decoy at different dis-
tances. In decoy method, GLLP technique of security was applied for establishing
unconditional security. It clearly shows that decoy has an added advantage of
increasing the distance of QKD and also making the system robust against PNS
attack. We had mentioned that for a coherent state, a photon number channel
model is used, which assumes the phase of the coherent state is randomized,

ρ =
1
2π

∫ 2π

0

∣∣αeiθ
〉 〈

αeiθ
∣∣ dθ (6)

A physical interpretation behind is that when the phase of a coherent state is
randomized, it is equivalent to a mixed state of Fock states whose photon num-
ber follows a Poisson distribution with a mean of |α|2. In other words, the Fock
states are totally decohered from each other with continuous phase randomiza-
tion. It can also be interpreted to an eavesdropper with no a priori knowledge of
the phase, a signal whose phase is selected uniformly at random is indistinguish-
able from the state ρµ which is a Poisson distributed mixture of photon number
eigenstates. Therefore, for a security analysis, we consider that it is actually
emitting signals in the state ρµ. The state ρµ is represented by a diagonal den-
sity matrix with respect to photon-number basis. By using a combination of an
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Fig. 4. Secure key generation vs distance for BB84 QKD with different sources.

unambiguous-state-discrimination (USD) measurement and a photon-number-
splitting (PNS) attack, it is shown in [17] that the final key generated by the
non-phase-randomized system can be compromised. Hence in a decoy state QKD
it is very important to randomize the phase of the quantum signals.

4.2 Detection Imperfection

One of the basic assumptions involved in the security proof of any quantum key
distribution protocol is that all the components used in the process are ideal,
whereas in a practical QKD system it is not so. Attacks on detection [18] arises
due to manufacturing precision in the detector and the electronics. The difference
in optical path length will slightly misalign the two detector gates resulting in
detector-efficiency mismatch. Hence a QKD system that employs such pair of
detectors will carry a risk of an attack due to detector efficiency mismatch. The
time-shift attack [19] is a simple yet strong attack, owing to the fact that it can
be performed on almost all the QKDs possible and can be performed in a number
of ways. Also the fact that such an attack is possible with the present technology,
makes it even more powerful. To understand the attack, let us consider Fig. 5.

We can see that the efficiency of detection of bit 0, at t0, η0(t0), is greater
than the efficiency of detection of bit 1 at t0, η1(t0). Therefore, η0(t0) > η1(t0).
Similarly, we find that η1(t1) > η0(t1). Using symmetry assumption we can
define r as the ratio of efficiencies r = η1(t0)

η0(t0)
= η0(t1)

η1(t1)
. The ratio r, gives us a

qualitative idea of the possibility of an attack being successful. The value of r
also helps us in determining the quantum bit error rate (QBER) introduced in

Fig. 5. The time dependent efficiencies η(t) of SPDs. The yellow line indicates the
detection efficiency of bit 0 and the blue indicates the detection efficiency of bit 1.
(Color figure online)
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the system. To make a successful attack (BB84) we need the value r, such that
r < 0.2. The bases of time - shift attack lies in the fact that Eve can simply
delay or advance the arrival of the quantum signal pulses in Bob’s subsystem
randomly by introducing a high speed optical switch in between the channel.
Eve need not measure the Alice’s signals but rather shifts them such that they
reach Bob at time t0 or t1. A time multiplexed single photon detector (SPD)
can detect more than one events while using a single detector only. In such an
SPD, the detection is done by the use of separation in time of arrival of the bit.
In this case, Bob’s SPDs are in gated mode and has to open exactly twice for
each incoming pulse. Because there is no overlap between the two gate openings
the system is similar to r = 0. Eve can thus have complete information on the
sifting key without introducing any error. In the detector blinding attack [20], by
sending a strong light to Bob, Eve can force Bob’s SPDs to work in a Linear mode
instead of Geiger mode. In the Linear mode, the SPD, is only sensitive to bright
illumination. This detector operation mode is called detector blinding. To use
the control of Bob’s detectors to her advantage, Eve can conduct an intercept-
resend attack, where she measures the phase of Alice’s photons in random bases
and resends her results to Bob in the superimposed classical pulses, the power
of each pulse being just above Bob’s detectors threshold.

5 Conclusion

We have discussed the security techniques for unconditional proofs of QKD pro-
tocols. It is very important to state the failure probability (leakage) of each key
using the modern definition of security since the quantum signals generating
the final key is finite and there will be errors due to realistic implementations. It
quantifies the security of the protocol. Using the current technology Eve can suc-
cessfully make certain attacks on the source (targeting multiphoton states and
phase) and detection system (detectors and optical components at Bob based
on specific QKD protocol) to perform phase attacks, time-shift attack, blinding
attack and trojan horse attack etc on almost any QKD system. But while doing
so, Eve will have to face certain challenges. The manufacturers can certainly
take precautions and add security patches to prevent these attacks. Better engi-
neering of the detectors like efficiency of the detectors must be very close to each
other, monitoring devices in Alice and Bob unit and sifting strategies need to be
devised to identify any realistic eavesdropping. A direct application of standard
security proofs, without taking into account such loopholes, will remain insecure.
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Abstract. The Internet of Things (IoT) is an emerging technology that has
received much attention in recent years due to its ability to process data in real-
time, speed up awareness and respond quickly to events. IoT aims to bring every
object online, thereby generating increasing amounts of data. This exponential
growth of network traffic calls for faster, efficient and scalable ways of process-
ing. Critical IoT applications such as health monitoring, emergency response and
industrial control require high availability and very low latency to guarantee good
user experiences. Fog computing has been proposed as a solution to decrease
latency and network congestion in IoT environments. However, security in the
fog-IoT layer is still a very open area that is yet to receive much attention. This
paper presents a security model that addresses data security, both at rest and in
transit on end-devices and fog devices. The study uses a latency-sensitive online
application (EEG tractor game) to evaluate the performance impact of the secu-
rity model in an IoT based fog environment. iFogSim was used to model IoT and
Fog environments and measure the effect of security in terms of latency, network
congestion, energy consumption, and cost. Experimental results demonstrate the
viability of our model.

Keywords: Edge computing · Fog computing · Internet of Things (IoT) ·
Security model · Hybrid cryptosystem

1 Introduction

The Internet of Things (IoT) is an emerging paradigm that enables advanced services
through ubiquitous interconnection of smart devices over the Internet. According to a
recent Visual Networking Index forecast by Cisco1, in 2022, there will be about 28.5
billion connected sensors and devices worldwide, and more traffic will be created than
in the 32 years since the Internet started. Cloud computing, which plays a significant role
in managing and storing the increasing amounts of data generated by the IoT devices,
presents various challenges to meet the peculiar requirements of IoT. Fog computing,
to a certain extent has been used to solve the bottleneck problem and the aforemen-
tioned cloud computing challenges. Fog computing improves performance by bringing

1 https://www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-networking-index-
vni/white-paper-c11-741490.html.
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computation to the edge, closer to the data source. It enables decentralised on-demand
applications and services for managing and processing large volumes of data at the
network’s edge [1].

IoT aims to bring every object (e.g. smart cameras, wearable, environmental sensors,
home appliances, and vehicles) online, hence generating a massive amount of data that
require high processing to provide event responses in real-time [2]. This paradigm opens
doors to new innovations that build new types of interaction among things or objects
and humans and enables the realisation of smart cities, infrastructures, and services for
enhancing the quality of life and use of resources [3].

The proliferation of interconnected devices widens the attack surface; thereby
expanding opportunities for threat actors assume device control. IoT has made networks
and devices more vulnerable than ever. This has seen IoT devices being increasingly
compromised and used in a wide variety of attacks. A case in example is the Mirai
Botnet2. Another example is that of potentially life-threatening vulnerability that was
discovered inwireless-enabled implantable cardiac pacemakers. This vulnerability could
allow hackers to easily gain access to implanted cardiac defibrillators and interfere with
operation3.

Even though IoT devices have undisputable benefits, such benefits may be obviated
if the IoT devices themselves are a hazard [4]. Security challenges are prevalent in all
layers of the IoT architecture because security has always been an afterthought in the
design of IoT devices. Fog computing has the potential to alleviate some of the IoT
security challenges. Nevertheless, it has its own privacy and security issues such as
authentication, access control, trust management and privacy.

Confidentiality, data integrity, and non-repudiation are often used as security yard-
sticks for any platform [5, 6]. Enabling IoT devices to exchange data should be preceded
by authentication of the endpoints and mechanisms to provide integrity and protecting
the confidentiality of exchanged data [6]. In the context of fog computing and IoT, there
is a need for security mechanisms that do not result in considerable additional power
consumption, complexity and cost.

In this work, we demonstrate the effect of security in fog computing by articulat-
ing research challenges in fog security and propose a security model that uses hybrid
(encryption algorithm) cryptosystemwhich is the combination of both the symmetric and
asymmetric encryption algorithms [7]. Hybrid cryptosystem has been chosen because it
allows the exchange of cryptographic keys and encryption as two concurrent processes.
The hybrid encryption algorithm will address how confidentiality, data integrity, and
non-repudiation are achieved. The security model will be evaluated for performance
using a latency-sensitive online game scenario. To summarize, the contributions of the
paper are the following.

• We present a security model that uses a hybrid cryptosystem, that utilizes both
symmetric and asymmetric encryption algorithms.

• We demonstrate the applicability, utility and impact of the proposed model using a
latency-sensitive simulation scenario.

2 https://www.cloudflare.com/learning/ddos/glossary/mirai-botnet/.
3 https://fortune.com/2017/08/31/pacemaker-recall-fda/.
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The remainder of the paper is organized as follows: Sect. 2 presents a review of
existing studies. Section 3 presents an overview of fog computing and the scenarios
chosen for simulation. Section 4 presents the proposed model. Section 5 discusses the
simulation and evaluation results, whilst the paper is concluded in Sect. 6.

2 Related Work

In [8] the authors discussed security and privacy issues in the fog computing environ-
ment and identified authentication, as the main security issue. In [9], the major security
and privacy challenges that were discussed include Authentication, Trust, Rogue Node
Detection, Privacy, Access Control, Intrusion Detection, Data Protection, and others.
Authors in [10], proposed the use of the AES algorithm to encrypt the data in the fog-
computing environment. Fog devices need to serve end devices through wireless con-
nections; hence, a secure communication model is necessary. The work did not explain
how secure communication is achieved between the two entities.

In [11], the authors discussed the sharing of critical medical data and challenging
security measures. Thus, the authors built a novel healthcare system utilising the flex-
ibility of the cloudlet platform. The Number Theory Research Unit (NTRU) method
was used to encrypt data collected from wearable devices. However, the trust model
proposed does not accommodate non-medical data (e.g. videos, images, etc.). Thus, the
considered literature has not adequately addressed the challenge of secured transmission
and storage in a fog environment. In [12], the authors designed a cloud computing secu-
rity model for data at rest and in transit. The authors opted into using a new encryption
algorithm, which enables Biometrics to be used instead of passwords for access control.
However, due to some mobile devices not supporting biometric technology, the model
designed cannot be applied to fog computing, as it does not accommodate a mobile
device (end-devices) and fog device autonomous communication.

Moreover, in [13], the authors proposed a security solutionbyusinghybrid encryption
algorithm. The authors enhanced RSA asymmetric encryption algorithm by increasing
the length of the key so that it can generate big primes. The authors further merged AES
symmetric encryption algorithm with the enhanced RSA algorithm. However, this study
only considered lightweight data on the cloud storage service. It did not address the
security of scalable data and the deployment of the security solution to a fog-computing
paradigm.

IoT devices may generate massive amounts of security sensitive data, making them a
target for data breach and other security attacks. The constrained nature of the IoT device
architecturemakes it difficult to embed robust securitymechanisms in thedevices.Hence,
the need to investigate other solutions that can be employed to mitigate the risks. Even
though fog is reported to have the potential to address some of the cloud computing and
IoT challenges, on its own, it is a high risk from a security perspective. This is because it
exposes the public APIs that are used to provide services to connected users. Security is a
very challenging domain where the introduction of a new component to address existing
vulnerabilities always widens the attack surface and introduce yet other vulnerabilities.
Fog enabled IoT systems bring together heterogeneous devices and networks resulting
in potential attacks from anywhere.
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Although there has been a lot of research on IoT and fog computing, many essential
matters remain. Prior works discuss the security issues faced by fog computing and
IoT in isolation. Not much attention has been paid to the security challenges that arise
at the intersection of heterogeneous fog and IoT networks. Lack of standardisation in
this area is also evident. The present study proposes the design of a security model that
uses a hybrid encryption algorithm to provide end-to-end security in fog enabled IoT
deployments.

3 Fog Computing Environment Overview

Fig. 1. IoT based fog computing environment [2]

As highlighted before, fog computing is as an intermediary that enables decentralised
on-demand services for managing and processing large volumes of data between IoT
devices and the cloud. It allows the seamless convergence of heterogeneous infrastructure
stretching from the public cloud to edge devices such as ISP gateways and cellular base
stations a (see Fig. 4) [2, 14]. This architecture has the benefits of offloading computation
from end devices to the public cloud while limiting the use of the cloud whose higher
latency could negatively affect the user experience. In Fig. 1, the overview of the IoT
based fog environment in which the security model will be integrated, is provided, where
the two applications will be deployed. The model processes are then implemented in the
fog environment, as illustrated in Fig. 4.
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This section presents the proposed security model. The techniques used to secure
data in transit and at rest are also highlighted. The notations in Table 1 were used in
defining the encryption process flow in Figs. 2, 3, and 4. The proposed model includes
the components which are depicted in Fig. 4.

4 Proposed Security Model

Table 1. Security model notations

Notation Description

PKS Public Key of Sensor (end-device)

PrKS Private Key of Sensor (end-device)

PKG Public Key of Gateway (fog device)

PrKG Private Key of Gateway (fog device)

Hash The result of a hashing process

• End-devices (Sensors or Mobile devices)
• Fog devices (gateways)
• Public Cloud

Fig. 2. Phase 1 processes
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Fig. 3. Phase 2 processes

To demonstrate the utility and applicability of the proposed model, we implemented
it using iFogSim simulator. We measured the impact of the model in terms of latency,
network congestion, energy consumption and cost [2, 14]. iFogSim is a tool which
enables simulation of resource management and application scheduling policies across
edge and cloud resources under different scenarios and conditions. The scenario used in
our simulation is a sensitive-latency online game with operational requirements such as
low latency, low energy consumption and low network usage. The specifications of the
application are described in Table 2.

The gateway acts as an intermediary for the end-device and the cloud. Moreover, the
end-device – fog device communication consists of a trust management system which
enables only eligible entities to access the information/data [1]. This is achieved by
the use of hybrid cryptosystem that is the combination of both the asymmetric and the
symmetric encryption algorithms. The model proposed in this paper aims to enable end-
device to fog-device communications that do not suffer from security vulnerabilities such
as replay,message tampering and eavesdropping.Before an end-device can communicate
with the gateway, it needs to know the identification and authentication information.
Because many IoT devices do not have user interfaces that can be used to configure this
information, the norm is to provision the information securely to the end devices during
manufacturing time or later depending on the envisioned deployment model.

This is usually done using standard procedures such as configurationfiles in operating
systems, firmware packages or EEPROM chips. Just like any situation where devices
have joined a network, a certain amount of configuration is inevitable. It is assumed
in this paper that the hardware and physical security needed to protect the provisioned
credentials is in place. Provisioning this information in advance is desirable in IoT
networks because it is both computationally and bandwidth-efficient.
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Fig. 4. IoT-based end-to-end encryption

Fig. 5. Sequence diagram (model execution)

While the identification information to be provisioned can include addresses of end-
points and IP addresses, authentication mechanisms can include pre-shared keys, public
keys and certificates. Literature has pointed out that a secure system should address the
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following security properties; confidentiality, data integrity, and non-repudiation [2, 3];
thus our study proposes a model that aims address these major properties.

Fig. 6. Handshake protocol

Figure 2 and 3 highlights some of the crucial processes of the model. They show
interactions between the enddevice (sensor) and the fogdevice (gateway). Figure 4 shows
a general overview of the implemented security model in the IoT based fog environment.
The deployment of the model enables end-to-end encryption from the sensor or actuator
to the cloud via the fog gateway. As the number of IoT devices continues to grow,
access control is becoming an increasingly critical security concern. As the first layer of
defence, it is essential to enable certain levels of trust by ensuring that end-devices are
identified and verified before being allowed on the network.

4.1 Network Join Authentication

If inadequate attention is paid to it, authentication can easily become the weakest part
of fog computing security. This work proposes an authentication mechanism inspired
by the security-as-a-service paradigm [15]. When an end-device tries to connect to an
IoT gateway, it has to go through authentication and authorisation procedures, where
certificates are shared and verified. The model presented in this paper proposes that the
credentials be stored and managed centrally on a resourceful distributed server using
standard secure AAA mechanisms such as OAuth, Kerberos, EAP-TLS and RADIUS.
The network join server is responsible for enforcing the policies that govern access to
network resources and behaviour of nodes on the network. This server can be located
in the cloud. Another distributed server, Certificate Distribution Centre (CDC), which
is used for generating the certificates whose url’s are provisioned on the end devices is
also in the cloud. These certificates are issued after verifying the identities of the end
devices. Assuming an environment that has m end nodes as shown in Fig. 4, endNoes =
(E1, E2, E3, E4 … Em). We propose that the join server (JS) be located in the cloud.
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The following steps illustrate the authentication steps, using E1 as an example. To
protect the credentials from prying eyes while in transit, a secure channel is used during
the negotiations. If a device has been authenticated, it is allowed to start sending traffic
on the network.

• E1 sends a connection request to the Join Server
• JS responds and asks E1 for or AuthCode certificate url
• E1 sends its certificate url to JS
• JS initiates a connection with the CDC to verify end node certificate
• JS sends its encrypted digital certificate, its public key and E1’s certificate url to

CDC
• CDC verifies JS’s certificate. The step proves that JS is really who it says it is
• If the verification was successful
• CDC verifies E1’s certificate using E1’s public key and
• If successful CDC responds to E1’s with and Authentication code
• E1 then sends this AuthCode to JS
• JS verifies this code with CDC and allows E1 access to the network.

This mechanism ensures that the nodes become part of the same domain of trust before
exchanging data andminimises the computations that need to be done on the end devices.
For example, the certificate verification tasks are offloaded to the cloud, which has
abundant resources.

4.2 Data Transmission

In Fig. 2, the end device (sensor) establishes a connection with the fog device. For the
subsequent procedures and exchanges, the model assumes all the information required
for the authentication mechanisms in use has been distributed and verified before the
data protection interactions start. This includes public keys and certificates.

Message Signing and Verification

• The end device will first generate a hash from the data to be transmitted using an
SHA-3 hashing algorithm, thereafter encrypt the hash with its private key (PrKS)
using RSA to get a signed hash x = encrypt (hash, PrKs).

• The x will then be encrypted with the fog device’s public key (PKG) to get an ex =
encrypt (x, PKG).

• The ex is then sent to the fog device by the end device over the internet and waits for
a response.

• As soon as the ex is received, the fog device will decrypt it using its private key (PKG)
to get x = decrypt (ex, PKG).

• A hashwill be obtainedwhen the x is further decrypted (verified)with the end device’s
public key (PKs) hash = decrypt (x, PKs).

• At this point, the fog device (gateway) would have had validated the authenticity of
the communication with the end device, because only the public key of the end device
(PKs) can be used to decrypt the signed hash which was signed with the end device’s
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private key (PrKS). Also, the digital signature in the certificate is used to bind the
public key to the end device. The hash is then kept for later use.

• The fog device (gateway) sends back a (response) signed hash2 (signed with its
private key (PrKG)) to the end device which follows the above processes to validate
the authenticity of the communication with the fog device.

Key Exchange (RSA)

• The processes above perform mutual authentication. The fog device authenticates the
end device, and similarly, the end device proves the authenticity of the fog device.
Subsequently, the fog device generates a secure random key for sharing with the other
authenticated endpoint. For the experiments carried out in this work, 128-bit AES
keys were used.

• The fog device encrypts the random key using the verified end device’s public key
(PKs) and then sends the key to the end device.

• As soon as the encrypted key is received, the end device will decrypt it using its
private key (PrKs) to get the shared key that will be used to secure the payload.

Data Encryption and Confidentiality

• This model uses the AES cryptographic primitive with modes of operation, methods
and techniques for integrity protection and encryption. AES is a well-tested, FIPS
140-2 compliant cryptographic algorithm that is widely adopted as a best practice for
resource-constrained devices.

• Now that the end device is satisfied that it is communicating with the expected fog
device and also has the shared key sent by the fog device. The payload is encrypted
end-to-end between the end-device and the fog node using AES. Encryption of data to
and from end nodes is critical because it could contain sensitive information such as
information to control the amount of insulin delivery on a patient. If such information
is intercepted and tampered with, it could have life-threatening consequences.

• The end device initiates data encryption using the shared key (AES), which results
in encrypted data that is then sent to the fog device.

• Once the fog device receives the encrypted data, it can easily decrypt it using the
shared key to get the actual data.

Confidentiality is achieved by the encryption of the data using the AES. In this scenario,
the end device and the fog device achieve confidentiality because no other device can
intercept and decipher the communication without the appropriate shared key.

Data Integrity and Non-repudiation
After the above processes both entities (end device and fog device) have a secure com-
munication channel, but to verify that the data sent by the mobile device has not been
tampered with, the fog device will firstly generate a hash from the decrypted data to get
hash2. Since the fog device kept the hash received from the end device, the fog device
will compare the hash with hash2 to validate that the data has not been altered.
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In the message signing and verification processes, the fog device verifies the authen-
ticity of the end device. Thus, the hash has been signed with the end device’s private key
(PrKs), and it can only be decrypted with the end device’s public key (PKG), hence the
fog device is sure that the message was sent by the anticipated end device which also
cannot deny that they have sent the message.

4.3 Data Storage

The transmitted data is stored in the cloud via the fog device. The following steps will
take place for the storage of encrypted data: (1) the fog device will send the encrypted
data to the cloud for storage using the same transmission process as described in the
data transmission Sect. 2). On receiving the response, the fog device will pass it to the
end device.

The reason for not allowing the end device to send a request directly to the cloud is
to maximize the performance, that is, it is essential to delegate the fog device to perform
the complex tasks and return fewer heavy responses to the end device. However, the
average time of deploying hybrid encryption algorithm is slightly higher than symmetric
encryption; this is because both symmetric and asymmetric encryption algorithms are
used concurrently. Hence the time required to compute both is higher than symmetric
encryption algorithm alone [12].

5 Experiments and Results

This section provides the simulation configurations, application specifications, and the
results obtained from the simulation. The latency-sensitive online game application
scenario called EEG tractor was used to evaluate the security model under the conditions
of the IoT based Fog computing environment. The performance metrics considered are;
latency, network usage, and energy consumption.

Table 2. Network links for EEG tractor game

Source Destination Latency, ms

EEG headset Smartphone 6

Smartphone Wi-Fi gateway 2

Wi-Fi gateway ISP gateway 4

ISP gateway Cloud Data Center 100

The minimum latencies between the interconnections of the EEG headset, Smart-
phones, Wi-Fi gateway, and ISP gateway are shown in Table 2. Table 3 shows the
simulation configurations. The column smartphones (

∑
) denotes the total number of

smartphones connected to the gateways in a configuration. Smartphones gain internet
connection through Wi-Fi gateways that connected to the ISP gateway, and the num-
ber of smartphones and gateways are varied, which results in different scenarios of the
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Table 3. Configuration of devices

Configurations Gateways Smartphones/GW Smartphones (
∑

)

1 2 4 8

2 3 4 12

3 4 4 16

4 4 8 32

5 4 12 48

6 4 16 64

Fig. 7. Network usage

IoT-based Fog computing environment. The EEG tractor application generates different
types of data (tuples) and transmits it to the fog device (Wi-Fi gateway) which processes
and executes the data (tuples) (Fig. 5). The security model is integrated between the end
device (sensor) and the fog device (gateway).

Fog environment provides a platform for filtering and analysis of the data generated
by the end devices (sensors) using resources of the edge devices or fog devices. Hence
the integration of the security model in this architecture enables secure communication
between the end devices and fog devices. In this work, devices were configured to eval-
uate the effect of the security model in fog based IoT based infrastructure. Performance
evaluation experiments were carried out using three performance metrics. These are
namely: network usage, energy consumption, latency. The following sections provide a
discussion of the experimental results (Fig. 6).
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Fig. 8. Average latency

Fig. 9. Average energy consumption

5.1 Network Usage

The network usage which is measured as the amount data (in Megabytes) sent and
received by the online game application installed on the smartphone. Figure 7 shows
that there is a positive correlation between number of devices and network usage. When
the number of devices increase, the network usage also increases. The network usage is
higher for the cloud architecture, compared toFog, because as the number of smartphones
(end devices) increase, the network becomes congested leading to the degradation of
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the application’s performance. Fog has generally better network usage and less network
congestion due to fog devices being closer to the end devices.

5.2 Average Latency

The average latency is the measure of how long an end device (smartphone) has to wait
until it is served by the fog device or the cloud. The most critical requirement for the
latency-sensitive online game application is low latency, which results in real-time com-
munication between the end devices and the fog devices. Delay in the IoT configurations
may result in the user experience being affected. Figure 8 illustrates the average latency
in the execution of the security model in the fog enabled IoT environment and shows
that the delay is constant for the fog execution up until the number of smartphones is
increased, whereas the cloud execution latency is higher. As the number of gateways
is kept constant (four gateways) and the number of smartphones is increased the delay
increases as well.

5.3 Average Energy Consumption

As shown in Fig. 9, the energy consumption of the gateways is higher due to the number
of smartphones being higher than the gateways in both architectures. This means the
gateways have a congestion of smartphones when communicating with the cloud but
starting from configuration 4, the number of smartphones increases while the gateways
remain the same. The Cloud architecture becomes congested and consumes more energy
while the Fog architecture can distribute (offload) to other free fog devices, which result
in better energy consumption. The energy consumption for the fog execution is the same
throughout, and that is because the smartphones are being hosted by the gateways locally,
and the cloud infrastructure is not called upon.

6 Conclusion and Future Work

In this paper, we have presented a security model that secures data transmission and data
storage between IoT end devices and fog devices. The model takes advantage of a hybrid
encryption algorithm, which combines the asymmetric and symmetric encryption algo-
rithms. The security model addressed the three basic security properties (confidentiality,
data integrity, and non-repudiation) in detail. The simulation results demonstrated that
the model affects the overall performance of an IoT-based Fog computing environment.
Deploying this model in the fog is better because of the performance benefits. However,
some limitations are worth noting. Even though the proposed solution addresses some
of the security problems like authentication, it does not fully address trust issues. Fur-
thermore, the proposed work does not have a way of detecting compromised nodes that
can be used for insider attacks. Future work should, therefore, include follow up works
to ensure trust and detect anomalies caused by insider attacks.
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Abstract. The growing need of security in large open spaces led to the
need to use video capture of people in different context and illumination
and with multiple biometric traits as head pose, body gait, eyes, nose,
mouth, and further more. All these traits are useful for a multibiometric
identification or a person re-identification in a video surveillance con-
text. Body Worn Cameras (BWCs) are used by the police of different
countries all around the word and their use is growing significantly. This
raises the need to develop new recognition methods that consider multi-
biometric traits on person re-identification. The purpose of this work is
to present a new video dataset called Gotcha-I. This dataset has been
obtained using more mobile cameras to adhere to the data of BWCs. The
dataset includes videos from 62 subjects in indoor and outdoor environ-
ments to address both security and surveillance problem. During these
videos, subjects may have a different behavior in videos such as freely,
path, upstairs, avoid the camera. The dataset is composed by 493 videos
including a set of 180◦ videos for each face of the subjects in the dataset.
Furthermore, there are already processed data, such as: the 3D model
of the face of each subject with all the poses of the head in pitch, yaw
and roll; and the body keypoint coordinates of the gait for each video
frame. It’s also shown an application of gender recognition performed on
Gotcha-I, confirming the usefulness and innovativeness of the proposed
dataset.

Keywords: Dataset · Biometric · Face · Gait · Head pose estimation ·
Mobile device · Body worn cameras

1 Introduction

For security purposes, there are various types of videos to examine with differ-
ent devices, from different perspectives and in different environments. This type
of data increasingly comes from mobile devices such as cameras worn by the
body by UK police officers. Body worn cameras are evolving the information
consumed by the different security agencies. In addition to providing impor-
tant information on the health of the agents, the main use of these cameras is to
c© Springer Nature Singapore Pte Ltd. 2020
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record videos useful in dangerous situations to perform subject and action recog-
nition. To test algorithms suitable for data like these, we created Gotcha-I. Our
proposal contains videos with different modes. The subjects in the videos are
both cooperative and non-cooperative, in order to simulate the user’s attempts
to avoid the camera. They move along a path or freely and have been captured
in different lighting environments. One of the innovations made by Gotcha-I is
the possibility of working on videos captured by a moving camera. During the
acquisition process, the camera speed is adjusted to the subject pace.

1.1 Related Work

As new needs arise in the world of video surveillance and security, new datasets
are created to test recognition methods. In this section we will show an overview
of dataset comparable with the one proposed.

COMPACT [2] is a biometric dataset focused on less-cooperative face recog-
nition. Images are in high resolution but acquired in a fully automated manner.
This allow to have real-world degradation like expressions, occlusion, blur etc.

Differently form COMPACT, UBEAR [3] is focused on ear images. Subjects
in UBEAR are in movements and under varying lighting conditions. The subject
can move the head freely and acquired images are in gray scale. In the outdoor
environment we can found datasets as QUIS-CAMPI [4]. In QUIS-CAMPI, sub-
jects are on the move and at about 50 m of distance. For the enroll of data, the
same subjects were acquired also in indoor scenario and a 3D model of each sub-
ject is also available. There are full body images and, from them, a PTZ camera
extracted face images.

In previous example images were captured by a camera, but in the surveil-
lance purpose there are also dataset obtained by drones. In DRONEFACE [5],
the authors focused on face tracking. This task became difficult to approach due
to the distance between the drone and the subjects. For this reason, they built
DRONEFACE, composed of facial images taken from various combinations of
distances and heights for evaluating how a face recognition technique works in
recognizing designated faces from the air.

Another dataset focused on faces on distance is SALSA [7]. Differently from
the previous, in salsa we have a fixed camera network that record subjects in two
different modalities, both in indoor environment. The first modality simulate a
poster presentation, in which there is a presenter and an audience. The second
modality simulate a cocktail party in which subjects are freely to move and
interact.

All previous datasets are focused on one, or at most two biometric traits.
However, recently, also multibiometric dataset were created.

As an example, MUBIDIUS-I [6] is a multibiometric and multienvironment
dataset, acquired by drones and cameras. There are many biometric traits in
this dataset as ear, face, iris and full body. Most of the modality are at less
distance and with fully cooperative subjects, but there are still videos with less-
cooperative subjects at distance in a outdoor environment.
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Completely different from the previous ones are then the dataset captured
with pose estimation purpose. In order to obtain an accurate ground truth, the
most used dataset in this field are like BIWI [8]. BIWI is a face dataset captured
by a kinect, that allows faces and 3D models of the subject captured in an
indoor environment and in a cooperative mode. There are only 20 subjects in
the dataset and only with face informations.

The proposed dataset Gotcha-I brings together all the features of the previous
ones. This dataset provide a 3D model of each subjects, despite not having any
image captured by depth camera. This make us able to perform pose estimation
on real faces with a very precise ground truth as BIWI. As MUBIDIUS-I, our
dataset can be used for multiple biometric traits due to the different distances
and modalities. As in SALSA, our subjects can move freely in different modalities
and as DRONEFACE we are able to perform the tracking of a subjects through
different videos. We have also outdoor environments as in QUIS-CAMPI and
a 180◦ videos of the subjects that allows us to perform ear recognition as in
UBEAR. Finally our modality is more than less-cooperative than COMPACT
because our subjects deliberately try to avoid being filmed.

In Table 1, a list of overall specification of each presented dataset is available,
compared with Gotcha-I.

In Table 2 a list of annotation furnished from each compared dataset is
present. Very few dataset has 3D models of the subjects and Landmark anno-
tation, by which we mean coordinates of keypoint on the faces or bodies of the
subjects.

Table 1. Reference datasets with overall specifications. C./N.C. means Coopera-
tive/Non Cooperative Mode

Dataset Subjects Biometrics Environment Device C./N.C.

COMPACT 108 Face Indoor Camera No

UBEAR 126 Ear Indoor Camera No

QUIS-CAMPI 320 Full body Outdoor Camera Yes/No

DRONEFACE 11 Face Outdoor Camera Yes/Yes

MUBIDIUS-I 80 Multi Multi Multi Yes/No

SALSA 18 Full body Multi Multi No/Yes

BIWI
HEADPOSE

20 Face Indoor Camera Yes/No

Gotcha-I 62 Full body/face Multi Camera Yes/Yes

1.2 Security Purpose Applications

Videos captured by mobile camera with different environments are representative
of surveillance data. In the last ten years, more and more countries provided their
police officers with body worn cameras [9]. Differently from fixed cameras, mobile
cameras has the ability to move around big spaces and cover big areas. However,
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Table 2. Reference datasets with type of annotations

Dataset 3D Models Landmark annotation

COMPACT No No

UBEAR No No

QUIS-CAMPI Yes No

DRONEFACE No No

MUBIDIUS-I No No

SALSA No Yes

BIWI HEADPOSE Yes No

Gotcha-I Yes Yes

data as images and videos from mobile cameras are quite different from fixed
cameras due to the different point of view during recording [10]. Our dataset is
proposed as a starting point to test algorithms operating on that topic and we
will introduce some algorithms that could benefit from it.

Identity Recognition. A hot topic in surveillance is identity recognition. One
of the most used biometric traits for this purpose is the face. In this sense, there
are a lot of algorithms in last years that use faces to recognize a subject, both
using neural networks [11,12] or mixed methods [13]. In order to do that, on
this type of data may be useful use previously a head pose estimation method to
select the most frontal frame. This aim can be reached with various algorithm in
literature that works in real time, both with Neural Networks and without [14–
16]. The proposed dataset also allows to detect a subject from other biometric
traits like ear or iris, as algorithms in [17,18] performs. This is possible due to
the different distance of the subject from the camera during recording. Thanks
to the fact that this happens in the same video sequence, we are also able to fuse
biometric traits in order to perform multibiometric recognition using different
frames for different biometric trait [19–21].

Traits Classification. Not only the identity of the subject can be useful in
security purpose, often we are interested in some physical traits like the gen-
der, the age or facial characteristics in order to classify many subjects in few
time. Regarding the gender recognition, it is often performed using face [22,23].
However, it is also possible to use videos in which subjects can move freely, also
far from camera, using the gait as biometric traits [24,25] or data collected by
mobile devices [26]. It is also interesting how different results are if we consider
the cooperativeness or the non cooperativeness of the subjects, labeled in this
dataset, as the work in [27]. Using the face or the movement of the subject
we can also extract information about their age, as in [29,30]. This problem is
often performed together with the previous one, gender recognition, to extract
the most intuitive and general information about the subjects [31]. Once some
characteristics are captured we may be able to follow the subjects along different
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paths and cameras, as our dataset allow us. This is called tracking [32,33] and
it is a very hot topic in security due to the ability to find the same people in
different environments, in real time, without the need to know the exact identity
of the subject [34]. For this purpose, if we focus our attention on face, there
are various characteristics we can use to discriminate subjects, as in [28]. At
the same times various classification and clustering algorithms were built in this
sense [35–37].

In conclusion, taking a look at identification and classification of subjects in
security purpose, our dataset allow users to train, test and perform very different
algorithms at the state of the art.

2 Gotcha-I

Our proposed dataset stems from the growing need to extract biometrics from
video surveillance data and from the need to understand who the user is, where he
is and what he is doing. Gotcha-I dataset allows to extract different biometrics:
the face, the nose, the mouth, the eyes, the ears and the periocular area. Given
the nature of the videos it is also possible to extract behavioral biometrics from
gait. Gotcha-I dataset simulates the acquisition of the body worn camera in
which a moving subject is acquired by a moving camera. It is available for
download at [1].

2.1 Content of the Dataset

To simulate real-world conditions, no accessories (clothes, hats or glasses) were
controlled, they were left participant dependent. About the procedure followed
by each participant, there were two recording procedures: (I) a cooperative mode
with the camera where the subject walks and collaborates with the camera
watching it during the walk, see Fig. 1 (top-left), and (II) a non cooperative
mode where the same subject walks trying to avoid the camera, see Fig. 1 (top-
right). The dataset contains a total of 493 videos with an average duration of
4 min, including 62 subjects, 15 women and 47 men in an average age between
18 and 20 years.

In order to be able to create robust systems, several possible scenarios were
considered for the previous described procedures. The dataset is composed of 11
different video modes in different environmental and behavioral contexts.

The contents of the dataset are listed below:

– (EC1) indoor with artificial light - cooperative mode;
– (EC2) indoor with artificial light - non cooperative mode;
– (EC3) indoor without any lights but the camera flash - cooperative mode;
– (EC4) indoor without any lights but the camera flash - non cooperative mode;
– (EC5) outdoor with sunlight - cooperative mode;
– (EC6) outdoor with sunlight - non cooperative mode;
– (EC7) 180◦ head video;
– (EC8) stairs outdoor - cooperative mode;
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Fig. 1. Some Gotcha-I dataset samples: outdoor sunlight in cooperative mode (top
left), indoor with artificial light in non cooperative mode (top right) and indoor with
the camera flash in cooperative mode (down).

– (EC9) stairs outdoor - non cooperative mode;
– (EC10) path outdoor - cooperative mode;
– (EC11) path outdoor - non cooperative mode;
– (EC12) derived files attached, detailed in Sect. 2.2.

All the videos have been acquired with the camera of the Samsung S9+
mobile phone; the modes (EC8-EC9-EC10-EC11) have also been acquired with
an iPhone 10 and a Samsung Galaxy A5.

Illumination Differences. Some real world problems can occur regarding the
selected illumination settings. Videos in (EC5-EC6-EC8-EC9-EC10-EC11) were
captured outdoors with natural sunlight, Fig. 1 (top-left). Videos in (EC1-EC2-
EC7) have been acquired in a room with a white background with the artificial
lights on, see Fig. 1 (top-right). Videos in (EC3–EC4) have been acquired in the
same room with the lights off and the flash camera on. In these video the use
of camera flash can generate blur frames in some sequences Fig. 1 (down); as
we can see, in this mode some frames could be blurred increasing the dataset
complexity.
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Cooperative and Non-cooperative Mode. In cooperative video sequences,
the subjects look at the camera during the acquisition and follow the camera
lens during the motion. In non-cooperative video sequences, the subjects try to
avoid the camera during the motion, can be appreciated in Fig. 1 (top-right).
This modality is clearly most competitive.

Figure 2-a shows the distance from the neck to the nose in a cooperative video
and Fig. 2-b shows this distance in a non-cooperative video of the same subject.
We can observe that the cooperative mode exhibits a linear behaviour, while the
non cooperative mode behaves irregular. The differences in the regularity of the
subjects pose in cooperative and non-cooperative videos have led us to carry out
experiments on different methods to further analyze these differences.

Path and Stairs Outdoor. In these two modes the videos were acquired from
different points of view simultaneously between three different cameras: Samsung
S9 +, iPhone 10 and a Samsung Galaxy A5. Furthermore not all subjects are
present. These videos have been created specifically to perform re-identification
and action recognition algorithms. Our aim is that these sequences simulate a
video surveillance camera acquisition, so once the face (or the gait) is acquired it
is possible to re-identify it and trace it for the whole journey. Furthermore, the
action of “going up the stairs” allows to perform algorithms of action recognition
in order to predict if a subject is going up the stairs or walking. Example of
different frames extracted from these videos are shown in Fig. 3 .

180◦ Head Video. The facial video sequences were acquired with the most
favorable lighting conditions: indoor with lights on. There are 62 sequences, one
for each subject, close to less than a meter from the face by rotating the camera
around the head 180◦: from the left ear to the right ear. The subjects were asked

a. Cooperative mode b. Non-cooperative mode

Fig. 2. Head-pose variation sequence for each mode.
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to sit on a chair placed in a room with a white panel behind them, the operator
then made the video by turning around the subject. This mode has the purpose
of acquiring the facial details and consequently, can be used to analyze facial
traits that require a high resolution of the image, such as iris, ear, profile, nose,
mouth, and periocular area (Fig. 3).

Fig. 3. Different outdoor sequences.

2.2 Additional Metadata

Additional related information such as 3D-data extracted from videos is included
in our dataset. It was possible to extract from each 3D model the pitch yaw and
roll rotation of the face for the Head Pose Estimation.

3D Model and Head Pose Estimation Data. From the videos in “(EC7)
180◦ head video” we have reconstructed the 3D model of the head in .obj format
available within the derived files attached. From the 3D model of the head ade-
quately elaborated through the Blender software, the images of the head were
extracted in all the pitch, yaw and roll poses with 5◦ deviations in the following
ranges of values:

– Pitch (−30◦; +30◦);
– Yaw (−40◦; +40◦);
– Roll (−20◦; +20◦).

For 62 subjects therefore 137.826 images were extracted. In Fig. 4 there is a
subset of 25 images of the head pose estimation of the subject 62.

Landmark Extraction Data. For each video frame, except for the videos in
“(EC7) 180◦ head video”, the landmarks of the 2D pose estimation of the body
and the 68 landmarks of the face were extracted using the OpenPose software
[38]. This data is useful for gait analysis and performance action recognition.
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Fig. 4. Above some examples of image extracted from 3D model of the subject 62. At
the bottom the degrees in pitch, yaw and roll of the head pose estimation corresponding
to the position in the table.

3 Conclusion

Gotcha-I is a multiview dataset built to meet the needs of surveillance data
from Body Worn Cameras. With a total of 62 subjects in 11 different modali-
ties, Gotcha-I results particularly suitable for tasks such as people tracking and
recognition. The high definition and full bodies in video allow to perform dif-
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ferent type of biometric traits, both physical and behavioral. Compared to the
other datasets in literature, Gotcha-I presents a remarkable difference between
cooperative and non cooperative modalities, allowing to analyze the response
of different state-of-the-art algorithms on this data. Additional contents as the
3D model of each subjects, face and body coordinates and annotated head pose
images, make our dataset very versatile in terms of possible testable applications.
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31. Rodŕıguez, P., Cucurull, G., Gonfaus, J.M., Roca, F.X., Gonzalez, J.: Age and
gender recognition in the wild with deep attention. Pattern Recogn. 72, 563–571
(2017)

32. Wen, S.-Y., Yen, Y., Chen, A.Y.: Human tracking for facility surveillance. In: Arai,
K., Kapoor, S. (eds.) CVC 2019. AISC, vol. 944, pp. 329–338. Springer, Cham
(2020). https://doi.org/10.1007/978-3-030-17798-0 27

33. Dadi, H.S., Pillutla, G.K.M., Makkena, M.L.: Face recognition and human tracking
using GMM, HOG and SVM in surveillance videos. Ann. Data Sci. 5(2), 157–179
(2017). https://doi.org/10.1007/s40745-017-0123-2

34. Lee, Y.G., Chen, S.C., Hwang, J.N., Hung, Y.P.: An ensemble of invariant features
for person reidentification. IEEE Trans. Circ. Syst. Video Technol. 27(3), 470–483
(2017)

35. Anzalone, L., Barra, P., Barra, S., Narducci, F., Nappi, M.: Transfer learning for
facial attributes prediction and clustering. In: Wang, G., El Saddik, A., Lai, X.,
Martinez Perez, G., Choo, K.-K.R. (eds.) iSCI 2019. CCIS, vol. 1122, pp. 105–117.
Springer, Singapore (2019). https://doi.org/10.1007/978-981-15-1301-5 9

36. Wang, P., Su, F., Zhao, Z.: Joint multi-feature fusion and attribute relationships
for facial attribute prediction. 2017 IEEE Visual Communications and Image Pro-
cessing (VCIP) (2017). https://doi.org/10.1109/VCIP.2017.8305036

37. Zhuang, N., Yan, Y., Chen, S., Wang, H., Shen, C.: Multi-label learning based
deep transfer neural network for facial attribute classification. Pattern Recogn.
80, 225–240 (2018)

38. Cao, Z., Simon, T., Wei, S.E., Sheikh, Y.: OpenPose: Realtime Multi-Person 2D
Pose Estimation using Part Affinity Fields (2018)

https://doi.org/10.1007/978-3-030-17798-0_27
https://doi.org/10.1007/s40745-017-0123-2
https://doi.org/10.1007/978-981-15-1301-5_9
https://doi.org/10.1109/VCIP.2017.8305036


Enhancing Enterprise IT Security with
a Visualization-Based Process Framework

Tanja Hanauer1(B) and Wolfgang Hommel2

1 Leibniz Supercomputing Centre, Boltzmannstr. 1,
Garching n. Munich, Germany

tanja.hanauer@lrz.de
2 Bundeswehr University Munich, Werner-Heisenberg-Weg 39,

Neubiberg, Germany
wolfgang.hommel@unibw.de

Abstract. This work presents a process framework for security visual-
ization that supports organizational knowledge generation, improves the
usability of IT operative tasks, and improves the manageability of data
and devices. The framework, as it was built, and how it can be used is
described. The framework provides detailed instructions, makes the cur-
rent status of the environment visible, and demands participation from
stakeholders. With this concept, the quality of the used data is improved
systematically, and also the overall IT security level of the organization.
It consists of a visualization process (ask, manage data, visualize, inter-
act) and a data management process (define data, acquire data, analyze
data, ensure data quality, dispose or reuse data). This is illustrated with
a proof of concept process run on vulnerability management. Besides, an
implementation guide is provided in order to support the adaption of the
process framework.

1 Motivation

This work presents an approach on how stakeholder groups responsible for IT
operations, IT security, and IT management can improve the security of their
organization. This means, for example, how to administer a heterogeneous envi-
ronment with various systems. Also, how to operate, maintain and dispose sys-
tems, and how to configure and manage them according to security standards. A
process framework, which takes into account that none of the stakeholders has
sufficient concepts and tools at their disposal, has been designed. This frame-
work also takes into account that management often does not understand how
IT operations works in detail, and vice versa. Visualization is introduced in order
to provide the management with an easy to grasp overview, and also to motivate
IT operations to manage systems well and provide them securely.

It is important that IT operations personnel value, implement, and enforce
security and also teach the end user accordingly. Otherwise, security will not
be implemented properly. It will be circumvented during setup or deployment
by the system administrator (sysadmin), or it will be forgotten as soon as the
c© Springer Nature Singapore Pte Ltd. 2020
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system is in operation, where only keeping it up and running seems impor-
tant. Many sysadmins look at security matters just as regular users do. Quite
often they think that they have more demanding work to do than fulfilling the
“additional” security tasks. Implementing, maintaining, and managing systems
securely increases the workload, complexity, and interdependence. Complying
with security requirements, performing tasks securely, and implementing secu-
rity specific systems and tasks, is time intensive and requires security knowledge.
It is an integral part of their job to handle IT security. Sysadmins not only have
to provide properly working systems, but they are also the most tech-savvy peo-
ple, the ones who deal with the technology, and the ones who have access to
and the knowledge about the devices. IT security has to be implemented by IT
operations. This becomes clearer when some exemplary tasks are named. Server
security not only depends on keeping track of the servers, but also on a secure
installation of the operating system, which includes minimizing the attack sur-
face. In order to minimize the attack surface, unnecessary packages must get
removed, unneeded services must be disabled, the software has to be kept up to
date, and access to the servers and their disposal have to be managed.

The visualization process framework supports implementing security policies
to benefit the stakeholders. Existing approaches and frameworks handle infor-
mation security, some even down to procedures, but they often do not take IT
operations personnel into account, who has to implement them. The framework
is a new approach, especially with its focus on the operational view and on usabil-
ity. With this approach, security data can be visualized for the organization as
a whole, including the initial configuration, monitoring, and maintenance tasks
of IT operations to assist them and the security personnel. Our work introduces
a highly accurate data basis embedded into an organization-wide process that
generates stakeholder-specific reports and visualizations.

It is very important that the generated visualizations and reports are highly
customizable, action-oriented, and that they display as few false positives as
possible to minimize the burden of the system administrators who act upon
the reports. The process guides the security practitioners from the initiation,
where the environment is analyzed, stakeholder requirements are stated, and
actions are planned, over the definition of the question and the complete data
management to the generation of the visualization. It concludes by interacting
with the involved stakeholders and the evaluation. The process character ensures
continuous improvement and its organizational integration is supported by each
topic-specific process run of Vis4Sec.

This paper introduces Vis4Sec and is structured as follows: Sect. 2 outlines
related visualization processes. Section 3 introduces the Vis4Sec process as the
basis for its following application. Section 4 shows the implementation guideline.
Afterwards, Sect. 5 provides an example process run for Vulnerability Manage-
ment. Finally, Sect. 6 summarizes the key results and gives an outlook on our
ongoing work.
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Fig. 1. Vis4Sec process framework compared to existing visualization processes

2 State of the Art

In this section, literature about visualization processes and a visualization frame-
work is introduced and the requirements are described. It builds the foundation
for the new process framework Vis4Sec, which is introduced afterwards. The
visualization processes describe how to visualize data, taking into account the
knowledge we have about the human brain and the recipient. We closely ana-
lyzed existing processes related to data, visualization, and security and compared
our newly developed process framework to them. Ware’s (2004), Fry’s (2004),
Marty’s (2008), and Balakrishnan’s (2015) visualization processes are summa-
rized and compared to Burkhard’s knowledge visualization model (Burkhard
2005). A comparison of their phases with the newly designed Vis4Sec is shown
in Fig. 1. They all share the process character, but each of them has its own
focus. Ware focuses on the visual perception, Fry on data processing, Marty on
security together with the problem definition he introduces, Balakrishnan also
focuses on security, and Burkhard focuses on the knowledge transportation from
the sender to the recipient.

When realizing that it is necessary to develop a new process, a scenario analy-
sis was done to state requirements. Two scenarios, IT operations and IT security
management, with three use cases, were analyzed to put IT security into prac-
tice. Furthermore, the use cases were chosen from different sections: the highly
technical and typical system administration topics in the IT operations scenario
and the more (security) management oriented topics in the second scenario with
a strong focus on compliance and vulnerability management. The analyzed envi-
ronments, stemming from the scientific sector with scientific freedom and from
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the commercial sector with the pressure to be profitable and compliant, also
made a holistic approach to the requirements and current practice possible.

3 Process

The security visualization framework Vis4Sec consists of the Visualization Pro-
cess and the Data Management Process, whereby the latter is either an extensive
Data Management Phase or a separate subprocess. This is shown in Fig. 2. The
phases resemble the Deming Cycle Plan-Do-Study-Act and bring the IT Service
Management orientation of this work to mind.

Fig. 2. Vis4Sec process framework

The phases of the visualization process are described in detail below.

3.1 The Initiation

The initiation takes place once for each process run and develops an understand-
ing of the environment, the stakeholders, and the requirements to embed the
visualization in the proper context. During the initiation, a team is put together
that manages the visualization process by carrying out interviews, coordinat-
ing data management, generating the visualizations of the results, guiding the
interaction among stakeholders, and triggering iterations.

Environment. The description of the environment is done with semistructured
interviews, participatory observation, and the analysis of existing documenta-
tion. It results in a description of process properties on the topic in question,
which is summed up in Fig. 3 as classification of the environment.

The stakeholders are named and described in detail in a separate section. The
management process allows to map the tasks to recommendations and guide-
lines and those to an appropriate management process. Examples for guidelines
are the ITIL Core books, the System Development Life Cycle (SDLC), or the
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National Institute of Standards and Technology (NIST) publications. This makes
it possible to develop an understanding of the relevant tasks, control gates, and
goals. The protection goals – accountability, auditability, authenticity, availabil-
ity, confidentiality, integrity, non-repudiation, privacy – relevant for the process
run are stated. The security control is stated afterwards in order to define the
main goal the process run should fulfill. It stems mostly from the Center for
Internet Security Critical Security Controls (CSC) or ISO/IEC 27001 controls.
The actual maturity level of the management process in question is named in
accordance to the Capability Maturity Model Integration (CMMI). The actual
usage of visualization in the current setup is also described.

Fig. 3. Environment classification scheme

Stakeholders. The stakeholder definition specifies for whom the use case is rele-
vant and for whom the visualization is generated. Their differing mental models
and points of view have to be considered. There are various stakeholder roles
such as executive management, business unit representatives, user community,
human resources, information and communications technology specialists, and
security specialists. To keep it simple, it is started with a group as small as
possible.

Requirements. The requirements that the tool, the process or the visualization
has to fulfill, are grouped into the following categories:

– functional, for example, Monitoring, Reporting, or KnowledgeGeneration
– security, for example, ProtectionGoals, Compliance, or VisualSecurity
– quality, for example, Documentation, DataQuality, or MonitoringQuality
– nonfunctional, for example, Specification, Usability, or Utility

They are weighted (necessary, important, nice to have) according to the use
case. The requirements section describes the deficits in the existing solution and
defines the purpose of the process run. It also provides the level of required data
quality and the evaluation criteria.
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Planned Actions. Actions are planned to meet the requirements. They are cat-
egorized into planned to be handled in the following process run and its itera-
tions, manageable in further process runs, and actions that are not manageable
in process runs or out of scope. They are environment-specific, goal-specific, or
common for all process runs. Common actions are the following:

Fixing major security deficits that came to light during the analysis of
the environment, generating and distributing reports and visualizations on the
defined topic, defining metrics that measure the security objective and the
process improvement itself (key performance indicators, KPIs), and developing
proactive measures.

3.2 The Question Phase

The Question Phase ‘Ask’ checks the functional, security, and non-functional
requirements to specify the area of the process run. It defines the question to
be asked and answered by the visualization. It defines the specific topic about
which knowledge needs to be gained. The problem to solve makes the resulting
visualization useful and prevents it from being just a “pretty” picture without
a message to transport. Also, basic criteria are stated in this phase to allow to
evaluate the utility of the process run and to check whether it fulfills its aim.

3.3 The Data Management Phase

The Data Management Phase ‘Manage Data’ – or the separate Data Manage-
ment Process (DMP)– ensures that the data is handled in its entirety. It contains
the following phases: Define Data Model, Acquire Data, Process and Analyze It,
Ensure Data Quality, Dispose or Reuse It.

It starts with one data source and is complemented with additional sources.
In addition, a tool to manage the data collection is chosen. The result is a
sum of data source imports – if carefully automated – that ensure data quality,
topicality and as a side benefit the data quality of the data sources is verified
or improved, which may be useful for other applications in the organization. For
each data source a data model, naming conventions, and criteria of data quality
are defined and the data is acquired to be processed and analyzed afterwards.

The relevant dimensions of data quality – validity, accuracy, completeness,
uniqueness, timeliness, or consistency – are defined and ensured and the overall
management of the data, like its disposal or reuse and possible automation, is
defined.

3.4 The Visualization Phase

The Visualization Phase ‘Visualize’ puts into practice the requirements with a
visual representation or report. It presents and visualizes the result from the Data
Management Phase – managed data and information – for interactive explo-
ration. The generated visualization has the aim to gain actionable knowledge for
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the single stakeholder and for the organization. This is supported by making best
use of existing knowledge about visualization. The resulting visualization is used
to generate visibility and attention for security-relevant topics. In consequence,
the visualization creates awareness and discussion about a topic and contributes
to enhancing the achieved level of security. The type of visualization depends on
the question to answer, on the kind of data that needs to be represented, and
on the features that need to be clarified. It also depends on the mental model
of the stakeholders and their viewing and working customs. Guidelines for visu-
alization generation are used to receive a good result, especially in the sense of
a visualization that is designed in a consistent and simple way. Visualizations
are also generated to present an overview, monitor defined parameters, report
on them, alert, and to improve auditing.

3.5 The Interaction Phase

The Interaction Phase ‘Interact’ checks and improves the nonfunctional require-
ments. It delivers the results and ensures that the results are useful, usable,
and the expected ones by the stakeholders. This is done with defined interac-
tion points, communication amongst stakeholders, and the established feedback
culture. The defined interaction points always distribute data, reports, or visu-
alization to the stakeholders. They consist of the question or task given to them
earlier, a few generic questions that need to be answered, and their required
reaction. Furthermore, the feedback of the recipients is collected and added as
knowledge and experience from within the domain to enhance the results and to
transform individual knowledge into organizational knowledge. In further itera-
tions, the feedback and requests from the recipients are used to refine the starting
question and to start the next process run.

3.6 The Iterations

The Iterations ‘Iterate’ take place after each process run. They are additional
process runs with the aim to refine or redefine its topic and to broaden its
coverage to ensure stepwise refinement. They start with a conclusion summing
up the completed process run, the actions taken, the results, and the added
value. The utility of the process run and its results are evaluated in relation to
the stated question, the consistency and simplicity of its design, and the quality
of the results.
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4 Implementation Guideline

The Initiation requires the environment, the objective from the security frame-
work, and the area or phase as input and generates the stakeholders, the require-
ments, and the planned actions as output. It consists of these steps:

– The environment is analyzed and deficits are named.
– The stakeholders are defined.
– The requirements are stated.
– The actions are planned.

The Question Phase requires the objective as input and generates a simplified
question, the definition of metrics, and questions for iterations as output.

– The question is deduced from a security objective or control.
– The question is simplified and reduced to its core.
– Metrics are defined to measure progress and to manage its development.
– The simplified question triggers the first iteration.

The Data Management Phase requires the simplified question, the key stake-
holders and data quality requirements as input, and generates managed data as
well as information and improvement for iterations as output.

– A data model is defined and a common format is chosen.
– The data is acquired from organization-specific repositories.
– The data is processed and analyzed and statistical properties are raised.
– The necessary level of data quality is ensured.
– Reuse or disposal of the data is defined and implemented.

The Visualization Phase requires data or information, the stakeholders, and
evaluation criteria as input and generates an overview of data quality, tracking
of metrics interactive information, visualizations and ideas for iterations as out-
put. The visualizations are generated by deciding upon a type of visualization,
optimizing it by using guidelines and by evaluating its usefulness.

The Interaction Phase requires visualizations, stakeholders, security deficits
as input and generates communication points and intervals, required reactions,
and feedback as output.

– Defined communication intervals.
– An organization-wide feedback system.
– Distribution of stakeholder-specific reports and visualizations.

The Iterations One iteration requires the conclusion, ideas, and feedback as
input. It generates the need for further iteration, refinement and automation as
output. An iteration follows this pattern:

– Conclusion summing up the actions taken, results, and added value.
– Refining or redefining the question for the next process iteration.
– The data sources, the reports and visualizations, and the interaction are con-

sidering their quality ensured, refined, enhanced, and automated in each iter-
ation.
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5 Proof of Concept Vulnerability Management

This section describes a visualization example for vulnerability management. To
do so, the first iteration of the Linux server vulnerability management of a higher
education institution’s data center is described.

5.1 The Initiation

The Environment is a data center, which operates more than 2,500 servers. The
servers are managed by more than 70 operating system administrators. It is an
overall complex and continuously changing setup. It becomes apparent, when
security-relevant questions are asked, that usually little knowledge about the
concerned servers and their probable patch state exists.

The Stakeholders are the security practitioners and the IT management.
The process run takes place during the operations phase of the System Devel-
opment Life Cycle. The main protection goals are availability, confidentiality,
and integrity. The security control to implement is the Critical Security Control
‘Continuous Vulnerability Assessment and Remediation’. The maturity level of
the vulnerability process is managed and there is no current use of visualization.

The Requirements are knowing the vulnerability state of the systems, prior-
itization of the results based on risk and timely mitigation of high risks.

The Actions Planned are generating stakeholder-specific vulnerability reports
of the systems in production and their development over time.

The goal of this process iteration is to reduce the results to verified and
actionable ones by checking if a vulnerable software package is installed on a
server with that port externally reachable.

5.2 The Question Phase

‘Continuous Vulnerability Management’ (CSC 3) requires a constant acquisition,
assessment, and taking measures on new information to identify, remediate, and
minimize the window of opportunity for attackers.

This control also reminds us that “defenders face particular challenges in
scaling remediation across an entire enterprise, and prioritizing actions with
conflicting priorities, and sometimes-uncertain side effects.” This leads to the
question: “What are the servers installed with (externally reachable) vulnerable
software?” The related security metric is: “What percentage of the organization’s
servers has installed (externally reachable) vulnerable software?”

5.3 The Data Management Phase

Daily port scans, organizational data, update scan and vulnerability data are
the acquired data sources.

Port Scans are set up based on Nmap as the scanning tool, scanners placed
both internally and externally, a scanning scope of almost fifty subnets, and scan
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intervals of 12 h. The resulting data requires organizational information to filter
and distribute the results to the stakeholders.

Organizational Data is almost static, e.g., basic information about a device
like its IP address, the system administrator’s name, and the organizational unit
operating it. This information is extracted from an organization-wide Configu-
ration Management Database.

Update Scan Data from an update management system is prepared and
imported on a daily basis.

Vulnerability Data is refreshed and imported from (a) the National Vulner-
ability Databases CVE1 feed (b) the security advisories from common Linux
distributions on a daily basis and (c) results from regular Nessus scans.

It quickly became obvious that the data quality of the sources is often unre-
liable, whereas high data quality is crucial to provide useful results. The data
quality is assured regarding its uniqueness, timeliness, validity, and consistency
by comparing the data sources and automating checks.

5.4 The Visualization Phase

For the security practitioners, interactive visualizations, that support identifica-
tion of exposed servers and highlight newly disclosed vulnerabilities, are gener-
ated. The visualization is generated with real data from more than 190 exter-
nally reachable productive Linux servers. It informs on a per-server basis about
vulnerabilities that should be mitigated in a timely manner as (a) they are exter-
nally reachable, (b) the server has the exact software package, and (c) version
installed, the CVE describes. The ‘CVEs per server’ dashboard in Fig. 4 provides
an overview and offers additional details about servers with vulnerabilities. It
clusters them by severity (according to CVSS2 score) and the number of CVEs
and exploits that are publicly available. It depicts each vulnerable server as a
bubble, whereby the most vulnerable servers are in the upper right. The highest
scores are on the right and the number of vulnerabilities increases the position of
the bubble. The size of the bubble depends on the number of exploits found, so
the bigger the bubble, the more exploits have been found. The three dimensions
represent the severity of the highest CVSS score (x-axis) found, the number of
CVEs (y-axis), and the number of detected exploits (bubble size). Its design
follows the Visual Information Seeking Mantra proposed by Ben Shneiderman
in 1996.

5.5 The Interaction Phase

Reports with detailed information about the systems are generated and dis-
tributed among the security practitioners and the IT management. Continuous
interaction initiated by the reports led, for example, to updating responsible
contacts, changing firewall settings, and the disposal of devices. To increase the

1 Common Vulnerabilities and Exposures (CVE).
2 Common Vulnerability Scoring System (CVSS).
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Fig. 4. Interactive display of the server vulnerabilities grouped by their CVSS score

significance of the reports, only true positive vulnerabilities are reported as the
results are verified. In addition, feedback is demanded and the vulnerabilities
and their mitigation is tracked over time.

5.6 Iterations

The process initially acquires the data sources necessary to identify servers with
vulnerable software and provides an overview of the vulnerable systems. The
results are prioritized by restricting them to the externally reachable servers. The
verified results are distributed amongst the stakeholders and a feedback system
is implemented. It also minimizes the workload of the stakeholders by providing
the opportunity to act upon verified alerts rather than manually dismissing false
positives. Further iterations are planned to automate the data import, to enhance
the data quality and to provide results covering a wider area.

6 Conclusion and Future Research

The introduced visualization process framework Vis4Sec supports the gener-
ation of stakeholder-specific vulnerability management visualizations. Existing
processes do not offer the required details and have made the development of a
new process framework necessary. Hence scenarios and use cases were selected
and a detailed process description for the visualization and the data manage-
ment processes, including an implementation guide, was generated. The process
framework was put into practice and has shown its usefulness as previous work
has pointed out Hanauer (2018a), Hanauer (2018b), Hanauer (2019). Improving
the security of an organization is a challenging task and, together with generat-
ing organizational knowledge, it requires the integration of various stakeholders.
Vis4Sec supports mastering this challenge. Using stakeholder-specific interac-
tive visualization and the process around it when generating the visualization, it
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closes the information and communication gap between management, IT security
personnel, and IT operations personnel.

This section gives an outlook to current and future research. The process
framework is under ongoing development and its integration into current work-
flows is still promoted for various security topics. For example, in our previous
work, we established a basic vulnerability reporting culture with verified vulner-
ability results and our current approach builds on that. We are researching how
further data sources can be integrated and how an increased number of results
can be presented, even if they are not verified true positives. The acceptable
loss of validity is being researched considering how many false warnings in a
report are acceptable and are still deemed useful by the stakeholders. We plan
to improve the coverage of our vulnerability management approach on further
devices and further software products. How Vis4Sec supports the establishment
of a vulnerability management culture and how stakeholders can be addressed
best, is also part of the research. Therefore, the feedback of the stakeholders and
their reactions to the reports is highly relevant.

Another area of research is evaluating if and how using Vis4Sec supports
ensuring data quality. Currently, this is evaluated for the data management pro-
cess as it is used to integrate data sources into a newly developed organizational
Configuration Management Database and to ensure their quality. In addition,
we plan to further improve the visualization process, especially the interaction
phase, where we plan to conduct a long-term observation on how it can be inte-
grated into the organization and how to accompany a change in security culture.

References

Fry, B.J.: Computational Information Design. Massachusetts Institute of Technology
(2004)

Ware, C.: Information Visualization: Perception for Design. Morgan Kaufmann Pub-
lishers Inc., San Francisco (2004)

Burkhard, R.A.: Knowledge Visualization: The Use of Complementary Visual Repre-
sentations for the Transfer of Knowledge. ETH Zürich, Zürich (2005)
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Abstract. Due to the demand for large prime numbers to be used by many public
key cryptographic systems such as RSA and SSC (Schmidt-Samoa cryptosys-
tem), this led for the development of fast and reliable methods for primality
testing to determine whether a given integer is prime or composite. Many algo-
rithms were proposed by to address the efficient method of testing the primality
of the integer number. In this paper, we propose a pipelined reconfigurable FPGA
implementation for the primality testing coprocessor using Millar-Rabin method
by employing the maximum possible parallelism of the internal operations. The
proposed design targeted the ALTERA Cyclone IV FPGA (EP4CGX22CF19C7)
along with Quartus II simulation package. The proposed design was evaluated in
terms of the maximum operational frequency, the total path delay, the total design
area and the total thermal power dissipation. The synthesized results revealed that
the proposed parallel architecture implementation has recorded: critical path delay
of 22.65 ns, maximum operational frequency of 51.11MHz, hardware design
area (number of logic elements) of 6184 LEs, and total thermal power dissipa-
tion estimated as 151.30 mW. Consequently, the proposed PT architecture can be
efficiently employed by many public key cryptographic mechanisms.

Keywords: Cryptography · Number theory · FPGA design · Hardware
synthesis · Primality testing · Millar-Rabin algorithm

1 Introduction

In recent years, we are witness that how communication technologies has been changed
rapidly. This brings our attentions in the area of communication technologies and its
security. Securing our data as well as transferring our data to the authorized user is very
crucial task and securing is the keyproblemsnowdays due to the intensity and complexity
of the data. As the size and complexity of data increases, it leads to acquaint with the
technology of Big Data and Internet-Of-Things (IoT) [1]. In addition, it increases the
needs of secure communication to provide the user’s privacy and prevent the availability
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of information to the unauthorized users. As an outcome, several security techniques are
used to deliver the reliable, secure, assurance of data as a group known as Cryptography.

The basic terminology of cryptography is a procedure where user’s information
(messages) coded into another form of text called Cipher-text. Three major practices
are involved in the art of cryptography, including: converting message from simple text
to ciphertext, the number of keys used to create the ciphertext which can be symmetric
key (single key) or asymmetric key (two different keys for encryption and decryption),
and finally, the method used to process the plaintext (i.e. the algorithmic process of
plaintext-to-ciphertext change).

Accordingly, the symmetric key encryption (SKE) uses one key to do both encrypting
(Ek) the plaintext to ciphertext and to decrypting (Dk) the message back from ciphertext
to plaintext (i.e. Ek = Dk). Indeed, themost problematic issue of such kind of symmetric
encryption is that all users involved in the communication process must interchange
their encryption/decryption keys over the non-secure communication network prior to
start exchanging a secure message. In other hand, the asymmetric key encryption is
also known as public key cryptography (PKC) [2] uses two different keys to secure the
communication process between the participants, that is, one for encrypting the plaintext
(Ek) that is made public and another different key for decrypting the ciphertext (Dk)

and made private for the authorized receiver only.
In other words, Ek �= Dk , which means that the private key must be secured to

safeguards that malicious persons do not misuses the private key while the public key is
available to all senders who wants to send messages. Indeed, public key cryptography
plays a key role to resolve many problems associated with symmetric-key cryptography
especially at stages of key creation, identification, and encryption. There are several
public key cryptographic algorithms that are in-use, such RSA [3] and SSC [4]. How-
ever, public key cryptography requires substantial computational power [5], since, its
computation-in general-based on the use of number theory andmodular arithmeticwhich
are intense and time consuming thus it requires substantial computational. Thus, several
fast number theory and digital arithmetic algorithms and implementations contributes to
the overall performance of the coprocessors, such as the greatest commondevisor [6], fast
parallel adders [7], fast multipliers [8], and many other operations can be comprehended
from [9].

Indeed, most public key algorithms requires the use of large key sizes comprising
the use of large prime numbers with to guarantee the security of the system. Selecting
significant large prime number is not an easy task even if we come upwith a large number
how to find the selected number is prime or composite (i.e. not prime). Therefore, we
need to have unique approach to test whether the selected numbers are prime number
or not. Such approaches are known as testing prime numbers or primality testing [5].
Testing prime number is a pure mathematics problem to find if the given integer is prime
or not. There are several primality testing algorithms were proposed to address the prime
testing problem.
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Table 1. Primality testing algorithms

Primality tester No. of arithmetic operations

Miller-Rabin O(log n)

Solovay-Strassen test O(log n)

Fermat Primality testing O(m log n)

AKS test O(log5 n)

Baillie-PSW Primality test O((log n)3)

Table 1 shows the most appropriate algorithms for prime testing [10]. The table
provides the performance complexity of each approach in terms of Big O notation.
Accordingly, only two approaches are nowadays competed to perform the primality
testingof different applications,Miller-Rabin algorithmandSolovay-Strassen algorithm.
However, Solovay-Strassen algorithm [11] is still under theoretical development and is
not yet practicable. Miller-Rabin is one of the widely used algorithm for the primality
testing as it recorded the highest throughput with minimized execution time especially
when they implemented in hardware such as the FPGA kits used in [12].

In this paper, we propose a pipelined FPGA implementation of 64-bit Miller-
Rabin Prime Tester that exploits the maximum parallelization of the algorithm par-
tial operations. We are reporting on the performance of Miller-Rabin algorithm using
ALTERA Cyclone IV FPGA(EP4CGX22CF19C7)device in termsof total designdelay,
maximum operational frequency, the area of the design as number of required logic ele-
ments, and the total FPGA thermal power dissipation. The rest of this paper is organized
as follows: Sect. 2, discusses the system modeling and the implementation architecture
to be applied to the FPGA, Sect. 3, presents the developed system and the evaluation
metrics as well as evaluate the hardware synthesize results in terms of the cost factors of
FPGA design, including: the total design delay from input toward getting the result, the
maximum operation frequency in MHz, the total design area in terms of the number of
hardware utilization of logic gates, and the total FPGA thermal power dissipated by the
implemented coprocessor. Finally, Sect. 4, concludes and summarize the paper.

2 Implementation Environment

Generating prime numbers is a very essential part in any cryptosystem since they depend
heavily on prime’s properties. There are two main methods to generate a prime number.
The first method is called Prime Sieve where primes in a specified range are generated.
However, this method is useful if the need is only for an individual prime. The second
method is the use of primality testers which are more convenient since the first method
is very slow comparing to the second as well as generating many unneeded primes [13].
Primality testers are a group of algorithms used to check if the selected number iswhether
a prime or composite. Unlike integer factorization, primality testers do not generate a
prime, but they state whether the input is prime or not. Some of the Primality testers are
used to prove a number is prime where some are used to prove a compositeness. Thus,
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the prime number generation module consists of two stages of computations: generating
the random number [14, 15] and then test its primality.

Fig. 1. Logic diagram architecture of Miller-Rabin algorithm exploiting the Maximum Paral-
lelism

In order to generate a prime number, the random number generating stage should be
followed by primality testing [8] phase to check whether the generated number is prime
or not. The basic principal of PT is: Let n be an integer and suppose there exist integers
x and y with x2 ≡ y2mod n, but x �= ±y mod n, then n is composite. Moreover,
gcd(x − y, n) gives a nontrivial factor of n. Also, in number theory , a Carmichael
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number (also called pseudo-prime) is a composite number n which satisfies the modular
arithmetic congruence relation for primes:

α p−1 ≡ 1mod p

Where: α is a random base used for testing and p is the prime number, for all
1 < α < p which are relatively prime to p. However, this number is not prime!

Therefore, more sophisticated primality testers were developed and reviewed in
senior design I report. As a result, one possible efficient algorithm is commonly in use
for prime testing is Miller-Rabin algorithm [8]. Miller-Rabin algorithm is a probabilistic
test used to check whether an input number is prime, or composite based on the basic
principle discussed previously. Since it is probabilistic, Miller-Rabin test guarantees the
compositeness of a number only and declare a primalitywith high accuracy.Accordingly,
Carmichael numbers (i.e. pseudo-primes) are categorized into two groups: strong and
weak. If a composite number n passed Miller-Rabi test with base a, then it is a strong
pseudo-prime, otherwise it is a weak pseudo-prime. For example, n = 561 for base = 2.
It turns out 261 is not a strong pseudo-prime since it could not pass Miller-Rabin test.

The complete internal architecture for the implemented PT is shown in Fig. 1. The
unit encompasses two main phases as follows:

• Initial number test phase: if the number is ‘1’ or even it will be composite. If it’s ‘2’
then it’s a prime. If it’s odd, then go to next test.

• Odd number test phase: it tests the number with random base α based on basic pros-
perity of primes. If the test fail, then it will generate “composite”, else it properly
“prime”.

To reduce the probability of Carmichael numbers, the odd test is repeated five times
with different base. After the fifth round if the number success the test it will be prime
mostly.

3 Performance Evaluation

Prime number generators are vastly used in many branches of science, especially in net-
work security protocols, simulation and cryptology (public encryption). If the generated
numbers are insufficient or faulty, this could lead to the failure of the application. In
this work, we have implemented a primality tester unit based Miller-Rabin algorithm
utilizing Altera Cyclone IV (EP4CGX-22CF19C7) FPGA device as a target device to
implement the afore PT coprocessor using structural VHDL coding as hardware descrip-
tion language alongwithAlteraQuartus II andModelism-Altera 10.1d for simulation and
synthesizing purposes. An illustration of the target FPGA kit is provided in Fig. 2 below.
To achieve the best performance, we have pipelined the partial operations of Miller-
Rabin algorithm to exploit the maximum possible parallelism between the internal units
to gain in speed and enhance the design performance.
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Fig. 2. Target FPGA Kit: Altera Cyclone IV (EP4CGX-22CF19C7) device

Indeed, to verify the correctness and efficiency of the proposed PT architecture
(provided in Fig. 1), we have implemented a 64-bit Primality Testing (PT) module-based
Millar Rabin Algorithm. The top view of the implemented PT unit is given in Fig. 3.
It’s clearly seen that PT based Millar_Rabin unit is triggered by CLK signal along with
enable line. The generated number can be obtained from the output portliness “test”
which indicates if the results of the PT testing which give one for prime and zero for

Fig. 3. Top level block diagram of the implemented PT unit (64-bit)



Pipelined Implementation of Millar-Rabin Primality Tester 243

composite number. Besides the unit composed of three control input signals (enable,
reset, clk) and two control output signals (Ack and Ready).

To illustrate the synchronized phases of the implemented PT unit, Fig. 4 shows the
finite state machine (FSM) diagram for the implemented PT unit which is generated
using Quartus II package for Altera FPGA devices. The FSM of implemented PT unit
passes through eight synchronized modes before revealing the results for the test, this
induces: set mode that is triggered by clk control input, initial values for the algorithm,
set mode for initial number test phase: if the number is ‘1’ or even it will be composite
(mod_2 phase). If it’s ‘2’ then it’s a prime. If it’s odd, then go to next test (mod1__2
phase), the shift mode which started when number to be tested is odd (it tests the number
with random base α based on basic prosperity of primes. If the test fail, then it will
generate “composite”, else it properly “prime”), and finally the clk is rested (reset_1_2
mode) to trigger the output (output mode) and initiate any new testing operation.

Fig. 4. FSM diagram for the implemented PT unit (64-bit)

Moreover, Fig. 5 illustrates a sample wave form numerical example of the proposed
PT that is generated from implementing our VHDL code using Quartus II simulation
tool. As can be depicted from the figure, we have performed the test for 4294967279(10),
and the unit has successfully provided the results as “prime” for this number. Indeed, we
have performed many tests for almost 50 different numbers, where we tested all of them
using our implemented PT unit, and the unit responded successfully for all them (we
have verified our results using many pre-established number theory website such as the
web-based application for prime numbers hosted by the University of Tennessee-Martin
(UTM) [16].

Furthermore, we evaluated the performance of the implemented PT module in terms
of area, delay, and the maximum operational frequency for different data path sizes.
Timing analysis of the critical clock cycle for the implemented PT is illustrated in Fig. 6.
The figure shows that the critical path delay is listed as 22.646 ns in which 3.081 ns for
the clock delay and 19.565 ns for the data delay giving a maximum frequency for the
circuit of 51.11 MHz.
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Fig. 5. Example of prime number test process for 4294967279(10).

Fig. 6. Waveform sample of Miller Rabin Primality Tester data delay

In addition, the area of the design has recorded a constant number of logic elements
(i.e. 6184 LEs). Each LE has comprises four-input look-up table (LUT), which can
implement any function of four variables, in addition to many others registers and func-
tionalities. Thus, the proposed implementation encompasses about 4 × 6184 = 24736
LUTs. Finally, the total thermal power dissipation is this design is estimated by using
PowerPlay Power analyzer tool which is estimated as 151.29 mW.

4 Conclusions and Remarks

Prime testing operation is one of the most important operations for many public key
cryptographic algorithms such as RSA (Rivest–Shamir–Adleman) and SSC (Schmidt-
Samoa cryptosystem). In this paper,we have implemented, synthesized and discussed the
FPGA design for Millar Rabin primality test module using enhanced parallel architec-
ture. The proposed design was evaluated in terms of many aspects including maximum
frequency and critical path delay, design area, and the total FPGA power consumption.
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Also, the proposed hardware design targeted the Altera Cyclone FPGA chip technology
using Quartus II and Modelsim 10.1 for Altera kits. To sum up, we have successfully
implemented and synthesized the pipelined primality test (PT) module via the target
FPGA technology for 64-bits and the synthesizer results showed an attractive result in
terms of several design factors that can improve the computation performance for many
primality testing-based applications.
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Abstract. True random number generation (TRNG) is one of the prominent
research areas in present scenario of cryptography and security. It has been reported
in the recent past that even TRNG encounters security threats. In order to ensure
the security of the random numbers, entropy of random numbers being gener-
ated should be high. There are different approaches to generate the random num-
bers from the physical processes, ranging from jitter to chaos. Various schemes
employing the jitter as entropy source have been reported. The usage of jitter in
ring oscillator aids in obtaining a high speed real-time random number generation
(RNG). On the other hand, the asynchronous architecture ensures high security,
which has been implemented in the work. Re-configuring these two architectures
develops a RNG with high-speed and security. The statistical tests along with
internal tests are conducted to ensure security in the architecture. National Insti-
tute of Standards and Technology (NIST) tests validated the unpredictability and
randomness of the true random number (TRN) generated.

Keywords: Hardware Trojan · TRNG · Security · Jitter · NIST test · Entropy
source

1 Introduction

With the advent of Internet of Things (IoT), security has become a major concern for
every physical entity. There are a number of attacks on hardware which becomes a
threat to the usage of chips in secured applications. Different approaches to detect and
diagnose hardware Trojan is another field of research [1, 2]. It is highly alarming that
even the hardwaremodules like TRNGwhich are designed to ensure security in financial
applications are subjected to malicious modifications [7]. True random numbers (TRNs)
are pure random numbers, which does not show any pseudo random property at any long
run [5]. These randomnumbers are generated fromphysical variations like thermal noise,
chaos, jitter or meta-stability [6] as shown in Fig. 1.

In the classification, noise and chaos are implemented in analog component based
phenomena. Analog circuits are more prone to malicious attacks than digital circuits
[3, 7]. Thus, noise and chaos architectures are not considered in this work. The meta-
stability is the uncertain state between zero and one in a circuit. This uncertain state
can be sampled for generating the random bits. The Jitter based concept is the most
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Fig. 1. Classification of TRNG

preferred architecture to generate the bit streams with true randomness because of the
easiness to capture the jitter. Two different architectures confined in this work using jitter
concept are Free Running Oscillator (FRO) based and Self Timed Rings (STRs) based.
The inverter ring oscillator (IRO) based provides a simple implementation [4], while
STR provides highly secured random bits [8]. Till now no attacks has been reported to
the STR based TRNG, which uses jitter as entropy source. These two architectures have
commonality while implementation, in terms of type of noise source used and method of
digitization. Reconfiguring these two provides an advantage of providing security with
less complex circuit realization.

This paper shows how re-configuring the architecture provides an advantage in- terms
of randomness and hence security with effective resource utilization. Section 2 briefs the
research methods that have been adopted in conventional TRNG architecture. Section 3
presents the proposed methodology. Simulation results and analysis of the implemented
design is presented in Sect. 4. Section 5 concludes the schemewith suggestions for future
scope.

2 Related Works

Conventionally, the concept of true random number generation had been attempted using
Phase Locked Loops (PLLs) [5]. The analog PLL noise is the source of randomness in
the circuit. The jitter is identified by using a correlated signal (clock) generated by PLL to
sample the reference signal (clock). The ideal performance is limited between hundreds
to several thousand bits and the capability of FPGAs.

The Free Running oscillators (FROs) Based TRNG design [9] is the modified archi-
tecture of that shown in [4]. This is designed such that, the post processing stage is not
needed for raw bits to ensure the correctness of bits. Every ring is provided with an
extra DFF to improve the performance. This is tested by DIEHARD and NIST tests. It
provides a fast TRNGwith less number of rings. The Chaos based architecture [10] uses
well defined switching capacitor. Optimization is done to reduce the influence of sup-
ply voltage to provide enough randomness. The sequential circuits consist of memory
elements, which may go to unstable state if not properly synchronized. This unstable
condition is used to generate the true random bits in several systems [11]. Due to delay
variation in clock and data path, setup and hold violations can occur. Sampling is done
during this time give rise to random bit sequences. Another method of generation is by
using Thermal Noises and are generated using ring oscillators to maximize the through-
put and maintain the quality of random bits [12]. In paper [15], various trojan models are
explained, in which triggering an analog trojan varies the temperature during the silicon
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nitrite layering process and it affects the IC life time. Analog processing increases the
vulnerability to attacks and limits the performance. By replacing inverter oscillator rings
with self-timing rings, a more secure random number generator is developed [10]. The
properties of various types of TRNGs fir the two architectures are shown in Table 1.

Table 1. Various types of TRNG

TRNG Type Noise source Implementation
details

Limitations/advantages

PLL TRNG [4] Based Jitter Altera FPGA Restricted only to
FPGA with analogue
components

FRO TRNG [10] Based Jitter Altera Cyclone II
FPGA

Simple design to
implement

Chaos TRNG
[11]

Based Chaos Mixed-Signal
PSoC

Does not provide high
randomness

Metastability
TRNG [12]

Based Metastability Xilinx Virtex 5 Delay variations in the
system is checked to
generate random bits

Noise TRNG
[13]

Based Thermal Noise CMOS process of
TSMC

Noisy Analogue
Behaviors limits
performance

Self-timed rings
TRNG [9]

Timed
based

Jitter Xilinx Virtex 6 More Secure TRNG

In [4], basic inverter ring oscillators are developed to generate the true randomness
in bits. It involves random switching at the XOR tree before registering the raw data. It is
modified [9] such that combinational gate switching is considerably reduced. The PLL
[5] is used to generate the random bits streams but it is dependent on the FPGA vendors.
Analog component based generators also provide true randomness [10–12], but these
circuits have high sensitivity to attacks [3, 7]. The meta-stability of bi-stable circuits are
the commonly existing phenomenon, that can be used for generating the bits [11], by
sampling the uncertainty caused due to the violation of setup and hold window.

Device independence with improved security and unpredictability are the most
important traits of a good random number generator. From the comparisons made, Phase
Locked Loops (PLL) based is more devices dependent and the aim is to generate a ran-
dom number which shows true randomness and need to be implemented on FPGA. The
Free Running Oscillators oscillates due to the delay variations in the gates. Those can be
sampled such that the frequency deviation is almost same. Since the most secured one
among these is STR based, it is used in the proposed implementation along with FRO.
The challenging task is to generate high speed architecture with more se- cured random
bits in a single chip. This can be accomplished by using reconfigurable architecture of
both inverter ring oscillator and self-timed rings.
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3 Methodology

The method used for the development of the architecture is shown in Fig. 2. Each TRNG
consists of noise sources. The noise source generates the true randombits fromnumber of
oscillations in each architecture. The noise source can be IROorSTR.The ring oscillators
are produced by connecting the odd number of inverters [13]. The feedback loop causes
the inverter to oscillate and hence produces the unpredictable random numbers. The
delay of all the components causes the period as 2X, that is X is the delay of all the
components. The phenomenon of any electronic circuit involving a switching digital
signal is represented as Jitter. The ring oscillator uses clock jitter to sample the data signal.
The several equal length ring oscillators produce the jitter signals, which are sampled
using DFF and then combined together using a XOR tree. Self-timed rings are basically
the asynchronous ripple FIFO (First in First Out) memories, connected in the form of
a ring [14]. The data transfer is accomplished using asynchronous handshake protocol.
The protocol assures the even distribution of events through the different stages in the
ring. The operation is such that upon request the data is sent with an acknowledgment.
There is a forward input F and a reverse input R to a stage. If both the forward and reverse
inputs are same, the output takes same value of forward input F. Else the previous value
is maintained.

Fig. 2. Block diagram of the reconfigured architecture

The, raw random numbers obtained from noise sources are thus evaluated. Themode
selection is done at this phase based on the requirement of the bits. The coherent sam-
pling (CS) is the sampling procedure done for both modes, where CS is a technique,
which allows a fixed number of samples to confine to the sampling interval. The sam-
pling interval can be predefined, which makes it advantages without any loss in bits.
Mathematically [9], it can be represented as

f in

f s
= Nc

N s
(1)

where fin is the frequency of sampled signal, fs is the frequency of sampling signal, Nc is
the number of sampled signal cycles and Ns is the samples strength. The design should
ensure that Nc and Ns are high and should be co-prime to obtain a high resolution of
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sampled signal. The randomdata is selected as per need and statistical tests are conducted
for those bit sequences. The procedure followed is as shown in pseudo code.

PSEUDO CODE
Step 1: Generation of raw random bits by two architectures. 
Step 2: Calculation for entropy of the raw bits. 
Step 3: Digitizing the generated raw noise data. 
Step 4: Selecting the mode of operation of TRNG. 
Step 5: Securing true random bits. 
Step 6: Applying Statistical Tests. 

The reconfigurable architecture is as shown in Fig. 3. These two architectures provide
two important aspects of the true random number generators; speed and security. The
IRO oscillator involving number of rings connected together with the same ring structure
is used to sample the data bits.

Fig. 3. Proposed reconfigurable architecture

If the inverter rings are replaced by self-timed rings (STR) are included, then the
structure becomes more complex but provides an added advantage of security. These
two architectures used on a single system helps the bits to be more secured with shared
resource utilization. The several statistical test are performed to ensure the quality of
each random numbers. The general statistical test suites employed to test the random
sequence are from NIST (National Institute of standards and technology). The security
level is evaluated and enhanced statistical analysis is done using these tests.

4 Simulation Results and Analysis

Reconfigured architecture is implemented and the results are validated using the standard
random number tests. After the accumulation of the jitter, the jitter is sampled. The
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standard deviation of the bits obtained is shown in Fig. 4 for frequency measured (MHz)
and in Fig. 5 for periodmeasured (ns). The average count is shown in X-axis with respect
to STR and RO based architectures. The jitter variation in RO is more in between the
limits as shown in Fig. 5. The standard deviation of the bits varies more from zero
indicating the randomness property of the sequences. The ring oscillator and self-timed
rings are used as noise source when considering the jitter based sampling. Each Ring
oscillators is connected to a DFF to form single TRNG unit.

Fig. 4. Standard deviation in frequency

Fig. 5. Standard deviation in period

The standard deviation in frequency in each count is uniform and alike. At each
count, the deviation is high for STR based TRNG compared to RO Based architecture
as shown in Fig. 5. The average counting is done till 846 to determine the frequency
deviation. Standard deviation is high for both when the count reached 699 indicating
more variation in frequency from zero indicates true randomness.

Figure 5 shows the standard deviation in period for both the architectures. When the
count is 304, the ring oscillator based deviates more than self-timed rings. This average
count gives a high jitter accumulation since the deviation is high.
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The number of TRNG units are connected together using XOR tree to increase
the randomness. By replacing ROs in the above with self-timed rings (STRs), FIFO
architecture is obtained. The power calculations for both structures implemented using
Synopsys Design compiler are as shown Table 2. The power calculations are made in
Watts (W). The ring oscillator TRNG consumes more than half internal power com-
pared to STR TRNG. The STR architecture power consumption is more pronounced in
terms of leakage and internal power. The area calculations of corresponding individual
implementation are as shown in Table 3.

Table 2. Power calculations

Power (W) RO TRNG STR TRNG

Cell internal power 18.325 37.3103

Net switching power 186.27 0.1619835

Total dynamic power 204.595 37.4723

Cell leakage power 1.471 6.8288

Table 3. Area calculations

Area (nm square) RO TRNG STR TRNG

Combinational area 18.465 479.231

Non combinational area 593.043 1032.19

Net interconnect area 34.619 43.0398

Total cell area 611.508 1511.424

Total area 646.127 1554.46

The evaluation of the randombit’s sequence is done using theNIST tests suite and the
results are shown in Table 4. The p-value is the probability value which sets a standard
limit for determining the quality of random bits. The p-value range should be more than
0.01 (>0.01) to say the numbers as random. The highlighted value is the values that
are complimentary to the values of the corresponding tests of whole block. Since the
architecture has increased its complexity, more resources are being used.

The resource utilization of different TRNG alongwith the proposedmethod is shown
in Table 5, along with the entropy value per bit. The area is measured based on LUT
count for the realization. The power and area are obtained after implementing in Xilinx
ISE design suite. The aggregate of all the hardware modules utilized as per the exposed
results in [16] are 71.25% of area utilization.

The implementation in FPGA indicates the proof of the concept being stated. The
hardware implementation of the TRNG is done in SPARTAN-6 XC6SLX45-2-CSG484
An-vyl boards as shown in Fig. 6. The visualization of the output is done Mixed Signal
Oscilloscope (MSO) of 100 MHz 4GSa/s. The Agilent 54620-61601. Logic analyzer
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Table 4. P-values of proposed and simple ring oscillator TRNG architecture

Tests Simple RO TRNG Multiple RO TRNG Multiple STR TRNG

Frequency test 0.1718 0.2495 0.4251

Block frequency 0.3504 0.3846 0.3258

Runs 0.1521 0.1864 0.6975

Longest run of ones 0.7048 0.8476 0.1758

Non-overlapping matching 0.2475 0.1446 0.3214

Overlapping template
matching

0.4792 0.5224 0.1514

Cumulative Sums 0.2314 0.3148 0.2434

Table 5. Resource utilization’s

TRNG type AREA(LUT) Power (mW) Entropy

Simple RO TRNG 67 2.16 0.98

Multiple RO TRNG 523 54.72 0.999

STR TRNG 346 68.9 0.998

Reconfigurable TRNG 602 115.7 0.999

probe cable is used as the interface for connecting the oscilloscope with FPGA board.
The coding is done in the Xilinx ISE design suite 14.7.

Fig. 6. Hardware implementation of the TRNG

The re-configurable randomnumber scheme is essential in today’s embedded system.
The ring oscillator based TRNG are less complex compared to STR based TRNG with
coherent sampling scheme. Both are combined together making the systemmore reliable
by including the advantages of both the architectures. The power value obtained shows
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the usage, which is less thanwhen both the architectures are combinedwithout providing
any reconfiguration.

5 Conclusion and Discussion

In this work, a modified TRNG architecture is proposed by re-configuring the archi-
tectures such that a RNG can be used for highly random and secured as well as high
speed architecture. The security of the random numbers is ensured by validating the true
random properties of the bits being generated. The inverter ring oscillators generate the
bits so fast indicating the decrease in delay of the inverters in the structure. Even though
the STR is more complex than IRO, it provides more secured bits for long run. The
proof of the architecture being implemented is done in Xilinx FPGA upon validating the
results using NIST tests.

In future, the chip can include the online temperature tracking system to evaluate
the robustness conditions and ensure the protection against the hardware Trojan attacks.
Metastable architecture can be incorporated with this by evaluating the delay variations
of the system. Whenever system is encountering any delay variations and fluctuations in
signals such that it may violate the setup and hold time, then automatically the system
can be made to operate in metastable mode and hence generate random bits.
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Abstract. The need of providing secret image sharing allows us pro-
tecting the information in terms of data integrity, confidentiality and
authenticity, which has become obvious in the past few years. How-
ever, in the construction of secret image sharing schemes the disad-
vantages; image size extension and loss of contrast are necessary to be
addressed. In this paper, an efficient gray-level image sharing scheme
using Toeplitz Matrix-based Stream Cipher is proposed to addresses
these problems. The Toeplitz one-way function based key is engendered
using the sequence generated by the register with nonlinear update func-
tion (NLUF) and the public-key. Further, it is utilized in generating
the secured dynamic keystream. The proposed scheme helps to achieve
single-fold image sharing, unlike the existing Chen’s scheme. Also, the
secret image is restored without any size extension and loss in contrast as
well. The experiments such as entropy, correlation, differential, and the
histogram of plaintext and ciphertext images are performed for analyzing
the security performance of the proposed scheme. Further, the generated
dynamic binary keystream sequence is analyzed for randomness using
NIST statistical tests.

Keywords: Secret image sharing · Image size extension · Nonlinear
update function · Toeplitz matrix · Contrast · Stream cipher

1 Introduction

In the openness of the Internet, numerous adventurers can easily plagiarize the
useful information. Subsequently, how to adequately ensure the security of the
information has turned into an essential issue these days. To resolve the prob-
lem of information security, image sharing schemes have been pulled in many
c© Springer Nature Singapore Pte Ltd. 2020
S. M. Thampi et al. (Eds.): SSCC 2019, CCIS 1208, pp. 257–271, 2020.
https://doi.org/10.1007/978-981-15-4825-3_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4825-3_21&domain=pdf
https://doi.org/10.1007/978-981-15-4825-3_21


258 S. K. Tripathi et al.

researcher’s consideration because of the feature of imperceptibility, security,
and not to devour much time in unscrambling. Image sharing is used to scram-
ble the undisclosed information in visual form by splitting it into n shares and
distributed among participants securely via any communication channel, and the
undisclosed information can only be disclosed when a pre-fixed number of shares
combined together. Then, many other techniques evolved in this direction with
some limitations. In 1979, Shamir [1] and Blakley [2] postulated the method
of undisclosed information sharing (k, n). It refers to scramble an undisclosed
information into n shares and can only be reconstructed when they (at least
k ≤ n) combined together, less than k shares cannot extract any secret informa-
tion. Also, the advantages of secret sharing schemes are; (a) no-key management,
(b) loss-tolerance characteristics, and (c) ease of access control.

Meanwhile, in 1994, Shamir et al. [3] proposed a visual secret sharing scheme
(VSS). In this scheme, to share the black and white pixels basic matrices are
constructed, and digital image is scrambled into image shares by using these
matrices. To clearly understand this scheme, Lena image is scrambled into shares
for Shamir et al. [3] (2, 2) VSS. Results are shown in Fig. 1. The disadvantage
of this scheme is pixel expansion. Due to this, there is a size extension in shares
and the restored image, and also lesser contrast in the restored image. Later, in
2018 Tripathi et al. [4] designed Hybrid Image Sharing Scheme (HISS) for binary
images to solve the problem of size extension in shares and restored image, and
loss of contrast in the restored image.

(a) Input Lena
Image

(b) Share 1 (c) Share 2 (d)Restored Lena
Image

Fig. 1. Results for Shamir scheme

Considering, the problem of size extension and loss of contrast due to pixel
expansion, in 2003 Thein and Lin [5] proposed the concept of secret image shar-
ing (SIS) using GF(251). In this scheme, the undisclosed image is scrambled
using the Shamir secret sharing scheme [1]. This scheme uses modular opera-
tion of GF(251) and the pixel intensities range 251–255 are truncated. Due to
the truncation in the pixel intensities, the restored image gets distorted. Also,
this scheme does not follow the definition of VSS because decryption cannot be
legitimately seen by the Human Visual System. In 2007, Yang et al. [6] designed
SIS using GF(28) and solved the problem of size extension and loss of contrast
as well. Later using the concept of simple modular arithmetic method few of the
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schemes [7,8] were designed, and solved the problem of size extension. However,
in these schemes, the problem of loss of contrast remains unsolved.

In 2012, Lukac [9] designed sharing scheme for gray-level images using bit-
plane methods. Then few probabilistic methods [10,11] were designed for improv-
ing the contrast and solving the problem of size extension. Also, following the
Kafri [12] work, many other methods [13–16] were designed using the concept of
random grids, and user friendly shadow constructions [17,18], goal-programming
associated visual cryptography method without any size extension in image
shares [19], progressive secret sharing [20] for binary, grayscale, and color images.
Later, in 2012, Chen [21] motivated to improve the quality and designed a
secret image sharing scheme based on Hill-scrambling [22] and random grid. This
scheme solved the problem of size extension in the restored image and restores
the image without any loss of contrast. The drawbacks of Chen’s Scheme are; (a)
needs key management (i.e., it requires to share the key to each participant, and
random grid), (b) two-fold secret image sharing scheme (i.e. first hill encryption
then XORing with random grid), (c) this schemes reveals undisclosed informa-
tion after hill encryption (i.e., at restoration stage a single user can recover
the partial information because of having the random grid). Although Chen
claimed that his scheme is secure and restores the image without any distortion
that reduces the storage. Later, Bunker et al. [23] observed the flaws in Chen’s
scheme and claimed that Hill-scrambling keys can be easily guessed and made
the scheme vulnerable. The Hill scrambling remains no longer be effective in
unscrambling since XOR operation is performed between scrambled grids and
random grid, the results are already shown in Chen’s paper [21]. However, to
construct an efficient SIS scheme for gray-level images sharing is still a challeng-
ing issue. Keeping this in mind that to restore an undisclosed image without any
loss of contrast in the restored image and reducing the size in shares, a scheme
is proposed.

Fig. 2. The method of raster-scanning process

In the proposed scheme, the Toeplitz one-way function value is utilized in
generating the dynamic keystream of the size of the input undisclosed image.
Therefore, the undisclosed input image is divided into shares, where pixels would
be scanned in raster scanning order (as shown in Fig. 2). In the proposed scheme,
the key generated by using Toeplitz one-way function is considered to be cryp-
tographically secure and works like a pseudorandom binary sequence that’s why
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it is used in generating the secure dynamic keystream. Also, the proposed image
sharing scheme is highly sensitive about the initial binary sequence used as input
to register with non-linear update function (NLUF) called seed value. The var-
ious measures are used and performed to check the efficiency of the scheme
discussed in the experiment as subsequent sections.

The rest of the paper is organized as follows. Section 2 briefly presents pre-
liminaries techniques utilized to design the new scheme. Section 3 presents the
algorithm to generate dynamic keystream. Then, Sect. 4 introduces the proposed
scheme in detail using the generated dynamic keystream. Section 5 covers the
experimental part of the work and compares the performance of the proposed
scheme with the other schemes using some statistical measures. Finally, the
paper is concluded in Sect. 6.

2 Preliminaries

This section presents the various techniques to be used in the proposed image
sharing scheme.

2.1 Nonlinear Update Function

The register with nonlinear update function (NLUF) is used to generate the
pseudorandom binary sequence. In NLUF, there are binary storage bit ele-
ments called as register are represented as u0, u1, ...un−1. The value of regis-
ter from u0 to un−2 are updated by the value of its previous register such
that u0 = u1, · · · , un−2 = un−1, and un−1 is updated by nonlinear func-
tion f(u0, u1, · · · , un−1). The update function may be either of the form f =
u0 ⊕ u1 ⊕ u2 ⊕ u3 or f = u0 ⊕ u1 ⊕ u2 ⊕ u1 · u2 with representation 0, 1,
2, (1,2) for 4 bit register with NLUF. The initial value input to register with
NLUF termed as a seed value. The register operates in a deterministic way.
The stream of output produced by the register at the current state completely
depends on its previous state. For n-bit seed value input to register with NLUF
has a finite number of 2n − 1 possible states. However, an NLUF by using a
well-chosen update function can produce a sequence of bits having a long cycle
that appears at random. The applications of register with NLUF are generat-
ing pseudorandom numbers, pseudo-noise sequences, fast digital counters, and
whitening sequences. Both hardware and software implementations for register
with NLUFs are common.

In cryptography, LFSRs are the most popular device to generate the sequence
of a long period with less hardware circuit-complexity. However, the sequence
generated through LFSRs are susceptible due to its linearity property. Hence,
the register with NLUF is utilized to produce the succession of a nonlinear sort
with significant higher hardware circuit-complexity and randomness. However,
in the construction of NLUF (i.e., the generalization of NLFSRs) it is not known
how to construct them with a guaranteed long period [24]. Existing algorithms
cover special cases only [25]. Further, with the security perspective, the output
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sequence of NLUF is utilized in the construction of the Toeplitz matrix one-way
function to generate the key. The construction of Toeplitz matrix is addressed
in the following subsection.

2.2 Toeplitz Matrix

The t-dimensional Toeplitz matrix is represented as lp,q = lp−1,q−1, 2 ≤ p, q ≤
t. In Toeplitz matrix, same binary value is used along the diagonal. The t-
dimensional matrix is shown below.

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

l0 l1 l2 · · · · · · lt−1

l−1 l0 l1
...

l−2 l−1
. . . . . .

...
...

. . . . . . . . . . . .
...

...
. . . . . . l1 l0 l1

l−(t−1) · · · · · · · · · · · · l0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

In Toeplitz matrix, the initial row and column is determined by the output
sequence of register with NLUF t + Pk − 1 bits pseudorandom sequence. The t
states degree of non-recursive hash represented as Hv and k states the length
of the public-key. The input to register with NLUF called seed value is n =
(u0, u1, . . . un−1), where n is determined as satisfying relation t+Pk−1 ≤ 2n−1.

The Toeplitz matrix has the trademark property, by which the value of the
matrix column is achieved by the computation of function to the underlying
column of the and shifting the value down to the previous column [26]. It shows
that the value of each column in the Toeplitz matrix is the feedback for the next
stages in NLUF. Further, the algorithm for generating the dynamic keystream
using Toeplitz one-way function is discussed in detail in the following subsection.

3 Toeplitz One-Way Function Based Dynamic KeyStream

In 2016, Pandian et al. [26] proposed a methodology based on real-time dynamic
non-recursive pseudorandom keystream using Toeplitz one-way function based
stream cipher to transmit the ECG signal. The one-way property of this function
is considered as the cryptographically secure pseudorandom binary sequence.
The used stream cipher was byte-oriented in which keystream; the size of the
key is 8 bits. Thus, the degree of hash Hv is t = 8-bit (order of Toeplitz matrix
is 8 × 8) and the length of the public-key PK is Pk = 8-bit. Hence, initially
Toeplitz matrix requires p+k−1 = 8+8−1 = 15 bits, i.e is generated by n = 4
bit register with NLUF binary sequence [26].

This paper presents a generalized secret image sharing scheme using Toeplitz
one-way function based stream cipher. In proposed image sharing scheme, the
n-bit seed u = (u0, u1, . . . , un−1) is used as input to NLUF with update func-
tion f(u0, u1, . . . un−1). The output of register with NLUF is represented as
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Algorithm 1. Toeplitz one-way function based dynamic keystream
Input: Public-key PK = (Pk0 , Pk1 , . . . , Pkt−1) :, where t = 1, 2, . . . :. Sequence

u = (u0, u1, . . . , un−1), where n = 0, 1, . . . ; is used for initial seed in
NLUF with update function f(u0, u1, ...un−1). The output sequence
l = l−(t−1), . . . , l−1, l0, l1, . . . lt−1 with |l| = 2n − 1 :

Output: Dynamic KeyStream (KS0 , KS1 , . . .).

/* key NRk[i] computation using Toeplitz matrix multiplication output Hv */
1: Assume count ← 0
2: The t dimensional Toeplitz Matrix T is constructed (as described in subsection

[2.2]).
3: for a = 0 : t − 1
4: Ha = ⊕t−1

a=0T : la · Pka where a = 0, 1, 2, . . . .
5: end
6: for v = 0 : t − 1
7: kt[v] ← H ′

a;// ′ denotes the matrix transpose.
8: end
9: for v = 0 : count+7

10: ke[v] ← kt;
11: end
12: count ← count + 8 mod t.
13: NRk[i] ← decimal value ke.
14: Further T [(t − 1), :] is used base for matrix with function f(u0, u1, ...un−1) (as

described in subsection [2.2] will be used at step 2).
/* State Initialization */

15: for p = 0 : 255
16: S[p] ← p
17: end

/* Psuedorandom Key Generation using key NRk[i] */
18: p ← 0; q ← 0; //Initialization.
19: while(for size of the input image)
20: p ← (p + NRk[i]) mod 256

for i = 0 go to step 1 and for i = 1, . . . go to step 2
21: q ← (q + S[p] + NRk[i]) mod 256
22: swap (S[p], S[q])
23: KSi ← S[(S[p] + S[q]) mod 256]
24: i ← i + 1
25: end

l = l−(t−1), . . . , l−1, l0, l1, . . . lt−1 with |l| = 2n − 1−-bit. Then, this sequence
l is used to construct the first row and column of the Toeplitz matrix. Thus,
required t-bit public-key Pk0 , · · · , Pkt−1 is available to all. The Toepliiz matrix
multiplication output Hv is t-bit. Thus, the first Toeplitz one-way function
based 8-bit key NRk[i] is considered as H(0 mod t), · · · ,H(7 mod t), and next is
H(8 mod t), · · · ,H(15 mod t). The Toeplitz matrix for each NRk[i] is constructed
using the last row of the matrix used in the NRk[i − 1] key. For each NRk[i], the
same procedure is followed. The algorithmic steps are elucidated below.
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4 Proposed Image Sharing Scheme

This section presents (2, 2) secret image sharing scheme. The proposed image
sharing scheme is having two stages; dividing and restoration stage.

4.1 Proposed Dividing Stage

The steps to divide the undisclosed image are given below.

Step 1. An input gray-level undisclosed image I of size U ×V is selected. Then,
Key matrix KS of the same size generated from the Algorithm 1 for a secretly
chosen seed value. Also, seed value is divided into shares using one degree
of the polynomial.

Step 2. Convert from decimal value to binary value to undisclosed image and
key matrix as well.

Step 3. Select one gray-level pixel (8 binary bits) from both matrices and per-
form XOR operation between them. Find two scrambled grid 1 and 2 by
using methodology (Sect. 4.2), where gray-level pixels are scanned in raster-
scanning order.

Step 4. Convert from binary value to decimal value and distribute two scram-
bled grid 1 and 2 with the size M ×N/2 in different participants along with
shared seed value.

4.2 Proposed Restoration Stage

The steps to restore the undisclosed image are given below.

Step 1. Receive scrambled grid 1 and 2 with the shared seed values. Then, by
constructing the Vandermonde matrix system of linear equations is solved
to recover the seed value.

Step 2. Convert scrambled grid 1 and 2 from decimal to a binary value.
Step 3. Successively take one gray-level pixel (8 bits), first from scrambled grid

1, then 2 (in alternate order, the methodology (Sect. 4.2) is given below) and
generate dynamic keystream by the Algorithm (1 using received seed value
and also convert it from decimal to a binary value). Then, perform XOR
operation between them and restore the original undisclosed image I.

Step 4. Convert from binary value to decimal and recover the original undis-
closed image without any distortion.

Here, I is an input image, and KS is the dynamic keystream. The methodology
for performing the XOR operation at step 3 for both dividing and restoring stage
is given below.
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Methodology for Performing XOR Operation in Step 3 for Both Pro-
posed and Diving Stage

Proposed dividing stage Proposed restoration stage

Assume jj1, jj2 ← 1 Assume jj1, jj2 ← 1
for i = 1 : U for i = 1 : U
for j = 1 : V for j = 1 : V
if j is odd if j is odd
Sg1(i, jj1) = I(i, j) ⊕ KS(i, j) I(i, j)=Sg1(i, jj1) ⊕ KS(i, j)
jj1 ← jj1 + 1 jj1 ← jj1 + 1
else else
Sg2(i, jj2) = I(i, j) ⊕ KS(i, j) I(i, jj)=Sg2(i, jj2) ⊕ KS(i, j)
jj2 ← jj2 + 1 jj2 ← jj2 + 1
end end
end end
jj1 ← 1 jj1 ← 1
jj2 ← 1 jj2 ← 1
end end

The detailed methodology of the dividing and sharing stage is shown in Fig. 3.

Fig. 3. Methodology: proposed scheme for diving and sharing stage

5 Experimental Results and Analyses

This section briefs the experimental results for the gray-level Lena image of size
512×512. In experiment, 10-bit register with nonlinear update function (NLUF)
is used to generate the Toeplitz one-way function based stream cipher by using
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the update function f = 0, 1, 2, (8, 9). The experiment is performed by using
10-bit; 0, 1, 1, 0, 0, 1, 0, 0, 0, 1 seed value input to NLUF. NLUF using f =
0, 1, 2, (8, 9) generates 1023-bit (i.e., equal to 210−1) pseudorandom sequence. By
utilizing this sequence Toeplitz matrix is constructed of size 512×512. Then, the
512-bit key NRk[i] is generated through multiplication of Toeplitz matrix with
512-bit public-key Pk = 0, 0, . . . , 1, 1, 0, 1 (i. e., publically announced). For the
next NRk[i+1] the Toeplitz matrix is constructed using the last row of Toeplitz
matrix used in the computation of NRk[i], and same procedure is followed in
the computation of all keys. Then, these keys are used in generating the secure
and dynamic keystream KS0 ,KS1 , . . .. These steps are explained in Algorithm
1. Next, by following the steps of the dividing stage of proposed image sharing
scheme, scrambled grid 1 and 2 are generated and distributed in two different
participants along with the seed value. Thus, both participants are combined
together and generating the keystream by using the shard seed value through
Algorithm 1. Then, by following the steps of the restoration stage of the proposed
image sharing scheme, restore the shared undisclosed image from two scrambled
grid 1 and 2. Results for Lena image are shown in Fig. 4. Also, the experiment
is performed by one bit altering the seed (i.e., 1, 1, 1, 0, 0, 1, 0, 0, 0, 1) with the
same algorithm at restoration stage of the proposed image sharing scheme. It is
seen in Fig. 4(e) that how the result is unavailing the undisclosed information
for Lena image.

(a) Undisclosed
Lena Image of
size 512× 512

(b)
Scram-
bled grid
1 of size
512×256

(c)
Scram-
bled grid
2 of size
512×256

(d)Restored the
undisclosed
Image of Size
512 × 512 from
scrambled grid 1
and 2

(e) Results of Re-
stored Image by
one bit altered
seed: 1, 1, 1, 0, 0,
1, 0, 0, 0, 1

Fig. 4. Results for proposed scheme using Lena image

5.1 Histogram of the Plaintext and Ciphered Images

The histogram of an image gives information about the distribution of its pixel
values that have been calculated for the undisclosed Lena image and shown in
Fig. 5. In histogram plots, pixel distributions are fairly uniform for scrambled
images and significantly different from the undisclosed test images. However,
the histogram is used for visual inspection, and variance of the histograms is
another useful metric (see ref. [27]). The formula is defined as follows:
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Fig. 5. (i) Histogram of the undisclosed Lena image, (ii) Histogram of the restored
Lena image, (iii) Histogram of scrambled Lena image, (iv) Histogram of scrambled
Lena image by one bit seed

Var(Z) =
1
n2

n∑
i=1

n∑
j=1

1
2
(Zi − Zj)2 (1)

where Z = Z1, Z2, · · · , Z256 is the vector of histograms values and Zi, Zj repre-
sents the frequency of pixels having gray values i and j respectively.

The variance is calculated by Eq. 1 for the undisclosed test and scramble
images (also calculated by one-bit altered seed), shown in Table 1. The lower
variance indicates the higher uniformity and scrambled images have fewer vari-
ances compared to undisclosed Lena image and mentioned in Table 1.

Table 1. Performance measure of Lena image

Image Variance Entropy HC VC DC

Lena 4.5694 × 104 7.5983 0.962 0.988 0.0992

Scrambled Lena 1.2026 × 105 7.9581 0.0015 0.0008 0.0005

The closeness of variances for different scrambled images for given input
undisclosed test image indicates that both images have higher uniformity in
distribution when the seed value used for scrambling varies.

5.2 Entropy Analysis

Entropy is the measurement of randomness or disorderedness of the system, that
has been calculated by the following equation (see ref. [27]).

H =
2k∑
i=1

p(mi) log2(p(mi)). (2)
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The entropy is calculated for the Lena and scrambled Lena image with seed value
(0, 1, 1, 0, 0, 1, 0, 0, 0, 1). The calculated values are shown in Table 1. It is very
clear from the calculated values that the entropy value of the scrambled image
is greater than the undisclosed test image causes more randomness in scrambled
image.

5.3 Correlation Analysis

For correlation analysis, the randomly chosen pairs of two adjacent pixels i.e.,
R = 80 from an input undisclosed image are selected. Then, correlation coeffi-
cients for these selected pairs of two adjacent pixels are calculated in horizontal,
vertical and in diagonal directions by following formula (see ref. [27]).

Coefpq =
cov(p, q)√

var(p)
√

var(q)
, (3)

where

cov(p, q) =
1
R

R∑
i=1

(pi − E(p))(qi − E(q)) (4)

with E(p) =
1
R

∑R
i=1(pi) and var(p) = 1

R

∑R
i=1(pi − E(p))2.

The calculated correlation coefficients in vertical, horizontal and in diagonal
directions for undisclosed Lena image mentioned in Table 1. It is noted that the
adjacent pixels exhibit a very high correlation for undisclosed Lena and very low
correlation for scrambled images. This is expected for a good scrambled image.

5.4 Pixel Similarity Analysis

The Number of Pixel Change Rate (NPCR) and UACI (Unified Average Chang-
ing Intensity) are two important measures to compute the pixel similarity
between two random-like images. These are calculated by the following mathe-
matical expression.

NPCR =
1

UV

U∑
x=1

V∑
y=1

D(x, y), (5)

where

D(x, y) =

{
0, if Im S1(x, y) = Im S2(x, y).
1, if Im S1(x, y) �= Im S2(x, y).

(6)

UACI =
100
UV

U∑
x=1

V∑
y=1

|Im S1(x, y) − Im S2(x, y)|
255

. (7)

The calculated values of NPCR and UACI for undisclosed Lena image is
mentioned in Table 2 for two scrambled image (i.e., one is the for altered seed).
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Table 2. NPCR and UACI

Image pair NPCR UACI

Scrambled Lena 1 and 2 99.61 33.42

From Table 2, it is observed that the NPCR value is 99.6121 which leads to the
conclusion that the dissimilarity is good between scrambled images. The average
value of UACI (32.30%), indicates that altering one bit in the seed is enough to
find the dissimilarity between scrambled images. Further, the randomness test
is performed for the generated dynamic keystream in the following subsection.

5.5 Randomness Tests

The randomness test is evaluated using the NIST statistical test suit [28] to mea-
sure the robustness of the generated dynamic keystream using Toeplitz one-way
function. Also, the statistical test is used to distinguish the deviance of dynamic
keystream sequence from a pseudorandom sequence. The statistical test is per-
formed by using few number of random bits stream sequence of 215-bits generated
by the 10-bit register with NLUF (by using the function f = 0, 1, 2, (8, 9)) with
different initial seeds.

Table 3. Key sequences randomness test (β = 0.01) ∗p-value (Trail probability)

NIST statistical test suites [28] Proposed dynamic keystream

Serial Test� 0.187832

Lempel-Ziv Compression Test 1.000000

Approximate Entropy Test 0.024334

Linear Complexity 0.481201

Overlapping Template of All Ones Test 0.148912

FFT Test 0.821922

Block Frequency Test 0.987992

Frequency Test 0.963449

Runs Test 0.0922871

Non periodic Templates Test� 0.822550

Rank Test 0.1798002

Longest Runs of Ones Test 0.215332

Random Excursion (variant) Test 0.671135

Universal Statistical Test 0.621058

Cumulative Sums (Forward) Test 0.932146

Cumulative Sums (Reverse) Test 0.946802
∗ Result passes for value (p ≥ β), � represents multiples tests



Secret Image Sharing Scheme for Gray-Level Images 269

Table 4. Comparison of proposed scheme with few existing image sharing schemes

Image sharing
scheme

Undisclosed image size Image share size Loss of contrast

Yang’s [10] Image
sharing scheme

Binary (U × V ) (U × V ) Yes

Shyu’s [14] Image
sharing

Binary, Gray-level, color (U × V ) (U × V ) Yes

Chen’s et al. [16]
Image sharing

Binary (U × V ) (U × V ) Yes

Chen’s [21] Image
sharing

Gray-level (U × V ) (MU × V/2) No, Two-fold
sharing scheme

Proposed scheme Gray-level (U × V ) (U × V/2) No, Single-fold
sharing scheme

In the statistical randomness test for a pseudorandom sequence [28] of the
generated dynamic keystream is evaluated by p-value ≥ β where p represents the
trail probability. The calculated trail probability would postulate the confidence
of 99%. Here, β of 0.01 states except for 1 sequence of 100 sequences to be
rejected. By using the method specified in statistical NIST [28], the randomness
test is performed and results are shown in Table 3, where � represents multiples
tests. Two serial tests are performed and one of the values mentioned and the
same for Non-periodic templates test passes 143 tests out of 147 tests. From
the results, it permits the randomness statistical test suit properties with the
calculated p-value is greater than 0.01, as pass the test binary dynamic keystream
sequence to be random. This is helpful to protect from adversary threat.

Further, a comparison Table 4 is made with some existing schemes. In the
proposed scheme, there is no size extension in images shares as well as in restored
image. Also, there is no loss of contrast in the restored image.

6 Conclusion

In this paper, the proposed image sharing scheme is used to scramble the undis-
closed image into shares by using the Toeplitz one-way function based stream
cipher. The multiplication of Toeplitz matrix and public-key provides the dif-
fusion in the keystream. The proposed image sharing scheme is a single-fold
sharing scheme, which does not suffer the problem of size extension and restores
the image without any loss of contrast. The NPCR value (99.61%) and UACI
(33.42%) state that the proposed image sharing scheme yields good security
performance. Further, the experiment results and analysis such as entropy, cor-
relation, differential, and the histogram of plaintext and ciphertext images are
performed to prove to be secure and random.



270 S. K. Tripathi et al.

References

1. Shamir, A.: How to share a secret. Commun. ACM 22(11), 612–613 (1979)
2. Blakley, G.R.: Safeguarding cryptographic keys. In: Proceedings of the National

Computer Conference 1979, vol. 48, pp. 313–317 (1979)
3. Naor, M., Shamir, A.: Visual cryptography. In: De Santis, A. (ed.) EUROCRYPT

1994. LNCS, vol. 950, pp. 1–12. Springer, Heidelberg (1995). https://doi.org/10.
1007/BFb0053419

4. Tripathi, S.K., Gupta, B., Pandian, K.K.S.: Hybrid image sharing scheme using
non-recursive hash key based stream cipher. Multimed. Tools Appl. 78(8), 10837–
10863 (2018). https://doi.org/10.1007/s11042-018-6663-4

5. Thien, C.C., Lin, J.C.: Secret image sharing. Comput. Graph. 26(5), 765–770
(2002)

6. Yang, C.N., Chen, T.S., Yu, K.H., Wang, C.C.: Improvements of image sharing
with steganography and authentication. J. Syst. Softw. 80(7), 1070–1076 (2007)

7. Ghebleh, M., Kanso, A.: A novel secret image sharing scheme using large primes.
Multimed. Tools Appl. 77(10), 11903–11923 (2017). https://doi.org/10.1007/
s11042-017-4841-4

8. Wu, X., Yang, C.N., Zhuang, Y.T., Hsu, S.C.: Improving recovered image quality in
secret image sharing by simple modular arithmetic. Sig. Process.: Image Commun.
66, 42–49 (2018)

9. Lukac, R., Plataniotis, K.N.: Bit-level based secret sharing for image encryption.
Pattern Recogn. 38(5), 767–772 (2005)

10. Yang, C.N.: New visual secret sharing schemes using probabilistic method. Pattern
Recogn. Lett. 25(4), 481–494 (2004)

11. Ryo, I., Kuwakado, H., Tanaka, H.: Image size invariant visual cryptography. IEICE
Trans. Fundam. Electron. Commun. Comput. Sci. 82(10), 2172–2177 (1999)

12. Kafri, O., Keren, E.: Encryption of pictures and shapes by random grids. Opt.
Lett. 12(6), 377–379 (1987)

13. Shyu, S.J.: Image encryption by random grids. Pattern Recogn. 40(3), 1014–1031
(2007)

14. Shyu, S.J.: Image encryption by multiple random grids. Pattern Recogn. 42(7),
1582–1596 (2009)

15. Chen, T.H., Tsao, K.H.: Visual secret sharing by random grids revisited. Pattern
Recogn. 42(9), 2203–2217 (2009)

16. Chen, T.H., Tsao, K.H.: Threshold visual secret sharing by random grids. J. Syst.
Softw. 84(7), 1197–1208 (2011)

17. Fang, W.P.: Friendly progressive visual secret sharing. Pattern Recogn. 41(4),
1410–1414 (2008)

18. Thien, C.C., Lin, J.C.: An image-sharing method with user-friendly shadow images.
IEEE Trans. Circuits Syst. Video Technol. 13(12), 1161–1169 (2003)

19. Hsu, C.S., Hou, Y.C.: Goal-programming-assisted visual cryptography method
with unexpanded shadow images for general access structures. Opt. Eng. 45(9),
097001 (2006)

20. Prasetyo, H., Hsia, C.-H.: Lossless progressive secret sharing for grayscale and
color images. Multimed. Tools Appl. 78(17), 24837–24862 (2019). https://doi.org/
10.1007/s11042-019-7710-5

21. Chen, W.K.: Image sharing method for gray-level images. J. Syst. Softw. 86(2),
581–585 (2013)

https://doi.org/10.1007/BFb0053419
https://doi.org/10.1007/BFb0053419
https://doi.org/10.1007/s11042-018-6663-4
https://doi.org/10.1007/s11042-017-4841-4
https://doi.org/10.1007/s11042-017-4841-4
https://doi.org/10.1007/s11042-019-7710-5
https://doi.org/10.1007/s11042-019-7710-5


Secret Image Sharing Scheme for Gray-Level Images 271

22. Hill, L.S.: Cryptography in an algebraic alphabet. Am. Math. Mon. 36(6), 306–312
(1929)

23. Bunker, S.C., Barasa, M., Ojha, A.: Linear equation based visual secret sharing
scheme. In: 2014 IEEE International Advance Computing Conference (IACC), pp.
406–410. IEEE (2014)

24. Dubrova E.: On constructing secure and hardware-efficient invertible mappings.
In: 2016 IEEE 46th International Symposium on Multiple-Valued Logic (ISMVL),
18 May, pp. 211–216 (2016)

25. Dubrova E.: A list of maximum-period NLFSRs. Cryptography ePrint Archive,
Report. http://eprint.iacr.org/2012/166 (2012)

26. Pandian, K., Ray, K.C.: Dynamic hash key-based stream cipher for secure trans-
mission of real time ECG signal. Secur. Commun. Netw. 9(17), 4391–4402 (2016)

27. Abanda, Y., Tiedeu, A.: Image encryption by chaos mixing. IET Image Process.
10(10), 742–50 (2016)

28. Rukhin, A., et al.: Statistical test suite for random and pseudorandom number
generators for cryptographic applications. NIST Special Publication (2010)

http://eprint.iacr.org/2012/166


On the Hardware Implementation Performance,
of Face Recognition Techniques, for Digital

Forensics

Maria Pantopoulou1, Nicolas Sklavos1(B), and Ivana Ognjanovic2

1 SCYTALE Group, Computer Engineering and Informatics Department, University of Patras,
Patras, Hellas

nsklavos@upatras.gr
2 University of Donja Gorica, Podgorica, Montenegro

Abstract. As face recognition systems constitute a very useful tool in the sec-
tor of Digital Forensics, they should provide accurate and fast results. Although
several software implementations for face recognition exist, they are unable to
achieve high recognition rate in reasonable time, due to the complex and numer-
ous needed calculations. As a result, there is an on-going research in low-cost
hardware implementations, especially based on Field Programmable Gate Arrays
(FPGAs), in order to reduce the processing time and the false alarm identification
rate. In this work, we introduce the fundamental of algorithms, for face recogni-
tion, such as Principal Components Analysis (PCA), and its modified methods, as
well as the Local Binary Pattern (LBP). These approaches are applied in differ-
ent architectures, and alternative FPGA implementations are introduced. We also
present implementation synthesis results, based on the recognition time and the
allocated hardware resources.

Keywords: Digital forensics · Face recognition · FPGA · Hardware security ·
Cyber security

1 Introduction

Nowadays, with criminality rate increasing day by day, the digital forensics sector is
growing rapidly [1]. Digital forensics is the process of identifying, preserving, analyzing
and finally presenting digital evidence. Digital data are now everywhere and should be
extensively examined in every investigation. Not only they are able to sometimes reveal
whether a person is a suspect of a crime, or when and how the crime was committed, but
they can also be used to verify or reject someone’s statement in court. One of the most
important digital evidence might be an image, captured by a video-camera, indicating
someone’s presence in a place at the time a crime occurred [2]. This kind of snapshots
is very powerful evidence, due to the fact that nobody can change their context and thus
they are trustworthy [3]. Images can now lead us to image recognition and subsequently
to face recognition, which is the main subject of our work. Computer vision includes
methods that gather, process and analyze real world data, so it also contains image
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recognition, which refers to technologies that detect and identify objects and people in
digital images or video [2, 4, 5].

Face recognition describes the situation where the main issue is to detect faces and
match them to a person’s face in a database. It is proven very popular in forensics science,
and it is widely used in this field, as investigators can detect a suspect easier and faster, in
a not manual way. However, it is more challenging to be implemented and more difficult
in giving satisfying results than simple face recognition. This applies mainly because
of the different conditions that may have to be dealt with, such as angle or not forward
pose, change of illumination and facial expressions. The resolution of the camera and
its distance, are several additional obstacles that make it sometimes even impossible to
identify the right person or the original face.

Due to the fact that these conditions will always exist, thus making face recognition
hard to be implemented, new systems are being constructed to increase the Identification
Rate (IR). Some other terms similar to IR are False Positive Identification Rate (FPIR)
and Failure to Acquire (FTA), which are included in [6]. The first one, FPIR, refers to
the test samples that, although being false, they end up being true after the process is
completed and lead to the reduction of the system’s IR. On the other hand, the term FTA
is about the unsuccessful attempt to create face templates from a given dataset. There
are many software facial recognition systems that provide a satisfactory IR; however,
they have speed problems mainly because of the big number of calculations during the
process. The idea of using hardware architectures to speed up the system is nowadays
very popular and under the major interest of the research community.

In this paper, a comparison between different implementations on FPGAs is pre-
sented, and their implementation synthesis results –after using different face databases–
are reported. Some of these implementations do not use the same algorithms for fea-
ture extraction and classification, and each of them is implemented on different FPGA
devices. Design costs and clock frequencies are shown. There are many algorithms for
identification and recognition. Therefore, they should be used wisely, combined with
the best architecture in order to achieve the best integration results, and consequently
the desirable identification rate.

The rest of this paper is organized as follows: in Sect. 2, some commonly used in
face recognition algorithms are presented and briefly explained. Section 3 presents three
different architectures for face recognition, which are implemented on FPGAs, while in
Sect. 4 some popular face databases with their characteristics are discussed. Section 5
illustrates the experiment results of the above architectures when they are combined with
specific algorithms. Detailed comparisons of the implementations, are given in the next
Sect. 6, in terms of hardware resources. Finally, conclusions and outlook are discussed
in Sect. 7.

2 Fundamental Algorithms in Face Recognition

In this section a brief analysis of some basic algorithms used in face recognition will be
presented. PCA, MPCA, WMPCA, Wavelet based techniques and Local Binary Pattern
methods will be explained below.
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2.1 Principal Component Analysis (PCA)

PCA is considered to be a very successful method among other face recognition algo-
rithms, as it achieves high rates of recognition when used in different systems. However,
when using this algorithm, testing databases must not be large, due to the fact that com-
putations and memory requirements for the process increase enormously. The main goal
of PCA is to remove the correlations among the different input dimensions and signif-
icantly reduce the data dimensions. This algorithm is used to extract features of face
images and construct the eigenface space. The basic steps of the PCA algorithm are
shown below:

1. Create a training set of M images I1, I2, …, IM.
2. Each image in the training set is converted into a vector form, as PCA does not work

with images directly. These vectors are in the face vector space, have Nˆ2 values
each and are called �i.

3. Normalize these face vectors and calculate the average face vectorψ. Normalization
is the process of removing all the common features that these faces share together.
When these features are removed from each face, only the unique features will
remain. The average face is computed by the next equation:

ψ = 1

M

M∑

i=0

Γi (1)

4. Subtract average face from each face vector:

Φi = Γi − ψ (2)

These are the normalized vectors.
5. To calculate the eigenvectors, the covariance matrix is first computed

C = AAT (3)

where A = [�1, �2, …, �M] with each column being each normalized face vector.
The C matrix has Nˆ2 × Nˆ2 values, which is a huge number. The solution to this
problem is dimensionality reduction, in order to reduce the calculations and the
effect of noise on the needed eigenvectors and calculate them from a much smaller
covariance matrix. A lower dimensional space of the vector space will be used with
the C matrix now computed as:

C = AT A (4)

which has M × M values. This matrix will return M eigenvectors.
6. Select the K best eigenfaces, where K ≤ M, to represent the whole training set. The

selectedK eigenfacesmust be in the original dimensionality, of the face vector space.
7. Convert lower dimensional K eigenvectors to original face dimensionality:

ui = Avi (5)

where ui is the vector in higher dimensional space, and vi is the vector in lower
dimensional space.
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8. Each image in the training set will be represented as a linear combination of these
K eigenfaces plus the mean image. K weights are associated with the respective K
eigenfaces. These weights show the percentage that each eigenface contributes to
the face image.

9. When it comes to recognizing a face, project normalized test face vector on the
eigenspace and get the weight vector of this input image. Calculate the “distance”
between the input weight vector and all the weight vectors of the training images.

2.2 Alternative PCA Methods

Although PCA algorithm achieves satisfactory results, it should not be used in cases
where local variations of the face images are taken into account. Illumination, facial
expressions and head pose affect the accuracy of the recognition, as the algorithm con-
siders the global information of each face image. Modular PCA method seems to be
the solution to this problem. The original image is divided into L sub-images, each of
Nˆ2/L size, and the feature extraction is now computed for each of these sub-images.
The process for each sub-image is the same with this on PCA. Now the average face
image is given by the Eq. (6).

ψ = 1

M · L
M∑

i=1

L∑

j=1

Γi j (6)

The images’ division into smaller regions renders the algorithm much more efficient
as the local projection will now be more representative for each region. However, these
regions must not be too small, in order to maintain valuable information. The weight
vectors are computed for each region, but only some of them will vary, whereas rest of
them will remain the same.

Another algorithm similar to PCA, but more efficient, is the Weighted MPCA
(WMPCA) Method. Using this method, the face image is split into n horizontal sub-
regions, each one of which is analyzed and processed as in PCA. There are n – tasks of
recognition, all of which may be done in parallel. The forehead, the eye, the nose and the
chin region are some of the regions that the original image is divided into. For each sub-
region, the average sub-region is computed and then the calculation of the covariance
matrix, the eigenvectors and the weight vectors follow as in PCA. The difference of this
algorithm is that it computes the weighted sum of errors in each sub-region, where these
weights are acquired based on the variations of features in different conditions, such as
different face expressions and illuminations.

In some cases, before applying the PCA method, some other feature extraction
techniques could be performed, in order to increase the Identification Rate. WT is a
method that can be used to extract valuable information from the image. The signal to be
analyzed is passed through filters with different cut-off frequencies at different scales.
This method transforms the spatial domain pixels of an image into frequency domain
information that are represented in multiple subbands. These subbands are LL, HL, LH
and HH. The LL subband is wavelet approximation of the signal and HL, LH and HH
are the horizontal, vertical and diagonal coefficients.
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2.3 Local Binary Pattern Method

Local Binary PatternMethod (LBP) is an effective texture descriptor for images, which is
not affected by illumination changes, as will be shown below. This algorithm processes
a little block of three by three pixels at a time, and it is particularly interested at the
central pixel. The steps of this algorithm, as presented in [7] are:

• LBP value calculation,
• region division,
• histogram statistic,
• prediction.

For the calculation of the LBP value the LBP operator is used, which considers a
neighborhood of a circle with radius r. Every pixel in the neighborhood is compared
with the central pixel. If the value of the neighboring pixel is smaller than the central
pixel value, then a ‘0’ is assigned to this pixel; if it is greater or equal to the central pixel
value, then a ‘1’ is assigned. If the light is changed, all the pixel values will increase,
but the relative difference between the pixels will remain the same, and the LBP code
will be the same. For each central pixel, one can generate a binary 8-bit number which is
produced by concatenating the neighbors’ bits in a clockwise manner, starting from the
top-left neighbor. The decimal number generated from the binary 8-bit number replaces
the central pixel’s value. This process is indicated in following Fig. 1.

Fig. 1. Calculation of an LBP pixel value.

The LBP picture is divided into blockswith the same size. After encoding every point
in the block as a pattern, gathering the statistics of LBP occurrence in a histogram form
is the next step for every region. The result of this step is a characteristic vector for each
region. The combination of the different regions’ vectors produces the characteristic
vector for the entire image. For the process of prediction, the minimum “distance”
between the input vector and the test images’ characteristic vectors is found.

3 Architectures and FPGA Devices

3.1 Multi-pipeline Architecture

Amulti-pipeline architecture is used in [8] to implement a face recognition system with
a high recognition rate using the PCA algorithm and its alternative approaches. This
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architecture is implemented on a Xilinx FPGA Device (xc3s4000-4fg900). One of the
advantages of this architecture, which uses four units to achieve the face recognition,
is that it reduces the time needed for the process, because of the pipelining technique.
Moreover, the hardware resources that are used are limited, as basic modules are reused.
The proposed architecture will be explained below.

On theWMPCA algorithm, which was described in detail above, there is a weighted
sum of errors from the sub-images and the “distance” on the final stage is given by the
equation:

e = min
1≤i≤M

⎡

⎣
nr∑

j=1

∣∣Weighti, j [wtrainset − {eigen f ace × (Γtest − ψ)}]∣∣
⎤

⎦ (7)

where Weighti, j is the weight that corresponds to image i from each sub-image.
The proposed architecture consists of four different units and tries to compute this

“distance” in an efficientmulti-pipelineway. Each of these units contributes in a different
way to the whole process. The four parts are: Multi-Pipeline Control Unit (MPCU),
Process Element Unit (PEU), Region Summing Unit (RSU) and finally Recognition
Indexing Unit (RIU), as it is shown in the next Fig. 2.

Fig. 2. The multi-pipeline proposed architecture.

The input vectors (test image, mean face image, eigenface image, project image) are
fed to the MPCU, before transferred to the PEU units for the needed calculations. The
MPC Unit manages the input vectors in a pipelining way. Then, the data are transferred
to the PEUs. The number of the PEUs is equal to the number of regions that the image
will be divided into. Each of the PEUs deals with a single sub-region and includes a
subtraction unit, a multiplication unit, a sum unit and an absolute unit. Each of these
operation units will be used in all the stages until finding the minimum “distance”.

In order to extract the similar features and leave each image with its unique charac-
teristics, the subtraction unit is used and the result of this computation is the centering
result of the image. Both the test and mean image vectors have size Nˆ2. The centering
image is multiplied with the K eigenfaces (using the multiplication and the sum unit),
so as to get the project test image, which will be subtracted from the projection coeffi-
cients of the training images. The next step in the PEU is to get the absolute value of
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the previous difference (for each region) and multiply it with theWeight j,i term to find
the weighted projection image. As was mentioned before, this process is done for each
sub-region of the image in each PEU.

In the next unit, RSU, the results from the PEUs are added together in order to find the
final weighted difference vector, from all sub-regions and will be sent to the RIU, for the
recognition result. The RIU generates the result, after finding the minimum “distance”
among the M-project images. As, it was mentioned before, this architecture achieves
better processing time, due to the fact that it is designed in multi-pipelining manner, and
the hardware resources are reduced as modules are reused.

3.2 5-Unit Architecture

Another similar architecture, combined with the PCA algorithm is used in [9] and is
implemented on a Xilinx FPGA Device (Virtex-5). It is similar to the previous architec-
ture, as it consists of 5 different modules; Image Reader, Normalized Image Calculator,
Weight Vector Finder, Weight Vector Reader and Classifier (Fig. 3). The Image Reader
module takes as an input the test image and saves the pixels of the image into the Image
Frame Buffer. If a previous image’s pixels are in this module, they are transferred to
the Normalized Image Calculator. In the Normalized Image calculator, the process of
extracting the unique features is done, as the Normalized Image Buffer stores the nor-
malized image. The next module used is theWeight Vector Finder, where the calculation
of the weights is performed, by using the Eigenvectors, which are stored in block RAM.
The Weight Vector Reader is used to read the weighted vectors and transfer them to the
last module, the Classifier, in order to find minimum “distance”.

Fig. 3. The 5-unit proposed architecture.
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On the stage of Normalization during the face recognition process, the average image
buffer is stored in a block RAM. The subtraction operations that are done between the
test image’s pixels and the average image’s pixels can be performed in parallel as they
are totally independent operations. After storing the normalized image into a register,
the calculation of the weight vectors can be also performed in a parallel manner, due to
the fact that the eigenvectors stored in the block RAM are independent of each other.
Finally, even the computation of the Euclidean distances can be performed in parallel.

3.3 3-Unit Architecture

Another proposed architecture [7] is the following one, shown in Fig. 4. This architecture
is implemented on a Xilinx FPGA Device (Virtex7). It uses the Local Binary Pattern
(LBP) algorithm. This architecture seems efficient as when it calculates the LBP values,
it also does operations on the histogram statistic and when it comes to find the Chi-
square distances it increases the parallelism. As shown in Fig. 3, it consists of 3 units;
the LBP Calculation Unit, the Histogram Statistic Unit and finally the Prediction Unit.
In this approach, after significant tests so as to find how to increase the IR, 5 images
per individual are used and the data bit-width is 32-bit. The data bit-width of prediction
module is 256. In order to avoid the long recognition time, five characteristic vectors are
produced on the LBP Calculation Unit. Moreover, in the Prediction Unit the comparison
of five test images with the trainset is done in parallel.

Fig. 4. The 3-unit proposed architecture.

The LBP calculation module consists of a line buffer with three lines, whose register
number is equal to the horizontal pixels of the image. As was mentioned before, in the
section where LBP algorithm was explained, in order to find a LBP value of a pixel,
a central pixel in a region 3 × 3 is chosen. This central pixel is compared with its
neighboring 8 pixels, so as to calculate the bit-string which corresponds to this pixel. In
this module, the register R5 is compared with registers R1-R9. Every time data is fed as
input in this module, the calculation moves to the next pixel. This way, the LBP codes
for each pixel are generated.

The Histogram Statistic module uses a Ping-Pong RAM like the following one of
Fig. 5.

When a calculated LBP value is entered from the LBP calculationmodule, according
to the value and its location on the image, the related statistic data are extracted from the
Ping-Pong RAM, in order to be added with “1” and then stored back into the RAM. The
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Fig. 5. The Ping-Pong RAM architecture.

Ping-Pong RAM is comprised of two RAMs, each of them used for different process
every time. As the Ping-Pong RAM is addressed according to the entering value, the one
of the two RAMs is used for the histogram statistic, while the other one for storing the
statistical data of the test pictures.

The Prediction Module is responsible for the final decision and the labels matching.
There are two inputs in this module; the characteristic vector of the test images from
the Ping-Pong RAM, and the training data. Due to the fact that the bit-width of these
data must be the same in order to do the calculations, the bit-width of the data coming
from RAM must expand to 256-bit. Eight registers share 32-bit each (eight registers
for the test images and eight registers for the training data) and then, the calculation of
the Chi-square distance between the test images and the training images with summing
units is done. The Prediction Module architecture also has a set of registers, which store
the identity labels of the trainset images and another set of registers with the test image
label. There are also registers storing the Chi-square distances. Each time the comparison
between the test images and one training set image is done, the labels in the register for
test images change. This operation is over only when all train images are compared with
the test images. Then the final result is extracted.

4 Commonly Used Face Databases

In this section, we present a brief overview of the face databases, which are used
commonly.ORL,Yale andARdatabases are introduced and analyzed in the next sections.

4.1 ORL Face Database

This face database is commonly used in different face recognition systems, because of
the variety of images it consists of. ORL database consists of 400 facial images, each of
them in a 112 × 92 resolution [10]. There are 40 different persons and 10 images per
individual. The light conditions, facial expressions, such as smiling/not smiling, open
eyes/closed eyes, facial details, such as wearing glasses/not wearing glasses, and scale
are different among the images. Faces are in an upright position in frontal view, with
a slight left/right rotation. For some of the individuals, the pictures were captured at
different times.
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4.2 Yale Face Database

This database is constructed by Yale University. Yale database includes 165 grayscale
images, each of them in a 320 × 243 resolution, in GIF format, of 15 different persons.
There are 11 images per person, and each one of them displays the following features
or configurations: center-light, w/glasses, happy, left-light, w/no glasses, normal, right-
light, sad, sleepy, surprised, and wink [11].

4.3 AR Face Database

This database consists of 4000 images of 126 different persons (70 male and 56 female)
[12]. The images are colored and their resolution is 768 × 576. There are frontal-view
face images and quarter-profile images with 4 facial expressions: anger, smile, scream
and neutral. The illumination conditions differ as the database includes images where
the faces are lit from left, from right, or from all sides. Persons on the images wear
accessories like scarfs and glasses.

4.4 Outlook

All of the above three databases consist of different images captured in several conditions,
so they can be used for finding a face recognition system’s accuracy. However, the ORL
database is one of the most widely used databases, as it consists of enough images to
use for testing and these images have a resolution of 112× 92 pixels [10]. These images
need less storage resources than AR and Yale databases’ images need [11, 12].

5 Implementation Synthesis Results

5.1 Multi-pipeline Architecture with PCA and Modified PCA Algorithms

In the case of the Multi-pipeline architecture presented above, the FPGA used is the
Xilinx FPGA Device (xc354000-4fg900) [8]. The algorithms used for examination in
this experiment are PCA, MPCA_3 (with 3 horizontal partitions), MPCA_sym4 (with 4
symmetrical partitions), WMPCA3, WMPCA_sym4 and the wavelet-based techniques
of the previous algorithms. The testing input images come from the Yale and ORL
databases and their resolution for this experiment is 32 × 32 pixels.

The wavelet based techniques that are implemented are W1MPCA3,
W1MPCA_sym4, W3MPCA3 and W3MPCA_sym4, which correspond to the wavelet
decompositions at level 1 and level 3 with 3 horizontal and 4 symmetrical partitions. The
hardware resources used differ depending on the algorithm used. When using the PCA
methodand itsmodifiedwavelet-based techniqueswithdecomposition at level 1 and level
3,only the20%ofSlicesandLUTsareusedandalmost5%of theBRAMsandMult18x18.
For the MPCA_3 algorithm, as well as for the WMPCA3, W1MPCA3, W1WMPCA3,
W3MPCA3,W3WMPCA3 thehardware cost is equal to almost 55%of theSlices, 53%of
the LUTs and almost 15%of theMult18x18. Finally, theMPCA_sym4,WMPCA_sym4,
w1MPCA_sym4,w1WMPCA_sym4,w3MPCA_sym4andw3WMPCA_sym4methods
use 80% of the Slices, 77% of the LUTs and 18% of theMult18x18 and the BRAMs.
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As for the recognition time achieved, the PCA methods with decomposition at level
1 and level 3 complete the recognition process in almost 27 ms. The next six methods
finish the process in approximately 10 ms and the last six methods complete the whole
operation in under 10 ms.

According to these results, it can be deduced that when the recognition time is the
minimum, thehardware cost is themaximum.Another fact that canbe concluded from the
above information is thatwhen the number of the sub-regions increases, the hardware cost
is also increased. A compromising solution would be to use the W1MPCA3 technique
with the level1 decomposition and the 3 horizontal partitions. Finally, the processing
time is 8.84 ms and the clock rate is 13.38 MHz.

5.2 5-Unit Architecture with PCA Algorithm

The second architecture is implemented on a Xilinx FPGADevice (Virtex-5) and exam-
ines the performance of the PCA algorithm [9]. It is assumed that the detection face part
is ready and there is no need to be implemented now. The resolution of the images here
is 20 × 20 pixels after a down sampling method to reduce the image of the face that
is detected. The used face databases are in the ORL database and another one which
consists of 60 images from 6 individuals. The face recognition system runs at 45 frames
per second and when it is compared with an equivalent software implementation on
Core2 Duo CPU, it is found that it achieves a 15x speed-up.

With this implementation the hardware resources are: 77% of the Slices is used, 72%
of the number of LUTs is used, 56% of the number of BRAMs is used and only the 8%
of the number of DSP48s is used.

5.3 3-Unit Architecture with LBP Algorithm

The last architecture is implemented on a VC707 development board that contains a
Xilinx FPGA Device (XC7VX485T-2FFG1761C). This approach, examines the perfor-
mance of the Local Binary Pattern (LBP) algorithm, on a face recognition system [7].
The test images used here come from the ORL database in a resolution of 60× 60 pixels.

In this implementation, the recognition speed is examined as the number of images
is increased. As it is mentioned in [7], the FPGA’s speed is reduced from 174 to 1.74
faces per second as the number of images is increased from 1000 to 100000. The system
operates at up to 233 MHz. If this system is compared with a CPU for the same number
of images, the FPGA is 74 times faster.

The FPGA resources are enough, as this implementation uses only 1.96% of the
FPGA’s LUTs, 0.372% of the existed registers, 0.857% of the DSPs and 12.4% of the
BRAMs.

6 Comparisons: Advantages and Trade Offs

The specified parameters and values, for each one of the compared implementations, are
summarized in the following Table 1, in detail.
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As it is reported in Fig. 6, although PCA methods, which use four symmetrical
partitions of the images’ regions, achieve the lowest recognition time, they use much
more of the FPGA’s resources than the other techniques, as it is analyzed in the previous
Sect. 5. On the other hand, PCA methods with decomposition at level 1 and level 3, use
small percentage of the resources, but the system completes the process much slower.
So it turns out, that a compromising solution for the Multi-pipeline architecture, is
the Wavelet based Modular PCA algorithm with decomposition, at level 1 and three
horizontally partitions. This method provides the lowest False Positive Identification
Rate (FPIR) in a reasonable time.

Table 1. Alternative approaches & implementations.

Architectures
parameters

Multi-pipeline 5-Unit 3-Unit

FPGA Device Xilinx
(xc354000-4fg900)

Xilinx
(Virtex-5)

Xilinx
(XC7VX485T-2FFG1761C)

Algorithm(s) PCA, MPCA, WMPCA,
Wavelet Techniques

PCA LBP

Frequency (MHz) 13,38 – Up to 233,37

Processing Time 8,84 ms (Best) – –

Resolution (Pixels) 32 × 32 20 × 20 60 × 60

If this implementation is compared with the other two, as it is illustrated in the
following Fig. 7, the FPGA’s resources which are used, are much more in the 5-Unit
Architecture, than in any of the other two implementations. Although we can’t make
an accurate comparison between the used hardware resources of these implementations,
due to the fact that the implementation of the 5-Unit Architecture also implemented face

Fig. 6. Recognition times for PCA and modified methods: multi-pipeline architecture.
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detection, it is clear that the 3-Unit architecture, when combined with the LBP algorithm
uses a very small percentage of the used FPGA.

Fig. 7. Hardware implementation cost.

7 Conclusions

Face recognition is a very active research area and systems which are implemented for
this reason, are widely used in different sectors and applications in the real world [13].
Systems like these are used for authentication, access control and information security.

Digital Forensics sector needs accurate and fast face recognition systems, so as to
help investigators complete their work faster, when for example they have to do with
crime cases. This work presents the fundamental algorithms like PCA,MPCA,WMPCA
and their modified algorithms, when Wavelet transform is applied before and also the
LBP algorithm. Three alternative architectures, implemented in FPGADevices, are also
presented and their implementation synthesis results were shown in detail, regarding
recognition time, and hardware implementations’ resources. The advantages and the
tradeoffs, in each case, were analyzed in depth.

Acknowledgments. This publication is based upon work from COST Action 16101 “MULTI-
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(European Cooperation in Science and Technology).
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Abstract. The Zeusmalware is one of the most prolific bankingmalware variants
ever to be discovered and this paper examines how the Zeus malware network
traffic can be detected using the Random Forest machine learning algorithm. The
key to this paper is that the features used for the experimentation and detection
of Zeus are manually selected, providing the researcher more control over which
features that can and should be selected. This also helps the researcher understand
the features and the impact they have on the accuracy of the Random Forest binary
classification algorithm when used to detect the Zeus banking malware.

Keywords: Zeus banking malware ·Machine learning · Random Forest ·
Manual feature selection

1 Introduction

1.1 The Growth of Malware and Paper Contribution

It has been reported by [1] that cybercrime is the most prevalent and widespread threat to
cyber-security and according to IBM’s CEO ‘…is the greatest threat to every company
in the world’. [2] also reported that cyber-attacks resulted in losses of around £11bn
to the UK in 2016 rising to £30bn of losses in 2017. Banking malware is also on the
increase and a report by [3] states that as of May 2017, the threat from banking malware
was 2.5 times greater than that of ransomware. Banking malware is also costing industry
large amounts of money for example, [4] estimate that some of the highest “earning”
banking malware campaigns in 2018 could potentially earn a banking malware operator
around US$1M–2M in revenue which is a significant increase fromwhat could typically
be “earned” in 2010 (estimated to be around US$100k–$300k). Finally, [5] states that
Ramnit, Bebloh and Zeus (all banking malware), accounted for 86% of all the financial
attacks conducted in 2017. For these reasons, it is important to detect and block banking
malware. This paper proposes a methodology and approach, using machine learning, to
analyze and detect the Zeus banking malware.

Researchers have developed variousmethodologies to detect malware and themajor-
ity of these are either signature based or anomaly-based. Researchers have also used
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machine learning (ML) algorithms to detect malware and some of these are discussed in
Sect. 2. This paper expands on this work with a view to enhance and improve the detec-
tion accuracy of bankingmalware (focusing on Zeus) and to also propose amethodology
that can be used by ML algorithms to detect Zeus. This paper uses the Random Forest
ML algorithm to detect, classify and differentiate between the Zeus banking malware
and benign (non-malicious) traffic. An important differentiation between this research
and the research discussed in Sect. 2 is that this research proposes selecting the features
manually allowing the authors to have a better understanding of the features and how
they can impact the accuracy and detection results. It also provides the authors with
more control over which features that are and should be selected by the ML algorithm.
Furthermore, this research proposes a methodology that can be used by ML algorithms
to detect Zeus and compares the accuracy between selecting the features manually and
the automated feature selection methods discussed in Sect. 2.

1.2 Introduction to the Zeus Banking Malware

According to [6], Zeus has become the leading bankingmalware and is themost advanced
credential stealingmalware ever discovered and in 2015, Zeus accounted for around 90%
of global banking fraud. Another report by [7] shows that in the first quarter of 2017,
Zeus had already accounted for 28% of all infections, the highest amongst the banking
malware infections. In 2011, the source code for Zeus was leaked, allowing malware
authors to develop new variants of Zeus [8] resulting in a customizable malware that
allows malware authors to develop new modules which can be traded in underground
forums [6].

As discussed by [9], Zeus propagates like a virus and targets Windows systems and
is usually delivered via spam email and targets sensitive information such as credentials
and banking passwords. Zeus steals credentials using two methods. The first is by using
automatic actions hardcoded in the binary itself which allow Zeus to capture passwords
and the second is to steal information stored in the Windows PSTORE (protected stor-
age) [10]. An important aspect of the Zeus malware is the command and control (C&C)
channel used for communication purposes. As discussed by [9], the communication
architecture is either centralized or peer to peer (P2P). Some versions of Zeus use the
P2P architecture and other variants of Zeus, such as IceIX andCitadel, use the centralized
architecture [7]. An issue with the centralized C&C architecture is that the IP address
of the C&C server is hard coded within the Zeus binary itself [7]. If the C&C server
becomes unreachable or is taken down, the Zeus bots will not be able to communicate
with the C&C server preventing them from receiving commands, updating themselves
and downloading new configuration files [7]. Newer variants of the Zeus bots use the
P2P C&C architecture and are much harder to track and block and are also more resis-
tant to takedown efforts as the configuration file does not point to a static C&C server
[11]. Instead, the C&C server information is obtained from other bots (proxy bots) and
these proxy bots have the potential to act as a C&C server and configuration files and
executables can also be downloaded from these C&C capable bots [12]. Stolen data
is also routed through these proxy bots to the malware authors’ C&C server [12] and
when the stolen data reaches the C&C server it is decrypted and saved to a database
[6]. The botnet uses two C&C channels for communication purposes. The first, referred
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to as ‘log’, communicates the status information of the bot. The second, referred to as
‘report’, is used for operational activities such as updating the configuration file [13].
Furthermore, if the Zeus bot becomes disconnected from the botnet it can use a Domain
GenerationAlgorithm to generate unique domain nameswhich can be used for establish-
ing a new communication channel [14]. The Zeus malwares’ operational characteristics
are described by [9] and 2 important characteristics are that the C&C data is transmitted
using the HTTP/HTTPS protocol and Zeus targets Windows by exploiting Windows
vulnerabilities.

2 Related Work

2.1 Detecting Malware Infections Through IDS Driven Dialog Correlation

[15] proposed a passive monitoring system called Bothunter which consists of a corre-
lation engine and three malware sensors. The first sensor uses SNORT and the other two
sensors, SLADE and SCADE, were custom developed. SCADE is a Snort pre-processor
which consists of two scan engines that scan inbound and outbound traffic. SCADE
scans traffic based on the following criteria: Local hosts that conduct high-rate scans
to external IP addresses; Outbound connection failures; A uniformly distributed scan
pattern (a pattern which is likely to be malware). SLADE is a payload analysis engine
which alerts the administrator if the byte distribution of the packets deviates from an
established profile. SLADE is based on PAYL which examines the distribution of the
payload i.e. it extracts 256 features from the payload and represents each feature based
on the frequency of its occurrence [15].

Bothunter was developed as a perimeter scanning solution which attempts to detect
botnet activities and attempts to detect network activity that occurs between an infected
host and an external entity. The alerts that are generated are fed into a dialogue correlation
tool which tracks activities over a temporal window and attempts to identify malware
infections. Bothunter can also enhance the prediction of the malware activity by corre-
lating some of the outbound flows to inbound flows and the correlation engine attempts
to determine if the traffic patterns are malicious or benign. However, the limitation with
Bothunter is that it is not able to scan local network traffic i.e. local DNS resolution traffic
or the traffic generated by malware when it scans a local network for vulnerable hosts.
Malware can also evade Bothunter by encrypting its payload as Bothunter is unable to
inspect encrypted traffic.

2.2 Detecting Bots Using the C4.5 and CFS Feature Selection Algorithm

[16] proposed a machine learning (ML) software tool called CONIFAwhich was used to
detect network traffic generated by Zeus. CONIFA uses the C4.5 classification algorithm
along with the correlation-Based feature selection (CFS) algorithm (automated feature
selection) to train and classify the ML algorithm to identify specific application traffic
and the Zeus Malware. The authors developed a cost-Sensitive version of the C4.5 clas-
sification algorithm which used both a lenient and strict classifier to enhance CONIFA’s
classification and detection capabilities. CONIFA was actually developed to detect and
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classify application traffic generated by Skype however, CONIFA was also evaluated
against the Zeus banking malware.

The author in [16] also discussed a ‘standard framework’ which used the cost-
Insensitive version of C4.5 to classify network traffic and identify Zeus. The authors
then compared CONIFA’s recall results with the ‘standard framework’ and the results
showed that CONIFA was more effective than the standard framework at detecting Zeus
network activity. The standard framework’s detection rate was good when evaluating the
training dataset, however, when evaluating the test data, the recall rate dropped to 56%
resulting in around half of the Zeus network flows not being detected. CONIFA’s results
demonstrated an improvement in the detection accuracy with the recall rate increasing
to 67%.

2.3 Detection of Randomized Bot Command and Control Traffic on an End-Point
Host

[17] proposed a software tool called RCC Detector (RCC) which analyzed network
traffic, generated by a host, to identify and classify bot generated and benign traffic.
RCC aimed to identify bots in the early phases of infection and also aimed to detect bots
that attempt to hide by randomizing their communication activities. RCC uses a Multi-
Layer Perceptron (MLP) classifier and a Temporal Persistence (TP) classifier to identify
botnet communication activities generated by a host. The MLP classifier has an input
layer, an output layer and one hidden layer consisting of four neurons. The following
criteria were used for the classification: Flow count - Flows that are counted over a period
of time; Session length - Non-botnet HTTP traffic is bursty occurring over a short period
of timewhereas bot traffic is generally low profile persisting over a longer period of time;
Uniformity score - This is based on packet count values. Bots portray regularity in packet
counts while the benign traffic’s packet count is typically more varied; Kolmogorov–
Smirnov Test - Which is used to compute the distance between flows as benign traffic
is bursty and generates traffic at very close time intervals whilst bots generate traffic
at larger time intervals. These criteria were used to calculate a ‘temporal persistence’
value which is then used by the classifier to identify botnet activities. The classifier
was evaluated against a sample of bots and [17] reported that 99.8% of the bots were
identified from the sample however, the False Positive (FP) rate was 48%. Although the
results were promising, the FP rate was quite high and more importantly, the tool is a
host-based detection tool making it difficult to implement.

3 Research and Methodology

3.1 Introduction

ML algorithms have been used by researchers to detect banking malware and some
of these were discussed in Sect. 2. The research discussed in Sect. 2 used automated
feature selection algorithms to train and test the ML algorithms. There is no evidence
of any research being conducted that proposes selecting the features manually for the
ML algorithms, particularly for the binary classification algorithms when used to detect
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Zeus. This research paper proposes a methodology to select the features manually and
then uses these features to understand the impact that these features have on the detection
accuracy. Once the appropriate and best features have been identified, these will be used
by the Random Forest (RF) classification algorithm for the final training, testing and
validation activities. The manual feature selection process allows greater flexibility and
more control over which features that can be used by RF and which features produce
the best results. Precision, Recall and F-score will be used to determine the accuracy of
the ML algorithm. A confusion matrix will also be generated, as shown in Table 1, and
will measure the performance and detection accuracy of the RF algorithm when tested
against the unseen dataset.

Table 1. Confusion matrix used to measure the detection accuracy.

Predicted Zeus Predicted benign

Actual Zeus (TP) (FN)

Actual benign (FP) (TN)

The following variables will be used to quantify the accuracy of the ML algorithm,
and are defined as set out below:

Recall = TP / (TP + FN). (1)

Precision = TP/(TP + FP). (2)

The F-score is the calculated mean of the Recall and Precision scores. If the value
is 1 then the accuracy of RF is 100%, if the value is 0 then the accuracy is 0%.

3.2 Research Methodology

Zeus can obfuscate its payload by encrypting the network datagrams however, this
research will not attempt to decrypt the network communication traffic during the detec-
tion of the Zeus malware. This research will use the Random Forest (RF) algorithm
and will aim to predict and classify the communication traffic as either Zeus (Malware)
or benign. This research will focus on the general statistical features of the network
packet and the following steps were followed: Extract the statistical features from the
datagrams and prepare the data for the RF algorithm; Manually select the features and
through experimentation, determine which features produce the best prediction results.
The framework for this research follows the approach described by [18] and includes:
Obtain the Zeus and benign traffic samples and then split the data into a training and
evaluation dataset; Use the Random Forest algorithm to train the ML algorithm to make
accurate prediction; Evaluating the ML algorithm with an unseen dataset.
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3.3 Data Collection and Preparation

The Zeus samples for this research were obtained from Zeustracker [19], a website
which monitors Zeus C&C activities, and were downloaded as pcap files in February
2019. The benign traffic samples were collected manually from a new installation of
Windows 10, version 10.0.17763.615, and were also collected during the same time. To
ensure that both the Zeus and benign samples were comparable, 524 samples of each
were used during this research (total of 1048). From each sample, 44 statistical features
were extracted and a description of all the statistical features can be found at [20]. The
statistical features were extracted using Netmate-flowcalc (NF), a tool developed by
[21], and then exported into a CSV file. NF was used because it is an open source tool
and has been used by other researchers such as [16]. Although NF extracts 44 statistical
features from the pcap files, for this research, not all the features were used. The features
that were used are discussed in Sect. 3.5 and these were determined and identified,
through experimentation, to provide the best detection results. The statistical features
of both the Zeus and benign traffic were then imported into a Pandas’ data frame and
an additional column called ‘is_botnet’ was created and was used as the label which is
what the RF algorithm is trained against. The label is set to 1 to identify Zeus and 0
to identify benign traffic. Finally, the Zeus and benign statistical feature outputs were
combined and randomized into a final Panda’s data frame and a subset of this dataset
can be seen in Table 2.

3.4 Feature Selection and Training Using the RF Algorithm

One of the main issues in ML is selecting the appropriate features from the dataset.
[22] states that a dataset could have many features and selecting the best features has
many benefits and these include: Variance (overfitting) is reduced, as this can produce
incorrect results; Computational cost and the time for running the algorithm is reduced;
Enables the ML algorithm to learn faster. [23] discusses several techniques that can be
used for feature selection and these predominately include:

• Filter method - Feature selection is independent of the ML algorithm.
• Wrapper method - A subset of the features are selected and used to train the ML
algorithm. Based on the results, features are either removed or added. The test is then
repeated and the results are compared.

The analysis conducted for this research used the wrapper method, allowing the
features to be manually selected. The number of features were increased and decreased
manually which had an impact on the detection accuracy and a subset of the experimen-
tal results can be seen in Table 3. K-Fold (10-Fold) cross validation was used during
the training stage and for this research, 70% of the dataset was used for training and val-
idation and 30%was used for testing. The experimental results are discussed in Sect. 3.5
and 3.6.
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Table 2. Combined Zeus and benign staistics in a single Pandas’ frame.

sflow_bbytes fpsh_cnt bpsh_cnt total_fhlen total_bhlen is_botnet

0 0 0 28 0 1

4207 4 4 412 412 0

4012 4 3 412 372 0

393 1 1 292 172 0

0 0 0 28 0 1

2594 0 0 48 120 1

0 0 0 48 0 1

130 0 0 28 20 0

0 0 0 498 0 1

2579 0 0 48 120 1

3.5 Training the Dataset Using the Random Forest Algorithm

According to [24], the RF algorithm is a supervised ML algorithm which works by
building and combining multiple Decision Trees and can reduce overfitting and variance
and provides better results compared to other binary classification algorithms. Various
feature combinations were trained and testing during this research and a subset of the
feature combinations tested during this research can be seen in Table 3. It was deter-
mined that the best detection results were obtained when using the following 13 features:
total_fpackets, total_fvolume, total_bpackets, total_bvolume, min_fpktl, mean_fpktl,
max_fpktl, std_fpktl, min_bpktl, mean_bpktl, max_bpktl, std_bkptl, min_fiat. The low-
est detection results were obtained when using the following feature combination: dura-
tion, max_active, max_biat, max_bpktl. It is important to note that the best detection
accuracy is defined as the feature combination which detected the most Zeus samples
correctly. The 13 features used during this research are described below and a description
of all the features can be found at [20].

total_fpackets - Total packets in the forward direction; total_fvolume - Total bytes
in the forward direction; total_bpackets - Total packets in the backward direction;
total_bvolume - Total bytes in the backward direction; min_fpktl - The size of the small-
est packet sent in the forward direction (in bytes); mean_fpktl - The mean size of packets
sent in the forward direction (in bytes); max_fpktl - The size of the largest packet sent
in the forward direction (in bytes); std_fpktl - The standard deviation from the mean of
the packets sent in the forward direction (in bytes); min_bpktl - The size of the smallest
packet sent in the backward direction (in bytes), mean_bpktl - The mean size of packets
sent in the backward direction (in bytes), max_bpktl - The size of the largest packet sent
in the backward direction (in bytes), std_bkptl - The standard deviation from the mean
of the packets sent in the backward direction (in bytes), min_fiat - The minimum amount
of time between two packets sent in the forward direction (in microseconds).

The prediction results of both the Zeus and benign traffic and the weighted average
of these, when using the 13 best features, are shown below:
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Table 3. Random Forest accuracy results for various feature combinations

Features
selected

Precision for
Benign traffic

Recall for
Benign traffic

F-score for
Benign traffic

Precision for
Zeus Traffic

Recall for
Zeus Traffic

F-Score for
Zeus Traffic

TP FP FN TN

total_fpackets 0.89 0.47 0.61 0.61 0.93 0.74 78 89 10 138

total_fpackets
total_fvolume

0.87 0.94 0.9 0.93 0.85 0.89 153 10 23 129

total_fpackets
total_fvolume
total_bpackets
total_bvolume

0.91 0.97 0.94 0.97 0.92 0.94 145 4 14 152

duration,
max_active
max_biat,
max_bpktl

0.89 0.64 0.74 0.71 0.92 0.80 102 58 12 143

total_fpackets
total_fvolume
total_bpackets
total_bvolume
min_fpktl,
mean_fpktl
max_fpktl,
std_fpktl

0.80 0.97 0.88 0.97 0.78 0.86 144 4 37 130

total_fpackets
total_fvolume
total_bpackets
total_bvolume
min_fpktl,
mean_fpktl
max_fpktl,
std_fpktl
min_bpktl,
mean_bpktl

0.85 0.99 0.91 0.99 0.83 0.90 154 2 27 132

duration,
max_active
max_biat,
max_bpktl

0.89 0.66 0.75 0.70 0.91 0.79 109 57 14 135

duration,
max_active
max_biat,
max_bpktl
max_fiat

0.92 0.93 0.93 0.93 0.92 0.92 149 11 13 142

total_fpackets
total_fvolume
total_bpackets
total_bvolume
min_fpktl,
mean_fpktl
max_fpktl,
std_fpktl
min_bpktl,
mean_bpktl,
max_bpktl,
std_bkptl,
min_fiat’

100 0.84 0.92 0.89 100 0.93 158 0 25 132

• Prediction results for detecting benign traffic during training

– Recall = 100%
– Precision = 84%
– F Score = 92%
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• Prediction results for detecting Zeus traffic during training

– Recall = 89%
– Precision = 100%
– F Score = 93%

• The weighted average of these are as follows:

– Recall = 95%
– Precision = 92%
– F Score = 93%

3.6 Evaluation of the Random Forest Machine Learning Algorithm (Testing)

Testing, using the 13 best features, was performed on 30% of the unknown and untrained
version of the dataset and the results of this can be seen in Table 4. Table 4 shows that
out of 163 Zeus cases only 3 of these were incorrectly classified (FN) and out of the
152 benign cases 37 of these was incorrectly classified (FP). Testing was also performed
using the 4 features that had the lowest detection accuracy, and the results of this can be
seen in Table 5. Table 5 shows that out of 160 Zeus cases 58 Zeus cases were undetected
and out of 155 benign cases 12 were undetected.

Table 4. Confusion matrix for the RF algorithm using the 13 best features

Predicted Zeus Predicted Benign

Actual Zeus 160 3

Actual benign 37 115

Table 5. Confusion matrix for the RF algorithm using the 4 lowest performing features

Predicted Zeus Predicted Benign

Actual Zeus 102 58

Actual benign 12 143

Figure 1 compares the best and worst detection results for both the Zeus and benign
traffic and shows that when using only 4 features almost half of the Zeus samples are
undetected but when using the 13 best features only 3 Zeus samples are missed resulting
in a high detection accuracy.
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Fig. 1. Comparison of the detection results of both the Zeus and benign network samples.

3.7 Conclusion

Selecting the features manually for the RF algorithm has produced good results when
compared with the automated feature selection methods discussed in Sect. 2. The results
for the standard framework show that more than half of the Zeus flows were undetected
with an F-score value of .56. The detection results of the CONIFA framework did show
an improvement and produced an F-score value of .67. The manual feature selection
methodology does show an improvement when detecting Zeus and Fig. 2 compares
the results of the automated feature selection process with the manual feature selection
process as discussed in this paper.

3.8 Further Work

The preliminary results of this research are promising and the manual feature selection
process can be leverage by othermachine learning algorithms to detect bankingmalware.
It is acknowledged that further testing should be conducted on newer variant of Zeus and
there is a need to test against other banking malware variants such as Neverquest. There
is also a need to test against a larger dataset to enhance the detection results. Additionally,
the manual feature selection methodology can be expanded to other binary classification
algorithms and then further expanded and tested on other machines learning approaches
such as unsupervised machine learning algorithms.
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Fig. 2. Comparison of the accuracy results.
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Abstract. In this paper we explore the feasibility of exploiting HTTP/2 proxies
to facilitate cryptojacking, an adversary scenario in which compute resources are
used for mining crypto currency without the consent of the owner of the resources.
In particular, we intercept the encrypted traffic passing through the proxy and
inject malicious cryptojacking script, used for mining Monero cryptocurrency,
into the traffic. Here, we show the security implications that are possible even
in an encrypted network, while using a middle-box like proxy. We conclude by
proposing some radical and neoteric approach(s) that can be used to contain the
effects of cryptomining in secure HTTP/2 networks. To the best of our knowledge,
this paper is one of the initial studies that demonstrate the feasibility of intercept-
ing HTTP/2 traffic at proxy level and injecting malicious code for performing
cryptojacking. Our results are important as the Internet has several open Proxies,
which could perform such activities.

Keywords: HTTP/2 · Cryptojacking · Crypto currency · Open proxy

1 Introduction

June 2017 saw 51% [1] of the world’s population using the Internet. The web users know
that some of their important personal information is available online and these growing
categories of people are worried about the safety of these data available freely. It is very
crucial for the people to have an authority over their information, like in many cases,
who can be given access to their personal data or whether it can be shared without their
permission. Users always strive to ensure that their Internet handling procedure is always
safe and secure, as now everything from buying groceries to paying bills are done via
the Internet. Out of the 51% of the Internet users, 74.6% [2] of the top 1,000 widely used
sites are accessed through a secure web. Secure webs are implemented with Hyper Text
Transfer Protocol Secure (HTTPS). HTTP is the protocol with which the whole Internet
is administered. HTTPS is the secure version of HTTP.

Newer versions of the protocol with different updates and upgrades are introduced
for enhancing a secure Internet experience. The latest upgrade for the HTTP protocol
was the HTTP/2 version of it.
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Most of the web clients would like to be anonymous online; however, many think it is
inconceivable to be totally unknown on theweb. 86% [3] of the Internet users online have
begun to eliminate or cover up their digital impressions - going from clearing cookies
to encrypting their email, abstain from using their names to utilizing virtual networks
or middle boxes that veil their Internet protocol (IP) address. Anonymity online can be
brought about by using middle boxes like open proxies. Proxies once installed act as a
machine that is present between the client and the rest of the Internet. Every page that
is requested goes through the proxy server. The downside of anonymous proxies is the
malicious activities that can be performed online unbeknown.

This work demonstrates one such malicious activity, called cryptojacking. Cryp-
tojacking is a method of mining cryptocurrency like Bitcoin, Monero, and Ethereum
without the consent of the user. This is a stealthy attack which when performed utilizes
the victims CPU resource for the purpose of mining the cryptocurrency. This paper
shows the cryptojacking procedure for miningMonero (XMR) cryptocurrency. We have
specifically chosenMonero because it is more secretive and anonymous when compared
to any other cryptocurrency [16]. Monero maintains utmost secrecy during the complete
transaction, to the extent that, the transaction history of both the sender and the receiver
is kept confidential and untraceable. In this paper we ask an important question whether
HTTP/2 proxies can be exploited for cryptojacking. To the best of our knowledge, we
are not aware of any prior work focusing on cryptojacking through HTTP/2 proxies.
The following are our main contribution in this paper: We explore the feasibility of
cryptojacking in the context of HTTP/2 proxies.

We implement and systematically demonstrate the feasibility of conducting the cryp-
tojacking attack in a real world scenario. Our experimental results show that it is not
only possible to conduct cryptojacking through HTTP/2 proxies, but also a high level of
control can be achieved, by carefully manipulating code, in terms of the percentage of
CPU usage and thereby maintaining the covert nature of the attack.

We discuss possible mitigation strategies as well as the probable threats and conse-
quences that may arise, if this attack prevails. The remainder of the paper is organized
as follows. Section 2 explains the background knowledge on the key terms mentioned
in the paper like HTTP/2, proxies and cryptojacking. Section 3 introduces the experi-
mental setup followed by the implementation details in Sect. 4. The results obtained are
explained in Sect. 5. After providing the related works in Sect. 6, we conclude the paper
by discussing the future works in Sect. 6.

2 Background

Hyper Text Transfer Protocol version 1.1 (HTTP/1.1) is a protean convention. It is
an elemental protocol that administers the complete World Wide Web (WWW). The
application of this protocol has been with the end goal that conjoining services and
augmentations over it is less demanding than building anything fresh from the start.
Nevertheless, extensive use of all the features of this protocol has not been done. Certain
extensions of HTTP/1.1whichwere implemented led to contradictions in the operational
structures of the client and server using them.

For more than 10 years, HTTP/1.1 remained as the de-facto protocol version which
prevailed as the basis of WWW until the development of the SPDY [5] protocol. SPDY
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was developed by Google as an experimental protocol for a faster web [4]. This protocol
was devised to surmount the drawbacks encountered by the HTTP/1.1 protocol, mainly
the latency of web pages. Even though SPDY was a better protocol when in comparison
with HTTP/1.1, it never replaced the latter completely. The modified property of the
former was appended along with HTTP/1.1.

As SPDY provided compatibility with HTTP/1.1, applications could easily adapt to
the changes during the transition of the protocol. The final draft of the protocol, SPDY3,
was taken as the basis of the upgrade to theHTTP/2protocol. The salient features required
for the upgrade of theHTTP protocol, fromversion 1.1 to version 2, was initially tried out
with SPDY3. HTTP/2 [6] was deployed in 2015 with all the major enhancements from
HTTP/1.1. It also includes a diminished approach of latency by adding compression to
the header fields and allows numerous concurrent transactions on the same connection.
Security and anonymity are two features that users of web are anxious about. The advent
of Internet has escalated the need for anonymity in cyber communications. Security of
the data provided by the users is handled by the SSL/TLS encryption feature provided in
the HTTP/2 protocol. Anonymity is achieved by using middle boxes like proxies, VPN
etc. These types of servers send data to the end server through itself rather than from the
client directly. Proxy servers are publicly available in the Internet, which can be used
by prospective users. In recent years, open proxies are the seat of malicious attackers.
Malicious proxies are mainly used for man-in-the-middle (MITM) attacks. One such
attack is Cryptojacking, which is done by injecting unwanted mining scripts into the
users request which passes through the proxy.

2.1 HTTP/2 Protocol Overview

The elemental principle of HTTP/2 [20] is to elevate the efficiency of the transport layer
and furthermore include higher threshold with reduced latency. HTTP/2 along with its
new and improved characteristics like binary property, multiplexing, server push, header
compression, flow control, priorities and stream dependencies etc., promises to provide
a better web experience.

Multiplexing - In order to solve the issues created by theHead-of-the-line blocking in
HTTP/1.1, a single TCP connection ismultiplexed to handlemultiple request in the same
connection as shown in Fig. 1. This connection remains open till the communication
channel is closed. Prioritization of the requests send is also done to mitigate the same
issue. Header Compression - Sending of the headers along with each message caused
overheads and performance deterioration. This concern was solved by compressing the
headers with the help of HPACK compression technique [7].

Fig. 1. HTTP/2 Protocol
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Server Push - This feature pushes additional responses other than the ones requested
by the user. The responses are proactively pushed, in such a manner, by predicting the
requirements of the users, apart from the ones mentioned in the request. Server push is
an optional feature and can be disabled if not required.

TLS - Transport Layer Security (TLS) is responsible for maintaining the authentica-
tion and privacy between the communicating parties. TLS is not a mandatory feature in
the HTTP/2 protocol, but the browsers support HTTP/2 only if TLS is enforced. Owing
to the browsers decision, encryption is now an obligatory factor for HTTP/2 protocol.

2.2 Proxy

Proxy servers act as an intermediary between a client and server. The end server processes
the request send by the client only after passing through the proxy. Figure 2 shows a
forward proxy which is commonly used to retrieve data from the Internet. There are
hundreds of open anonymous proxies available in the Internet [8] that allows the users to
conceal their identity by changing their IP addresses. An anonymous proxy is a special
type of proxy lade with software that erases our IP address from any page requests and
substitute it with its (proxy) own IP. When the page is sent back by the Web server, the
proxy server then forwards it back to making it free of any additional software scripts
that might weaken the identity.

Fig. 2. Forward proxy

2.3 Cryptojacking

Imperceptible use of vulnerable user’s computational resources for mining cryptocur-
rency is known as cryptojacking or coinjacking. The mining of the user’s computational
power shall lead to a noticeable reduction in the performance of the users system. In
this paper we demonstrate the cryptojacking for mining Monero cryptocurrency. Mon-
ero cryptocurrency was introduced on April, 2014 as a substitute for Bitcoin. The main
feature of Monero is its egalitarian mining nature, thereby distributing the mining efforts
to all the people. It is said to be more secure, private, untraceable and synonymous with
respect to other cryptocurrency like Bitcoin, Ethereum etc. [9].Monero holds its position
for being the number one cryptocurrency in terms of privacy, by using ring signature that
can scramble the users address, making it undetectable. By virtue of these features Mon-
ero banking can be done without leaving any footprints in its wake. Unlike many other
cryptocurrency which are clones of Bitcoin, Monero is devised using the CryptoNight
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algorithmwhich comes from the CryptoNote protocol [10–12]. Figure 3 shows the basic
structure of cryptojacking, Fig. 1. shows the attacker compromising a website with the
cryptojacking code. Figure 2 show the end users using this infected website for their
needs. Figure 3 illustrates the users unknowingly mining cryptocurrency on behalf of
the attacker and Fig. 4 implies the attacker getting rewards for successfully completing
another block in the cryptomining procedure.

Fig. 3. Cryptojacking

2.4 Coinhive

Coinhive is a website that provides the users with a JavaScript library for miningMonero
cryptocurrency directly in their browser [13]. Coinhive facilitates two types of mining,
anonymous mining and user opt-in mining. Anonymous mining involves mining cur-
rency, without the user’s consent. The JavaScript that is used for mining can be tweaked
to incorporate the opt-in mining feature with the help of the AuthedMine solution.
AuthedMine prevents Coinhive frommining, without explicitly requesting for the user’s
permission before initiating the mining procedure.

3 Experimental Setup

The experimental setup used for our work is shown in Fig. 4. It consists of 3 major
components. A client machine that acts as a base user, an anonymous open proxy server
through which all the client communications passes and an HTTP/2 web server that
provides HTTP/2 service to the client machine.

3.1 HTTP/2 Server Setup

HTTP/2 re-uses the same application connotation of HTTP/1.1, such as, the HTTP
methods, status codes, header fields, etc., but modifies the aspect on how the requests
and responses are formulated, conducted, and handled. In this experimental structure we
setup the web server using NGINX server of version 1.12.1. It is configured on a base
machine which works on UBUNTU 16.04 LTS. During the onset of the server creation,
it is by default set to listen to port 80 which is the standard HTTP port. The server is
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configured to handle HTTP/2 request and response. As most of the browsers support
HTTP/2 only with encryption, we configure the server to handle HTTPS requests by
facilitating TLS. This is accomplished by changing the listening port of the server from
80 to 443. Alongwith that we also enable theHTTP/2module in the server configuration.
Next we configure our server to use the SSL certificates.

The server framework is concluded by routing all the unencrypted server requests
via port 443 [14]. In Fig. 4 the web server is the component where the HTTP/2 server is
used.

Fig. 4. Experimental set up

3.2 Anonymous Open Proxy

An anonymous proxy is setup on a base machine which is installed with Ubuntu 16.04
LTS operating system. The proxy that we are using here is the mitmproxy [15]. It is
a free and open source interactive proxy. It acts as a man-in-the-middle, as the name
says, and is used to interrupt network traffic. It can intercept and modify the HTTP and
HTTPS website traffic adaptively while using them. It can also save and replay previous
HTTPS responses that were encountered. Mitmproxy can also be used to modify the
HTML content by adding python scripts to the server pages. We mainly concentrate on
secure HTTP sites, thereby dealing with HTTP/2 websites. In this case we make use
of our HTTP/2 server to serve our purpose. We have deliberately chosen this protocol
because of its versatile nature. It not only supports command line and web interface but
also enables the use of a python programming interface.

In the aforementioned experiment we use the open proxy to intercept and modify
the HTTP/2 response of the web server by inserting a JavaScript into the html <head>
tag of the web page. The script that we are injecting from the proxy is acquired from
coinhive’s website and is used for mining Monero cryptocurrency.

3.3 Client Machine

The client machine or the base user as shown in Fig. 4 is set up with Ubuntu 16.04 LTS
operating system. The client machine is prepared by equipping it with a necessary web
browser.
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4 Attack Methodology

We implemented the attack using the in-browser mining technique as shown in Fig. 5.
The middle box used here, mitmproxy; act as the gateway for the attack. This attack uses
the proxy server to act as a man-in-the-middle, which injects cryptojacking JavaScript
into the webpage being accessed by the user.

Initially, the client requests to connect to the HTTP/2 configured web server, www.
example.com, through the proxy. For establishing a connection through the proxy, the
client’s network proxy configuration should be altered. The network proxy address must
be set to the IP address of the proxymachine. Also, the port number of the client machine
must be assigned as 8080.

Once the proxy receives the connect request it sends a correspondence request, on
behalf of the client, to the server for fetching the HTML page of the website. Since
the web page is hosted in HTTP/2 it will reply with the response code 101. It signifies
the HTTP/1.1 Switching Protocol. The switching protocol is used by the server when it
understands that an upgrade to a different protocol is required by the client to facilitate the
smooth communication between them [17, 18]. The server shall also initiate an Upgrade
request, as given, with which it indicates the protocol to be used. The switching occurs
only if the server feels that it is advantageous to proceed in that direction, for example,
using a higher version of the same protocol as mentioned here.

HTTP/1.1 101 Switching Protocols Connection Upgrade: h2c
Once the switching of the protocol is complete, the HTTP/2 protocol is initiated by

sending a connection preface [6]. The connection preface is sendbyboth the end-points to
confirm the protocol in use. Along with the connection preface HTTP/2 settings are also
exchanged by the proxy, which is in-turn confirmed by the server. Once the confirmation
is transmitted, the server will send the HTTP/2 response with the index.html file of www.
example.com. Since HTTP/2 protocol implements the server push feature all the server
contents required for the loading of the web page is send along with the index.html page
[6]. Till the beginning of the connection Preface, the communication is still occurring in
terms of HTTP/1.1, even though the request was made in HTTP/2. Once the connection
preface starts, it is an HTTP/2 communication. The connection preface needs to be
send only once, the consecutive request response from the client to that server will
automatically come in the HTTP/2 format. As soon as the proxy receives the HTTP/2
response, i.e., the html page, it will inject the miner code into the web page. As we
have mentioned earlier, the mining procedure that we do is in correspondence with the
website www.coinhive.com. Coinhive has a JavaScript miner code which can be used
for mining cryptocurrency. The mining procedure is done by injecting the JavaScript
which contains the public key assigned to the user. It will have its private key pair, which
will be mapped to the user, thereby mapping the mining procedure to the corresponding
miner. The mining code will be injected into the html <head> tag of the web page.
The cryptojacking procedure can be done in 2 ways, either manually or in an automated
manner using Python Script. In the manual procedure the proxy is being monitored live
and the miner code is injected manually each time the proxy is used. This procedure can
be done using the mitmproxy interface or using the mitmweb console. The Java Script
when used along with a python code automates the cryptojacking procedure from the

http://www.example.com
http://www.example.com
http://www.coinhive.com
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time the proxy is turned on. The python script is initiated along with the proxy using the
following code:

.\mitmproxy -s miner.py –anticache

Fig. 5. Attack sequence

Anticache is used for disabling the cache mechanism. and miner.py is the python
code that does the cryptojacking. So if a person is using the proxy for malicious purpose
like in our attack structure, then they can easily insert the cryptomining code and perform
cryptojacking.

Anothermethod of performing cryptojacking is using the opt-inmethod. This is done
using the AuthedMine [19] concept. The base JavaScript is tweaked in such a manner
that the users are asked for their permission to perform cryptomining in their browsers.
So this makes the mining a legitimate procedure rather than jacking the CPU power
without their permission.
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Fig. 6. CPU usage before and after cryptojacking.

Apart from AuthedMine, the JavaScript that we are inserting can be modified to any
extent as we want it to be. The complete control of the miner script is in the hands of
the attackers, as it can be modified according to the outcome that we require. We have
also performed a modification to the code of that sort to throttle the percentage of CPU
usage from 100% to different values. This is mainly done to maintain the stealthiest of
the JavaScript. Constant working of the CPU with 100% usage power will tend to be
noticeable and will slow down the system very much. This will lead to the users not
being able to perform other legitimate tasks.

5 Results

From the above experimental demonstration, we have found the following observations:

5.1 Client Impact

Once the attack was completed we could identify some changes in the way the CPU
behaves. The CPU usage went as high as 100% from the basic 4–5%. The CPU would
use its entire capacity until the attack is stopped. If the percentage of CPU used becomes
100% for all the four cores of the machine, the performance of the system would deteri-
orate in due course of time. Figure 6 shows that the CPU usage remains normal till the
time the attack was initiated and after which it increased to 100% in all 4 cores of the
machine. The exponential hike in the usage indicates the presence of cryptojacking.

5.2 Analysis

After the open anonymous proxy is infected with the cryptojacking script, the proxy can
insert the malicious JavaScript into any website using the proxy for its purpose. Figure 7
shows the infected miner-JavaScript on the target website. The miner scripts are very
anonymous and stealthy thereby leaving the user getting caught off-guard by the attack.

5.3 Modifications

The covertness of this attack can bemaintained very easily by the attacker. Themalicious
JavaScript is extremely flexible and can be modified according to our requirements. This
reduces the continued usage of CPU in its complete 100%. The throttling of the CPU
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Fig. 7. Coinhive Javascript injected on the web site through proxy machine

usage maintains the covertness of the attack. Figure 8 shows a modified JavaScript with
which the percentage of Cryptojacking can be throttled to our requirements. It shows the
CPU usage to be initially at around 40% and later being increased to a value between
70% to 80% and finally dropping to around 50%. In this way the malicious JavaScript
can be completely controlled by attacker to maintain a pattern and thereby avoid early
detections.

Fig. 8. Throttled CPU usage

6 Conclusion

The cryptojacking involves making money illegally by hijacking victim’s computer
resources like CPU processing power and memory to mine cryptocurrency like Monero.
The rate of such attacks drastically increases day by day as there is no effective and
proper defensemechanism to prevent this attack. This paper explains how Internetmiddle
boxes play a crucial role in implementing this attack on a larger scale environment. We
conducted an extensive analysis to implement this attack on an open anonymous proxy
and exploiting this attack through open anonymous proxy cause greater damage to the
CPU resources of the users who are connected to it.

The defense mechanisms available to prevent cryptojacking are AdBlockers and
also blocking external scripts (miner or not) from being executed in the machine with
the help of NoScripts. But these mechanisms are now being easily overpowered by
a new technique of mining called Coinhive Stratum mining which fetches the scripts
from another mining server instead of, coinhive directly. Because of this procedure, the
AdBlockers will not be able to block the mining script as it is not from coinhive.com.
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Abstract. With the increasing popularity and wide-spread use of
Android systems to empower a variety of devices including smart phones,
tablets, watches, televisions, and cars, security becomes a more crucial
issue, especially with the increasing level of attacks targeting vulnerabili-
ties in these systems. Subsequently, new approaches need to be explored
to detect more sophisticated malware designed to evade detection by
installed anti-malware software. This paper presents a new methodology
for behavioral analysis of sequences of system calls incurred by various
applications to distinguish Android malware from benign applications.
We model these sequences using two variants of bidirectional deep recur-
rent neural networks: Long Short Term Memory (LSTM) and Gated
Recurrent Unit (GRU). The performance is evaluated and compared with
other systems employing support vector machines and decision trees with
traditional feature extraction methods.

1 Introduction

The many benefits and advantages of the inevitable integration of advanced
technology into human life are put to risk due to the rise of several challenging
problems related to safety and security aspects. For instance, mobile phones are
one of the most heavily used devices to conveniently accomplish most of our
daily tasks including communication and exchange of different highly sensitive
private information. However, with the increasing connectivity to the Internet of
these smart gadgets, protection and privacy become of greater concern than ever
before. The revealed security breaches are excessively rising in volume, complex-
ity and severity. Therefore, several security researchers have been attracted to
identify and develop novel solutions and control measures to detect and prevent
more sophisticated attacks on confidentiality/privacy, integrity, and availability
of data and services [8].

An important strategy in security is Defense-in-Depth (DiD), where multiple
defensive mechanisms are put in layers such that if one fails, another can thwart
the attack. A common step under this strategy is vulnerability analysis and
deployment of suitable protection methods to mitigate the attack consequences.
Another major direction in security is malware analysis and detection. This
c© Springer Nature Singapore Pte Ltd. 2020
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problem has been studied for long time but is still recurrent due to the continuous
evolution of new methods to evade detection mechanisms. As mentioned in a
recent security report by McAfee, “If 2018 was the year of mobile malware, 2019
is the year of everywhere malware”1. Besides static or signature-based analysis,
behavioral analysis of malware plays an important role to detect more illusive
malware and prepare suitable defensive strategies to stop them and eliminate
threats [16].

Though static analysis methods are also commonly used to efficiently per-
form detection, new malware obfuscation methods are adopted by new variants
of malware to evade static analysis detection methods. Therefore, a new genera-
tion of robust detection and mitigation methods should be developed to respond
to the evolving challenges. Besides static analysis, dynamic behavioral analy-
sis is a vital tool for advanced malware analysis. It depends on observing the
malicious intent of the malware through recording and monitoring system calls
and data exchange during the execution time. Based on the analysis process,
the malware can be detected using different types of modeling approaches. Most
of the operations conducted by mobile applications need to be served by the
operating system through system calls. Monitoring, tracing, and modeling sys-
tem calls is one of the effective methods used to infer the application type and
identify whether it is a malware or not [1,2,12].

During the past decade, deep learning emerged as one of the most advanced
machine learning techniques. It was developed based on the artificial neural
networks (ANN) methodology in which a set of weights is spread over many layers
and adjusted to perform modeling based on given data. ANNs can only model
certain amount of data using a limited number of layers. Processing huge amount
of data requires a larger processing mechanism to achieve higher performance.
In contrast, a deep learning architecture is more complex than ANNs. It consists
of several learning layers and a larger number of neurons which can be trained
to model more sophisticated and huge data. Many deep modeling techniques
were proposed in the literature to construct detection models. Since system
calls invoked by applications exhibit sequential patterns, deep Recurrent Neural
Network (RNN) can be used to train more efficient models for malware detection
[10,18].

In this paper, we review some related works, which use behavioral dynamic
analysis based on sequences of system calls to detect and identify malware
[13–15,17,18]. We then propose a dynamic analysis method for Android-based
devices based on Deep Recurrent Neural Network using bidirectional Long Short
Term Memory (LSTM) and Gated Recurrent Unit (GRU) networks. Several
models were trained to detect whether the underlying software is malware or not
based on sequences of system calls. Experiments were conducted to evaluate the
proposed detection methodology. We also conducted a number of experiments to
investigate unigrams and bigrams of system call sequences as inputs to detection
models developed using decision tree and SVM. The experimental results of the

1 https://www.mcafee.com/enterprise/en-us/assets/reports/rp-mobile-threat-
report-2019.pdf.

https://www.mcafee.com/enterprise/en-us/assets/reports/rp-mobile-threat-report-2019.pdf
https://www.mcafee.com/enterprise/en-us/assets/reports/rp-mobile-threat-report-2019.pdf
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proposed methodology are evaluated and compared with traditional methods on
the same benchmark dataset.

The paper is organized as follows. Section 2 reviews most related works. The
proposed methodology is discussed in Sect. 3. The conducted experiments are
discussed in Sect. 4. Conclusion remarks are presented in Sect. 5.

2 Related Work

A popular method to detect malware is static program analysis. Some stud-
ies performed static analysis over the Android Package (APK) application for-
mat to obtain an analytical description representing its functionalities. Modeling
the set of system API calls may help to detect the behavior of the application
and identify whether it is malicious or benign. Nix and Zhang [11] conducted
static analysis over the APK code by tracing the code without execution. The
proposed detection method depended on program flow analysis. A sequence of
system API calls were captured during each analyzer tracking run. The study
employed convolutional neural network (CNN) and LSTM to perform learning
and classification.

Aafer et al. [1] developed a methodology to detect malware for Android.
They aimed to avoid the drawbacks of the permission-based detection method
and trained an efficient and lightweight classifier for Android malware detection.
In order to define and use a set of features which distinguish between benign and
malicious apps, they depended on API level calls within the bytecode because
it reflects important indication semantics about the apps’ malicious behavior.
Therefore, they built the model based on the critical API calls, their parameters,
and package level information. They performed the feature extraction based
on API level and data flow analysis and developed a tool to perform reverse
engineering of apps. They used four different classifiers and the best results
obtained using KNN on a large corpus of different malware families.

Many studies suggested that some malware showed the ability to avoid static
analysis detection methods. Therefore, they advocated the use of behavioral
analysis methods to detect and identify malware. Canali et al. [3] conducted
several experiments to test and compare different behavioral models based on
several input structures using system calls. The study investigated the impact of
using different input structure and parameters of the system calls. The collected
dataset consists of several malware execution traces recorded and monitored in
real-world machines, in a synthetic environment, and under normal operating
circumstances. The study concluded that the detection accuracy depends on a
limited constructed shape of system calls with their arguments. They suggested
that changing the shape of input that system call constructs has a significant
impact on the accuracy.

Moreover, Dahl et al. [6] used tri-gram representation to construct the fea-
tures form sequences of system calls. They built their classification model based
on huge collected data and used logistic regression and Multi-Layer Perceptron
(MLP). They compared several models to perform multi-class malware classifi-
cation. The study extracted several types of features such as tri-grams of system
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API calls, null-terminated patterns observed in the process memory, and distinct
combinations of a single API system call and one input parameter. The study
used feature selection to reduce the dimensionality of the data and improve the
accuracy.

Malware designed specially to attack mobile platforms grew exponentially
during 2012 and 2013 as stated by Dimjašević et al. [7]. The study indicated
that around 92% of mobile malware targets Android platform. Therefore, they
developed a dynamic malware detection approach based on monitoring and ana-
lyzing system calls. The proposed methodology is composed of three phases. The
first phase aimed at collecting and recording malware behavior during real time
execution. They developed and used a special tool called MALINE designed to
monitor malware applications. The second phase performed feature extraction
and representation, they used frequency and dependency methods to represent
system calls. Data modeling and learning is conducted in the third phase. The
experiments included several types of machine learning classification methods
such as support vector machine and random forest to perform data classifica-
tion. The collected dataset is composed of several parts based on number of
events injected to applications during the run time. The evaluation experiments
conducted by our study used a part of the dataset collected by this study. We
used log files produced by single event execution of applications and malware as
described by Dimjašević et al. [7].

Due to the efficient modeling performance shown by deep learning techniques,
different types of deep learning modeling techniques were also exploited by many
studies in the literature. LSTM was used by Xiao et al. to identify malware
[18]. They analyzed sequences of system calls as sequences of words forming
sentences. They adopted the same methodology used for natural language pro-
cessing where in semantic information is considered as sequential elements. The
proposed methodology mainly developed based on probabilistic similarity mea-
sures which are used to determine the malware applications. Canfora et al. [4]
proposed a feature extraction methodology based on tracing system calls of mal-
ware to perform the detection. The study conducted several experiments using
different length of system calls traces and sequences. They used support vector
machine (SVM) to perform the training on different configurations of features
extracted from the system calls dataset.

Kolosnjaji et al. [10] suggested that the best way to recognize malware behav-
ior is by tracing its invoked system calls. They developed two methodologies
using neural networks to model sequences of system calls. They used recurrent
and convolutional layers. The input of the convolutional network represented
by system calls sequences as a set of n-grams. This kind of modeling does not
explicitly depend on the position of system calls, but uses the frequency of pres-
ence of system calls as n-grams in a behavioral trace. Despite the simplicity of
this approach, it causes loss of fidelity of information patterns. The proposed
mode designed using one convolutional neural network layer followed by another
LSTM layer. To evaluate the proposed approach, they monitored and observed
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the API system calls of group of malware and non-malware software executed
in a sandboxed environment.

Our study conducts several experiments to compare a proposed architecture
developed using bidirectional GRU and LSTM with other types of methodologies
proposed in the literature. The evaluation process depends on a publicly avail-
able dataset collected by processing sequences of system call traces generated at
the run time by set of applications. We compare different models developed by
bidirectional and simple architectures of LSTM and GRU, in addition to tradi-
tional models developed by SVM and decision tree using unigrams and bigrams
as input features.

3 Methodology

The availability of huge labeled data and power of high-processing computing
were two of the many reasons that led to the development of deep learning
methodology. Moreover, employing a different type of activation functions such
as ReLU with gated units has alleviated the vanishing gradient problem which
was one of the problems associated with simple ANNs. Several types of deep
learning networks were proposed in the literature to model different types of
input data collected from different application domains.

Deep Recurrent Neural Network (RNN) is one of the deep architectures pro-
posed to model sequential data. It can be used to solve several kinds of prediction
and classification problems. It is commonly used for natural language process-
ing, time series forecasting, text mining, etc. Several variants of deep RNNs
have been proposed in the literature such as Long Short Term Memory (LSTM)
and GRU. They have been developed to overcome the vanishing gradient prob-
lem associated with simple RNNs. LSTM has been developed by Hochreiter
and Schmidhuber [9] to process longer sequences of data and capture deeper
dependency between data elements. It uses four gated units representing the
hidden states of the network. GRU is an extension to LSTM introduced in 2014
by Kyunghyun Cho et al. [5]. It uses fewer gated units and needs less number
of parameters compared to the LSTM. The LSTM transition equations are as
follows [9]:

it = σ(Wixt + Uiht−1 + Vict−1) (1)
ft = σ(Wfxt + Ufht−1 + Vfct−1) (2)
ot = σ(Woxt + Uoht−1 + Voct) (3)
c̃t = tanh(Wcxt + Ucht−1) (4)
ct = f i

t � ct−1 + it � c̃t (5)
ht = ot � tanh(ct) (6)

The transition equation in hidden units of GRU are given as follows [5]:
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ht = (1 − zt) � ht−1 + zt � h̃t (7)
h̃t = g(Whxt + Uh(rt � ht−1) + bh) (8)
zt = σ(Wzxt + Uzht−1 + bz) (9)
rt = σ(Wrxt + Urht−1 + br) (10)

Fig. 1. Methodology used to form the dataset and feed it to the network.

Fig. 2. The generic multilayer architecture of the trained bidirectional recurrent net-
works for both LSTM and GRU.

One of the most useful dynamic traceable information to distinguish malware
behavior is system calls. For the malware to execute payload malicious actions
or propagation code, it needs the services offered by the operating system. These
services are necessary for any software to execute. Based on this assumption, we
use sequences of system calls generated by malware or non-malware software
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to train a classification model. Although malware can change its behavioral
actions, it has to execute its payload and perform propagation and hiding mech-
anism. These kinds of actions require services provided by the operating systems
through system calls. Analyzing system call patterns observed in the execution
timeline of applications helps to identify whether a piece of code is trying to
conduct a malicious action. Based on sequences of system calls captured during
the run time, detection models can be trained to identify and learn dynamic
behavior of malware and legitimate (benign) applications. Evidently, patterns
exhibited by sequences of system calls invoked by malware are different from
those invoked by legitimate applications. Therefore, we use GRU and LSTM to
model system call sequences and perform the malware detection process. The
proposed model processes the input as streams of sequential system calls based
on different executions of several malware and legitimate applications. We train
the model on different system calls for multiple executions of different malware
based on a specific timing window. It is also trained on different system calls
of several executions of benign apps to enable the model to distinguish between
malware and benign software. Figure 1 shows a diagram to illustrate the forma-
tion of the input sequences, where C denotes system calls, M denotes malware
process of certain malware type, and B denotes benign software process.

The proposed model developed using two layers of LSTM or GRU. Each of
the two layers processes data sequences following opposite direction. One layer
processes system calls sequences forward, whereas the other layer performs the
learning backward. It enables the network to process and learn from data in both
directions. This kind of processing improves the ability of the network to extract
contextual information from system calls sequences. We compare performance of
two types of the proposed architectures. The recurrent activation units of LSTM
and GRU layers use the hard sigmoid transfer function, whereas the output
units use tanh transfer function. The final output (malware or non-malware)
is computed by a dense layer using the sigmoid activation function. Figure 2
illustrates the architecture of the trained network for both bidirectional LSTM
and GRU.

Generally, applications produce different lengths of system call execution
sequences. Sequences which have length less than the slide window size are
padded with zeros, whereas sequences which have length greater than slide win-
dow size are split into many subsequence samples. Therefore, some applications
have only one sample sequence whereas others have many execution samples.
Therefore, we use two evaluation methods based on split method of sequence
samples into training and testing. The first method randomly splits sequence
samples into training and testing regardless of applications which have more than
one sequence sample. This methodology was developed based on the assumption
that if an execution sequence sample shows an abnormal behavior or performs
a malicious action, the execution sequence sample is identified as a malware.
This methodology treats execution sequences instead of the whole application
execution which can be used to identify which part of the application execution
sequence generates malicious code.
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The second split method is employed to solve the problem of having many
execution sequence samples which belong to the same applications. This method-
ology is applied by dividing the data into training and testing based on applica-
tions, not based on samples of system call sequences. We first split applications
randomly into training and testing, then perform the training on system calls
sequences produced by training applications. Since each application can have
many sequence samples, the classification model, during the test phase, may give
different prediction labels to the same application based on how many sequence
samples generated by the application. To solve this problem, we use majority of
votes of all sequence samples which belong to the same application. If most of the
execution sequence samples indicate that the application’s execution shows an
abnormal behavior or a malicious action, it is identified as a malware. Otherwise,
the application is considered benign.

4 Experiments

Several experiments were conducted in this study to evaluate the proposed mod-
eling approach. We adopted the dataset collected by [7], where sequences of
applications’ system calls were recorded in a sandbox environment in a chrono-
logical order. Different types of log files were generated according to number of
events inserted to applications. We used single event log files in our experiments
to evaluate the proposed methodology. We parsed the set of log files generated
for each malicious and benign application. Log files include system calls, time
stamps, input and return values. The chronological ordering of system calls is
the main analysis focus of our study. Our proposed methodology is based on cap-
turing behavioral patterns of application executions at the run time to detect
malicious actions and identify whether a certain application is a malware or not.
We trained several models using different types of feature extraction methods.
We represented system calls by assigning unique consecutive numbers for each
system call name. Some of the system calls were triggered several consecutive
times. We considered each sequence of the same system call as a single call.

The encoded system calls were fed as input to two training models developed
using the proposed bidirectional LSTM and GRU models. We trained the models
for up to 30 and 50 epochs using 100 memory cells. Execution of applications
usually generates different length of system calls sequences, therefore we used a
slide window to reshape the sequences into the same length sample sequences.
Execution system calls of applications divided into several input samples. We
reshaped the data using 500 and 1000 system calls sequences slide window.
Execution samples which have length less than 500 or 1000 were padded with
zeros. We used a masking layer before we fed the data into the network to
alleviate the impact of the padding operation on the training performance.

Results were estimated using three different measures in order to assess the
effectiveness of the proposed methodology. The results were calculated based
on the test data by performing binary classification into benign or malware.
Several performance metrics were used to evaluate the trained models including
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Accuracy, Precision, Recall, and F1 score. The employed metrics were calculated
based on the values of true positive (tp), which denotes the number of correctly
labeled malware samples; true negative (tn) denotes the number of samples clas-
sified correctly as benign; false negative (fn) represents the number of malware
samples labeled incorrectly as benign, whereas the false positives (fp) is the num-
ber of benign samples incorrectly labeled as malware. The respective equations
for the performance metrics are:

Accuracy =
tp + tn

tp + tn + fp + fn
(11)

Precision =
tp

tp + fp
(12)

Recall =
tp

tp + fn
(13)

F1 = 2 ∗ Precision ∗ Recall

Precision + Recall
(14)

Table 1. Percentage results for both bidirectional LSTM and GRU models trained
using 500 and 1000 slide windows of system call sequences samples (approx. to 3 decimal
digits)

Model Window Accuracy Precision Recall F1

Bidirectional LSTM 500 91.505 77.004 54.380 63.744

1000 89.347 70.053 59.356 64.262

Bidirectional GRU 500 91.056 75.788 50.646 60.717

1000 90.014 77.692 51.775 62.139

The dataset consists of samples of system calls sequences generated by a sin-
gle execution of each of the 13,561 applications. Executions have one or more
sequence samples depending on the slide window used to form data samples.
All sequence sample executions were randomly split into 80% for training and
20% for testing. Also, 20% of the training sequences was allocated for validation
of performance during training of the model to avoid overfitting. The results of
the conducted experiments for the developed models using bidirectional LSTM
and GRU are shown in Table 1. The ROC curves and areas under the curve
for both models using 500 slide window size are shown in Figs. 3 and 4, respec-
tively. Table 1 shows the results of using sequence samples as input to train the
models. These results demonstrate high level of detection rate, especially for the
bidirectional model based based on GRU.

The developed models were able to identify newly unseen malware execu-
tions successfully. Most of the malware samples were identified by analyzing
and learning sequences of system calls runtime execution patterns. According
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Table 2. Percentage results of both bidirectional LSTM and GRU models trained
using 500 and 1000 slide windows based on majority of votes of samples belong to
same application system call sequence (approx. to 3 decimal digits)

Model Window Accuracy Precision Recall F1

LSTM 500 76.710 70.858 53.042 60.669

1000 77.760 67.862 52.591 59.259

GRU 500 81.687 79.380 60.235 68.495

1000 80.638 75.451 62.890 68.600

Bidirectional LSTM 500 80.171 82.897 49.223 61.769

1000 83.356 79.119 77.187 78.141

Bidirectional GRU 500 82.076 80.000 59.544 68.273

1000 86.858 80.317 78.776 79.539

Table 3. Percentage results of both bidirectional LSTM and GRU models trained
using 500 and 1000 slide windows based on majority of votes of samples belong to
same application system call sequence (approx. to 3 decimal digits)

Model Features Accuracy Precision Recall F1

SVM Unigram 75.995 82.061 41.372 41.372

Bigram 77.028 77.467 41.069 41.069

Decision Tree Unigram 81.710 70.544 75.028 75.028

Bigram 81.670 70.851 73.833 73.834

to the detection rate results, malware code shows different behavioral pattern
than benign applications. Malware usually follows certain patterns of execu-
tion which can be exploited effectively to develop a detection mechanism using
sequence analysis methods.

However, the same application can have many execution sequence samples.
Therefore, we performed experiments by randomly separating the data into 20%
for testing and 80% for training such that all execution sequences which belong
to one application are either used for the training or testing. Thus, no application
would have sequence samples in both training and testing data. We used majority
voting to combine decisions of many sequence samples belong to same applica-
tion to determine whether the application is malware or not. Table 2 shows the
evaluation results in this case. The results show that the developed bidirectional
architecture using LSTM and GRU attains higher accuracy compared to models
developed using simple LSTM and GRU layers. The bidirectional architecture
succeeds to extract more useful patterns from the data. Moreover, the bidirec-
tional GRU model shows a higher level of accuracy compared to the other three
types of models as shown in Table 2.

We also conducted experiments to compare the performance of the modeling
architecture proposed by this study with that of two of the common methods in
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Fig. 3. ROC curve and area under the curve (AUC) for the Bidirectional GRU model
trained using data formed by slide window of size 500.

Fig. 4. ROC curve and area under the curve (AUC) for the Bidirectional LSTM model
trained using data formed by slide window of size 500.

literature used to perform malware detection based on sequences of system calls.
The first traditional method depends on frequency of the system calls (unigram).
This kind of analysis is developed based on the assumption that the frequencies
of the system calls may represent an indication of a malicious behavior. Thus,
new malware should be recognized when that fingerprint is found. Another com-
mon approach usually employed to learn from execution patterns of malware is
extracting frequency of each two consecutive system calls which is usually called
bigram. A bigram or digram refers every sequence of two adjacent system calls
in a sequence of execution. The system calls frequency distribution of bigrams is
used to extract useful patterns and identify abnormal behavior of an application.
We developed detection models using SVM and decision tree based on different
input features designed using frequency distribution of system calls unigrams
and bigrams. We compared the performance of the methodology proposed by
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this study represented by learning from system calls sequences using deep RNNs
with the traditional modeling method in literature developed using SVM and
decision tree using system calls frequency distribution as input features.

The results shown in Table 3 indicate that the decision tree model produced
better performance compared to the that attained by SVM model. They also
show that using bigram frequency distribution as input to the SVM produced
higher accuracy performance, whereas in the Decision Tree model, the unigram
frequency distribution produced slightly higher performance. In general, the
accuracy performance produced by models trained using bidirectional LSTM
and GRU are better than the accuracy performance of both SVM and deci-
sion tree models. Moreover, the accuracy performance of the bidirectional GRU
model is about 87% which is superior to all the other models developed by this
study. This accuracy performance is also higher than the accuracy performance
reported in some of the related work [7] which reaches to about 83%. It is clear
from the attained results that not only the type of system calls triggered by
the malware can be used in the detection mechanism, but also the order and
sequence of system calls carries more information about the malicious code and
intent.

5 Conclusions

Malware obfuscation techniques have become more sophisticated. Therefore, new
countermeasures have to be devised to face the new and evolving malware hid-
ing techniques. The methodology proposed by this study employs sequences of
system calls to detect malware behavior. The study also reviews some of the
related works which analyze dynamic behavior of malware using sequences of
system calls to perform the detection. This study proposes a dynamic analysis
method for android-based devices by comparing two bidirectional recurrent net-
works. Several models based on LSTM and GRU were trained to detect whether
the underlying software is a malware or not based on different sequences of sys-
tem calls. We also conducted several experiments to investigate unigrams and
bigrams of system calls sequences used as input to detection models developed
using decision tree and SVM. The proposed methodology was evaluated against
the two other detection models. The results of the experiments show that the
proposed methodology has attained a higher level of accuracy.
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Abstract. The cloud is the most suitable platform for storing and pro-
cessing of data. Users are outsourcing data to the cloud to reduce the
storage and maintenance cost locally. However, there are challenges to
both cloud users as well as to the cloud service provider. The challenge
for cloud service providers is to optimize the associated cost for the
management and maintenance of uploaded data. The challenge for users
is data privacy. To address these issues, encrypted data deduplication
schemes proposed, but existing schemes suffer from security weakness
and do not support data access control. In this paper, we propose an
efficient ciphertext policy attribute-based encryption scheme for dedupli-
cation over encrypted data (ECP-ABE) in the cloud storage. Our scheme
achieves privacy,deduplication along with access controls. The security
and performance analysis demonstrates that our scheme is secure and
efficient.

Keywords: Attribute based Encryption · Cloud computing · Data
deduplication · Access controls · Privacy

1 Introduction

Cloud computing is emerging day by day due to its ability to provide cost effec-
tive solution and working on pay-per-use model. It offers a new way for IT
services by rearranging various resources such as storage, computation, etc. The
most important and popular cloud service is data storage. The expansion of dig-
itization also stores huge data even in petabytes or exabytes in size. It amounts
huge data storage in the cloud and requires optimum storage of resources. Cloud
users outsource their personal and confidential data to the cloud service provider
(CSP) and allow it to maintain these data. CSP can not be fully trusted because
of intrusion and various attacks on the sensitive data in the cloud. Encrypting
the data before uploading in the cloud becomes an important technique for pro-
tecting the confidentiality of data. Data encryption provides the guarantee for
c© Springer Nature Singapore Pte Ltd. 2020
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confidentiality but the different users may upload same encrypted data to cloud,
especially when data is shared among multiple users. Although cloud storage
space is huge, data duplication greatly wastes network resources, consumes a
lot of energy, and complicates data management. According to the International
Data Corporation (IDC) analysis, the amount of data stored in the cloud is
expected to reach 40 TB in 2020. Data deduplication is critical for data storage
and processing in the cloud. Hence, there are the two issues to be handled in
the cloud environment: maintain the confidentiality of the outsourced data and
minimize the storage cost.

1.1 Related Works

Data deduplication is a technique in cloud storage to eliminate matching data
and store only a unique copy of the file. Douceur et al. [1] proposed a data
deduplication scheme over encrypted data that addressed both issues- privacy
and optimum utilization of storage. They introduced the convergent encryption
scheme to eliminate redundant data. The limitation of this scheme is that the
keys for encryption and decryption are produced straight from the message.
Bellare et al. [2] proposed message locked encryption (MLE) scheme for data
deduplication. Moreover this scheme does not satisfied the semantic confiden-
tiality. Abadi et al. [3] overcome the security of previous scheme and proposed
MLE with lock-dependent messages. In this scheme, message length is not solely
responsible for the length of the ciphertext. Bellare et al. [4] introduced a new
server-aided encryption scheme for data deduplication, called DupLESS.

In this scheme, an independent key server generates the key, but this scheme
suffered from large computation time. Later, there have been different efforts
taken to improve key management [5–7]. Li et al. [8] proposed a reliable key
management concept in the data deduplication scheme. In their further work,
Li et al. [9] achieved the deduplication in the distributed environment. The
main theme of this scheme is to disperse the chunks of data across multiple
cloud servers. Liu et al. [10] proposed a password-authenticated key exchange
protocol in cross user client side deduplication scheme. Recently there have been
various schemes in the literature to improve the data deduplication efficiency and
security. Yan et al. [11] proposed the data deduplication scheme along with access
control among data owners using proof of ownership and proxy re-encryption.
Liu et al. [10] proposed a randomized MLE scheme that enhances the efficiency.
Wang et al. [12] enhanced security by pre-authenticate the user before sharing
of the data in deduplication scheme. Yang et al. [13] proposed a scheme that
restricts the brute force attack in data deduplication scheme. This scheme is
also addressed the data availability. Yang et al. [14] proposed an “efficient and
privacy-preserving deduplication” scheme by generating a random tag and a
constant number of random ciphertext for each data. Youn et al. [15] proposed
scheme that provides client-side deduplication with support of confidentiality to
prevent users’ sensitive data on untrusted cloud servers.
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1.2 Contributions

In this paper, we propose an efficient ciphertext policy attribute-based encryp-
tion (CP-ABE) scheme to achieve data privacy and data deduplication. The
major contributions of our scheme as follows:

i. Our scheme employs CP-ABE to achieve data privacy and access control.
ii. We employ the data deduplication technique to remove the duplicate data

by storing only a single copy of the file that saves the storage cost and
network bandwidth.

iii. Security analysis proves that our scheme provides confidentiality, protected
from chosen-plaintext attack (CPA), and user collusion attack.

iv. Performance analysis certifies that this scheme reduces the computation and
communication overhead.

2 Preliminaries

Here, we describe the mathematical backgrounds, basic definitions, and concepts
that are required to design the proposed scheme.

2.1 Bilinear Pairing

Let p be the large prime number. Let G0 and G1 be the additive and multiplicative
cyclic group of prime order p respectively. The generator of group G0 is denoted
by g and x, y are the random numbers from Zp. A bilinear pairing function is
denoted by P and it is defined as P : G0 ∗ G0 → G1, which must satisfy the
following properties [16–18]:

i. Bilinearity: For g ∈ G0; x, y ∈ Zp, ε(gx; gy) = ε(g, g)xy.
ii. Non-degeneracy: ε(g, g) �= 1, where g ∈ G0.
iii. Computability: The bilinear pairing function ε(g, g) can be efficiently

computable by polynomial time algorithm.

2.2 Access Structure

Let us consider ρ = {ρ1, ρ2, ...., ρn} is a collection of parties. A collection Γ ⊆ 2ρ

is defined as monotonic if ∀R,S : if R ⊆ S, then S ∈ Γ . An access structure
[19] is defined as Γ , in which subsets of ρ should not be empty. In mathematical
terms, Γ = 2ρ \ {∅}. Authorized sets are defined as the sets present in Γ , or else
are termed as the unauthorized sets.
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2.3 Access Tree

Access tree [17,18,20] is the access structure which is used to provide the data
access only for the authorized users. The access tree is denoted by τ and r0
denotes root node. Each node in the access node τ is denoted by x. Let U be a
set of attributes. The leaf nodes consist of attributes and non-leaf nodes consists
of AND, OR gates. Assign an integer number to the child node of x from 1 to
N for each node x. Further, each node is assigned with threshold value th. The
threshold value of all leaf nodes are 1 and for the non-leaf node is between 1
and N . The threshold value of OR gate is 1 and AND gate is N . The function
parent(x) returns the parent node of x. The function att(x) outputs the attribute
stored in x. The function index(x) outputs the integer value associated with x.
Figure 1 shows the example of access tree.

Fig. 1. Access tree

3 ECP-ABE Scheme System Outline

Here, we describe the proposed scheme system architecture, design goals, security
threats, and security model.

3.1 System Architecture

The system architecture of the proposed ECP-ABE scheme consists of five enti-
ties such as trusted authority (TA), Group manager (GM), data owner (DO),
data user (DU) and cloud as depicted in Fig. 2.

i. Trusted Authority (TA): The main function of trusted authority is to gen-
erate public parameter pub.Key, master secret key Msec.Key, and secret key
sec.Keycurr for the decryption cryptographic operation.
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ii. Group Manager (GM): The group manager is a trusted entity in our pro-
posed scheme. The main function of GM is to create group master key
GMKcurr, and generates certificate χcurr for each user belonging to a par-
ticular group. This certificate helps the users to prove their membership in
the group.

iii. Data Owner (DO): In our ECP-ABE scheme, the data owner is a trusted
entity who wants to outsource their data to the cloud. Before uploading
data into the cloud, DO creates the tag T with the help of some random
hash functions.

iv. Data User (DU): Data user can download the ciphertext from the cloud and
decrypts it. Only those users can obtain the plaintext whose attributes set
entertains the access policy defined in the ciphertext.

v. Cloud: Cloud is a semi-trusted entity. It provides unlimited storage to the
data owners to upload their data based on the pay-per-use model and pro-
vides data access to the data user.

Fig. 2. System architecture
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3.2 Design Goals

The proposed ECP-ABE scheme for data deduplication is designed with four
design goals such as privacy, fine-grained access control, efficient data dedupli-
cation and efficiency.

i. Privacy: The data stored in the cloud storage should not be disclosed to
anyone.

ii. Fine-grained access control: Allowing only those users who satisfies the
access policy defined by data owner to decrypt the outsourced data.

iii. Efficient data deduplication: Store only a single copy of the redundant data
and saves both the disk space and network bandwidth.

iv. Efficiency: Reduce the storage overhead, communication overhead and com-
putational overhead.

3.3 Security Threats

The following are the possible threats that can breach the security of our pro-
posed scheme.

a. User Collusion Attack: The goal of user collusion attack is to reduce the
security of outsourced data by unauthorized access. The unauthorized users
who denied the permission to access the uploaded data (void user) may collude
their private key with other users private key in the same group to access the
outsourced data.

b. Chosen Plaintext Attack (CPA): The main goal of this attack is to violate the
confidentiality of the outsourced data. An attacker receives the ciphertext for
the given arbitrary plaintext and tries to obtain the information.

3.4 Security Model

To demonstrate that the ECP-ABE scheme is secure against chosen plaintext
attack, we introduced the following security game. In this game, there are two
players defined as challenger ϑ and adversary ϕ. Adversary chooses two equal
size messages M and M ∗ and is given to the challenger ϑ. Concerning this, ϑ
forwards the C ∗, the ciphertext for a plaintext Mμ, where μ ∈ {0, 1} to the
adversary ϕ. Now, ϕ randomly estimates the precise μ value. If the estimation
of the adversary is true, then he/she wins the game and the security of the
proposed scheme is compromised. The advantage for the adversary winning this
game is defined as Advϕ = |Pr[μ = μ

′
] − 1

2 |.

4 Detailed Construction

Here, we construct the proposed scheme. In this scheme, there are eight algo-
rithms named as System Setup, Group Setup, CertGen, TagGen, Duplicate-
Check, KeyGen, Data Encryption, and Data Decryption. The detailed construc-
tion of various algorithms are given below.
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4.1 System Setup

This algorithm is performed by trusted authority (TA). It takes security parame-
ter st, attribute universe U as inputs and outputs its master secret key Msec.Key

and public parameter pub.Key. Generate G0 and G1 as additive and multiplica-
tive group of order p with a bilinear pairing P : G0 ∗ G0 → G1. TA randomly
chooses α, β ∈ Z∗

p . Compute gα, gβ , and f = ε(g, g)α. For each attribute aj ∈ U ,
randomly choose tj1, tj2 ∈ Z∗

p and Compute Tj = gtj1tj2/(tj1+tj2). Return public
parameter pub.Key = (ε, g, f , ∀aj ∈ U : Tj), and master secret key Msec.Key

= (β, ∀aj ∈ U : (tj1, tj2), gα).

4.2 Group Setup

This algorithm is performed by group manager GM . It takes public parameter
pub.Key as input and outputs the group master key GMKcurr, group public key
GPKcurr and dictionary Diccurr which is initially empty. GM choose a random
exponent x0 ∈ Z∗

p as group master key GMKcurr = {x0}. Computes gx0 and
ε(g, g)x0 . Group public key GPKcurr = {Gid, g

x0 , ε(g, g)x0}, where Gid is denoted
as group identifier. Diccurr is a dictionary which is initially empty.

4.3 CertGen

This algorithm is performed by group manager GM . It takes inputs as public
parameter pub.Key, user’s identity Uid, group master key GMKcurr and output
a certificate χcurr.

4.4 KeyGen

This algorithm is performed by trusted authority TA. It takes public parame-
ter pub.Key, master secret key Msec.Key, group public key GPKcurr, attribute
set S , user identity Uid, certificate χcurr as inputs and output as secret key
sec.Keycurr. TA verifies ε(gχcurr ) = ε(gβ∗H (U id), gχcurr ) to check whether the
user is a member of the group or not. If user is the member of group, then return
secret key sec.Keycurr to the user. Else, TA chooses rk ∈ Z∗

p for each attribute
k ∈ S , rg ∈ Z∗

p for the group identity Gid, and random numbers q, s1, s2 ∈ Z∗
p .

TA also computes H (Uid)χcurr = χcurr/(gχcurr )β . Compute the private keys:
sec.KeyS = {D1 = gt1(α+r)/β ,∀k ∈ S : Dk = H (Uid)χcurr ∗ H (k)s1∗qk}, and
sec.KeyGid

= {(g ∗ H (Uid))χcurr.t2/β ,Dg = gt2r ∗ H (Gid)t2rg}.

4.5 TagGen

TagGen algorithm is used to generate tag for the data which the data owner DO
wants to outsource. The tag is mainly used to check whether the newly uploaded
data is already available in the cloud or not. The inputs for this algorithm are
message M , public parameter pub.Key and output is tag T .
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4.6 DuplicateCheck

After tag generation, the cloud will perform the DuplicateCheck operation. The
inputs for this algorithm are message M ∗, secret value β and outputs either 0 or
1. Initially, the cloud stores the tag of the current node (gβ , gβ.H (M )) in the tag
list. Cloud verifies gβ.H (M ) ?= gβ.H (M ∗). If gβ.H (M ) = gβ.H (M ∗), then cloud
sends 1 as the output, i.e., duplication is there and cloud send tag, id to GM .
Else, data owner encrypts the data and outsource the data in the cloud.

4.7 Data Encryption

This algorithm is performed by data owner DO. It takes public parameter
pub.Key, message M , access tree τ over attribute universe U and output the
ciphertext C . Randomly choose a secret value β ∈ Z∗

p . Compute C1 = gβ , C2

= M .fβ = M .ε(g, g)αβ . Let r0 denote the root node of τ and thx denote the
threshold value of node x. Calculate the share value of each child node ch using
Shamir’s sharing scheme.The share value V alch = Qr0(index(ch)). Compute Cj

= T
Qx(0)

j = gQx(0)tj1tj2/(tj1+tj2). Return ciphertext C = (τ , C1, C2, ∀l ∈ L :
Cj).

4.8 Data Decryption

This algorithm is performed by data user DU . DU downloads and decrypts the
ciphertext stored in CSP by his/her virtue of holding the required attributes and
belonging to the specified group. The inputs for this algorithm are ciphertext
C and secret key sec.Keycurr. It outputs either the plaintext M or ⊥. For
each leaf node l ∈ L , if aj ∈ U , ηx = ε(gQ

x (0)tj1tj2/(tj1 + tj2), gr/tj1gr/tj2)
= ε(gQx(0)tj1tj2/(tj1+tj2), gr(tj1+tj2)/tj1tj2) = ε(g, g)r.Qx(0), else ηx = ⊥. For each
non-leaf node x ∈ τ , find the share value of all child nodes ch and compute
the share value of node x using Lagrange Interpolation formula. Let r0 denote
the root node of τ . If ηr0 = ⊥, τ is not satisfied by attribute universe U and

return ⊥. Else, compute A =
ε(U1,C2)

Svr0
=

ε(gr+α, gβ)
ε(g, g)r.β

=
ε(g, g)αβ .ε(g, g)r.β

ε(g, g)r.β
=

ε(g, g)αβ . Compute M =
C1

A
=

M .ε(g, g)αβ

ε(g, g)αβ
. Return M .

5 Security Analysis

Here, we demonstrated that the proposed ECP-ABE scheme is secure from cho-
sen plaintext attack and the user collusion attack.

Theorem 1: Our ECP-ABE scheme is secured against the user collusion attack.
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Proof: In the proposed scheme, along with user’s private keys, we are embed-
ding user’s certificate for each user with identification Uid. The certificate for
a particular user is generated as χcurr = gβ.xcurr * H (Uid)xcurr . In this sce-
nario, user’s private keys can be modified but each user will generate different
certificate by the group manager.

Theorem 2: If Decisional Bilinear Diffie-Hellman (DCDH) assumption holds,
then the probabilistic polynomial time adversary ϕ have a trivial advantage in
selectively breaching the data in our proposed ECP-ABE data deduplication
scheme.

Proof: We defined the security game between adversary ϕ and challenger ϑ.
Let p be the large prime number. G0 and G1 be described as the additive and
multiplicative cyclic group of prime order p respectively. g signifies the generator
of cyclic group G1. The challenger randomly selects x, y ∈ Z∗

p and submits (A,
B) = (gx, gy) to simulator ψ.

Initialisation: The adversary ϕ picks the challenger τ∗, G ∗
id, and curr∗ and

forwards the same to simulator ψ.

Setup: Simulator ψ performs the following steps to produce public parameter
pub.Key and group public key GPKcurr.

i. Randomly choose α, β ∈ Z∗
p and compute gα, gβ , and f = ε(g, g)α. The

public parameter and the corresponding master secret key is interpreted as
pub.Key = {ε, g, f}, and Msec.Key = {β, gα} respectively.

ii. Choose a random exponent x0 ∈ Z∗
p . Compute gx0 and ε(g, g)x0 to originate

group public key GPKcurr = {Gid, g
x0 , ε(g, g)x0}, where Gid is denoted as

group identifier and GMKcurr = {x0}.

Simulator ψ sends public parameter pub.Key and group public key GPKcurr to
the adversary.

Query 1: Adversary requests the certificate and secret key from the chal-
lenger. The challenger ϑ executes the CertGen (pub.Key, Uid, GMKcurr) algo-
rithm to generate the certificate as χcurr = gβ.xcurr* H (Uid)xcurr and also ψ
returns χcurr to the adversary. Simulator ϕ run KeyGen (pub.Key, Msec.Key,
GPKcurr, S ) algorithm to generate the private keys. ϑ chooses rk ∈ Z∗

p for
each attribute k ∈ S , rg ∈ Z∗

p for Gid, and random numbers q, s1, s2 ∈ Z∗
p .

Private keys is computed as sec.KeyS = {D1 = gs1(α+q)/β ,∀k ∈ S : Dk =
H (Uid)χcurr ∗ H (k)s1∗qk} , and sec.KeyGid

= {(g ∗ H (Uid))χcurr.s2/β ,Dg =
gs2q ∗ H (Gid)s2qg}. The certificate and private key are send to the adversary .

Challenge: Adversary ϕ outputs a pair of equal length messages M and
M ∗ to the simulator. ψ randomly selects μ ∈ {0,1} and apply the encryption
algorithm with inputs public parameter pub.Key, message M , access tree τ over
attribute universe U to construct the ciphertext.
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i. Let’s define a secret value β ∈ Z∗
p randomly.

ii. Figure out C1 = gβ , C2 = M .fβ = M .ε(g, g)αβ .

ψ sends ciphertext C ∗ = (τ , C1, C2, ∀l ∈ L : Cj) to the adversary ϕ.

Query 2: Adversary ϕ proceeds with similar steps described in query 1 with
same limitations.

Guess: Finally, adversary ϕ presents the guess μ′ for μ. If ϑ does not return
⊥, then adversary guess is identical to the original scenario, i.e, μ′ = μ = 0.
Otherwise, ϑ will return zero. The advantage for the adversary succeeding this
game is specified as Advϕ = |Pr[μ = μ

′
] − 1

2 |.

6 Performance Analysis

Here, we describe the implementation details and the results that we obtain
after the successful execution of the algorithms. In experimental analysis, we
compute the computation time of key generation, encryption and decryption
operations and plotted the graph on SS512 and MNT224 elliptic curve and shows
the comparative study.

6.1 Experimental Analysis

We implement the key generation, data encryption, and data decryption cryp-
tographic operations on Windows 8.1 Pro operating system with hardware con-
figuration of Intel core i7 processor @ 2.50 GHz, 16 GB RAM. During this
process, JetBrains PyCharm with Charm crypto-0.42 library [21] with SS512
and MNT224 elliptic curve is also used.
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Fig. 5. Computation time of decryption

Figure 3 shows the computation time of the key generation algorithm on
SS512 and MNT224 elliptic curve library. It is perceived from Fig. 3, that the
time required for key generation is directly proportional to the number of user
attributes. It is also noticed from Fig. 3 that key generation time concerning the
number of attributes for MNT224 elliptic curve is always more than the key
generation time for SS512 elliptic curve cryptography.
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Figure 4 shows the computational complexity of encryption operation regard-
ing the number of attributes. As shown in Fig. 4, our ECP-ABE scheme requires
less computation time for the encryption process on SS512 elliptic curve than the
MNT224 elliptic curve cryptography. It is observed from Fig. 4 that for both the
elliptic curve, i.e., SS512 and MNT224, the nature of the encryption computation
graph is linear in nature.

Figure 5 shows that the computational complexity of the decryption process
on the elliptic curve SS512 and MNT224 concerning the number of attributes.
From Fig. 5, it is observed that the SS512 elliptic curve cryptography scheme
has the least decryption computation cost. The average computation time of
decryption operations in the SS512 and MNT224 elliptic curve cryptography
schemes ranges between 0.4 s to 3.5 s.

7 Conclusion

Data deduplication in cloud computing finds several applications such as cloud
storage for backup, reduce the computation cost of virtual server, etc. CP-ABE
scheme is also widely used in the applications where data owner would like to
make their sensitive or private data only accessible to the authorized people
whose attributes satisfies the access policy defined by the owner. In this scheme,
our main goal is to simultaneously fulfill both aspects of cloud storage. It means
to eliminate the redundant data so that the storage cost and the network band-
width utilization would be more and fine-grained access policy should also be
possible. To fulfill our above-defined goal, we proposed algorithms based on the
idea of data deduplication and CP-ABE schemes called as ECP-ABE scheme for
deduplication over encrypted data in cloud. To demonstrate that our scheme is
secure against chosen plaintext attack and user collusion attack, we designed the
security model. With the help of the mathematical framework, we describe the
security analysis and it shows that our scheme is protected from the CPA and the
user collusion attack. Performance analysis also demonstrates that our scheme is
efficient concerning to storage overhead, computation cost, and communication
overhead.
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Abstract. This study argues that the fundamental tenets Carl von
Clausewitz presented about warfare in his influential book On War can
be applied to defensive cyberwar. This will help in forming a new mul-
tidisciplinary perspective on the topic, which can benefit policy mak-
ers, political and military scientists and cyber security specialists alike.
Moreover, by applying Clausewitz’s principles of defensive warfare and
his concepts of uncertainty and friction to cyberdefense, we outline a
conceptual framework for resilient and proactive cyberdefense.

1 Introduction

With the ongoing digitalization of society, cyberwar is being discussed every-
where. The term has gained popularity after the cyberattacks in Estonia in 2007
[22]. In the academic literature, political scientists, military-academic scholars,
and technical cyber security experts have studied the topic actively. The debate
has often circled around how to define cyberwar or whether cyberwar exists in
the first place.

Carl von Clausewitz’s extensive work On war is commonly seen as the most
essential book on warfare in the Western world [15]. Therefore, it is not that
surprising several scholars have applied Clausewitz’s principles to cyberwar,
although the book was written back in 1832 [6,13,18,32]. Many argue that
cyberwar is coming [7,30], while other academics are skeptical or deny the whole
existence of cyberwar [14,32]. This discussion seems to mainly derive from the
lack of a commonly agreed definition for cyberwar and cyberattack [26].

Regardless of the exact definition of cyberwar, cyberconflict and cyberat-
tacks do exist and they have real implications for society and the physical world.
We argue that Clausewitz can provide a useful framework for analyzing the
incidents in cyberspace, cyberconflicts and cyberattacks. It is an interesting the-
oretical lens through which cyberwar can be discussed and understood from a
new perspective. Using Clausewitz’s principles, we can also bridge the concep-
tual gap between disciplines of cyber security and political science and give both
sides a new conceptual tool to examine cyber attacks and cyber defense.

As the title suggests, this study concentrates on defensive cyberwar. It is well
known that Clausewitz sees defense as the stronger form of waging war compared
c© Springer Nature Singapore Pte Ltd. 2020
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to offense [8, p. 358]. On the other hand, in the cyberspace the attacking side
is usually thought to be stronger. While it may be true that the attacker has
an upper hand in cyberspace in several situations, it is interesting to see how
Clausewitz’s principles can be used to analyze and strengthen cyber defenses.

The primary contribution of this study is to link Clausewitz’s conceptual
description of defensive war to the technical concepts and means of realizing
cyber defenses. Specifically, we argue Clausewitz’s framework can be linked to
many proactive cyberdefenses that increase uncertainty for the attacker and
employ deception technology to protect computer systems. It could be interesting
for policy makers, political scientists, technical cyber security experts alike to
learn what Clausewitz can teach us about the subject. Military scientists can
also benefit from understanding both political and technical side of cyberwar.

The rest of the paper is organized as follows. Section 2 discusses the
main principles presented by Clausewitz and the applicability of On War in
cyberspace. Section 3 analyzes how Clausewitz’s principles can be applied to
implement proactive cyber defenses and how these ideas can be translated into
technical concepts in order to better thwart cyberattacks. Section 4 contains the
discussion and Sect. 5 presents some concluding remarks.

2 Background

2.1 The Main Ideas of the Clausewitzian Framework

Clausewitz’s most well-known aphorism is probably the famous statement that
war is “a continuation of political intercourse, carried on with other means” [8,
p. 87]. It is worth noting, however, that the German word Politik Clausewitz
originally used is not only restricted to state affairs [18]. In On War, the word
is not only used to refer to politics but also to policy. A policy can be briefly
defined as a set ideas and decisions by a state or group to pursue an objective. An
important thing to note in the context of cyberspace is that as Clausewitz is not
a state-centrist (although he is often mistakenly interpreted as one). Therefore,
the Clausewitzian framework also allows the actors other than states, such as
hacktivist groups, to participate in cyber war. For the same reason it is not a
problem for the framework that the states cannot fully control what happens in
cyberspace.

Clausewitz also states that the war is an act where the enemy is rendered
powerless and forced to comply with the attacker’s will [8, p. 75]. However, in
reality, war does not always lead to the destruction of the enemy. Forcing the
enemy the do one’s will can take many forms, and warfare can also include
methods such as cyber attacks.

For success in war, Clausewitz stresses the importance of a clear objective
(defined by a policy or politics). Creative and talented army that can counter the
enemy and handle the unpredictability of the war is also a necessity. Moreover,
passion of the people is also a vital component of success. It is easy to see these
elements are also important in cyberwar. A cyber operation cannot even begin
without a clear objective, and creativity and talent are necessary in order to
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implement and use cyberweapons or defense mechanisms. Passion of the people
is also an interesting point in the context of cyberwar – in modern digitalized
society the cyberspace is open for any passionate individual to participate in
cyber operations.

A very important concept in cyberspace is friction. It refers to the unpre-
dictability and unforeseen occurrences in war, which inexorably make the real
war different from a plan on paper [8, p. 119]. In cyberspace, friction might
include bad network connections, unexpected collateral effects and program-
ming mistakes made by humans. However, what makes friction especially inter-
esting in cyberspace in our opinion is the constantly changing structure of and
the complexity of cyberspace. Also, what Clausewitz says about friction and
unpredictability in form of unreliable information [8, p. 117] is especially true in
cyberspace. This is because unlike the physical world, one does not really have
anything tangible as a proof of the authenticity of information. Instead, one only
receives network messages and information in digital form, the contents of which
can often be forged quite easily.

It follows from the significance of friction that it is very important for a
good general to understand the uncertainty that friction causes, and to be able
to see through this “fog of war” as well as possible. An essential ability when
aiming to disperse the fog of uncertainty is something Clausewitz calls coup
d’oeil. He describes this as “an intellect that, even in the darkest hours, retains
some glimmerings of the inner light which leads to truth” [8, p. 102]. In other
words, the commander’s coup d’oeil is intuition, the ability to recognize truth
quickly. In more modern terms, the commander is quickly able to reach a state
of accurate situational awareness, a conception that “the mind would ordinarily
miss or would perceive only after long study and reflection” [8, p. 102]. Naturally,
a good situational awareness and the ability to make quick decisions without
hesitation (determination) are essential in fast-paced cyberwar. Therefore, in
our view, coup d’oeil and determination should also be taken into account when
applying On War in cyberspace. Unfortunately, nearly all writings discussing
how to apply Clausewitz’s framework in the age of cyberwar have failed to do
so [18,32].

Finally, Clausewitz divides warfare into offensive and defensive forms. One of
the main arguments Clausewitz makes is that defense is an inherently stronger
form of war [8, p. 102]. Many theorists such as Farwell [12] have claimed this
principle can not be applied to cyberwar, because in cyberspace, the attacker
has an advantage over the defender. As we will discuss later, and as also noted
by [18], this assumption is not necessarily true. Clausewitz goes on to explain
how the familiar terrain usually gives the benefit to the defender.

We strongly believe these concepts, summarized in Table 1, can also be
applied in cyberspace and used to bridge the conceptual gap between practi-
tioners of political and military sciences and cyber security specialists. Defensive
warfare and applying Clausewitz’s framework to cyber defense is the topic we
will turn to next.
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Table 1. Clausewitzian concepts and their counterparts in cyberspace.

Concept Meaning in cyberspace

Friction Intrinsic uncertainty of cyberspace and potential
countermeasures introduced by the defender

Terrain Cyberterrain – structure of a targeted network or
a computer system and its interfaces, can be
modified to increase friction

Coup d’oeil Situational awareness based on the gathered data

Creative army Creatively devising defense mechanisms

Passionate
people

Anyone with an access to cyberspace may take
part in cyberconflicts

2.2 Can Clausewitzian Principles Be Applied to Cyberspace?

It may be seem weird or even absurd to apply principles devised in 1800s to
modern cyberattacks. However, as we will see, many high level principles and
maxims presented in On War still remain valid today. Regardless, it is worth
taking a brief look at why we agree with several other authors (such as [30]
and [18]) that most Clausewitzian principles have retained their validity, and
can be used as a useful lens through which cyberwarfare can be analyzed and
understood.

In the debate on cyberwar, Thomas [32] has been one of the most vocal advo-
cates of the view that “cyberwar is not coming”. Rid argues that according to
Clausewitzian principles, lethal violence is a necessary element in warfare, and
cyberwar completely lacks this important characteristic. While violence unde-
niably does play a role in the Clausewitzian framework, we also have to take
into account how the concepts change over time [19]. In fact, Clausewitz himself
repeatedly notes that war is a true chameleon that changes its nature regularly
[8, p. 89].

The nature of war has indeed changed – technology plays a bigger role in war
than before and information is becoming a more and more important resource
in today’s digitalized world. Violence may not be such an essential element in all
areas of warfare anymore, or at the very least, violence does not need to be lethal
or physical in cyber warfare. If one only constrains violence to the physical world,
its manifestations in cyberspace, used to achieve the same objectives, will be
disregarded [4]. That having been said, some cyberattacks, such as the Stuxnet
worm targeting a uranium enrichment facility in Iran, do have the ability to
cause physical harm. This threat will only grow more prominent as cyberspace
continues to become increasingly intertwined with the physical world. Clausewitz
also notes that war is an act to compel our enemy to do our will [8, p. 75]. Physical
violence, however, is only an instrument to achieve this objective. The goal can
often be accomplished by using alternative methods in cyberspace. Clausewitz
states: “When we speak of destroying the enemy’s forces we must emphasize
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that nothing obliges us to limit this idea to physical forces: the moral element
must also be considered.” [8, p. 97].

Thomas Rid and many other authors who rebut cyberwar also seem to discuss
“pure” cyberwar that would be fought only, or at least primarily, in cyberspace.
This kind of cyberwar is indeed unlikely to take place in the foreseeable future.
The possible dangers of cyberwar are often greatly exaggerated and cyberwar is
currently not a “one strike and you are out” type of threat like some doomsday
scenarios seem to imply. However, cyber warfare can still be seen as one dimen-
sion of war [5]. There does not need to be pure cyberwar without traditional
dimensions of warfare and for now, this would be an unrealistic assumption.

Of course, it would probably be correct to argue that the four first dimensions
of warfare – land, sea, air and space – can often be used much more effectively to
quickly achieve strategic objectives compared to the fifth dimension, cyberspace.
However, not all parts of warfare are about using extreme force and Clausewitz
was well aware of this fact when introducing the concept of limited war [8, p. 612].
In fact, Clausewitz only uses “total war” as a theoretical, ideal type of war that
does not occur in practice. Indeed, in today’s world, there are many conflicts
where the political objective is not to conquer enemy territory or overthrow
government, but the end goal can be something much smaller, and therefore,
the applied methods to achieve the objective also do not need to be lethal or
physically destructive. Modern hybrid warfare [1,27] takes place in a grey zone
between war and peace, and also employs many unconventional means to reach
the desired objective. In the Clausewitzian framework, the political objective
explains the war, and the means used to achieve it are less important.

Moreover, while the discussion about the concept of cyberwar is still definitely
necessary, the semantic rigor and pedantry associated with many theories about
cyberwar can sometimes prevent us from concentrating on what is really happen-
ing in reality [4,21]. The term cyberwar is already widely used and acknowledged
as the fifth dimension of warfare, and most importantly, it is treated as a hostile
act that can be countered with the use of military force. For instance, in the
“International Strategy for Cyberspace”, published in 2011, the White House
states that military force can be used in response to a cyberattack [34].

Finally, Clausewitz intended the write a book that would resist the effects
of time. The reason the Clausewitzian framework still remains valid to a great
extent today is that Clausewitz’s main principles are not dependent on the cur-
rent technology that is employed in waging war. Therefore, the timeless frame-
work is useful also in cyberspace. Nevertheless, it is worth noting that it would
be an anachronism to directly claim Clausewitz had something to say about
cyberwar. Although Clausewitz did not predict the age of cyberwar, he created
a framework that can be successfully connected to the concepts of modern cyber
warfare.
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3 A Clausewitzian Perspective to Cyberdefense

3.1 Is Defense Weaker Than Offense in Cyberspace?

Considering the nature of interconnected cyberspace, one can easily think that
offense is inherently stronger than defense. In cyberspace, where data can travel
from the other side of the world instantly and all the connected devices can
connect to other devices immediately, it is easy to think launching successful
cyberattacks is easy and lightning fast. However, in order to launch a cyberattack
and infiltrate an enemy system successfully, one has to know what kind system
the enemy possesses and what are the potential vulnerabilities the system has.
Gathering intelligence on the enemy’s system, discovering previously unknown
vulnerabilities and possibly creating new cyber weapons – that is, writing custom
malware – takes resources, time and money.

If we assume that systems are regularly updated and patched – like they
should be in any critical infrastructure that is likely to be at the receiving end
of cyber attacks – the same vulnerabilities can not be continuously exploited
over a long period of time. Finding new vulnerabilities again takes more time.
Although a hundreds of thousands of unique pieces of malware are manufactured
every day [3] and many of them only consist of few hundred lines of code, finding
exploitable vulnerabilities still remains a challenge for the attacker. The oft-
repeated argument that cyber attacks consume no resources is therefore not
completely correct.

Moreover, even when the attacker has succeeded to infiltrate the system, this
can still be detected and the system can be defended, by using intrusion detection
systems or proactive cyber defense mechanisms, for instance. It is important to
note that cyber defenses are often multilayered, which also strengthens defense.
Also, when an attacker has infiltrated our system, we can get lots of useful
information about enemy’s technologies and objectives if we have an appropri-
ate intrusion detection system in place. Attackers are always in the danger of
revealing critical information about themselves.

Many existing and well-known exploits also demonstrate that a successful
attack often either takes a lot of work or is dependent on infecting systems
with very poor cyber security. Take the Stuxnet worm we mentioned before, for
example. The Stuxnet source code made use of four previously unknown zero-day
vulnerabilities [11]. It is quite clear the malware was created by professionals who
had a good understanding of how cyber defenses such as anti-virus technologies
work, as well as information about yet unknown vulnerabilities. While Stuxnet
is an extreme example, it demonstrates that an advanced attack requires lots of
work and carefully gathered knowledge about the target system.

Another interesting example is the Mirai malware from 2016. Mirai turns
infected network devices running the Linux operating system into remotely con-
trolled bots [17]. These bots then form a botnet that can be used to launch
large-scale distributed denial of service (DDoS) attacks, which can cause distur-
bances in web services or even cause services to go offline. Mirai infected tens
of thousands of Internet of Things (IoT) devices easily, but only because their
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security was so poor that the default passwords had not been changed. In this
case, cyber defense was just poor, not really intrinsically weaker than offense.
Unfortunately, large numbers of IoT devices still have poor security [10], which
gives advantage to cyber attackers in many cases.

Of course, sometimes cyber attacks do overpower defenses. For instance, large
DDoS attacks are often difficult to counter immediately. Also, in the cases where
the adversary has planted a backdoor1 or a logical bomb2 in the system before-
hand, the attacker has the initial advantage. Even in these cases, however, the
attacker has done some work beforehand, by gathering information and infecting
vulnerable machines. Also, Clausewitz actually states that the attacker often has
an initial advantage, but the defender becomes stronger when the battle drags
on [8, p. 624].

It is difficult to conclusively evaluate whether defense is stronger form of
warfare in cyberspace. However, because in many cases only successful cyberat-
tacks are noticed and get media coverage, and failed attacks are not always even
detected or they are kept secret, it would seem the strength of cyberattacks
is often overestimated compared to defenses. As Jacobsen states, this stance
can then easily become a self-fulfilling prophecy [18]. Clausewitz’s framework
can help us to see things differently and provide interesting insights on how to
better take defensive warfare into account.

3.2 Taking Control of Uncertainty and Friction

Based on the discussion above, it seems Clausewitz’s framework can be applied
to cyber defense, but how exactly can we derive benefit from it? As we have
seen before, Clausewitz maintains that uncertainty is a central component in
war: “War is the realm of uncertainty; three quarters of the factors on which
action in war is based are wrapped in a fog of greater or lesser uncertainty.” [8,
p. 101]. Strongly associated with this uncertainty is the concept of friction. Fric-
tion causes a difference between how things are expected happen on paper and
the actual way they happen due to unexpected distractions [8, p. 119]. Unex-
pected events cause friction that sets the initial plan off course. In cyberspace,
too, there are many things that are beyond our control, such as mistakes made
by humans and unexpected collateral effects of cyber attacks, for instance. How-
ever, it is interesting to note that in cyberspace we can also effectively attempt
to use the friction to our advantage by causing asymmetry between the friction
we encounter and the friction the enemy experiences. Clausewitz notes that the
defender has the advantage of familiar terrain in the battle [8, pp. 269, 361]. This
home-field advantage is even greater in cyberspace because the “cyberterrain”
can be shaped according to the defenders needs much more easily than in the
physical world. This is definitely something the defender can proactively take

1 A backdoor is a method that allows a system security mechanism to be bypassed
secretly to access computer system and its data.

2 A logic bomb is a piece of harmful code, inserted in a computer system. When certain
conditions are met, the code will execute predefined malicious functionality.
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advantage of even before a cyberattack takes place. As Clausewitz observes, the
terrain can act “as an obstacle to the approach, as an impediment to visibility,
and as cover from fire”, making the attackers job more difficult [8, p. 348].

In what follows, we will discuss methods to take control of uncertainty and
friction, both by making the enemy encounter more uncertainty and by attempt-
ing to provide our own cyber army with the necessary tools to see through the
thick fog. Here, we will mainly limit our discussion to technical methods.

Make the Cyber Terrain Unpredictable by Diversity. Friction can be
introduced and cyberterrain the adversary has to navigate can be made more
uncertain by introducing software diversity in the target system under attack.
Malicious attackers and programs benefit from the fact that computers use a
relatively small group of different operating system versions. In other words,
software monoculture prevails and an attacker can plan cyber attacks that use
well-known facts about the target system. For instance, a malicious program
can use a well-know operating system interface in the system to reach its goals
(for example, to open and edit files with sensitive information). However, if the
interfaces malware wants to use and interact with were uniquely diversified in
each system, the malware would have much more trouble attempting to reach
its goals [9]. It would no longer know the “language” of the system under attack.
This would probably render the piece of malware useless for quite some time.
This way, asymmetric friction can be created through increased resilience, and
the system can be defended effectively without disturbances in its operation.
There are methods to create diverse software systems automatically without
human intervention [20,24].

Dynamically Changing Cyberterrain. As new attacks are launched, the
advantage between attackers and defenders seems to continuously keep shifting.
To use the friction to defenders advantage in an attempt to stop this never-
ending cycle, the paradigm of moving target defense (MTD) can be employed
[16]. This defense mechanism creates a dynamic and constantly changing attack
surface implemented across several system dimensions. As stated by Clausewitz,
in the fast-paced war, one reason the gathered intelligence is unreliable is because
it is so transient [8, p. 117]. When a report arrives, the situation has already
changed.

MTD makes the shape of cyber terrain transient, which increases uncertainty
for malicious adversaries and makes attacking the target much more difficult.
After all, it is quite a challenge to attack something you cannot understand
and see clearly. MTD can be applied to wide range of attacks surfaces in com-
puter networks and systems. One example is to have a set of constantly evolving
interfaces in the system. Unknown interfaces that constantly change are difficult
targets for a malicious program or attacker. MTD can also be implemented on
network level for example by constantly changing the IP addresses of certain
targets.

Cyber Deception. Deception is one obvious way to expose the attacker to more
friction and uncertainty. While Clausewitz does not seem to believe in deception
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and surprise on strategical level, he does suggest deceiving the enemy can be
a very useful tactical maneuver when conditions are favorable [8, p. 198]. Even
though surprise is not the key element in success of the war, it can be a useful
tactical device. In cyberspace, deception is easier than in the real battlefield,
because cyberspace is made of bits and bytes that can be changed and forged
quite easily, at least in our own territory we are defending. Moreover, because
the enemy often appears in the form of a malicious program rather than a living
human, it is often easy to introduce uncertainty and friction. An intelligent
hacker is naturally more difficult to fool for long periods of time.

How can an enemy be deceived in cyberspace? Different deception technolo-
gies can be used to provide an attacker with fake targets that look valuable
[2,9]. In terms of technical solutions, this can be anything from network with
several honeypots machines (computers with data that appears to be valuable
and interesting) to planting simple fake files in a system. Also the important sys-
tem interfaces we mentioned previously could be forged in this manner. When
someone interacts with these fake resources, we immediately know there is an
attacker in the system, because no legitimate process or user should access these
resources [35]. This is especially convenient for detecting previously unknown
malware. Several fake targets will considerably slow down the attacker and the
enemy is more likely to gather false intelligence.

Gathering Intelligence. Honeypots and other fake resources are there not
only for deception. They are also great at gathering intelligence about the enemy
and their potential objectives [29]. With monitoring software, such as intrusion
detection systems and honeypots, we can record information on what is going on
in the network and in a specific system. For example, network packets arriving
to and leaving from our local network and system calls issued in our systems
can be recorded for further analysis [23]. According to Clausewitz, intelligence
gathered in war is mostly untrustworthy and false, because fear has an effect of
multiplying lies and inaccuracies [8, p. 117]. Automatically collected information
does not have this weakness.

However, on a high level it is necessary to combine conflicting information
from many sources, check credible external sources for worldwide cyber threat
information, and also put together intelligence from other disciplines (human
intelligence, geospatial intelligence) to get a comprehensive grasp of the current
situation. The difficulty of recognizing the important pieces of information that
should be prioritized constitutes one of the most serious sources of friction in
war, because things often appear entirely different from what one has expected.
Therefore, we need mechanisms to dig out the truth from the data we have
gathered.

Coup D’oeil in Cyberspace. Coup d’oeil, as we discussed previously, is a
great general’s intuitive grasp of what is going on in the battlefield. The process
of quickly perceiving what is happening in the strategically significant locations
in cyberspace and making a rapid and accurate decision can be made easier by
making use of artificial intelligence (AI) that is able to provide the commander
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Table 2. Summary of proactive defenses.

Proactive defense Example

Increase uncertainty by diversity Diversifying system interfaces

Changing cyberterrain Moving target defense

Cyber deception Planting honeypots in a
network

Gathering intelligence Logging the adversary’s
activities

Coup d’oeil in cyberspace Using AI to form situational
awareness from the gathered
data

Offensive defense Giving fake data to the
attacker

with appropriate situational awareness. This kind of tool could help the com-
manders to do better and improve the ability to use their coup d’oeil.

The process would still be human-centered – after all, with Clausewitz’s
principles, it is difficult to imagine an AI waging war independently – it would
only provide a device to see through the fog and avoid the friction more effectively
by providing necessary information for fast decisions. An advanced AI system can
also have the ability to learn, and ultimately use an extensive corpus of battle
experience and knowledge to augment the commander’s capability to weight
different options and make decisions based on solid evidence and the underlying
political objective.

Offensive Defense. Clausewitz maintains that even when war is defensive,
it still often contains offensive components [8, p. 357]. Indeed, above we have
already discussed methods that can be used to annoy the attacker and dis-
rupt enemy operations. We can also annoy the attackers by feeding them false
replies and information [31], while at the same monitoring how they react to
this. This can also help us to get even more information on attacker’s methods
and objectives. Attribution – the process of tracking and identifying the perpe-
trator behind the attack – is also an important part of offensive cyber defense
[25]. After all, if we do not know who the attacker is, we cannot strike back.

The proactive defenses are summarized in Table 2.

4 Discussion

In this study, we have suggested Carl von Clausewitz’s principles of defen-
sive warfare can be useful in conceptualizing and designing resilient methods
for cyberdefense. Software diversification and moving target defense increase
resilience of the defender’s systems and at the same time, create uncertainty and
friction for the enemy. Cyberterrain can further be modified with fake targets
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that annoy and stall the enemy, while also gathering intelligence. Finally, with
an AI-enhanced coup d’oeil, talented commanders can assess the collected infor-
mation and make the correct and quick decisions under stress and continuous
information overload.

When the defender succeeds in adding enough uncertainty for the enemy,
the situation can also be compared to the difficulties of executing a night attack
described by Clausewitz. The attacker should effectively attack in the darkness
and know the complete layout of enemy’s defenses, while keeping its own dis-
position secret from the enemy for as long as possible [8, p. 273]. At the same
time, the defender can see the familiar cyber terrain clearly and keep learning
more about the enemy, while also preparing for a potential counterattack.

As cyberspace keeps getting increasingly intertwined with the physical world
and critical infrastructure of society, significance of defending systems from cyber
threats also keeps growing [28,36]. Billions of networked IoT devices with poor
security are a reminder of the fact that cyber security has not yet been taken as
seriously as it should. This paper has presented a conceptual framework inspired
by Clausewitz’s ideas of defensive warfare and taking advantage of emerging
proactive cyber defense mechanisms. Naturally, this is not to say we should not
keep using more traditional security measures such as anti-virus software, encryp-
tion, whitelisting and strong authentication mechanisms. In the face of advanced
persistent threats and zero-day exploits, however, we also need novel defenses
that change the cyber terrain to our advantage and take control of uncertainty.
Therefore, these defenses are not mutually exclusive. Indeed, a multilayered app-
roach to defense fits well to today’s complex cyber security landscape, where no
single countermeasure is totally effective against every threat or exploit. Clause-
witz writes about how important it is for a defender to have several fortresses
that attract the attention of the enemy but are resilient enough to withstand
attacks [8, p. 372].

It is also interesting to note that while our discussion of cyber defenses has
mainly focused on technical considerations, Clausewitz also emphasizes a cre-
ative army and passion of the people as important factors in successful war-
fare. When defending cyber infrastructure, a creative army is needed to keep
the defense mechanisms up to date and to innovate novel resilient defenses
to counter constantly developing threats. Passionate people are also needed
to defend cyberspace. Max Weber’s notion of the state claiming a monopoly
of use of force [33] is becoming obsolete, and one reason for this is that in
cyberspace anyone can pick up weapons and become involved in warfare. It
is also increasingly important for all sectors of society to be passionate about
positive cyber security culture. In an interconnected cyberspace coupled with
the physical world, it is essential for all stakeholders to cooperate in improving
security.

Finally, there are a couple of limitations in the approach we have proposed in
this paper. Clausewitz’s work does not mark end of history and cannot explain
all characteristics of modern cyber war in detail. Although Clausewitz does note
that the nature of war is continuously changing, it is only one lens through
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which cyberwar can be observed. Moreover, On War contains many outdated
sections that are not applicable to modern warfare. Still, at least for the tech-
nical aspects of cyberdefense we have focused on, the Clausewitzian principles
of warfare provide a useful framework for further discussion between different
fields of science.

5 Conclusion

This paper has argued that most of the fundamental tenets Carl von Clause-
witz presented about warfare in his influential book On War can be applied
to cyberwar to get a new multidisciplinary perspective on the topic. We have
further shown how Clausewitz’s theory on uncertainty and friction in the war
and his ideas of defense as a stronger form of warfare can be used to build a
conceptual framework for proactive cyberdefense. In this approach, we combined
Clausewitz’s theoretical ideas with technical cyber defense solutions, which can
help policy makers, political and military scientists as well as cyber security
specialists to reach a common understanding of defensive cyber security.
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Abstract. Internal interface diversification is a proactive technique that
protects software and devices from malicious cyber attacks by making
interfaces unique in every separate system. As malware cannot use the
knowledge about internal interfaces in the system to its advantage any-
more, it is rendered useless. The current study gauges the effectiveness of
internal interface diversification by analyzing three cyber attacks as case
studies and showing why internal interface diversification is an effective
countermeasure against them. The study will further serve to demon-
strate that internal interface diversification is a feasible and widely appli-
cable security measure against numerous common cyber attacks.

1 Introduction

Malware is a huge threat in today’s interconnected computer systems. New mali-
cious programs keep appearing at a staggering pace. Hundreds of thousands of
new malicious programs are being discovered daily [3]. After a vulnerability is
found in a piece of software, adversaries can usually take advantage of it much
faster than patches are created and delivered by software vendors. At the same
time, anti-virus programs are struggling to keep up with this development, and
what is more, they cannot even be run on many resource constrained environ-
ments, such as IoT. Therefore, novel proactive methods to mitigate malware
attacks are needed [2,10,29].

To successfully carry out its objectives, a piece of malware has to know the
target system’s internal interfaces. For example, a piece of malware knows the
system call number it should use or the library function to invoke in order to
take use the services provided by the operating system. Therefore, instead of
trying to detect each specific type of exploit and render it useless, an apparent
solution to the malware problem is to make the well-known internal interfaces
secret by obfuscating them. In other words, it is possible to uniquely diversify
the internal interfaces in each system to render harmful programs useless and
prevent adversaries from reaching their goals.

Trusted binaries and scripts in the system are then altered accordingly so
that they conform to the new diversified “language” and can still operate nor-
mally. Malicious programs, however, do not know the diversification secret (e.g.
c© Springer Nature Singapore Pte Ltd. 2020
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https://doi.org/10.1007/978-981-15-4825-3_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4825-3_28&domain=pdf
https://doi.org/10.1007/978-981-15-4825-3_28


Protecting Computer Systems from Cyber Attacks 349

a secret unique diversification function used to diversify the interfaces). They are
prevented from operating correctly and cannot do harm in the system. Moreover,
even if the diversification secret of one system should somehow be compromised,
other systems cannot be attacked with this knowledge because they have differ-
ent unique diversification. The idea of diversifying the critical parts of a system
is not new, and schemes following this general idea have been published in the
academic literature [9,22]. However, steps still need to be taken in the direc-
tion of applying diversification in practice and analyzing its effectiveness against
different threat scenarios.

While there are papers presenting obfuscation frameworks and gauging the
practical applicability of this technique in real-world systems [4,13,23], less
attention has been paid on analyzing the practical cyber attacks and demon-
strating that diversification renders the exploits useless. Previously, Rauti et
al. [25] showed that diversification could potentially mitigate or prevent over
80% of the analyzed exploits. The current study continues this earlier work, but
takes a different approach by analyzing three cyber attacks more profoundly
as case studies and showing why internal interface diversification is an effective
countermeasure against them. This will hopefully further serve to demonstrate
that interface diversification is a feasible and widely applicable security measure
against many common cyber attacks.

The rest of the paper is structured as follows. Section 2 presents the general
idea of interface diversification and covers the interfaces suitable for diversifica-
tion. Section 3 demonstrates how diversification can be used to defend against dif-
ferent practical cyber attacks. We present examples of real malware and analyze
the reasons diversification is an effective countermeasure against these threats.
Section 4 discusses the implications of our findings and Sect. 5 concludes the
paper.

2 Interface Diversification

2.1 The General Idea

Interface diversification makes interfaces on each specific system unique. In other
words, diversification is about making the operating environment unpredictable
for the malware [17,18]. Diversifying internal interfaces decreases the number
of assumptions an adversary or a piece of malware is able to make about the
surrounding system where it is run. In practice, diversification can be imple-
mented using obfuscation transformations [9]. In interface diversification, even
quite simple obfuscation transformations such as altering the names of functions
and changing the order in which parameters appear in function signatures can
be used.

An example of diversification is diversifying the system call interface. For
example, in the Linux operating system, the numbers that identify the system
calls can be altered according to a secret diversification function. When the
interface is altered, we also have to modify the trusted libraries and programs
that make calls to this interface accordingly.
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In this context, the term interface is interpreted quite broadly. By interface,
we do not only mean ordinary interfaces provided by software components but
also for instance commands of a script language or memory addresses of impor-
tant services or resources are considered as interfaces to which diversification
can be applied. Therefore, in a broad sense, an interface is anything used to gain
access to essential services or resources of a device.

2.2 Interfaces Suitable for Diversification

The important internal interfaces include but are not limited to the following
ones:

– The system call interface. The critical functionality of the device is accessed
through the system call interface of the operating system. The system calls
usually have numbers that are used to invoke them, and these numbers can be
diversified (altered according to a secret diversification function) in order to
prevent a harmful program that uses the system calls from working [6,19,23].
The system calls numbers in the trusted library and application binaries are
then changed accordingly. This way, the trusted applications remain compat-
ible with the operating system.
The malware, however, would need to execute system calls in order to interact
with its environment (that is, cause any real harm in the targeted system), but
because it does not know the diversified system calls it can not do anything
with them. For example, the code injection attacks in which the adversary
gets the system to run malicious code containing system calls do not have
any effect because the system call numbers are wrong in that specific system.
Any other attacks where the attacker depends on system call numbers will
also fail.

– Library functions. Diversifying the system call interface is a good start, but
there are other ways to make system calls indirectly that the adversary could
make use of. That is why we also have to prevent the malicious attacker
from reaching the critical resources using operating system libraries [6,23].
These libraries contain wrapper functions that directly or indirectly lead to
invocation of system calls (in other words, this is the transitive closure of
system calls in the binary files throughout the system). All these functions
are diversified – their names are altered and e.g. order of parameters can be
changed.
Moreover, just like with diversification of system calls, we have to propagate
the diversification of library functions. Therefore, all calls to these diversified
library functions in binary files are also diversified. This means the symbol
strings in trusted binaries are altered so that they still work with the diver-
sified system.

– The command line interpreter. The protection of library functions and system
calls can be circumvented by using the command line interpreters. A piece
of malware could employ interpreted languages like command shell script
languages. Similarly to the library functions, the command shell also gives an
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indirect access to the services provided by the operating system. To prevent
this threat, the language interface used by the command line interpreter can
be diversified [15,28]. In practice, this means changing the tokens that are
recognized by the command line interpreter. In other words, the command
interpreter is modified so that it supports running diversified scripts. The
trusted scripts in the system are then diversified accordingly.

– Address space. The memory space can also be diversified. Address Space
Layout Randomization (ASLR) randomly rearranges the address space loca-
tions of important parts of processes [1,7,30]. With randomized addresses,
it becomes difficult for an attacker to find the memory addresses of a spe-
cific piece of code he or she might want to abuse [16]. In other words, the
malicious adversary cannot reliably move to a particular position in the mem-
ory anymore. ASLR is the only diversification method that is already widely
being used; many operating systems such as Linux and Windows implement
it. However, not all IoT operating systems are armed with this protection
method, for example.

– SQL query language. Domain-specific languages such as SQL (Structured
Query Language) can also be seen as targets of diversification [5,20,24]. This
provides protection against SQL injection attacks in which the adversary
injects nefarious SQL commands for instance through a web form and the
provided data gets interpreted as executable statements.

It is worth noting our study only targets internal interfaces. That is, the
diversification focuses on the internal interfaces used by programs but not usually
by users. Therefore, the user experience does not suffer from internal interface
diversification. Also, unique versions of diversified software for different systems
can be created automatically in many cases. Internal interface diversification
works against attacks that depend on the knowledge about internal interfaces.
Different injection attacks are a common example. Naturally, many other attacks
such as circumventing a broken authentication mechanism cannot be prevented
by diversification.

3 A Case Study of Defending Against Three Cyber
Attacks with Diversification

In what follows, we will take a close look at three different exploits and demon-
strate how diversifying the internal interfaces prevents them from wreaking havoc
in the target system.

3.1 The Mirai Malware and OS Library Diversification

Mirai is a piece of malicious software that is used to create a large botnet by
connecting number of infected devices called bots [14]. Mirai uses SSH and Telnet
protocols for malicious login attempts, trying commonly used default user names
and passwords. Then, without the consent of the owners, the infected devices are
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then used to launch attacks against computers on the Internet. These attacks are
usually Distributed Denial of Service (DDoS) attacks, with a huge number (even
tens of thousands) of bots sending traffic to a server, consuming resources and
preventing the server from responding to requests coming from normal clients.
It is interesting to note that the devices Mirai infected are different from the
infected devices usually gathered to form botnes. While most botnet attacks
have in the past have made use of infected home computers, Mirai infected IoT
devices such as security cameras [8].

The source code of Mirai [21] was released in October 2016. Mirai widely scans
IP addresses and compromises IoT devices in order to increase the number of
devices in the botnet. The malware can participate in different kinds of DDoS
attacks, for example GRE IP flood and SYN and ACK floods, according to the
instructions received from a remote command and control server. Mirai is also a
territorial malware, as it also closes processes that use SSH, Telnet and HTTP
ports, thus preventing remote connections to the IoT device [12]. Moreover, it
searches and kills some competing malicious programs potentially residing on
the infected computer.

Fig. 1. An excerpt from Mirai’s source code. The code kills a process that uses a specific
port number.

Fig. 2. An excerpt from Mirai’s attack start function that invokes several system call
wrapper functions.
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The Mirai source code makes use of the well known wrapper functions in
order to indirectly use system calls. For example, we can see in Fig. 1 that a short
excerpt of the malicious code that kills a process that uses a specific port number
in the system. If the kill wrapper function in C standard library was diversified
by modifying the symbols in the binaries (the library and the trusted programs
using it), Mirai would not be able to invoke it and would be rendered useless.
Similarly, Fig. 2 shows an excerpt from Mirai’s attack start function that uses
several wrapper functions that act as wrappers for system calls, such as fork
and exit. Aside from these examples, interface diversification would naturally
also prevent many other actions taken by the malware, such as contacting the
command and control server for further instructions.

In Unix-based systems, symbol modification can be done by rewriting exe-
cutable ELF (Executable and Linkable Format) binaries. The symbols in an ELF
file can be found by inspecting the sections with the DYNSYM-type. The symbols
are then gathered, diversified and rewritten in the file. Changing symbols does
not have a large effect on performance. However, if the new diversified symbols
are longer than the old ones, the size of the ELF file grows.

It is worth noting that interface diversification is a good fit for resource con-
strained IoT devices. Unlike security solutions such as anti-virus software or
intrusion detection systems, internal interface diversification is a very perfor-
mance efficient security measure. Although Mirai used simple default passwords
to compromise IoT devices and could be defeated by paying closer attention to
this simple security issue, interface diversification would have provided another
layer of security.

3.2 ShellShock and Command Language Diversification

ShellShock is a vulnerability in Bash (the Unix command shell), first discov-
ered in September 2014. With ShellShock, a malicious adversary can make Bash
execute arbitrary commands and gain unauthorized access to public-facing ser-
vices, for instance web servers that use the Bash shell to handle requests [26].
The vulnerability comes up when a newly created shell instance encounters an
environment variable containing code that looks like a function and then evalu-
ates it. The Bash code had a bug where the evaluation did not stop when the
function definition ended. The vulnerability can be exploited as follows:

env x=’() { :;}; echo TEST’ bash -c :

In the code, the value set to the variable x bears a resemblance to a function
definition. Here the function is just a single colon, a simple command that does
nothing. After the semi-colon ending the function definition, there is an echo
command. Although this command is not supposed to be here, nothing prevents
the adversary from putting it there. Finally, a new shell instance is started, again
with a colon command that does nothing.

However, when the new shell instance starts up and reads the environment we
have provided, it also receives the reads the x variable. Because the contents of
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this variable look like a function, they are evaluated. After the function definition
gets loaded, the malicious payload crafted by the adversary is executed as well.
Therefore, on a vulnerable system, the code above would print the string TEST.
However, it is clear that the attacker could do something much worse than simply
printing some innocent messages.

Apart from fixing the bug, a proactive approach to prevent a malicious attack
exploiting ShellShock can be put in place. In this solution, a diversified version
of the Bash command language is used in the system. When the keywords in the
command shell language are diversified and the malware does not know them, it
cannot get proper malicious code executed in the system. In the example above,
the echo keyword will not work and the malware will not know how to print
messages. For example, the diversified version of the command language can use
a secret keyword echo7419 instead of echo. What is more, the way function def-
initions are made and the way statements are ended can be completely different
in the diversified version of the command language.

Each script in the system can be diversified differently for additional security
but in this case the performance also suffers as each script has to be decoded
by the modified Bash interpreter. For example in tests by Uitto et al. [28] the
diversified scripts took 2.7 times longer to execute. However, even this is quite
performance increase in systems where script execution does not play a large
role.

The discovery of the ShellShock vulnerability clearly showed that widely
used and trusted older software can still have unknown critical bugs and zero day
exploits taking advantage of the vulnerability will appear. As a proactive security
measure, interface diversification can protect against this kind of unpredictable
and completely novel threats.

3.3 The “Advanced Power” Botnet and Diversifying the SQL
Language

One of the significant threats web applications face today is an SQL injection
attack. Consider the following example that shows pseudocode run on a web
server. It is used when a user authenticates with a user name and a password.
The database has table users with columns username and password.

// Get the POST variables
user = request.POST[’username’];
pass = request.POST[’password’];

// Form the (vulnerable!) SQL query
sql = "SELECT id FROM users WHERE username=’"

+ user + "’ AND password=’" + pass + "’";

// Execute the query
database.execute(sql);
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In the example, an adversary can use malicious SQL commands in the input
so that the SQL statement the database server executes is changed. For instance,
if the password field is set to

password’ OR 1=1

the server executes the following SQL query:

SELECT id FROM users WHERE username=’username’
AND password=’password’ OR 1=1’

The OR 1=1 statement makes the WHERE clause return the first id of the users
table. It does not matter what the values of the username and password are. If
the user listed first is an administrator (which is often the case), the attacker
also gains administrator privileges.

Of course, inventing and testing malicious SQL inputs can be a tedious and
time consuming process. Therefore, SQL injection attacks has been automated
in many attacks, such as the “Advanced Power” botnet. This malware disguised
itself as a legitimate Firefox add-on and used the infected machines to test several
different SQL injection attacks on websites browsed by the user.

Much like in the case of Bash command line interpreter, the solution here is
to diversify SQL so that the attacker does not know keywords. For example, in
MySQL, this can be done by altering the symbols in the C header file sql/lex.h.
This file contains a symbols array defining the keywords and the operators of
the language. In the same manner, an array named sql functions defines the
SQL functions.

As a results of the changes, the diversified version of SQL engine excepts
something like this as an input (here we have just added numbers after the
keywords for clarity, but naturally the keywords could be better obscured):

SELECT3892 id FROM6370 users WHERE2081 username=’username’
AND1187 password=’password’ OR0385 1=1’

The attacker, in the attack described above, has to know how the keyword OR
is presented in the diversified language in order to be successful. For additional
security, operators can be diversified as well. Also, the expected diversification
of a keyword can even vary depending on time or on the location of that specific
keyword in the statement. This way, even if the process of searching for SQL
injection vulnerabilities is automated with a program like “Advanced Power”
chances for success are very slim. Moreover, continuous attempts to guess key-
words of the diversified language can be detected and stopped.

The attacks and countermeasures are summarized in Table 1.

4 Discussion

The previously discussed examples have shown that novel proactive solutions
are needed in today’s complex threat landscape. In this study, we have further
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Table 1. Summary of attacks and countermeasures.

Attack Countermeasure Performance overhead

Malicious use of library
functions

Diversify symbols in
binaries

None/negligible

SQL injection Use diversified SQL Modest

Shell script injection Use diversified
command shell

Modest/moderate

demonstrated the effectiveness of internal interface diversification by presenting
several real-life examples of vulnerabilities and exploits that can be defeated
with diversification. Internal interface diversification prevents – or at the very
least mitigates – several different exploits and vulnerabilities.

Internal interface diversification as a security measure has several advantages.
First, it is a solution that effectively helps to mitigate the threat of large-scale
cyber attacks targeting interfaces (e.g. injection attacks). Billions of devices are
being distributed with identical publicly known interfaces. By breaking this soft-
ware monoculture, diversification prevents the attackers from building a single
exploit that could easily attack all instances of a specific piece of software.

Second, as we have mentioned, internal interface diversification causes only
a negligible overhead in many cases. Many IoT devices, for instance, only have
extremely limited resources in terms of computational power and memory. Diver-
sification is a good fit for this environment because it only incurs either very small
overheads or no overhead at all. Simply replacing the system call numbers with
new ones or altering the keywords of a domain-specific language often has no
performance penalties and no unfavorable effect on memory usage. Compared to
resource intensive security solutions that scan the system for malware or moni-
tor processes to detect abnormal behavior, interface diversification is much less
performance-intensive. This also has positive implications on energy efficiency: in
many cases, interface diversification provides a nice trade-off between sufficient
security and energy consumption.

Third, many devices are not updated regularly or updates may be absent alto-
gether. There are some embedded devices, for example, that cannot be updated
at all. Still, when a vulnerability is found, these devices are left exposed to mali-
cious attacks. Interface diversification does not (always) prevent the malware
from entering the system and it most definitely does not fix vulnerabilities, but
it makes it much more difficult for a harmful program to operate in the sur-
rounding system. This also makes interface diversification proactive: it protects
the system against many zero-day exploits that are not publicly known at the
time they happen.

Fourth, although interface diversification is not a silver bullet that protects
against all attacks, it is orthogonal in the sense it can be used in combination
with other security measures such as encryption and intrusion detection systems.
Moreover, internal interface diversification can act as a safeguard when some
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other security measure fails (such as weak passwords in Mirai’s case). At the
same time, diversification also has a wide applicability, as it can be applied
practically to any critical internal interface in a computer system.

Finally, interface diversification usually prevents the propagation of malware.
When a piece of malware cannot operate on a machine, it cannot spread to the
surrounding network. This makes building botnets such as Mirai significantly
more difficult.

Of course, there are also some limitations in the presented approach. First,
internal interface diversification cannot prevent all attacks. For example, in
Return-oriented Programming (ROP) attacks, the attacker executes carefully
selected instruction sequences that are already present in the memory. By chain-
ing these sequences together, an adversary can execute arbitrary code on the
machine. Because these attacks do not depend on the well-known interfaces the
same way many other attacks do, diversification is not in general a very effective
measure against these attacks. There are, however, also some positive results on
using fine-grained diversification to mitigate ROP attacks [11,27].

Another limitation is that setting up the diversified system is not completely
straightforward, as all trusted programs have to be diversified so that they corre-
spond to the diversified interfaces. There are, however, promising results regard-
ing automatic diversification of binaries [18,23]. It would seem diversification
is a very feasible security approach at especially in smaller environments with
restricted set of programs such as IoT operating systems and devices.

5 Conclusion

In the current study, we have discussed internal interface diversification as a
method that prevents malware from using the important resources of the target
system. We presented analysis of three different real world attacks and demon-
strated how diversifying different interfaces can prevent these attacks from work-
ing.

While diversification of internal interfaces has been discussed in the academic
literature, operating systems and other pieces of software still do not widely
employ this solution in practice – address space layout randomization being
the only exception. However, although internal interface diversification may not
provide the most usable security solution for all systems – such as a system of
an average home user – at the moment, we believe it has lots of potential in
systems with relatively small number of programs, especially in lightweight IoT
operating systems. Therefore, we hope to see practical diversification solutions
implemented and used to protect operating systems in the near future.
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Abstract. Cryptography provides a method for obscuring the original
data, whereas steganography provides a means for obscuring the mere
presence of data. Many different carriers are used such as audio, video,
images etc. to hide the data. Images are the most commonly used carri-
ers. Once the data is hidden, the image can then be sent to the receiver.
This method is secure because only the sender and receiver are aware of
the communication. Many different steganographic techniques have been
proposed for secure data communication, but these are highly vulnerable
to attacks when the presence of hidden data is exposed. In this paper, an
improved image steganography method is proposed. The data is initially
encrypted using RSA algorithm. Instead of using the traditional Least
Significant Bit encoding, the proposed system uses a method similar to
the Braille form of character representation. Using this representation,
the encrypted text and the key are encoded into the image. The resul-
tant image is the steganographic image that is used for communication.
This proposed method has proven to be more secure than the existing
methods. The results and experiments have been explained in detail.

Keywords: Steganography · RSA · Dynamic key · Cryptography ·
Braille · PSNR · MHC

1 Introduction

The world of technology as we know, is growing rapidly. People’s access to tech-
nology has risen by large margins in the past decade. The number of social media
platforms available is innumerable. This has resulted in mind-boggling figures
in terms of data generated every day. Such amounts of data in the wrong hands
combined with the right usage, can prove to be disastrous. Hence, there is a high
need for protection of data in today’s world.

There are several ways to protect data. One way is to encrypt the data. Data
encryption is a method where the original data is changed into an intelligible
form such that the original data cannot be retrieved without a specific required
key [8]. Another way is to hide the fact that the data is present in the first
place, this is referred to as steganography. Most steganographic techniques use
c© Springer Nature Singapore Pte Ltd. 2020
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images, videos, audios to perform the hiding. Steganography is based on the
ch2aracteristic that a negligible change to the pixel values of the carrier signal
will not affect the perceivable quality of the signal. The inability of the human
visual system is exploited to perform steganography using images. Thus, data
can be hidden in images with a high amount of security [1].

Traditional methods of steganography involve direct sequential manipulation
of the Least Significant Bit (LSB) in order to hide data. This paper proposes
an enhanced form of data hiding technique that uses a method similar to the
Braille form of character representation to hide data. Traditional Braille uses a 6-
bit matrix to represent characters. Since RSA algorithm is used in this proposed
method, the output encrypted data constitutes only digits [3]. Hence, it was
concluded that 4 bits are sufficient to represent each digit. Using a 4-bit matrix
representation, instead of a 6-bit representation, also increases the Maximum
Hiding Capacity (MHC).

This paper is organized as follows. Section 1 is an introduction. Section 2
introduces the related work done previously to the proposed system. Section 3
introduces proposed method in detailed. Section 4 contains the experimental
results pertaining to the proposed system. Section 5 presents the conclusion of the
experimental results and also about the scope and expandability of the proposed
methodology.

2 Related Works

In [2], the authors encode the secret message into the image using Braille method
representation of characters. Each character in Braille is represented using only
six dots using the 6 - dots matrix called (Braille Cell). First the secret message is
stripped and each character is converted to its equivalent Braille representation.
As each character needs 6 bits for Braille representation, the unfilled 6 pixels are
taken from the image and LSB is applied on those pixel value. While decryption,
6 pixels are read at a time and based on the pixel values, the Braille Cell is
constructed which is later decrypted to its character equivalent to form the
message.

In [5], the authors proposed a new LSB method rather than the general LSB-
1 of the cover for hiding the message. LSB-3 which is a method in which the
third least significant bit of the pixel has been used for encoding the particular
message bit and the first and second bits are modified according to the message
bit. By changing the first and second bits accordingly, the overall PSNR value
is improved.

In [6], the authors proposed a dynamic key cryptography scheme in which
the keys for encryption and decryption are used just once. This significantly
improves the security of the algorithm. The dynamic key scheme is implemented
to enhance the performance and security of the cryptographic algorithms.

In [7], the authors talk about the various attacks on the steganography system
and some tools to decrypt the obvious messages. Steganography is just meant
to hide data and does not guarantee the confidentiality of the message whereas
cryptography focuses mainly on the confidentiality of the message.
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In [3], the authors proposed a highly secure encryption method called RSA.
It is a public key cryptography method. It requires a pair of prime numbers (p,
q) to be chosen by both parties. A public key (e, n) and a private key (d, n)
are generated from the pair (p, q). This method is based on the difficulty of
factorizing a large prime number.

In [10], the authors have applied various steganalysis techniques on the com-
mon LSB based techniques. As steganography is becoming significant day by
day, we also need to check whether the data hiding method still serves its pur-
pose on the present standards. Therefore a cryptanalysis is performed on various
LSB based steganography methods. This result is used to compare the security
aspect of any steganography based encryption method.

In [11], the authors have proposed a LSB based encryption of steganography
image which takes the 1st, 2nd, 3rd and last bit of every pixel and performs triple
XOR operations among them for encrypting the secret message accordingly. MSE
and PSNR parameters are used to compare the results.

In [12], the authors have proposed a method to check whether an image has
any secret messages encoded in it also knows as steganalysis. Among the various
methods used, one of them includes comparing the PSNR and Chi-Sqaured value
of the encrypted image to that of the original clan image. If the parameters have
deviations then the image is said to be tampered.

In [13], the authors have proposed a method to compare various image
steganography methods. The most frequently used comparison parameter are
PSNR, MSE and MHC.

The authors of [14] have added the security analysis along with the param-
eter comparison which includes testing of pixel difference by brute force and
parameter variations compared to the original image.

3 Proposed System

The proposed system uses a combination of cryptography, dynamic keys [6] and
steganography to enhance the security of communication between two parties.
A diagrammatic representation of the system is shown in Fig. 1. The plain text
characters are first mapped to their equivalent ASCII values [9]. Then, these
ASCII values are encrypted using RSA cipher to obtain the cipher text. The
cipher text and the key are converted to a matrix representation and encoded
in the image to obtain the steganographic image. This image is then sent to
the receiver. On receiving, the matrix representation of hidden cipher text and
the key are read. This representation is converted to a text form using matrix
decoding. Then, the plain text is obtained by deciphering the cipher text using
the key.



Braille Based Steganographys 363

Fig. 1. Overview of the proposed system

A comparison between the cover image and output image of the proposed
system has been provided in Fig. 2. There is no visually perceivable difference
between the two images.

Fig. 2. Comparision of before and after encoding

The existing method uses Braille encoding [16], a 6-bit matrix representation,
to encode data in an image which is shown in Fig. 3. This type of encoding is
weak and the hidden data is vulnerable to attacks.
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Fig. 3. Universal Braille convention [16]

In the proposed method, a 4-bit matrix is used. With a 4-bit matrix repre-
sentation, it is possible to represent 24 = 16 characters. Out of the 16 possible
representations, 12 have been used. The proposed 4-bit matrix is given in Fig. 4.
An empty matrix represents “End of text”. An example to represent the number
“343” has been given in Fig. 5.

Fig. 4. Proposed 4-bit matrix representation
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Each cell in the 4-bit matrix can be thought of as a pixel in an image. This is
shown in Fig. 6. To represent a dot in a cell, the LSB value of the corresponding
pixel is set to 1. Similarly, to represent a dot-less cell, the LSB value of the
corresponding pixel is set to 0. Characters along with their 4-bit matrix cell
representation is given in Table 1. The values represent the cells in which the
LSB is set to 1.

Fig. 5. Sample representation of num-
ber 343

Fig. 6. Mapping of 4-bit matrix to
image pixels

Table 1. Dot positions for encoding characters

Character Cells numbers with Black dot

1 1

2 2

3 1, 2

4 3

5 1, 3

6 2, 3

7 1, 2, 3

8 4

9 1, 4

0 2, 4

Space 1, 2, 4

End of text

By this convention, the entire data can be encoded in an image as shown in
Fig. 7.
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Fig. 7. Expanded view of 4 bit matrices in an Image

Steganographic techniques are safe as long as the fact that a hidden data
is present is unknown. Existing techniques like LSB, LSBraille [1,2] are highly
susceptible to data exposure once it is known that hidden data is present in
an image. To address this issue, the data is encrypted using a dynamic key. A
dynamic key is a key that changes every time. This ensures an extra layer of
security for communications.

RSA cipher has been used to encrypt and decrypt data in this proposed
system. RSA fundamentally requires a pair of prime numbers, p and q. These
two are then multiplied to obtain n, which is a basis for choosing a key [3]. This
system required the two parties A and B to initially share a common pair (p0, q0).
During the following communications, party A chooses a new value for p (p1) and
performs RSA encryption using p1 and q0. Then the encrypted data is encoded
in the image along with n (p1 x q0). By this method, only the n value is known
to any interceptor of the image. RSA is based on the difficulty of factorizing
n, hence it becomes difficult for the interceptor to break the encryption by just
knowing n. On the other side of the communication, party B can easily factorize
n. Since the previous q (q0) is known, p1 can easily be derived from n. The
encrypted message can then be decrypted using the pair (p1, q0). To reply back
to party A, party B can choose a new value for q (q1). Using p1 and q1, n can be
calculated. The data is then encrypted using this n and encoded in the image
along with the new value of n. Receiver A can then follow the same method for
decryption as described before. Further communication can happen by changing
p and q successively and sharing the corresponding n along with the data within
an image. This system of communication is shown in Fig. 8.

Since the possible values of RSA encryption ranges from 1 to (n-1), the
number of bytes to encode for each character varies according to n. For example,
if p = 17 and q = 23, then n = 391. In this case, we need 3 bytes to encode each
input character. For instance, RSA encryption of the text “hi” will produce a 6
(2 × 3) byte output. The same number of bytes will have to be read in order to
decrypt the cipher text at the receiver end.
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Fig. 8. Data flow between two parties

A detailed encryption and decryption algorithm for the proposed system is
given in Algorithms 1 and 2 respectively. The initial step is for the sender and
receiver to agree upon two prime numbers p0, q0 and e.

Algorithm 1. Encryption
Input: Cover Image I; Secret Message M; Prime Numbers p, q
Output: Steganographic Image S

1 A new prime number pi+1 is chosen
2 Using pi+1 and qi, public key (e,n) is calculated
3 M is converted into its ASCII characters with spaces unchanged to get

Plain ASCII Text plainAsciiText
4 The ASCII bytes of plainAsciiText are encrypted using (e,n) to get

Cipher ASCII Text cipherAsciiText
5 Pad every byte of cipherAsciiText to get a constant length that is equal to

the size of n
6 Embed bytes of cipherAsciiText into I by changing the pixel values

according to Braille representation
7 Embed End Of Text
8 Embed bytes of n into I by changing the pixel values according to Braille

representation
9 Embed End Of Text
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Algorithm 2. Decryption
Input: Steganographic Image S; Key n
Output: Secret Message M

1 n is obtained by reading the Braille blocks between the two End Of Text blocks
2 From the beginning, read N Braille blocks from S at a time, convert into Cipher

ASCII Text and store it in an array cipherAsciiText until the End Of Text is
read

3 Using n and qi, pi+1 is calculated
4 Using pi+1 and qi, private key (d,n) is calculated
5 The bytes of cipherAsciiText are decrypted using (d,n) to obtain Plain ASCII

Text plainAsciiText
6 The bytes of plainAsciiText are converted into characters to obtain M

4 Experimental Results

The proposed system has been developed using python. Experimental results
have been concluded based on standard test images namely Lena, Baboon, Bar-
bara, Lost Lake. To measure the performance of the proposed system, parame-
ters like Peak Signal-to-Noise Ratio (PSNR), Maximum hiding Capacity (MHC)
were used.

Table 2 summarizes the results for a fixed key length of 3. As it can be seen,
the MHC is constant with a given image size. The PSNR is also more or less
within the same range. This indicates that the proposed system is robust.

Table 2. Variation of PSNR and MHC for various images

Image Image size MHC (Bytes) PSNR

Lena 256 × 256 5459 51.1424

Lena 512 × 512 21843 51.1314

Baboon 512 × 512 21843 51.1458

Barbara 512 × 512 21843 51.1348

Lost Lake 512 × 512 21843 51.1456

The MHC in the proposed system is fundamentally dependent on the value
of the key length (n). This has been tabulated in Tables 3 and 4 for two different
image sizes. It is clearly seen that there is an inverse relationship between the
key length (n) and MHC. A balance between the two parameters is necessary
for an efficient usage of the proposed system.
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Table 3. Variation of MHC with
key length for image size 256×256

Key Length (bytes) MHC

3 5459

256 62

512 30

1024 14

Table 4. Variation of MHC with
key length for image size 512×512

Key Length (bytes) MHC

3 21843

256 254

512 126

1024 62

A comparison between the LSBraille method [2] and the proposed system
reveals that the PSNR of the proposed method is slightly lower. This is due to
the usage of a 4-bit matrix instead of a 6-bit matrix for character encoding. Using
a 4-bit matrix is more efficient and compact, hence the PSNR ratio is slightly
lower. The proposed system also provides an extra layer of security by using
dynamic keys. The slightly lower PSNR is a trade-off for the better security of
the system.

A comparison between SMMWB method [4] and the proposed system has
been shown in Table 5. PSNR has been calculated by taking the MHC for both
systems respectively. It is evident that the PSNR is better in the proposed system
by significant numbers. Table 6 compares the PSNR of the method [11] and the
proposed method for message length = MHC. The key length (n) is chosen to
be 3 for the proposed method. Although the PSNR of the proposed method
is slightly lower, it is an acceptable value and moreover, it provides enhanced
security as discussed above.

Table 5. Comparison of PSNR between SMMWB [4] method and Proposed method

Image Image size PSNR

SMMWB [4] Proposed method

Lena 256 × 256 45.3325 51.1424

Lena 512 × 512 45.4991 51.1314

Baboon 512 × 512 45.1437 51.1458

Table 6. Comparison of PSNR between method [11] and Proposed method

Image Method [11] Proposed method

Cameraman 54.665 51.124

Barbara 54.037 51.143

Lena 54.616 51.116

Steganographic systems are evaluated based on 3 broad categories namely
Capacity, Distortion and Secureness [14]. Capacity refers to the maximum
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amount of data the system is able to hide. Distortion measures the amount of
difference between the carrier image and the steganographic image. And finally,
secureness evaluates the overall difficulty to break the system and extract the
hidden information. As already discussed, MHC and PSNR have been used as a
metric to evaluate the capacity and distortion of the system, respectively.

Multiple levels have to be bypassed in order to access the hidden information
in an image using this proposed system. The security analysis of the system is
done from the standpoint of an interceptor who has access to an image. First and
foremost, it must be identified that the image obtained is a steganographic image.
If the carrier image is available to the interceptor, this can be done by comparing
the carrier image with the steganographic image. The difference in pixel values
will reveal that changes have been made to the carrier image. But if the carrier
image is not available, it becomes difficult to analyse the steganographic image.
Two common attacks to find steganographic images are discussed below.

4.1 Visual Attack - Histogram

Figure 9 compares the histogram of the original image and the steganographic
image of Lena and Cameraman obtained using the proposed system. Although,
it seems like the histograms are unchanged, a closer look reveals the minor
differences in the intensity values.

(a) Original Image (b) Steganographic Image

(c) Original Image (d) Steganographic Image

Fig. 9. Histogram comparison of Lena (top) and Cameraman (bottom) images

4.2 Statistical Attack - Chi-Square Analysis

In some cases, visual attacks fail to identify steganographic images. In that case,
more complex approaches are used. One such approach is Chi-square attack [12].
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Figures 10 and 11 show the results of Chi-Square attack on the steganographic
images of Lena and Cameraman using the Guillerminto Steganalysis Tool [15].
Steganographic images are identified based on the characteristics of the graphical
output of the tool:

1. The spread of the red dots is closer to the value 1
2. The spread of the green dots in closer to the value of 0.50

As seen in Fig. 10(a), the Chi-Square Attack on the original image reveals no
presence of hidden data. Whereas in Fig. 10(b), although the red dots are closer
to 0, the position of the green dots suggest the presence of hidden data. On the
other hand, there is no pattern of green or red dots in Fig. 11(b) that suggests
the presence of hidden data. Hence, it can be inferred that the system is robust
against common attacks like Chi-Square Attack.

(a) Original Image

(b) Steganographic Image

Fig. 10. Chi-Square Attack on Lena image (Color figure online)

(a) Original Image

(b) Steganographic Image

Fig. 11. Chi-Square Attack on Cameraman image (Color figure online)

The attacks mentioned above suggest that LSB-steganography is used. How-
ever there are multiple LSB-steganography techniques and it is difficult to figure
out which one is used for a given image. Once the technique used is known, the
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encrypted message and the n-value can be extracted. The difficulty of decrypt-
ing this message depends solely on the value of n(key). The proposed method
uses dynamically changing keys based on RSA algorithm along with steganogra-
phy. Hence, even if the methodology is known to the interceptor, it is extremely
difficult to extract meaningful information from the image.

5 Conclusion

The proposed system implements a new methodology for secret message trans-
mission using image steganography and dynamic key exchange. Using dynamic
keys, the proposed system provides an additional layer of security. This is in
contrast to the existing methods. The evaluating parameters PSNR and MHC
are heavily dependent on the key length (n).

As seen from the experimental results observed in this paper, a balance
between the key length and the MHC is crucial to efficiently utilize this sys-
tem. It can also be concluded that the performance of the proposed system is
significantly better. This is evident from the results of Table 5.

However, when compared to certain other steganography methods, the pro-
posed system does not provide a significant improvement in MHC and PSNR.
This comes at the cost of an overall better secure methodology. Hence depending
on various requirements, the methodology can be chosen. A longer key length
provides a higher security, but this drastically reduces the MHC. As it was dis-
cussed before, there needs to be a balance between the key length and the MHC.
The proposed system could also be implemented for a color image in order to
improve the MHC. Future work can also include using other dynamic cryptog-
raphy algorithms in order to make the system even better.
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