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Preface

The book constitutes selected high-quality papers presented in International
Conference on Electrical and Electronics Engineering (ICEEE 2020) jointly orga-
nized by School of Electrical, Electronics and Communication Engineering,
Galgotias University, India, and National Power Training Institute Faridabad, India
in February 2020. It discusses issues in electrical, computer, and electronics
engineering and technologies. The selected papers are organized into three sections
—Power and Energy, Control system and power electronics, drives and renewable
energy. In-depth discussions on various issues under topics provide an interesting
compilation for researchers, engineers, and students.

We are thankful to all the authors that have submitted papers for keeping the
quality of the ICEEE 2020 at high levels. The editors of this book would like to
acknowledge all the authors for their contributions and the reviewers. We have
received an invaluable help from the members of the International Program
Committee and the chairs responsible for different aspects of the workshop. We
appreciate also the role of Special Sessions Organizers. Thanks to all of them, we
had been able to collect many papers on interesting topics, and during the con-
ference, we had very interesting presentations and stimulating discussions.

Our special thanks go to Leopoldo Angrisani, (Editor in Chief, Springer, Lecture
Notes in Electrical Engineering Series) for the opportunity to organize this
guest-edited volume.

We are grateful to Springer, especially to Aninda Bose (Senior Editor, Hard
Sciences Publishing), for the excellent collaboration, patience, and help during the
evolvement of this volume.
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We hope that the volume will provide useful information to professors,
researchers, and graduated students in the area of power, control and renewable
energy and applications, and all will find this collection of papers inspiring,
informative, and useful. We also hope to see you at a future ICEEE event.

Krasnoyarsk, Russia Margarita N. Favorskaya
Kuala Lumpur, Malaysia Saad Mekhilef
Varanasi, India Rajendra Kumar Pandey
Allahabad, India Nitin Singh
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An Improved Simplex based Particle
Swarm Optimization
for Environmentally Constrained
Economic Dispatch Problem in Thermal
Power Plants

Namarta Chopra, Yadwinder Singh Brar, and Jaspreet Singh Dhillon

Abstract Though the particle swarm optimizationmethod is successfully used opti-
mization approach inmany of the engineering problems, it has some of the drawbacks
like premature convergence, entrapment in the local optima and stagnation in the solu-
tion when number of iterations are increased. In this paper, a novel hybrid method is
proposed by doing the integration between stochastic and deterministicmethods. The
conventional particle swarm optimization is integrated with simplex search method
to overcome the drawbacks and to improve the results. The improvement in the
results is justified by testing the proposed algorithm in a practically environment
constrained economic dispatch problem comprising losses and the results obtained
are compared with conventional PSO and other optimization methods reported in the
literature. The proposed algorithm is also tested on various benchmark functions to
prove its validity in different engineering applications. The outcome reveals that the
method is effective and robust in practical applications.

Keywords Simplex search method · Particle swarm optimization · Multiobjective
problem · Constraints

1 Introduction

In the category of evolutionary algorithms, conventional particle swarm optimiza-
tion (PSO) is a popular nature-based stochastic optimization approach, inspired by
the natural behavior of swarm of birds, fishes or taken as bird flocking and fish
schooling. PSO was proposed by Kennedy and Eberhart in 1995 from the social
behavior of birds. Since then it was applied on various engineering applications like
in power systems, neural networks engineering design and many more and found
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to be successful as alone or as hybrid with other optimization algorithms. The two
main search operators for PSO are pbest and gbest in the vast search space. These
search operators depend on the previous experience of the velocity and position of
individual particles in swarm so far. It was done to improve the observations as the
algorithm proceeds. Mathematically also, the working concept of PSO is very simple
and easily understandable, which motivates the research scholars to work upon it.
Thus, from the last two decades, there is an incredible use of PSO algorithm both in
the conventional as well as modified form upon the constrained and unconstrained
single and multiobjective problems.

Owing to certain drawbacks in PSO like premature convergence, local entrapment,
stagnation problem, etc., led to the extensive research and advances in the basic
PSO algorithm and resulted in significant developments over the last decade. The
working of PSO algorithm mainly depends upon the parameters associated with it
like inertia weight, social and cognitive parameters. In recent studies, [1] presents the
adaptive and fuzzy-based parameter control methods, in which adaptive type is used
for inertia weight control and fuzzy logic control is applied on social and cognitive
parameters. This prevents the problem of local optima entrapment to some extent.
In [2, 3], a chaotic PSO approach is used in the evolution phase and implicit filtering
method is then used in the learning phase. Later, they used the crossover operation
along with the chaotic sequences. The hybridization of PSO and genetic algorithm
(GA) is done by Fergougui et al. [4] which led to improvement in results in terms
of execution time as compared to basic PSO and GA alone. Gaing [5] solves the
economic dispatch having several constraints like prohibited operating zones and
ramp rate limits using PSO method and compared their results with GA method
that showed the improved quality of results using PSO. After solving for single
objective problem, many researchers started working with PSO on multiobjective
problem and again proved its superiority as compared to many other algorithms.
Economic dispatch problem was also solved by Jadoun et al. [6] using modified PSO
incorporating new constriction function, which regulates and controls the velocity
of particles for better exploration. A new multiobjective PSO was proposed in [7]
and was successfully applied on economic emission dispatch problem. A bare bones
multiobjective PSO was proposed by Zhang et al. [8] which included updation of
particles without requiring the tuning of any control parameters, secondly to expand
the search capability, a mutation operator with action range varying over time is
required, and to update the global particle leaders particle diversity approach is
added. A quantum mechanics theory was also incorporated with basic PSO in [9]
and quantum behaved PSO (QPSO) was proposed; it also uses selective probability
behavior and named it as SQPSO. Selvakumar and Thanushkodi [10] presented
civilized swarm optimization (CSO) by integrating society civilization algorithm
(SCA) with conventional PSO. Another crisscross search PSO (CSPSO) [11] is an
integrated version of PSO and crisscross search optimization. Two search operators
are incorporated, i.e., horizontal crossover which improves the global convergence
ability and vertical crossover which improves the swarm diversity. A new global PSO
(NGPSO) was also proposed and applied on economic emission dispatch problem
[12]. It improves its global search by new position updating equation for all particles
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and uses randomness in their distribution by slightly disturbing the flight trajectories.
In [13], a levy flight-based voltage PSO, two main parameters position and velocity
are taken as analogous to voltage and change in voltage. Some of the derivative-free
methods [14] are also integrated with conventional PSO, in order to improve the
results and to eliminate some of the drawbacks of the later. A simplex-based chaotic
PSOwas proposed by Gaing and Lin [15], which includes the chaotic map integrated
with downhill simplex method in the conventional PSO algorithm.

In this paper, the properties of conventional PSO are hybridized with a derivative-
free simplex search method. As PSO is a stochastic method and simplex method is
deterministic type, so in this type of hybridization, stochastic methods are used for
base level search in order to find global optima, whereas the results are further refined
using deterministic methods as local level search. Thus, an improved simplex-based
particle swarmoptimizationmethod (ISPSO) is proposed and tested on several bench-
mark functions. The results obtained using ISPSO are compared with conventional
PSO, and then the proposed method is applied on the application of multiobjective
environmental constrained economic dispatch (MECED) problem in thermal power
plants.

2 Mathematical Modeling for MECED Problem

2.1 Economic and Emission Objective

The basic MECED problem is to minimize the environmental emissions and overall
fuel cost from thermal power units while subjecting to various constraints. The total
cost of fuel for generating units with valve point loading effect is represented as
piecewise quadratic function with the supposition that the incremental cost curves
of the units are monotonically growing. Quadratic fuel cost equation can be given as
follows:

FC =
nu∑

i=1

(
ai P2

i + bi Pi + ci + ∣∣di sin
{
ei

(
Pmin

i − Pi
)}∣∣) (1)

where FC represents the overall fuel cost, Pi is the power generated by ith generator,
and ai, bi, ci, di and ei are the fuel cost coefficients.

Mathematical equation for pollutants’ emissions with valve point loading effect
is represented as follows:

ET =
nu∑

i=1

(
αi P2

i + βi Pi + γi + ηie
(δi Pi )

)
(i = 1, 2, . . . , nu) (2)
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where ET is the total emission, αi , βi , γi , ηi , δi are the emission coefficients of ith
unit, and nu is the total number of power units as given in Eqs. 1 and 2.

2.2 Constraint Handling

Fuel cost equation must satisfy the inequality and equality constraints as follows:

nu∑

i=1

Pi = PD + PL (3)

where PL is the total transmission loss and PD is the total power demand. Kron’s loss
formula is used to express transmission line losses as follows:

PL =
nu∑

i=1

nu∑

j=1

Pi Bi j Pj +
nu∑

i=1

B0i Pi + B00 (4)

Pj and Pi are powers for generating units j and i. B0j , Bii and B00 are the loss
coefficients.

The inequality constraint imposed on the outputs of the generator units is given
as follows:

Pmin
i ≤ Pi ≤ Pmax

i (i = 1, 2, . . . , nu) (5)

where Pmin
i and Pmax

i are the minimum and maximum power assigned at unit i
[16–18].

2.3 Optimization Problem

To solve the multiobjective optimization problem subjecting to various constraints
requires a feasible decision making due to the presence of conflicting objectives.
In the case of MECED problem, the best result must be such that both fuel cost
and pollutants’ emissions are minimized simultaneously. The two objectives to be
minimized can be converted into a single objective using method of price penalty
factor (PPF). Collectively, the multiobjective problem can be formulated as follows:

FT j = FC + h j ET ( j = 1, 2, 3, 4) (6)
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where h j is the price penalty factor and can be calculated by taking the ratio between
the total fuel cost at maximum or minimum power to total emissions at minimum or
maximum power of the particular generators as max–min, min–max, max–max and
min–min penalty factors.

h1 = FC
(
Pmin

i

)

ET
(
Pmax

i

) ; h2 = FC
(
Pmin

i

)

ET
(
Pmin

i

) ; h3 = FC
(
Pmax

i

)

ET
(
Pmax

i

) ;

h4 = FC
(
Pmax

i

)

ET
(
Pmin

i

) (7)

The optimization problem is to minimize Eq. (8) by using different values of price
penalty factors as given in Eq. (7).

MECED = min{FT 1, FT 2, FT 3, FT 4} (8)

Here, the value of Eq. (8) will become the optimal solution for the MECED
problem.

2.4 Convergence and Quality Checking

The proposed ISPSO is applied to find the optimal solution of considered case in the
test systems undertaken in further sections. The quality assurance of the proposed
algorithm in different test systems is also checked by comparing their best value,
worst value, mean and standard deviation with the conventional PSO through thirty
independent runs with different random variables. The quality indexes as mean value
(μ) and standard deviation (σ ) are applied to check the effectiveness of the proposed
method. They are calculated using Eqs. (9) and (10) as follows:

μ = 1

t

t∑

i=1

fi (9)

σ =
√√√√1

t

t∑

i=1

( fi − μ)2 (10)

where f is the evaluated value at each run and t is the number of trials.
The results obtained for each test system are compared with other optimization

methods cited in the literature survey including both deterministic and heuristic
methods.
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3 Proposed Hybridization of PSO with Simplex Search
Method

3.1 Conventional PSO

PSO is initialized with an array of random members in the predefined space for
search. These random members adjust their velocity and position in the complete
process of optimization in order to attain the optimum result. After each iteration,
the swarms are modified by two values, gbest and pbest. gbest is the best value
accomplished from the total population, and pbest is the best result achieved so far
in between all the participated members [19, 20].

Initialization of swarm particle’s velocity and position is done as follows:

Velocity vector, vi (0) = r
(
vmax

i − vmin
i

) + vmin
i (11)

Position vector, Pi(0) = Pmin
i + r

(
Pmax

i − Pmin
i

)
(12)

vmin
i , vmax

i , Pmin
i and Pmax

i are minimum and maximum limits of respective vectors.

Upgradation of initial velocity and position of ith particles is done as follows:

vi (m + 1) = wvi (m) + c1r1(m)(pbesti (m) − Pi (m))

+ c2r2(m)(gbesti (m) − Pi (m)) (13)

Pi (m + 1) = Pi (m) + vi (m + 1) (14)

w = wmax −
(

wmax − wmin

itermax

)
iter;

with wmax = 0.9 and wmin = 0.4 (15)

Pi(m) and vi(m) are position and velocity of ith particle during mth movement,
c1 = c2 = 2 are acceleration constants, iter is the count of iterations, itermax is the
maximum iterations count, w is the weight of inertia, and r1, r2 are the random
numbers between 1 and 0.

3.2 Simplex Search Method

This technique was originally suggested by Spendley in 1962 and after that improved
by Nelder and Mead for getting local minima from a set of several variables. To get
an optimal point, a sequence of simplexes is generated iteratively. In nu dimensions
(it is equal to the number of generators units under consideration), only nu + 1 points
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are used in the initial simplex. This algorithm performs operational calculations as
reflection, contraction and expansion for improving the inferior points iteratively
[14]. Various steps to be followed are as follows:

• Find the best minimum point (xl), the worst maximum point (xh) and next to worst
point (xg), from first simplex variables.

• Compute centroid (xcj) from all starting points leaving the worst point as follows:

xcj = 1

nu

nu+1∑

j=1, j �=h

x j ( j = 1, 2, . . . , nu) (16)

• Calculate the new reflected point (xrj) as follows:

Reflected point, xr j = 2xcj − xhj (17)

• If FT
(
xr j

)
< FT

(
xl j

)
, perform expansion operation as follows:

xnew, j = (1 + γ )xcj − γ xhj (18)

where γ is the expansion controlling factor.

• If FT
(
xr j

) ≥ FT
(
xhj

)
, perform the inside contraction as follows:

xnew, j = (1 − β)xcj + βxhj (19)

• If FT
(
xgj

)
< FT

(
xr j

)
< FT

(
xhj

)
, perform the outside contraction as follows:

xnew, j = (1 + β)xcj − βxhj (20)

where β is the contraction controlling factor.

• Change xhj with xnew,j and repeat again the steps from Eqs. (16)–(20) and form
new simplex.

• Check whether the termination criterion is satisfied by Eq. (21), otherwise
continue the iterations.

⎡

⎣
nu+1∑

j=1

(
FT

(
x j

) − Fτ

(
xcj

))2

nu + 1

⎤

⎦
1/2

≤∈ (21)

where ∈ is the termination parameter.
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The approximated values for the parameters are γ ≈ 2.0, β ≈ 0.5 and ∈ ≈ 0.001.

3.3 The Proposed ISPSO Algorithm

In the hybridized proposed algorithm, PSO being a stochastic method is used for
finding the global optimum solution as a base level search, whereas simplex being
a deterministic method and is hybridized for further refining the solution by local
level search. Different steps involved in the functioning of the proposed algorithm
as shown in Fig. 1 on the MECED problem are as follows:

Step1: Input the generator unit data, and initialize thePSOand simplexparameters.
Step2: Set the movement counter, k = 0.

Fig. 1 Flowchart for the proposed ISPSO



An Improved Simplex based Particle Swarm … 9

Step3: Calculate initial velocity and position of particles using Eqs. (11)–(12) and
check the equality and inequality constraints from the corresponding generator
data.
Step4: Calculate objective function and increment the movement counter, k = k
+ 1.
Step5: Find pbest and gbest.
Step6: Calculation of inertia weight, new velocity and position using Eqs. (13)–
(15) and checking the velocity constraints for their maximum and minimum
values.
Step7: Calculate new solution of objective function and checkwhether k ≤ itermax,
otherwise repeat from Step 4 to get the optimum solution.
Step8: Input the nu + 1 best solutions from PSO to simplex algorithm.
Step9: Set iteration counter, t = 1.
Step10: Set best point (xl), worst point (xh) and next to worst point (xg) and form
the first starting simplex.
Step11: Compute the centroid and reflected points using Eqs. (16)–(17). After
this perform the expansion and contraction operations to get the new optimum
points using Eqs. (18)–(20).
Step12:Check equality and inequality constraints for the newpoints and increment
the counter t = t + 1.
Step13: Repeat the algorithm from step 11 to get the best solution until Eq. (21)
is satisfied.
Step14: Else calculate the final objective function.
Step15: Stop.

4 Experimental Results and Analysis

4.1 Validity Using Benchmark Functions

The validity of the proposed improved simplex-based PSO is checked by considering
several benchmark functions, and the fitness results are compared with conventional
PSO. The code is formulated in MATLAB 7 and executed on core i3 with 3 GB
RAM. The parameters undertaken are as follows: total particles in swarm= 10, wmin

= 0.4, wmax = 0.9, c1 = c2 = 2, γ = 2.0, β = 0.5 and ∈ = 0.001.
Eight benchmark test functions are studied to check the convergence speed, effi-

ciency and robustness of the proposed algorithm. These are non-separable, sepa-
rable, differentiable, unimodal, multimodal, scalable, non-scalable, discontinuous
and continuous in nature [21]. Results using conventional PSO and ISPSO for best,
mean and worst fitness after random thirty trials are shown in Table 1.

From this comparison, it is observed that the proposed ISPSO shows better perfor-
mance over the conventional PSO. Theminimum,mean andmaximum results for the
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Fig. 2 Convergence for benchmark functions using ISPSO

test functions are improved when the conventional PSO is hybridized with simplex
method. The convergence characteristics using ISPSO for these eight benchmark
test functions are shown in Fig. 2, and it is observed that Booth, Step and Rastrigin
functions converge slowly as compared to Sphere, Ackley, Schwefel, Griewank and
Rosenbrock functions but still achieves the optimal solution within the specified
iterations.

4.2 Application on MECED Problem

In this section, two cases are undertaken to study the effectiveness of the proposed
algorithm on the problem of MECED.

Case1(Small-scale system): This case study consists of ten generator systemswith
valve point loading effect along with transmission losses [9]. The results obtained at
2000 MWwith different PPF as decision making using ISPSO are shown in Table 2.
It shows that the best solution is obtained using max–max price penalty factor as
decision-making technique. MECED solutions with ISPSO and max–max PPF for
different power demands are given in Table 3. The MECED is solved with max–max
PPF at power demands of 1700, 1800, 1900, 2000, 2100, 2200 and 2300 MW.

From Table 3, it is observed that as the demand power increases, the overall
fuel cost, pollutants’ emissions, transmission losses and final MECED also increase.
The comparison analysis with valve point loading at 2000 MW for fuel cost and
pollutants’ emissions with other methods is presented in Table 4. It is found that

Table 2 MECED at different PPF at 2000 MW (case 1)

PPF (h) Max–Min Max–Max Min–Max Min–Min

MECED (Rs./h) 181153.78 161433.02 180518.58 179962.52
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Table 4 Comparison of MECED solutions using ISPSO with other methods for load demand of
2000 MW (case 1)

Unit power output
(MW)

ISPSO ABC_PSO [22] DE
[21]

NSGA-II [21] SPEA-2 [21]

P1 54.79 55 54.95 51.95 52.98

P2 62.39 80 74.58 67.26 72.81

P3 81.94 81.14 79.43 73.68 78.11

P4 81.94 84.22 80.69 91.35 83.61

P5 111.94 138.34 136.85 134.05 137.24

P6 181.94 167.51 172.64 174.95 172.92

P7 275.94 296.83 283.82 289.44 287.20

P8 310.65 311.58 316.34 314.05 326.40

P9 455.31 420.34 448.59 455.69 448.88

P10 470 449.16 436.43 431.81 423.90

PL 86.86 84.17 NA NA NA

Total FC × 105

(Rs./h)
1.13207 1.13420 1.13480 1.13540 1.13520

Emissions, ET
(Kg/h)

4106.10 4120.10 4124.90 4130.20 4109.10

Execution time (s) 5.36 NA NA NA NA

NA—Not available in the cited literature

using the proposed algorithm for 2000 MW load demand, fuel cost obtained is
113207.648 Rs./h and emissions are 4106.104 kg/h which are comparatively lower
when compared with other methods given in [22, 23]. The quality comparison of the
proposed algorithm ISPSO with conventional PSO is shown in Table 5. From these
results, it is observed that the results are improved for the hybrid combination of PSO
with simplex method as compared to conventional PSO. The fuel cost convergence
characteristics are also shown in Fig. 3.

Case 2 (Large-scale system): This case study consists of eighty generator systems
along with losses. It is replicated data of forty unit systems from [24]. This system
consists of valve point loading effect along with the transmission losses having total

Table 5 Quality comparison for case 1 with conventional PSO

Parameter Units Min. value Mean value Max. value Std dev

Total FC (Rs./h) PSO 113433.68 113574.61 113759.71 84.00

ISPSO 113207.65 113431.78 113563.22 83.63

Total ET (Kg/h) PSO 4125.54 4237.18 4430.38 91.16

ISPSO 4106.10 4231.09 4367.51 72.92

MECED (Rs./h) PSO 173102.91 173687.97 174327.10 387.54

ISPSO 161433.01 162136.74 162904.97 380.19
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Fig. 3 Convergence of fuel cost with ISPSO and PSO for case 1

demand of 21,000 MW. The best results obtained are reported in Table 6 and are
compared with other methods available in the literature in Table 7. This comparison
is done on the basis of total fuel cost obtained from different methods, and it is

Table 6 Results of eighty generator test systems using ISPSO (case 2)

Power
unit

Output
power
(MW)

Power unit Output
power
(MW)

Power
unit

Output
power
(MW)

Power unit Output
power
(MW)

P1 595.74 P21 422 P41 408.39 P61 510.00

P2 88.72 P22 492.84 P42 36 P62 476.56

P3 64.76 P23 520.90 P43 60.01 P63 433.13

P4 60 P24 523.60 P44 60 P64 422

P5 136.53 P25 477.86 P45 120 P65 422

P6 60 P26 422 P46 75.17 P66 422

P7 68 P27 478.41 P47 77.80 P67 486.61

P8 229.73 P28 145.47 P48 248.57 P68 110

P9 253.68 P29 136.63 P49 264.71 P69 110

P10 201.03 P30 125.20 P50 200 P70 110

P11 213.15 P31 69.57 P51 271.37 P71 67

P12 274.41 P32 155.82 P52 356.04 P72 170.91

P13 220.08 P33 168.51 P53 340.49 P73 168.46

P14 443.40 P34 159.73 P54 474.92 P74 185.74

P15 441.42 P35 168.60 P55 484.40 P75 168.51

P16 412.04 P36 195.74 P56 402.62 P76 138.99

P17 401.82 P37 195.74 P57 422.75 P77 130

P18 484.77 P38 74.25 P58 490.66 P78 81.17

P19 409.50 P39 97.53 P59 485.85 P79 55.16

P20 422 P40 75.62 P60 477.06 P80 65.75

Net power 21077.61 Power
losses

77.61 Total
FC(Rs./h)

242859.59

Emissions (Kg/h) 761820.38 MECED (Rs./h) 6790.34
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Table 7 Comparison of results with other methods (case 2)

Method Min. fuel cost Mean fuel cost Max. fuel cost Std dev Time (s)

FAPSO [1] 244273.5 NA NA NA NA

NAPSO [1] 242844.1 NA NA NA NA

MSSA [25] 242909.3 243037.3 243229.9 53.8 8.7

SSA-II [25] 243398.2 243575.4 243760.9 68.9 6.7

SSA-I [25] 243173.6 243306.1 243490.8 72.7 8.5

SCA [10] 250864.1 254579.8 261099.6 NA 848.3

CSO [10] 243195.4 243546.6 244038.7 NA 27.8

THS(t=8) [25] 243192.7 243457.4 NA 120.9 NA

ISPSO 242859.6 242879.1 242899.6 12.4 38.7

observed that ISPSO shows better results in terms of mean, standard deviation and
computation time. Only NAPSO [1] shows better results in terms of best fuel cost,
as this does not include emissions in its objective function. The computation time of
ISPSO is also better than CSO [10] and SCA [10]. Thus, it shows the effectiveness
of the proposed method for large-scale systems also. The quality comparison and
convergence with conventional PSO are shown in Table 8 and Fig. 4.

Table 8 Quality comparison for case 2 with conventional PSO

Parameter Units Min. value Mean value Max. value Std dev

Total fuel cost, (Rs./h) PSO 242865.83 242885.44 242923.8 13.518

ISPSO 242859.59 242879.14 242899.58 12.418

Total
ET (Kg/h)

PSO 761827.6 761860.1 761905.34 21.503

ISPSO 761820.38 761855.07 761898.11 22.164

MECED
(Rs./h)

PSO 702813.01 702836.63 702870.4 18.056

ISPSO 702795.02 702816.78 702845.77 16.376
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890000

1090000
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Fig. 4 Fuel cost convergence characteristics of ISPSO and PSO for case 2
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5 Conclusions

This paper proposes an improved simplex-based particle swarm optimization as a
novel evolutionary algorithm, which integrates the stochastic search method with
deterministic search method. In this combination, PSO is used as a global search
mechanism, and simplex is then further used to improve the results by again
performing the local search on it. Thus, the integration of these twohelps inmodifying
the results quality as compared to conventional PSO. Several benchmark functions
are considered to show the validity and superiority of the proposed algorithm. From
the practical point of view, it is also tested on small-scale and large-scale multi-
objective environmentally constrained economic dispatch problem in thermal power
plant, which again shows its superiority and robustness as compared to othermethods
discussed in the literature.

Acknowledgements The authors are indebted to I.K.G. Punjab Technical University, Kapurthala,
andAmritsar College of Engineering andTechnology,Amritsar, for providing the advanced research
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FC-TBSR Compensator for Reactive
Power Compensation and Voltage Swell
Mitigation

Swapnil Patil, Suraj Pawar, Anwar Mulla, and Dadaso Patil

Abstract This paper introduces FC-TBSR,which is one of the controllers in flexible
AC transmission system. The thyristor binary switched reactor contains thyristors
which are connected in antiparallel which acts as bidirectional switch in series with
a reactor and fixed capacitor connected across. The reactor banks are arranged in
binary steps. Usually, FACTS devices are used for voltage regulation and reactive
power compensation but it has some drawbacks like harmonics injection and it will
not give fine voltage control because it has fixed values. To avoid and overcome these
drawbacks, a new FC-TBSR compensator has been proposed.

Keywords FACTS devices · FC-TBSR · Reactive power compensation · Voltage
swell · Binary current

1 Introduction

In the network of the power system, starting from the generating station to the load
end, the power is transmitted through the transmission line. Nowadays large load and
many different regions over a very long distance are interconnected to each other.
Large attention is given toward the voltage stability and reactive power compensation,
which are some of the problems of power system network.
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In the flexible AC transmission system, different controllers are used to compen-
sate these problems. Recently, TSR-based SVC and TCR-based SVC have been
used for the compensation. The TSR-based SVC system injects less harmonics in
the system [1]. So the filters are not required for this system, which is one of the
advantages of TSR system. TSR is a shunt compensator that can absorb reactive
power. The TSR controlling technique is in step only, either fully ON or fully OFF.
TheTSR is themost suitable solution for the reactive power compensation. But some-
times, there is need of reactive power in step for precise control. To overcome this
problem, TBSR is introduced. This reactor splits into binary order to allow variation
reactive power that is fine control [2, 3].

For a transmission line, the capacitance of line impacts the sending-end and
receiving-end voltage and current. During the light-load condition, the line produces
more reactive power than required. So, there is excess reactive power in the system.
A device that absorbs reactive power must be added to the system.We know the reac-
tive power is absorbed by the inductor. The reactive power generated by capacitor is
consumed by shunt reactor connected in parallel with the line.

Recently, as the power system is very huge, number of problems occurs in it. Some
of them are related to system stability, voltage stability, and steady-state stability.
Number of solutions is available to overcome these problems, from which compen-
sation of the reactive power is one of the solution. With the FC-TBSR, the reactive
power is compensated by switching the TBSR bank as per the requirement [4–8].

2 Desirable Features

• Cycle-by-cycle compensation of reactive power (Fig. 3).
• Transient-free switching [4].
• Reactor banks are arranged in binary sequential manner to achieve almost step

less control (Fig. 4).
• It mitigates the voltage swell [9].
• FC-TBSR compensator is mainly used for mitigation of Ferranti effect (Fig. 7).
• It generates less or negligible harmonics as compared with TCR.
• It will increase the efficiency of a system.
• FC-TBSR compensator has fast response time.

3 Proposed Topology of FC-TBSR

TheFC-TBSRconsists of antiparallel connected thyristors in serieswith a reactor and
fixed capacitor shown in Fig. 1. In the reactor, transients can occur during switching
to avoid that following conditions are satisfied [10–12]:
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Fig. 1 Proposed topology of
FC-TBSR compensator

1. At zero crossing of current OR.
2. At positive or negative peak of supply voltage.

The objectives of this project are to compensate reactive power and voltage
swell mitigation by using TBSR compensator. The voltage regulation is achieved
by compensation of reactive power.

Binary conversion will be carried out by using equation [13]:

QL = 2n L + 2n−1L + · · · + 22L + 21L + 20L (1)

Figure 1 shows the hardware design for the TBSR compensator. The reactive
power produced in a system is compensated with the help of this system. The TSR
compensator produces less harmonics in system, and so thefilter circuit is not required
in this system. For fine voltage regulation, we have added steps in binary format in
the TSR compensator.

In theTBSRsystem, banks are arranged asL1,L2,L3, andL4Hwith afixed capac-
itor. They make the switching operation transient free and binary voltage generation
for all combination. The voltage is sensed and fed to controller to perform necessary
calculations and this will enable close matching of compensated reactive power.

The sequence used for switching operation is as follows:-

Step-1: Reactor L0 is switching ON for one cycle, and switch OFF for one cycle.
Step-2: Reactor L1 is switchingON for two cycles, and switchOFF for two cycles.
Step-3: Reactor L2 is switching ON for four cycles, and switch OFF for four
cycles.
Step-4: Reactor L3 is switching ON for eight cycles, and switch OFF for eight
cycles.

In this way, we get step less control of reactive power.
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Table 1 Control and switching strategy

S. No. L3 (800 VAR) L2 (400 VAR) L1 (200 VAR) L0 (100 VAR) (QL) Load demand

1. OFF OFF OFF OFF 0

2 OFF OFF OFF ON 100

3 OFF OFF ON OFF 200

4. OFF OFF ON ON 300

5. OFF ON OFF OFF 400

6. OFF ON OFF ON 500

7. OFF ON ON OFF 600

8. OFF ON ON ON 700

9. ON OFF OFF OFF 800

10. ON OFF OFF ON 900

11. ON OFF ON OFF 1000

12. ON OFF ON ON 1100

13. ON ON OFF OFF 1200

14. ON ON OFF ON 1300

15. ON ON ON OFF 1400

16. ON ON ON ON 1500

3.1 Control Strategy

In this paper, the reactor bank is chosen in binary sequence and switching operation
is also in binary sequence. Control strategy of FC-TBSR compensator (Table 1).

3.2 Closed-Loop Control Circuit

The closed-loop control system consists of PI controller, CT, PT, ADC, transient-free
switching, and FC-TBSR bank as shown in Fig. 2. The controller of a compensator
is the most important part of a circuit. Reactive power is compensated by using
controller. In the closed-loop system, the voltage v is sensed by potential transformer
(PT) and current I is sensed by current transformer (CT). The sensed values are given
to the controller as a input along with the reference. The controller used here is PI
controller. It determines the values of the reactive power of the system and generates
necessary control signal, i.e., firing signal to achieve desirable output.

The block diagram of FC-TBSR compensator operating in closed loop is shown
in Fig. 2. The reactive power Qref, i.e., reference reactive power is calculated from
Qdemand, i.e., reactive power demand of the load. Actual reactive power Qactual is
calculated by sensing voltage and current.
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Fig. 2 Closed-loop control

The generated error in the Qreference and Qactual is given to PI controller as input.
The output of PI controller is given to analog-to-digital converter. The output of ADC
is given to TBSR bank in such a way that no transient occurs. The switching of the
TBSR bank is controlled according to the reactive power demand.

4 Simulation Results

4.1 Binary Current Generation

Binary current generated by TBSR is demonstrated in the result shown in Fig. 3.
The total current is being increased step by step. The reactor current from branches
is IL0, IL1, IL2, and IL3, respectively. Figure 3 shows the compensating current for
the load and Fig. 4 shows the total compensating current.

4.2 Resultant Binary Current Generation

The waveform of Fig. 4 illustrated the total compensating current required for
compensation of 100 VAR reactive power to 1500 VAR reactive power by achieving
step less control. Current magnitude increases from 0 to 5.8 A as the reactive power
increases.
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Fig. 3 Current through each reactor
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Fig. 5 voltage across each reactor

4.3 Voltage Across Reactors

The result of simulation of Fig. 5 shows the voltage across reactor generated by
TBSR, by using four reactor banks. The voltages across the reactors are VL0, VL1,
VL2, and VL3, respectively.

4.4 Voltage Swell and Mitigation

The above waveform shows the voltage swell occurred in the system. The voltage
swell occurs due the Ferranti effect and the voltage of the system increases up to
330 V shown in Fig. 6. To achieve such type of result, we used pi type transmission
line.

Figure 7 shows the voltage swell compensation of pi transmission line with the
help of FC-TBSR Compensator. Due to reactive power compensation by TBSR
compensator, it maintains voltage level up to 230 V.
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Fig. 6 Voltage swell

Fig. 7 Voltage swell compensation

4.5 FFT Analysis

Figure 8 shows the FFT analysis of compensator current. It is 1.39% of fundamental
component. It is achieved due to switching manner of reactors.
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Fig. 8 FFT (THD %) analysis of compensator

5 Conclusions

In this paper, we have presented the modeling and simulation of the FC-TBSR
compensator in both open loop and close loop. The simulation is verified by using
MATLAB simulation. The simulation result shows the cycle-by-cycle compensation
of reactive power (Figs. 3 and 4). Also the voltage swell generated is mitigated by
compensator (Fig. 7). After installation of the compensator in the power system, FC-
TBSR gives almost step less reactive power compensation (Fig. 4). As compared to
the TCR and other compensators, the harmonics (Fig. 8) generation in this compen-
sator is less. So this system does not need filter circuit for the harmonic reduction
which is one of the advantages of this system.
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A Unique Multiple DGs Allocation
Technique for Loss Minimization in
Distribution System

Ankush Tandon and Sarfaraz Nawaz

Abstract Nowadays, distributed generation units are used in distribution systems
for active power loss minimization. It is pre-requisite to compute the appropriate
size and location of DGs (solar PV module) and capacitors to achieve maximum
loss reduction. The prominent aim of this paper is to maximize percentage loss
reduction of distribution systems. An innovative mathematical term, Loss Constant
(LC), is anticipated in this paper. The LC determines rating and position of multiple
DG and Capacitors units separately. The above method is experienced on IEEE 69
bus standard distribution system. The efficacy of above methodology is proved by
considering three different load levels for aforesaid test system. Results are found
encouraging and optimistic for both test systems.

Keywords Real power loss (RPL) · Loss constant (LC) · Distributed generation
(DG) · Distribution systems (DS)

1 Introduction

In India, theRPL of distribution network are on higher side (around 25%). In distribu-
tion systems, DG is incorporated for active power loss reduction. In DG technology,
both conservative and non-conservative energy sources are adopted. In conventional
sources gas turbine, fuel cells, reciprocating engines, micro-turbine are utilizedwhile
biomass, cogeneration, wind power plant, solar PV array falls in the category of non-
conventional sources. Placing of DG units is the predicament of determining suitable
location and its rating, while satisfying the cost constraints. Optimal sizing of isolated
hydropower plant is calculated by tabu search in [13]. The DG allocation problem
is resolved by analytical method in RDS [3, 9]. Genetic algorithm technique has
been utilized in [16, 17] to evaluate optimal location and rating of DG units. In
[14], conventional linear programming (LP) method is adopted to solve DG place-
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ment problem. Classical Kalman filter approach is adopted in [18]. Tabu Search (TS)
methodology is adopted for RPL in [20]. In [4] genetic algorithm is utilized to solve
the allocation problem. ABC algorithm [2] has been applied to determine the best
location and size of multiple DGs. Zhang et.al [28] adopted integrated energy model
for allocating DG units in. In [11], Injeti and Kumar applied newmethod to diminish
the RPL in distribution system. Evolutionary technique such as simulated annealing
are used to decide both position and rating of DG units. In [21], sensitivity analysis
technique is presented to resolve OPDG problem. In [27], an analytical approach is
projected to resolve OPDG problem in balanced DS.

Reactive power compensation is habitually done by shunt capacitors. It is desirable
to allocate capacitors at optimal location with appropriate size for reduction of RPL
and for enhancement of voltages. The rating and position of capacitors are calculated
by particle swarm optimization in [23] , simulated annealing [5], cuckoo search
algorithm [6], optimization technique based on teaching learning algorithm [25],
based on flower pollination [1], heuristic algorithm [10], genetic algorithm [26] are
applied in literature to solve capacitor placement problem.

A new approach has been presented here for finding optimal position and rating
of DG and capacitor units. A simple and new mathematical expression, line constant
(LC), is formulated to resolve DG and capacitor units allocation problem. Rating
and location of both units are identified by line constant separately. The method is
tested on conventional IEEE 69 bus system. The results for same systems are found
promising and optimistic. The same results have outperformed other latest techniques
proposed in the literature.

2 Problem Statement

The aim of this work is to scale down real power losses which occurred in distribution
system. For minimizing power losses, it is essential to install the DG and capacitor
units of suitable rating at best possible places. A simple line diagram of bus a and
b is shown in Fig. 1. Capacitor units or DG are placed at bus b. The RPL for n-bus
system is calculated by using:

R P Ln =
n∑

a=1

n∑

b=1

|Va|2 + |Vb|2 − 2|Va||Vb| cos θab

Z2
R (1)

It is mandatory for optimal placement of DG or capacitor units that the ratio of
real power losses (after and before shunt compensation) is to be minimum.

Hence, the objective function of the problem is :

Min.( f ) = R P Ln (2)
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Fig. 1 Line diagram of bus
a and b

The operational constraints are as follows:

1. Power balance rule should not be violated.
2. The total generated power of DG and capacitor units should be less than the load

of the system.
3. Voltage profile of each bus should maintain Indian standards (±5%).
4. The line current should remain between its minimum and maximum values.

3 Proposed Approach

In this paper, a latest method is adopted tominimize RPL inDS. TheRPL are reduced
by inserting DG or capacitor units at appropriate positions. The ratio of P2 and P1 is
termed as “Loss Constant (LC)” and is expressed as:

LC = P2

P1
(3)

where,
P1: RPL for base case before compensation. P2: RPL after shunt compensation.
The value of P2 is required to be minimum in order to identify the position as

well as rating of DG or capacitor. Loss Constant (LC) value is determined at each
bus with explicit DG size for calculating the location and range of DGs. Candidate
bus position of DG is identified by determining LC values, and the bus which have
minimum LC value will be the candidate bus for appointment of DG unit.

The steps involved in computational procedure are mentioned below:

1. Calculate real power losses for base case (P1).
2. Initiate with 1% DG or capacitor value of total load of the system (PD and QD).
3. Compute P2 and “LC” of the system bus using equation no 3.
4. Increase DG/ capacitor size in minute step and calculate P2 and “LC.”
5. Minimum amount of “LC” value yields optimal DG/ capacitor size.
6. Stop the program when there is change in bus number.
7. The meticulous bus will be the optimal location.
8. To determine more sites of DG or capacitor units repeat Steps 4–7.
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4 Results

Standard IEEE 69 bus system [23] is used to examine the above approach. The
projected technique is tested by considering three different loading levels also. The
code for the proposed methodology is written in MATLAB software.

4.1 Test System I ( Standard IEEE 69 Bus System)

Figure2 exhibits line diagram of test system-I. Total real and reactive load of the
system is 3802 kW and 2694 kVAr [23], respectively. The different cases are as
follows:

I: Placement of DG only
II: Placement of Capacitor only
III: Placement of DGs & capacitors concurrently.

All the three different cases mentioned above are tested on three different loading
conditions which are as follows: Light load (50%), nominal load (100%) and heavy
load (160%) (Figs. 3 and 4).

Fig. 2 IEEE-69 bus distribution system
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Fig. 3 Voltage outline of 69
bus system (Nominal loading
level for CASE-III)

Fig. 4 Voltage outline of 69
bus system (light loading
level for CASE-III)

1. Case-I: DGs (Solar PV Module) placement only:
By using proposed method, the size and position of DG units are identified.
The candidate buses are selected while taking into account a ceiling of 50%
DG penetration level. Table1 exhibits the results of standard 69 bus system.
The most favorable place for DG is determined at bus no. 21, 61 and 64. The
real power losses after DG allotment are 77 kW (nominal load), 25 kW (light
load) and 210 kW (heavy load). Table2 justifies that percentage RPL reduction is
remarkable of the projected technique as compared to other techniques proposed
in the literature. The minimum voltage profile after applying proposed technique
is 0.9708 pu which is appreciably better as the DG size is 1.80 MW. The basis
of comparison is total size of DG in MW, minimum bus voltage in per unit and
percentage loss reduction.
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Table 1 Result of CASE-I for 69 bus system

Cases Parameter Load levels

50% 100% 160%

Before
compensation

Ploss (kW) 53.31 225 643

Vmin (pu) 0.956 0.909 0.846

After
compensation
with DG

Rating of DG
(location)

319(61)
281(64)

300(21)
949(61)
551(64)

382(21)
1569(61)
749(64)

DG rating (kW) 600 1800 2700

Ploss (kW) 25 77 210

Vmin (per unit) 0.98 0.97 0.95

Percentage RPL 54 66 67

Table 2 Results of comparison for CASE-I

Method DG rating (kW) Vmin (per unit) Percentage RPL
reduction

Bacterial foraging
technique (BFT) [22]

2020 0.98 62.2

Modified BFT [22] 1870 0.97 63.2

Combined GA and
PSO [23]

3000 0.99 64

Harmony search [25] 1780 0.96 62

Analytical [26] 1840 0.97 64

Proposed 1800 0.97 66

2. Case-II: Shunt Capacitor placement only:
In this case, shunt capacitors are placed for RPL reduction. Capacitors optimum
location and its size are determined by the same technique. Table3 shows results
of three different loading conditions. Similarly, the best location of capacitor
banks is found at bus no. 21, 61 and 64. The real power losses are reduced to 150
kW from225 kWat nominal load level after installation of 1300 kVAr capacitors.
The percentage loss reduction at all three loading levels is remarkable. The results
after capacitor allocation are compared with latest optimization technique like
DSA [24], FPA [1]. Table4 exhibits the comparison of results for Case-II on
various parameters such as real power loss, percentage loss reduction, minimum
voltage profile, rating and size of capacitorswith other proposed techniques in the
literature. It is quite evident to say that percentage loss reduction for the proposed
technique accounts for 33.34%which is better than FPA [1]which yields 32.44%
of RPL reduction. Analogously the voltage profile is also enhanced considerably
after placement of capacitor units. It is clearly reported from results reported
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Table 3 Result of Case-II for 69 bus system

Load levels 50% 100% 160%

After capacitor
allotment only

Rating of
capacitor (kVAr)
with position

420(61) 720(61) 1550(61)

70(21) 230(21) 220(21)

160(64) 350(64) 620(64)

Total size (kVAr) 640 1300 2390

Prealloss (kW) 37 150 400

Vmin (pu) 0.97 0.931 0.88

Power loss reduction in % 30.6 33.34 37.8

Table 4 Results compared with other techniques for test system-I (CASE-II)

Parameters Without capacitor DSA [24] FPA [19] Proposed

Real power loss
(kW)

225 147 152 150

% loss reduction – 34.66 32.44 33.34

Vmin (pu) 0.909 0.93 0.93 0.93

Rating of
capacitor
(location) (kVAr)

900(61) 720(61)

– 450(15) 1450(61) 230(21)

450(60) 350(64)

Total size in kVAr – 1800 1450 1300

above that losses reduce significantly with simultaneously decrease in capacitor
size as compared to other contemporary approaches.

3. Case-III: Placement of DGs and capacitor concurrently:
Table5 exhibits brief picture of results for concurrent allotment ofDGand capac-
itor of 69 bus system. At nominal load level, a reduction of 94.05% is observed
for real power losses in Table 5. The size identified by the proposed technique
for both DG and capacitor are 1800 kW and 1300 kVAr, respectively, as shown
in Table 6. It can be observed from the table; the size of DG units investigated by
PSO, IMDE, BBO, ICA, IPSO techniques is more than the proposed technique
for nearly same loss reduction (Fig. 5).
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Table 5 Result of CASE-III

Case Items Loading levels

Light loading
(50%)

Nominal loading
(100%)

Heavy loading
(160%)

Base case Ploss (kW) 51.61 225 652.47

Reactive power
loss (kVAr)

24.28 102.15 290.25

Vmin (pu) 0.956 0.9092 0.845

Allocation of DG
and capacitor

DGs size (kW) 600 1800 2700

Capacitors size
(kVAr)

660 1300 2340

Ploss (kW) 8.60 13.05 38.9

% real power loss
reduction

83.33% 94.05% 94%

Reactive power
loss

5.04 10.35 30.23

% Reactive power
loss reduction

79.4% 90% 89.5%

Vmin (pu) 0.985 0.99 0.974

Table 6 Comparative results for CASE-III

Parameters PSO [12] IMDE [15] BBO [7] ICA [22] IPSO [8] Proposed

DGs size in
MW

1.82 2.21 2.32 1.83 1.81 1.8

Capacitors
size in
MVAr

1.3 1.3 2.7 1.3 2.1 1.3

RPL in kW 23.2 13.9 55 23.21 17.32 13.05

% loss
reduction
(%)

89.70 93.85 75.6 89.68 92.3 94.05

Vmin (pu) 0.98 0.99 0.97 0.972 0.9775 0.99

5 Conclusions

A novel and simple technique is presented here to minimize RPL in DS. The promi-
nent objective of power loss has been attained by appropriate allotment of DG and
capacitors. A new mathematical formulation, Loss Constant (LC), is formulated
for finding candidate bus position and rating. The efficacy of projected method is
examined on standard 69 bus system at three different loading conditions. Results of
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Fig. 5 Voltage outline of 69
bus system (heavy loading
level for CASE-III)

standard test system are compared with latest optimization approaches and achieved
optimal for all load levels. The proposed technique yields significant upgrading in bus
voltages andRPL reduction after placement ofDG and capacitor unit simultaneously.
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Modelling of a Micro-grid for Bali
Village Using HOMER Software

Arpita Singh, Omveer Singh, and Ritwik Tripathi

Abstract An economic model which includes diverse sources of electric generation
is proposed in this article. Thismodel is designed for an areawhere adequate supply is
not available. This proposedmodel is developed in theHOMER software scenario. In
this systemmodel, renewable energy sources (RESs) replace the conventional energy
source due to their benefits. The considered RESs are solar photovoltaic (SPV) and
wind turbine generating system. This is also proved by the help of simulation results.
RESsbeing a reasonable investment and a feasible solutionwouldbe agoodoption for
generation of electric power at remote locations.Geographically isolated remote rural
areas have a large portion of country’s population. Village of Maharajganj district,
Uttar Pradesh state, India, is considered here for this work. Modelling, simulation,
and optimization of the proposed hybrid electric generation system for this particular
village is the prime aim of this work.

Keywords Renewable energy sources ·Modelling · Optimization · Solar
photovoltaic ·Wind turbine · Homer software

1 Introduction

The National Renewable Energy Laboratory (NREL) of the USA created the
HOMER economic tool for micro-grid optimization model. It helps in designing
the structure of micro-grid. The physical behavior of power system, life-cycle cost
is modelled, and analyzed by this software. The installing and operating total cost of
the system over its life span is the life-cycle cost. This software enables the modeller
to look at a wide range of structure choices dependent on their specialized and
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financial benefits [1–7]. A nearby load is served by the electricity which is gener-
ated by the micro-grid. Such a framework may utilize any blend of electric age and
capacity advances and might be network associated or independent, which means
separate from any transmission lattice. A few instances of small-scale control frame-
works are a sunlight-based battery framework serving a remote burden, a breeze
diesel framework serving a disengaged burden, etc. [1]. Out of many possibilities,
the optimal system configuration is found and this is done in optimization [5]. Both
grid-connected and off-grid micro-power systems are modelled by using this soft-
ware. Electric loads and thermal loads are served by this system. SPVmodules, wind
turbines, small hydro, biomass power, micro-turbines, fuel cells, and batteries are
the main constituent of the system. An hourly time series simulation (one year) for
a particular system configuration is modelled by the usage of this software. Long-
term operation simulation of a micro-grid is HOMER’s fundamental capability. Two
different dispatch strategies can be modelled by this tool. Load following strategy—
The battery will be charged by the renewable power sources and the generators will
not be charged. Cycle charging strategy—more power than the required one will be
produced when the generators operate. Then, the battery bank will be charged by the
surplus electricity.

Two purposes are served by the simulation process. Firstly, feasibility of the
system is determined. Feasibility of the system is determined by this software tool
if the electric and the thermal loads are adequately served. Secondly, life-cycle cost
of the system is estimated by this software tool [8, 9].

For comparison of economics of various system configurations, the conve-
nient metric is life-cycle cost. HOMER’s optimization process is basically such
comparisons. HOMER software tool includes some possible decision variables:

1. Photovoltaic array size.
2. Wind turbines number.
3. Hydro system presence (Only one size of hydro system is considered. The power

system should include or not the hydro system is the concern).
4. Each generator size.
5. Batteries number.
6. AC–DC converter size.
7. Hydrogen storage tank size [1].

2 Study Area

In this study area, a remote rural village Bali, a village in Maharajganj district in
the Uttar Pradesh is considered for observation. The village is near around 50 km
from Indo-Nepal border line. The village is not properly electrified so that replacing
the electrification from power grid to a micro-grid-based power system would be a
better economic option. Due to isolation, transmission cost increases. The village
comprises of flat plains. The village has adequate water and sun light facilities.
Basically, researcher belongs from this village. So, the research work is focused for
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this area upliftment through regular electric supply. Researcher got the load profile
for this work from the local substation.

3 System Model

A combination of technologies is being considered [1]. SPV system, wind turbine,
batteries, and a diesel generator (back-up) are the technologies which are considered
in article [3]. The village demand is alternating current (AC) coupled; at the AC side
of the network, the diesel generator is connected and to the DC side, SPV system and
conventional batteries are connected. During peak loads and poor resource periods,
the hybrid electric generation system is backed up by a conventional diesel generator
sets.

3.1 Details About the Identified Village

Village Bali

District Maharajganj

State Uttar Pradesh

Country India

Latitude 26.7227 N

Longitude 83.36065 E

Total number of houses 205

Total population 1258

Educational facilities (Primary school) 2

3.2 Village Load Assessment

Large quantities of electric energy are not required for this remote area village. Basic
electrical appliances are consuming power during midnight hours. Due to this, the
power consumption during midnight hours comes down. But during morning hours,
the load demand rises up as everyone gets prepared to leave for schools or offices
(Fig. 1).
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Fig. 1 Proposed residential daily load profile

Table 1 Area average and
peak load data

Average (kWh/d) 84.5

Average (kW) 3.52

Peak (kW) 11.5

Load factor 0.307

3.3 Study Area Average and Peak Load

The average and peak load data are presented in Table 1 which is shown below.

3.4 Diesel Generator Modelling

The diesel generator sets which are used are in the range of 16–20 kW. Low cost,
ease to operate, and install are the reason behind the usage of diesel generator.

3.5 Battery Modelling

The considered battery bank in this simulation was Trojan L16P model 6 V, 360 Ah.
12–36 units of battery was considered in this simulation.
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3.6 Photovoltaic Array Modelling

Rated power 10 kW was the size considered with no tracking system allowed.

3.7 Wind Turbine Modelling

The hub height 20mofmodel Bergeywind power’s BWCE-Smodelwas considered.
The output is an AC voltage with a rated capacity of 18 kW.

4 Resources Assessment

A remarkable potential in SPV energy is found in Indian village regions. The loca-
tion of Bali village for which SPV resource was taken is 26.7227 N latitude and
83.36065 E longitudes. 5.01 kWh/m2/day was the scaled annual average solar radi-
ation. 6.7 kW/m2 was the highest solar radiation in the month of May. The solar
radiation was 3.6 kW/m2 which lowest in the month of December. The annual
average wind speed was 2.21 m/s for the selected location. The selection of SPV and
wind turbine is just the case which researchers have taken for this work. Any other
renewable source can also be considered and different cases can be made (Figs. 2
and 3).

Fig. 2 Selected village solar energy profile
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Fig. 3 Selected village wind energy profile

5 Assessment of System Components

Diesel generator sets, SPV module, wind turbine, battery, and power converter are
the energy system components which are used for my model [1, 10]. For each of this
equipment, number of units to be used, cost, operating hours, etc., needs to be stated
clearly in HOMER software platform. In the following sections, description of these
components is given. The SPV panel and wind turbine are the two major renewable
energy components used in the present simulation. The SPV panel has the other
component involved such as a battery Trojan L16P model and inverter. The direct
current (DC) is produced by SPV panel and the AC is produced by diesel generator
sets and wind turbine [4]. The conversion of DC to AC current is done by converter
and vice versa. The proposed system model diagram is shown below in Fig. 4.

5.1 Model of Diesel Generator Sets

For remote electrification, diesel generators are used in this model. The low cost,
ease to operate, and install are the reasons behind their usage [1]. In remote villages,
the diesel generator sets which are used are in the range of 16–20 kW. $2000/kW
is the generator cost in this investigation. The fifteen thousand hours are the rating
lifetime taken for this system. The cost of the diesel fuel is 0.93 $/l.

5.2 Model of Battery

In small-scale stand-alone power systems, batteries are an important factor due to
their cost [1]. The considered battery bank in this simulation was Trojan L16Pmodel
6 V, 360 Ah. The five years are the estimated lifetime. The one hundred fifty dollars



Modelling of a Micro-grid for Bali Village Using HOMER Software 45

Fig. 4 Proposed economic system model for Bali village

and two dollar per year are the replacement cost and expected maintenance cost,
respectively [3]. The twelve to thirty six units of battery range were considered in
the simulation time.

5.3 Model of Power Converter

For maintaining energy flow between the DC and AC components, a power elec-
tronics converter is needed. The five hundred dollars is taken as installation and
replacement cost [6]. An efficiency of 90%with fifteen years is considered as lifetime
of a unit.

5.4 Model of SPV Array

The three thousand dollarswere taken as one kilowatt solar energy system installation
and replacement costs. The ten kilowatt was the size to be considered [1]. The ten
yearswas taken as the lifetime of SPV arrays. In this investigation, no tracking system
was utilized.
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5.5 Model of Wind Turbine

Thewind turbines energy availability has dependency onwind variations. Hub height
20 m of model Bergey wind power’s BWC E-S model was considered. The output is
an AC voltage with a rated capacity of 18 kW. The eighteen thousand dollars were
the cost of one unit considered. The twelve thousand dollars and four hundred dollars
per year were taken as replacement and maintenance costs, respectively, and fifteen
years was taken as the lifetime of a turbine.

6 Simulation and Optimization Results

The fifteen years is considered as project’s lifetime with 3% of annual discount rate.
For this case study, 10 kW SPV array, 12 kW diesel generator sets, 36 Trojan L16P
batteries, and 16 kW inverter were the optimal combination of hybrid electric gener-
ation system components. At 2.21 m/s of wind speed and $0.93/l of diesel price, this
system is considered. The $510329, $5950, and $1.294/kWh are the total net present
cost, capital cost, and the cost of electricity for this hybrid system, respectively. For
generating electricity in Bali village, the wind energy is not a feasible option as per
study. The simulation-based optimization result of best electric generatingmicro-grid
system configuration is presented in Table 2. Also, individual electric power produc-
tion by the proposed electric generation system is in Table 3. Additionally, monthly
average electricity production by optimal electric generation system is reflected in
Fig. 5.

Table 2 Simulation result of best electric generation system configuration

Table 3 Individual electric
power production by the
proposed electric generation
system

Production kWh/year %

PV array 16,104 38

Generator 1 25,923 62

Total 42,026 100
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Fig. 5 Monthly average electricity production by optimal electric generation system

7 Conversion of Optimal Result in the Indian Currency

The most optimal configuration net present cost is $510,329 as per United States
dollar but this proposed optimal system is configured for Indian village. So, this
amount is converted into Indian rupees. The changed currency as per India is Rupees
35900624.49 (Followed by the conversion rate of November 2019).

8 Conclusions

The analysis of the simulation of SPV/wind/diesel hybrid electric generation system
has been investigated in this article. From the results, this framework can give great
benefit with a sensible venture because of the measure of sustainable power source
produced. It uses practically all sustainable power source with a 0.38 inexhaustible
portion. Nonetheless, the framework reliability cannot be guaranteed because of
variable nature of sun powered radiation accessibility and absence of sufficient wind
speed in winter except if other innovation choices are considered. The sun-oriented
SPV and diesel generator sets contribute 38 and 62% individually to power age. In the
event that the sunlight-based SPV panels are not accessible (or no sun based assets
are accessible), the power request can be met with a hybrid electricity generating
system involving diesel generators. Be that as it may, the expense of power supply
will increment, accordingly making the framework less alluring to clients. At last,
on account of the breeze assets in the investigation Bali village are at the lower stage,
it is not possible for a breeze turbine to supply the power.

References

1. Hassan Q, JaszczurM, Abdullateef J (2016) Optimization of PV/WIND/DIESEL hybrid power
system in HOMER for rural electrification. J Phys Conf Series



48 A. Singh et al.

2. Bhattacharyya SC (2012) Energy access programmes and sustainable development: a critical
review and analysis. Energy Sustain Dev 16:260–271

3. KhanM et al (2005) Pre-feasibility study of stand-alone hybrid energy systems for applications
in newfoundland renewable energy. Renew Energy 30:835–854

4. Barsoum N et al (2007) Balancing cost, operating and performance in integrated hydrogen
hybrid energy system. In: IEEEFirstAsia international conference onmodelling and simulation
(AMS’07), Thailand

5. Karakoulidis K et al (2011) Techno-economic analysis of a stand-alone hybrid photovoltaic-
diesel-battery-fuel cell power system. Renew Energy 36:2238–2244

6. Glatrakos A et al (2009) Sustainable energy planning based on a stand-alone hybrid renew-
able energy/hydrogen power system: application in Karpathos Island Greece. Renew Energy
34:2562–2570

7. Cristian H et al (2017) Design of hybrid power systems using Homer simulator for different
renewable energy sources. In: Proceedings of 9th international conference on electronics,
computer and artificial intelligence, Europe

8. Uddin N et al (2019) Optimization and energy management of hybrid renewable power
generation using HOMER and FLC. In: 1st International conference on advances in science,
engineering and robotics technology (ICASERT 2019), Dhaka

9. Nurunnabi M et al (2015) Grid connected hybrid power system design using HOMER. In:
Proceedings of 3rd international conference on advances in electrical engineering, Dhaka,
Bangladesh

10. Chandrasekar P et al (2019) Design and performance analysis of hybrid Micro-grid power
supply system using Homer pro software for rural village near to Kombolcha town, Ethiopia.
Int J Innovative Technol Explor Eng (IJITEE), vol 8, 2278–3075



Transient Stability-Based Security State
Classification of Power System Networks
Using Kohonen’s Neural Network

Rituparna Mukherjee and Abhinandan De

Abstract The paper presents a novel approach for transient stability-based secu-
rity state classification for modern power system networks using Kohonen’s neural
network (KNN)-based pattern classifier. Pre-contingency operating conditions of a
power system network were used as the input for the KNN. Critical clearing time
(CCT)was used as the index for assessment of transient stability condition of the post
fault system and classifies the pre-contingency operating states into secure and inse-
cure categories accordingly. The proposed approach has been implemented on the
IEEE-39 bus system, and the results demonstrate that theKNN classifier is capable of
accurately classifying the power system operating states based on transient stability.

Keywords Power system transient stability · Dynamic security · Classification ·
Kohonen’s neural network

1 Introduction

The operation of a power system requires synchronization in rotational speeds of
thousands of large interconnected generating units. The operation also demands that
all equipment operates within their physical capability limits regardless of demand
fluctuations or eventual outage of a few generators. A typical power system often
experiences outage of generators or contingencies, which have the potential to alter
the state of operation of the power system. Power system security refers to the
‘degree of risk’ that a power system poses in surviving against likely occurrence of
disturbances such as faults and contingencies, without major interruption in power
supply to consumers, at any point of time.

Security analysis is therefore essentiality to assess the robustness of a power
system in relation to large variety of severe disturbances which are probable for any
network in day-to-day operation. Power system security studies can be broadly cate-
gorized as follows: static security analysis (SSA) [1] and dynamic security analysis
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(DSA) [2]. Since it is imminent that the power system will experience a state change
during any contingency, it is very important that the system reinstates itself to its
normal state in post-contingency condition. In case of SSA, it is assumed that stable
operating is achieved and the assessment is mainly focused on whether any physical
or security constraints are violated in achieving the post-contingency steady state
[3]. However, if there is an occurrence of any severe disturbing event, fast transition
to steady-state operating point is highly infeasible. This infeasibility may result in
the system achieving a quasi-stable state for a substantially long duration, which
may further lead to unintended triggering of system protection and isolation mech-
anisms, such as relays and circuit breakers. This phenomenon ultimately results in
cascaded tripping of major equipment and system outages eventually risking the
system security. In the modern competitive power market, the risk of insecurity has
even worsened as most power generating units are made to operate close to their
maximum capacities and increased complexity of modern large power grids have
further worsened the risk of insecurity. Dynamic security analysis [4, 5] which inter-
ests itself in the transitional operating state and the quasi-stable state has therefore
gained more importance in the modern scenario.

Nonlinear time domain simulation (TDS) is considered one of the most accurate
methods for dynamic security analysis under large disturbances (transient stability)
[1]. Mathematical modeling of a power system by sets of nonlinear time domain
algebraic equations to model generators and other power system equipment to mimic
their behaviors is done in this method. The equations are solved by numerical inte-
gration methods in order to assess dynamic behavior of a system under credible sets
of disturbances and to analyze whether the disturbance will result in loss of tran-
sient stability. The major shortcoming of TDS is that it employs resource consuming
numerical integrations and it is time intensive, hence rendering it unfit for online
applications [6]. Also, TDS is unable to assess relative stability of a power system,
which is considered more important than assessing absolute stability. For example,
degree of severity of a given contingency can only be judged by its impact on system
security relative to others [7].

An alternative approach to the transient stability analysis to determine post-
contingency operating point is the direct method using transient energy function [8].
The direct method, which uses reduced order modeling of post-contingency system,
fails to achieve the same levels of accuracy. Also, it is not a practical approach for
large-scale power systems, which require detailed modeling.

Review of the existing methods for the assessment of dynamic security of elec-
tric power systems reveals that none of these traditional approaches can be effec-
tively applied in the online and real-time conditions because of their computation
complexity. The complexity of the problem is further aggravated by the fact that most
of the critical preemergency states of electric power system, which can potentially
lead to large-scale blackouts, are unique and there is no single algorithm to effectively
reveal such conditions, fast enough, to be useful in real-time security assessment.
Therefore, there is an acute need for developing a fast and reliable method for real-
time security monitoring and assessment of the current security level of large power
systems. Some research works in the year 1988–89 [9, 10] revealed that effective
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solution to this problem can be found by application of artificial intelligence (AI)
and machine learning (ML) methods. Machine learning and data mining approaches
have been tried to develop ‘very fast’ and ‘intelligent’ power system security assess-
ment systems [11, 12] and encouraging results were obtained. This was attributed to
their general capability of fast recognition of ‘patterns’ and ability to ‘learn through
examples,’ the unique qualities, which can be effectively utilized to recognize current
operating state of a power system. These AI techniques strive to map the inherent
relationship between system operating conditions (input) and the dynamic security
state of the system (output). By doing so, they can identify and trace back the pre-
contingency operating conditions, which led to potential system insecurity and can
even predict emergency situations on the basis of certain system security indices.

This paper proposes an AI approach to transient stability-based security analysis
of large and complex power systems using KNN-based classification which can alert
the system operator about a plausible insecure system operation following severe
disturbances and contingencies. The objective behind the development of a secu-
rity classifier is to predict and classify a power system’s present (pre-contingency)
operating conditions by assessing the future possibility of the system to become tran-
siently unstable in the events of credible contingencies and outages. For this purpose,
Kohonen’s neural network-based security classifier (KNNSC) has been trained to act
as a ‘dynamic security classifier.’ By presenting a set of pre-contingency operating
variables to the proposed KNNSC, it can classify the power system’s dynamic oper-
ating states into secure or insecure classes on the basis plausible future transient
instability. Synchronized phasor measurement unit (PMU)-based measurements of
typical power system operating variables like bus voltage magnitudes, voltage angles
and power flow data were used as inputs to the KNNSC. The output produced by
the KNNSC is ‘1’ if the system’s post-contingency operation is predicted to be inse-
cure or ‘0’ if the system is assessed to be secure under a wide variety of credible
contingencies.

2 The Concept of Kohonen’s Neural Network-Based
Dynamic Security State Classification

The security classifier is intended for prediction and classification of a power system’s
pre-contingency operating condition by assessing its potential to make the system
transiently unstable in the events of future contingencies. To achieve this goal,
Kohonen’s neural network (KNN) has been trained to act as security classifier
(KNNSC). The inputs for the proposed KNNSC are the system variables or attributes
measured by PMUs during pre-contingency operating condition to the power system,
while the output of the KNNSC is the prediction of the system’s dynamic state as
secure or insecure [13]. A secure class refers to a pre-contingency operating state
in which no future critical line fault or contingency can lead to transient instability.
An insecure class, on the other hand, represents a pre-contingency operating state



52 R. Mukherjee and A. De

in which there exist at least one line fault or contingency (or more) which may be
critical for system’s transient stability. A line fault can be considered critical if the
same cannot be cleared within the stipulated critical fault clearing time (CCT) of the
line [14], as delayed fault clearance can cause potential transient instability of the
generators present in the system. In this work, the CCT of different line faults were
determined and used as the criterion for determining the criticality of the line faults.
The degree of criticality of a pre-contingency operating condition is determined by
the number of critical line faults existing for that condition. The proposed KNNSC
was trained off-line with the objective to make it recognize the ‘degree of criticality’
associated with different pre-contingency operating conditions. Once trained, the
KNNSC can be implemented online to predict and classify the power system future
dynamic security condition into secure and insecure categories solely on the basis
of inputs received from the PMU measurements in the pre-contingency operating
condition. Figure 1 depicts the conceptual diagram of the proposed KNNSC.

3 Kohonen’s Neural Network

Kohenen’s neural network (KNN) is an unsupervised neural network which attempts
to map the inputs with similar attributes on to an output feature space to form clus-
ters. The algorithm determines ‘similarity’ between the inputs by measuring the
‘Euclidean distance’ between different n-dimensional vectors. KNN belongs to the
category of competitive learning neural networks (CLNs) having an input layer of
linear units and an output layer of units with nonlinear output function as shown in
Fig. 2. The neurons in the output layer are extensively interconnected in an ‘ON-
center’ and ‘OFF-surround’ fashion and produce at equilibrium, larger activation
on a single output unit and smaller activation on all other units. This leads to a
‘winner-take-all’ situation, where only one unit with the largest activation in the
output layer becomes sole representative of the presented input pattern. This partic-
ular unit is designated as the ‘winner’ for the presented pattern. The neurons in the
output layer of the network thus become spatially organized according to spatial
relationship between different input signal patterns or classes of patterns through an
unsupervised mapping [13].

4 Off-Line Simulation of the Test System and Training
the KNNSC

The IEEE 39-bus system was chosen as an appropriate medium-sized system for all
off-line studies, considering its topological spread and intricacy. The IEEE 39-bus is
used to test the proposed online fault severity ranking scheme module. This system
is commonly known as the 10-machine New England power system. It consists of
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Fig. 1 Conceptual diagram of the proposed KNNSC
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Fig. 2 Typical KNN
architecture
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ten generators, 34 transmission lines, 12 transformers, 29 load buses and two shunt
capacitors. A schematic single line diagram of the system is presented in Fig. 3.

Fig. 3 IEEE 39-bus test system
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Creation of large number of diverse and well dispersed pre-contingency steady-
state operating conditions (OCs) was achieved by multiple load flow simulations in
the IEEE 39-bus test system with variable initial starting conditions such as gener-
ation and load variations and changed operating conditions like generator and line
outages and their combinations. With the objective to simulate the most practical
operating scenarios, simultaneous load variations were considered in about 1/3rd of
the total number of system load buses at a time. Out of the total 29 load buses, any
arbitrary ten buses were randomly selected at a time as candidates for load varia-
tion in five steps (0.5, 0.75, 1.0, 1.25 and 1.5 p.u. of the base load of the buses).
The process was then repeated for the next ten arbitrary buses and so on. Repeating
the process for 20 times covered all the system load buses. This generated 5 × 20
= 100 distinct, well dispersed and yet highly probable loading (and corresponding
generation) scenarios. Each of the above 20 loading conditions was them combined
with single-generator outage conditions. Considering ten number generators in the
IEEE 39 bus system, and ‘no generator outage’ as yet another scenario, a total of
100× 11= 1100 unique load generation generator outage scenarios were simulated.
Multiple generator outages were not considered, as this would massively proliferate
those operating conditions, which are far less credible in real-time operation and
hence having large representation of such operating conditions, as training exem-
plars would be hardly beneficial. Following the same principle, single line outage
cases were considered as another form of variation in OC. Considering 34 number of
lines in the test system, and taking ‘no line outage’ as onemore condition, combining
34 single line outage cases with 100 load generation patterns, 35× 100= 3500mutu-
ally exclusive load generation line outage combinations were simulated. Thus, all
together 1100 + 3500 = 4600 unique yet credible initial steady-state OCs were
simulated for a broad representation of the complete operational space of the IEEE
39-bus test system.

4.1 Selection of Input Variables and Formation of Input
Pattern Vector

Choice of input information plays a crucial role in training theKNNSC. The selection
of input information for training the KNNSC began with selection of PMU measur-
able operating variables, termed as ‘primary variables,’ which were assessed to be
representative of the dynamic characteristic of the system and strongly correlated
with the post-contingency system security. Table 1 shows the 146 primary variables
selected for the IEEE 39-bus test system.

These variables then constitute the ‘input vector’ for the KNNSC. The developed
input vector has a dimension of 146 and can be expressed as follows: X = [VBk,
δBk, PLin x−y, QLin x−y] where the suffix k stands for the kth system bus and x−y
refers to the transmission line connecting bus x and bus y. X was determined for all
the 4600 representative operating conditions (OCs) mentioned earlier to generate an
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Table 1 Initial preselected
primary system variables

Primary system
variables

Symbol used Number of variables

Bus voltage
magnitude

VB 39

Bus voltage angle ∂B 39

Line active power
flow

PLin 34

Line reactive
power flow

QLin 34

Total 146

exhaustive set of input pattern vectors, which are then passed on to the KNNSC for
classification of the OCs based on transient stability.

4.2 Classification of Training Samples by KNNSC

The KNNSC was trained off-line using cross-validation with CCT of the line faults
referred earlier. Out of the 4600 pre-contingency operating conditions created in
Sect. 4, randomly chosen 3000 ones (approximately 2/3rd of total data) were used to
form the training set. Remaining 1600 cases (approximately 1/3rd of total data) were
preserved as the test samples. Out of the total number of pre-contingency operating
conditions (OCs) generated from the simulation, around 26% of the OCs are insecure
and the rest 74% are secure OCs. Table 2 summarizes the distribution of the secure
and insecure OCs in the training and testing dataset.

The training performance of the KNNSC is demonstrated in the confusion matrix
in Table 3. The training accuracy is found to be high. In the training set, 15 OCs out
of 720 insecure OCs were misclassified as secure OCs, and the rest 705 OCs were
correctly identified as insecure OCs. On the other hand, 45 OCs out of 2280 secure
OCs were misclassified as insecure OCs and rest were correctly classified as secure
OCs. In Table 3, TP represents True Positive: an operating condition is classified as
securewhen it is actually secure;FP represents False Positive: an operating condition
is classified as secure when it is actually insecure; FN represents False Negative:

Table 2 Training and test
data for the KNNSC

Dataset Count %

Total no. of OCs 4600 100

No. of insecure OCs 1196 26

No. of secure OCs 3404 74

No. of training OCs 3000 65

No. of test OCs 1600 35
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Table 3 Confusion matrix of the KNNSC for 3000 training cases

Predicted

Secure Insecure

Actual Secure TP = 2235 FN = 45 TP + FN = 2280

Insecure FP = 15 TN = 705 FP + TN = 720

TP + FP = 2250 FN + TN = 750 N = 3000

an operating condition is classified as insecure when it is actually secure; and TN
represents True Negative: an operating condition is classified as insecure when it is
actually insecure.

5 Performance Evaluation of the KNNSC in the Unseen
Test Cases

Once the KNNSC was successfully trained, its classification accuracy was evaluated
using 1600 unseen test operating cases. Table 4 shows the security state classification
results for the 1600 unseenOCswith the help of confusionmatrix. TheKNNSCcould
efficiently classify the unseen cases with only 16 misclassifications. A number of
metrics were developed and used to assess the performance of the proposed KNNSC.
The accuracy ‘a’ of the classifier was defined as the probability of performing a
correct classification, which is the ratio of the number of correct classifications to
the total number of exemplars: a =

∑
Gi,i

N where Gi,i is the i th diagonal element of
the confusion matrix, and N is the total number of exemplars. The misclassification
rate was defined as e = 1 − a which is the probability of making an incorrect
classification. A number of metrics have been used to evaluate the performance of
the classifier such as

Classification accuracy = (TP+ TN)/N
Positive misclassification rate (PMR) = FP/FP + TP and
Negative misclassification rate (NMR) = FN/FN + TN.
To compare the prediction accuracy of the KNN approach, other popular classifi-

cation algorithms such as random forest method (RF) [15], support vector machine

Table 4 Confusion matrix of the KNNSC for 1600 random test cases

Predicted

Secure Insecure

Actual Secure TP = 1184 FN = 48 TP + FN = 1232

Insecure FP = 16 TN = 352 FP + TN = 368

TP + FP = 1200 FN + TN = 400 N = 1600
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Table 5 Comparison of classification accuracy of different classifiers

Dataset Metrics KNN RF SGB SVM MLS

Training set Classification accuracy (%) 98 94 89 87 86

Composite misclassification rate 0.02 0.06 0.11 0.13 0.14

Positive misclassification rate 0.01 0.09 0.11 0.19 0.2

Negative misclassification rate 0.06 0.1 0.21 0.2 0.21

Test set Classification accuracy (%) 96 92 82 89 86

Composite misclassification rate 0.04 0.08 0.18 0.11 0.14

Positive misclassification rate 0.01 0.13 0.22 0.19 0.18

Negative misclassification rate 0.12 0.1 0.29 0.2 0.24

(SVM) [16] and method of least squares (MLS) [17] were also tested. The rela-
tive performance of the different classification methods is presented in Table 5. The
results indicate that the KNN-based classifier has superior classification performance
compared to other methods.

6 Conclusions

The paper presented a pattern recognition approach to transient stability-based secu-
rity evaluation of power system networks in real-time environment. An efficient
Kohonen’s neural network-based security classifier (KNNSC) was developed and
trained to predict and classify power system’s pre-contingency operating states into
secure and insecure classes using PMU-based measured typical system variables
like voltage, voltage angle and power flow. The KNNSC was trained off-line with
the dynamic security calculation results, using critical clearing time (CCT) of line
faults as the index of transient stability. The proposed approach was demonstrated on
IEEE 39 bus test systemwith encouraging results. Efficacy of the developed KNNSC
was compared with other equivalent classifiers like MLS, RF, SGB and SVM, and
KNNSC was found to be superior when tested on IEEE 39-bus system.
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A Clustering and Weighted Euclidean
Norm-Based Short-Term Load
Forecasting of Normal and Anomalous
Days

M. Babita Jain and Venu Gopala Rao

Abstract The paper presents a clustering and the weighted Euclidean distance
measure-based combined approach for short-term load forecasting (STLF) of a day
ahead hourly load of normal and anomalous days.Hourly load, temperature, humidity
and day type are selected as the key variables of the data-set used. The input data-set
for the clustering algorithm follows distinct day-type similarity criterion for normal
and anomalous days. The model uses a two-tier architecture. In tier one, the input
data-set is grouped into a pre-defined number of cluster subsets usingweather param-
eter similarity. In tier two, the forecast day cluster subset is narrowed down to obtain
five similar days of the forecast day using weighted Euclidean distance norm. The
hourly loads of the similar days are then averaged to obtain the actual hourly load
forecasts. The technique is tested for the eleven electrical load zones of the NewYork
Independent SystemOperator (NYISO)over a periodof three years. Theperformance
evaluation of the proposed approach is done in comparison with the conventional
neural network-based model implemented by the NYISO.Mean absolute percentage
error (MAPE) is taken as the performance measure. The proposed technique gives
lower MAPE values for all day types, seasons and terrains.

Keywords Clustering · Mean absolute percentage error short-term load
forecasting · Weighted euclidean distance measure

1 Introduction

The advent of new technology-driven energy-efficient alternatives has led to the
smart grid evolution of the current electrical grids. Smart grids allow for the easy
penetration of renewable energy units into the power system, hence reducing the peak
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demands.Thegrowthof such smart grids, increasingpercentages of renewable energy
consumption shares, dynamic tariffing system and the rise of open and competitive
energy markets have stiffened the reliability and energy efficiency margins of the
utilities. Load evaluation at various stages of power systems is very essential for
efficient planning and operation of such complex energy markets. An accurate, effi-
cient and robust load forecasting solution could be of use to the utilities in serving
the smart grids effectively whilst maintaining the system reliability and efficiency
margins intact.

2 Literature Review

One important aspect of an accurate STLF model is the identification of appropriate
variables, and the other aspect is the selection of suitable technique to be used.
Considering the first aspect, most commonly used variables in STLF are the weather
variables along with the calendar specifics. The effects of temperature and humidity
are taken into account in [1], and the impacts of wind speed, humidity and tempera-
ture with linear transformation are considered in paper [2]. Different resolutions of
calendar data are presented in papers [3, 4]. Availability of the correct forecast data
forms a major bottleneck for variable selection.

Considering the second aspect, it has been observed that the early research in the
field of short-term load forecasting was completely driven by the standard statistical
techniques like the linear and nonlinear regression [5], curve fitting, least square
approximation and time series analysis [6]. With the advancement in the field of
artificial intelligence, the short-term load forecasting techniques have seen a major
breakthrough in terms of dealing with complex load scenarios efficiently and accu-
rately. Various artificial intelligence techniques popularly used for short-term load
forecasting include artificial neural networks [7], genetic algorithms [8], fuzzy logic
systems [9], support vector machines [10], swarm intelligence [11], data mining [12]
and many others. The ever-increasing complexities of the emerging smart grid tech-
nologies are demanding very efficient load forecasting tools. Addressing these needs
of the power systems, many hybrid techniques have been developed by utilizing the
proven strengths of statistical models and the widely emerging generic and efficient
artificial intelligence techniques [13].

The research work presented in this paper proposes one such hybrid technique of
combining the weighted Euclidean distance measure with the clustered data subsets
to obtain hourly load forecasts. Few significant papers implementing hybrid tech-
niques to STLFare discussed in this sectionwith an emphasis on clustering technique.
In paper [12], an STLF technique for forecasting the forty-eight half-hourly loads
of the forecast day using the clustering-based support vector machines is proposed.
A combinatorial model using clustering and fuzzy wavelet-based neural network is
proposed in paper [14], and it is validated for a real-time power system of Greece.
Paper [15] proposes a robust hybrid model with clustering-based self-organized map
and support vector machine (SVM) for STLF of normal and special days. This model
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is tested on a real-time NYISO data-set for two seasons. Paper [16] identifies the
unique daily load profiles for substations using clustering and segregates the customer
profiles into specified classes. Paper [17] uses clustering as one of the compara-
tive techniques to validate the performance of the proposed wavelet decomposition
model. Clustering is used to extract special days from normal training data-sets in
paper [18]. The special days are handled separately in the paper. Paper [19] imple-
ments a hybrid model using data mining and function approximation for the STLF
of a real power system data-set. Paper [20] presents a hybrid STLF model using
clustering and artificial neural networks.

3 Model Synthesis

Apart from addressing the issues of variable selection and technique identification,
the model presented in this paper also takes care of the following aspects of an
efficient, reliable and robust STLF paradigm that can accommodate the smart grid
implementations of the power systems:

1. Non-stationary nature of load profiles: Human activity considered in the sense of
time resolution is an important factor affecting the electrical load consumption.
It depends on the weekday, month specifics of the year and on the holiday infor-
mation as presented in papers [3, 4]. The aspect of such non-stationary nature of
the load data is addressed in the paper by using the day-type similarity criterion
for building the input data-set.

2. Adaptiveness of the STLF model: The STLF model developed for the normal
days may not always be suitable for the load forecasting of anomalous days—
including holidays and special days. Most of the existing methods for anomalous
load forecasting rely on classifying different anomalous days as being the same
while fewothers employ differentmodels for different day types [21]. The distinct
selection criterion applied in the modelling of the input data-sets for normal and
anomalous days takes care of the adaptiveness of the proposed model to all day
types.

3. Robustness of the STLF technique: Atmospheric conditions greatly affect the
load forecast technique modelling [22]. Exogenous weather and calendar vari-
ables like the temperature [23], humidity, wind speed, day type and few others
need to be considered in STLF modelling. Quite frequently such inclusions in
modelling make the STLF tools sensitive and parameter dependent. The tech-
nique developed in this paper uses only two weather variables for performing the
STLF. This makes it a robust model for implementation by the utilities.

The data-set used in the proposed model consists of the hourly loads of the New
York power system obtained from the website of the New York Independent System
Operator (https://www.nyiso.com) and hourly weather parameters of the NYISO
weather zones taken from ‘weather underground’ which is a commercial weather

https://www.nyiso.com
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service, providing real-time weather information (https://www.wunderground.com).
The data-set is analysed using various graphical and statistical metrics to understand
the hidden patterns of the non-stationary load and for identifying the appropriate
parameters impacting the load profiles.

(A) Data Analysis and Parameter Identification

The correlation between the average daily temperaturewith the load for theNewYork
(NYC) load zoneof theNYISOfor the year 2014 is shown inFig. 1. It clearly indicates
that the variation in load consumption is very sensitive to changes in temperature.
Hence, the inclusion of temperature as one of the forecasting parameters would
reduce forecast errors.

Figure 2 depicts the positive impact of increased average humidity on the load
consumption behaviour of New York City. So, humidity has also been considered as
an important factor influencing the load demand.

Another prominent aspect that affects the daily load curve is the calendar data.
To understand this aspect, the load curves of all the Mondays and Sundays of two
consecutive months are presented in Figs. 3 and 4. The figures indicate that the load
curve patterns of a particular day and its similar days are quite similar. This similarity
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Fig. 3 Daily load curves of NYC 2014 January and February Mondays
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Fig. 4 Daily load curves of NYC 2014 January and February Sundays

is also understood using statistical metric. The statistical index of the percentage of
the standard deviation of a particular day’s hourly loadwith respect to its 24-h average
load is quite close for days with similar day types and distinct for the continuous
days of the week as given in Table 1. The time zone for the similar day’s selection is
dictated by the seasonal changes.

Table 1 Statistical metrics of full week and similar days

Week days % SD Saturdays % SD Sundays % SD Mondays % SD

January 1 8.53 January 4 8.50 January 5 9.87 January 6 14.10

January 2 7.47 January 11 9.30 January 12 10.75 January 13 14.69

January 3 7.38 January 18 9.48 January 19 10.47 January 20 15.06

January 4 8.50 January 25 8.36 January 26 9.47 January 27 13.68

January 5 9.87 February 1 9.27 February 2 10.76 February 3 14.18

January 6 14.10 February 8 8.88 February 9 10.01 February 10 13.69

January 7 14.12 February 15 9.09 February 16 10.14 February 17 14.57



66 M. Babita Jain and V. G. Rao

4000

6000

8000

1 2 3 4 5 6 7 8 9 101112131415161718192021222324

Lo
ad

 in
 M

W

Hours of the day

01-01-2014 25-12-2013 18-12-2013
11-12-2013 04-12-2013 27-11-2013
20-11-2013 13-11-2013 06-11-2013

Fig. 5 Daily load curves of 1 January 2014 and its similar days of NYC
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Fig. 6 Daily load curves of 1 January 2014 and weekends and anomalous days in the vicinity of
NYC

In the case of anomalous days, the data analysis needs a different approach. From
Fig. 5, it can be identified that the anomalous day’s (January 1—New Year Day,
Wednesday) load curve is different from the load curves of its previous two months
same day-type (Wednesdays) load curves. Figure 6 demonstrates close resemblance
between the load profiles of January 1 (anomalous day) and other anomalous days and
weekends in the similar time zone. This leads to the interpretation that any anomalous
day load curve is similar to the load curves of other anomalous days and weekends
during the similar time zone. This similarity is also observed in the statistical index
of the percentage of the standard deviation of the hourly load of a day with respect
to the 24-h average load for that given day. This index value of the anomalous day
is very close to the values of other anomalous days and weekends and is distinct for
its similar days (same day type) as given in Table 2. Therefore, a common similar
day selection criterion for the both normal and anomalous days would not generate
good forecast results.

The extensive data analysis has led to the appropriate parameter selection.Average
daily temperature and average daily humidity are identified as the weather param-
eters influencing the electrical load consumption and hence have been used in the
modelling of the proposed technique. The selection criterion for the normal days
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Table 2 Statistical metrics of anomalous days w.r.t similar days and weekends, anomalous days

Date Weekend and anomalous days % SD Date Similar day % SD

01-01-2014 Wednesday 8.531 01-01-2014 Wednesday 8.531

29-12-2013 Sunday 8.990 25-12-2013 Wednesday 8.789

28-12-2013 Saturday 8.871 18-12-2013 Wednesday 7.475

25-12-2013 Wednesday 8.789 11-12-2013 Wednesday 7.553

22-12-2013 Sunday 9.087 04-12-2013 Wednesday 8.139

21-12-2013 Saturday 8.895 27-11-2013 Wednesday 8.100

15-12-2013 Sunday 8.327 20-11-2013 Wednesday 8.079

is based on the similar day-type criterion and for anomalous days is based on the
weekends and other anomalous day’s similarity criterion as discussed earlier.

(B) Data-set Dynamics

For testing and validation purpose, the proposed model considers a five years real-
time hourly load data of the NYISO. It is one of the seven ISOs serving two-
thirds of the US electrical load. The NYISO control area is divided into eleven
load zones known as follows: Capital, Central, Dunwoody, Genesee, Hudson Valley,
Long Island, Mohawk Valley, Millwood, New York City (NYC), North and West as
shown in Fig. 7.

The entire NYISO load control area has been divided into seventeen different
weather stations, namely Albany (ALB), Watertown (ART), Binghamton (BGM),
Buffalo (BUF), Elmira (ELM), White Plains (HPN), Islip (ISP), JFK Airport (JFK),
LaGuardia Airport (LGA), Massena (MSS), Monticello (MSV), Plattsburgh (PBG),

Fig. 7 New York control area electrical load zones
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Table 3 Mapping of the NYISO load zones weather data with the weather stations weather data

Load zones Weather stations Station weights

West Buffalo, Elmira and Syracuse 0.91 * BUF + 0.05 * ELM + 0.04 *
SYR

Genesee Elmira, Rochester and Syracuse 0.05 * ELM + 0.85 * ROC + 0.1 *
SYR

Central Binghamton, Elmira, Syracuse and
Watertown

0.23 * BGM + 0.14 * ELM + 0.55 *
SYR + 0.09 * ART

North Plattsburgh 1 * PBG

Mohawk Valley Binghamton, Massena, Monticello,
Utica and Watertown

0.2 * BGM + 0.17 * MSS + 0.13 *
MSV + 0.35 * UCA

Capital Albany, Binghamton, Plattsburgh,
Poughkeepsie and Utica

0.76 * ALB + 0.03 * BGM + 0.05 *
PBG + 0.06 * POU + 0.1 * UCA

Hudson Valley Newburgh, Poughkeepsie, White
Plains and Albany

0.68 * SWF + 0.27 * POU + 0.04 *
HPN + 0.02 * ALB

Millwood White Plains 1 * HPN

Dunwoody White Plains 1 * HPN

New York City JFK Airport and LaGuardia Airport 0.21 * JKF + 0.79 * LGA

Long Island Islip 1 * ISP

Table 4 Data-set division S. No. Period Data-set

1. 01-01-2011 to 31-12-2012 History data-set

2. 01-01-2013 to 31-12-2015 Test data-set

Poughkeepsie (POU), Rochester (ROC), Newburgh (SWF), Syracuse (SYR) and
Rome (RME/UCA). The required weather parameters’ data is not directly available
for eleven load zones of the NYISO. It is obtained by mapping the weather data of
seventeen weather stations of NYISO as given in Table 3 (dayahd_schd_mnl.pdf, at
https://www.nyiso.com).

The data-set of five years is divided into two parts: part one is the history data-set
and part two forms the test data-set. The spread of each data-set is given in Table 4.

4 Model Architecture

The hybrid short-term load forecasting model proposed in the paper has a novel
two-tier architecture as shown in Fig. 8. In the first tier, the input data-set is extracted
from the history data-set and the K-means clustering algorithm is applied to cluster
the input data-set (which includes the forecast day vector) into a pre-defined ‘K’
number of cluster subsets. The clustering is based on the similarity of the weather
parameter metrics. In the second tier, the weights of the Euclidean distance norm

https://www.nyiso.com
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are calculated for the forecast cluster subset (cluster subset consisting the forecast
day)—‘Cf ’. The weighted Euclidean distance norm is then applied to ‘Cf ’, and five
very similar day profiles of the forecast day are obtained. Finally, the hourly load
forecast is obtained by averaging the hourly load values of the five similar days. In
entirety, themodel clusters the daily load profiles of the input data-set into ‘K’ cluster
subsets and then the identified ‘Cf ’ is narrowed down using the weighted Euclidean
distance measure to forecast the hourly loads. The detailed architecture of the model
is explained below.

(A) History Data-set:

Based on the detailed data analysis, the hourly load, average daily temperature and
humidity and day-type values have been taken as the dimensions of the history
data-set as given in Table 5.
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Table 5 History data-set
dimensions

S. No. Parameter Detailed description

1 L Hourly load

2 Tavg Average daily temperature

3 Havg Average daily humidity

4 Dt Day type

Table 6 Day-type codes S. No. Day Forecast
day-type code

Input data-set
day-type code

1 Sunday 000 000

2 Monday 001 001

3 Tuesday 010 010

4 Wednesday 011 011

5 Thursday 100 100

6 Friday 101 101

7 Saturday 110 110

8 Anomalous Day 111 111, 110 and
000

(B) Tier-One Details:

1. Input Data-set Generation

The initial stage of the tier one is the building of the input data-set for the clustering
algorithm. The input data-set consists of the average daily temperature and humidity
values of forecast day and its preceding 110 similar days extracted from the history
data-set (Table 3). The similar day selection criterion is different for normal and
anomalous days and is given in Table 6. The general form of the input data-set vector
is given by (1).

LV j = {
Tavg j , Havg j

}
for j = 1, 2, . . . , 111 (1)

2. K-means Clustering

Once the input data-set is generated, the splitting of the input data-set into subse-
quent cluster subsets is done by the popular K-means clustering algorithm. The ‘K’
initial cluster subset centroids are randomly generated from the input data-set. The
algorithm implements an iterative grouping of data that meets a specified criterion
into fixed number of cluster subsets, followed by:

(a) Assignment of data vectors:

In this step, each data vector ‘LV j ’ is linked to its closest centroid ci, based on the
squared Euclidean distance measure as per (2).
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argminci∈Cdist
(
ci ,LV j

)2
(2)

where dist
(
ci ,LV j

)2
is the standard Euclidean distance measure.

(b) Updating of centroids:

In this step, the cluster centroids are re-calculated by taking the mean of all data
vectors linked to that centroid’s cluster subset given by (3).

ci = 1

|Si |
∑

LV j∈Si
LV j (3)

Si is the set of data vectors assigned to ith cluster centroid. The algorithm iterates
between steps ‘a’ and ‘b’ until no data vector further changes the previously assigned
clusters.

(C) Tier-Two details:

After splitting the input data-set into cluster subsets in the tier one, the forecast
cluster ‘Cf ’ is identified and its weights for the weighted Euclidean distance norm
are determined by least square method based on the regression model given by (4).

Lt
avg = Lt−1

avg + w1T
t
avg + w2H

t
avg (4)

where Lt
avg is the average daily load of the current day Lt−1

avg is the average daily load
of the previous day, T t

avg is the average temperature of the current day, and Ht
avg is the

average humidity of the current day of forecast cluster load vectors. The forecast day
vector is not used for the weights calculation. The selection of the five similar load
vectors to the forecast day from ‘Cf ’ is done on the basis of the weighted Euclidean
distance norm given by (5).

ED =
√
W1

(
�Tavg

)2 + W2
(
�Havg

)2
(5)

where �Tavg = Tavg f − T c
avg and �Havg = Havg f − Hc

avg and Tavg f and Havg f are,
respectively, the average temperature and humidity of the forecast day, T c

avg and Hc
avg

are the average temperature and humidity of the other five similar days of the forecast
cluster subset, and w1,w2 are the calculated weights of Cf .

The 24-h ahead hourly load forecast L(t) is given by averaging the hourly loads
of the selected five similar days as in (6).

L(t) = 1

5

[
5∑

i=1

Lk
i (t)

]

for k = 1, 2, . . . , 24 (6)
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5 Simulation Results

The short-term load forecasting using the proposed technique has been done for all
the eleven load zones of NYISO. The STLF results of all day types of the four seasons
(winter, spring, summer and fall), spanning over a period of three consecutive years
(2013–2015) are used to validate the performance and robustness of the proposed
architecture. Mean absolute percentage error (MAPE) has been taken as the perfor-
mance measure. MAPE is the deviation of the load forecasts from the actual load
values as defined in (7).

MAPE = 1

N

N∑

i=1

∣∣Pi
A − Pi

F

∣∣

Pi
A

× 100 (7)

‘PA’ and ‘Pf ’ are the actual and forecast values of the hourly load, and ‘N’ is the
number of the hours of the day, i.e. 24.

The results obtained have been validated against the load forecasting results
obtained by the NYISO load forecasting model used for the real-time load fore-
casting. The NYISO model is based on the techniques of artificial neural network
and statistical regression to forecast the hourly load of the current day and the next six
days using the historical load, temperature, dew points, cloud cover and wind speed
information. The results corresponding to the MAPE indicate a better forecasting
accuracy of proposed model in comparison with the NYISO real-time forecasting
model.

As it is difficult to present the forecasting results of all the zones, the results of
six representative zones as shown in Fig. 7 are presented in this section. These six
representative zones of NYISO selected for result analysis have distinctly varying
geographic, demographic and meteorological features. The result analysis of the
anomalous days load forecasts is also limited to six selected anomalous days listed
in Table 7.

Although Sunday to Saturday, all the seven days as treated as unique days in
the proposed model, the results are presented only for four day types ranging from
Saturday to Tuesday because of their distinct load profiles. The load patterns of days
from Wednesday to Friday are assumed to be similar to Tuesday, since all the four

Table 7 Selected anomalous days and dates of NYISO for 3 years

S. No. Anomalous day 2013 2014 2015

1 New Year January-01 January-01 January-01

2 Martin Luther King Jr. Day January-21 January-20 January-19

3 Lincoln’s Birthday February-12 February-12 February-12

4 Independence Day July-04 July-04 July-03

5 Columbus Day October-14 October-13 October-12

6 Veterans Day November-11 November-11 November-11
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days belong to weekdays category. Monday is also a weekday but its results are
shown since it follows a slightly different load pattern as it follows a holiday. The
actual and forecasted daily average loads, daily average temperature and humidity
and the mean absolute percentage error values of the hourly load forecasts of the
proposed clustering andweighted Euclidean distance (clustering–WED) norm-based
technique and the NYISO real-time forecasting technique for the considered time
zone of Genesee load area are given in Table 8. As can be observed from the results
in nearly 90% of the cases, the proposed technique’s forecasting accuracy is better
than the NYISO’s real-time load forecasting accuracy. It is significant to note that
the MAPE values are less than 3% in most of the cases.

Table 9 presents the comparative result analysis of all seasons yearly average
MAPE of six representative load zones of NYISO for the considered 3-year period.
The results of the proposed model are more accurate compared to the NYISO model
for most of the zones. For the New York City load zone, the NYISO load forecasts
have an edge over. Nevertheless, the MAPE values of the proposed model are well
within 3%, which happens to be the permissible error limit for good forecasts. The
forecast errors for the Capital load zone are shooting above 3% but still are better in
comparison with the NYISO actual forecast results.

The anomalous days (Table 7) load forecasting also has been done using the
proposed technique. The improvement in the performance accuracy in the anomalous
day load forecasts of the proposed technique against the actual load forecasts of the
NYISO forecasting technique for the six representative zones can be seen in Fig. 9.

The results show an improvement in the quality of forecasts for most of the zones.
The forecast errors for the Capital load zone are slightly above 3% but are still less
in comparison with the NYISO actual forecast results.

6 Conclusions

The salient aspects of this research are the hybridmodel combining the clustering and
weighted Euclidean distance norm; uniqueness followed in the similar day selection
criterion; inclusion of the quantitative variables (weather and load) and the qual-
itative variable (day type) in the model without any complex formulation; model
implementation considering the NYISO real-time load data; and its validation for all
terrains, seasons and day types, including the anomalous days.

Themodel synthesis is based on a detailed data analysis performed using graphical
and statistical correlation measures for understanding the load dependency on the
calendar and weather parameters. The data analysis suggests a distinct similar day-
type selection criterion for the anomalous day load forecasting, which is the most
difficult part of the STLF.

For the real-time load forecasting application, the proposed model first generates
the input data-set from the history data-set using the day-type similarity criterion.
Similar days of the forecast day are then grouped into a forecast cluster by clustering
the input data-set using the weather parameter similarity. The hourly loads of the
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Table 9 Clustering–WED and NYISO comparative yearly all seasons average MAPE of six
representative load zones of NYISO for 3 years (2013–2015)

S. No. Year Load zone Clustering–WED yearly all
seasons average MAPE (%)

NYISO yearly all seasons
average MAPE (%)

1 Y2013 Capital 4.111 4.597

2 Central 3.152 5.618

3 Genesee 2.970 4.225

4 Hud VI 3.531 4.689

5 NYC 2.641 1.736

6 West 2.887 2.898

7 Y2014 Capital 3.402 4.185

8 Central 2.931 5.733

9 Genesee 2.970 4.021

10 Hud VI 3.556 4.561

11 NYC 2.865 1.763

12 West 2.381 3.072

13 Y2015 Capital 4.259 4.766

14 Central 2.399 5.758

15 Genesee 2.945 3.979

16 Hud VI 3.625 5.274

17 NYC 2.701 2.000

18 West 2.417 2.968
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Fig. 9 Clustering–WED and NYISO comparative 3 years (2013–2015) average MAPE of six
representative holidays of six representative load zones of NYISO

forecast day are obtained by applying the weighted Euclidean distance measure to
the forecast cluster.

The results of the proposed clustering and weighted Euclidean distance norm-
based model are compared with the traditional neural network-based model imple-
mented by the NYISO for real-time forecasts. The results obtained by the proposed
model in the form of mean absolute percentage error averaged through a year are less
than 3.0% for most of the zones. The NYISO real-time forecasting technique results
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are not close to 3.0% in many cases. Since the clustering–WED technique generates
accurate forecasts in all terrains, seasons and day types (also for anomalous days), it
can be said that this paper contributes positively to the solution of the STLF problem.
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Wavelet-Based Algorithm for Fault
Detection and Discrimination
in UPFC-Compensated Multiterminal
Transmission Network

J. Pardha Saradhi, R. Srinivasarao, and V. Ganesh

Abstract As interconnected power system transmission line systems are more
complex in evaluating system performance, and adding FACTS devices in the power
system requires more attention in the analysis. Nowadays FACTS devices play a
major role in improving the performance of transmission lines. The evaluation of
dynamic behavior during transient conditions is becoming a great difficulty, particu-
larly, for larger networks.Wavelet analysis will give the entire system performance at
any part of the system. This paper mainly concentrates on fault detection and its clas-
sification ofmultiterminal networks. It also gives a critical evaluation of nine zones of
performance under different fault conditions. Wavelet-based analysis in the presence
of UPFC (unified power flow controller) by using Bior 1.5 has been performed. The
performance of multiterminal transmission networks with and without controllers
under different fault conditions has been estimated.
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1 Introduction

Because of environmental and energy concerns it is very difficult to construct new
transmission lines and generation. So instead of constructing new systems, it is
essential to increase power transfer capability using existing systems. In order to
meet the needs of power transfer it is more important to control the power flow
in transmission lines. In addition to this, FACTS devices play a major role in the
transmission system. As they are utilized to control the power flow and to change
power system parameters. The parameters like line impedances, bus voltages, and
phase angles of the power system can be regulated bymeans of using FACTS devices
such as STATCOM, SVC, SSSC, and UPFC. FACTS devices also have the ability
to decrease the generation cost, increasing transmission capacities, and improve the
stability and security of power systems. The transient and steady-state components
of voltage and current signals are affected by compensating devices during fault
conditions. These signals will create problems with relay functioning.

The identification and classification of transmission line faults with FACTS
devices is a very difficult task. In [1], current and voltage signals are used to find
the fault location. But the fault type and the phase in which fault occurs are not
reported. In [2], an adaptive Kalman filtering approach is proposed for protecting
uncompensated power distribution networks. In [3], an advanced series compen-
sators for compensated transmission systems is employed. But the limitation Kalman
filtering is the requirement of a number of different filters to complete the task and
also the fault resistance cannot be modeled. Neural networks are applied in [3–5]
for pattern recognition but they need large training time and large data and design
of a new neural network are needed for each transmission line. In [1–5] different
methods based on support vector machines fuzzy logic systems, TT transform, S
transform, and wavelet transform are proposed. In these attempts the classification
and identification of faulted section is done in a transmission line compensated by
TCSC protected bymetal-oxide varistor (MOV) or transmission line compensated by
series capacitors protected by metal-oxide varistor (MOV) or compensated by both
the above-mentioned approaches. The advantage of post fault current and voltage
samples are taken from both ends of the line and build a recursive optimization algo-
rithm to identify the fault distance in a transmission line with a series FACTS device.
But there is no need of the FACTS device model in this algorithm and it can able to
locate the fault without mentioning the type of fault.

According to [6] Power quality conditions and the impact of FACTS devices can
be analyzed by using wavelet analysis more effectively. In [7] fault identification
in the presence of FACTS devices is obtained by using fuzzy wavelet approach.
In [8], wavelet-based entropy algorithm method is applied to find the fault in the
presence of FACTS devices has been discussed, the effectiveness of the wavelet
entropy algorithm has been checked. In [9], protective gear response is analyzed by
using wavelets, which have been discussed.



Wavelet-Based Algorithm for Fault Detection … 81

The UPFC consists of both STATCOM and SSSC which are connected with
a common DC link, which allows the bidirectional flow of real power between
series output terminals of SSSC and the shunt terminals of the STATCOM. This
work performed with UPFC. Protective schemes design in presence of multiter-
minal network with UPFC is more difficult nowadays. This paper uses Bior 1.5 as a
mother wavelet to perform both fault identification and compensation evaluation in
the presence of UPFC.

2 Wavelet Transform

A wavelet analysis is nothing but the expansion of functions by means of wavelets,
which are created in the form of dilations and translations of a fixed function known
as mother wavelet. A mother wavelet is an oscillatory function which has some finite
energy and zero average value. It is possible to obtain time and frequency information
of a signal using wavelet transform when compared with fourier transformation,
which can give only frequency information.

Wavelet transform provides an effective time-frequency representation of signals.
All basis functions are formed by shifting and scaling of “mother” wavelet function
ψ(t) ∈ L2(R)

ψm,n(t) = 2− m
2 ψ

(
2−mt − n

)
m, n ∈ Z (1)

Signal f (t) ∈ L2(R) can be then represented as

f (t) =
∑

m

∑

n

dm,nψm,n(t) (2)

where dm,n are spectral wavelet coefficients

dm,n = 〈
f (t), ψm,n(t)

〉
(3)

For discrete signals f (k) ∈ L2(Z) gives similar results and its equivalent
transform is called Discrete Wavelet Transform (DWT).

3 Flowchart for Fault Identification

3.1 Algorithm

Step 1: Initiate Ia1, Ib1, Ic1 … Ia9, Ib9, Ic9 at all zones.
Step 2: Obtain detailed coefficients at each bus number 1, 2, 3, 4, 5, 6, and 7.
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Step 3: Obtain fault index value at each Bus.
Step 4: Highest values fault index in the zone indicate the fault in that Zone.
Step 5: Highest Value in the particular phase will give the faulty phase where Fault

occurs.

Fig. 1 Flow chart for fault identification
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3.2 Flow Chart

4 Test System

4.1 Test System Data and Its Associated Parameters

5 Simulation Results and Analysis

The test system consists of nine zones and seven buses. The length of each zone
is shown in the figure. It has five number of DG s and two number of utility grid
sources connected. The proposed multiterminal system is operated with 220 kV,
50 Hz. The behaviour of the system is analyzed by using Bior 1.5 mother wavelet
detailed coefficients has been calculated and then some of the detailed coefficients
have been obtained. Fault analysis carried with the help of wavelet multiresolution
analysis for the proposed system with and without UPFC. The performance of the
system is studied during line to Ground (LG), Line-Line to Ground (LLG) and Line-
Line-Line toGroundFault (LLLG) at each zone. Coefficients are drawn and tabulated
at each bus. Variation of fault index in each bus has analyzed. The analysis also made
for different fault inception angles (FIA) and at different distances.

Network during LG Fault in Zone-2, as it has 25 km length, fault analysis has
done at different distances and for different fault inception angles. From Table 3 it

Fig. 2 One line diagram of a test system
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Table 1 Test system data

Description System parameters

Source of supply Source 1: Rated voltage (Vrms) = 400 kV; phase angle of phase
A (degrees): 20.2; 3-phase short-circuit level at base voltage(VA):
900 MVA, X/R ratio: 10

Source 2: Rated voltage (Vrms) = 400 kV; phase angle of phase
A (degrees): 20.2; 3-phase short-circuit level at base voltage (VA):
900 MVA, X/R ratio: 10

Distributed generators (DG) Generator (DG1): Rated power = 189 MVA
Line-to-line voltage = 33 kV

Generator (DG2): Rated power = 50 MVA
Rated voltage (Vrms) = 33 kV

Generator (DG3): Rated power = 200 MVA
Rated voltage (Vrms) = 110 kV

Generator (DG4): Rated power = 200 MVA
Rated voltage (Vrms) = 110 kV

Generator (DG5): Rated power = 150 MVA
Rated voltage (Vrms) = 33 kV

Transformer Transformer 1: Nominal power = 900 MVA
400/220 kV

Transformer 2: Rated power = 200 MVA
33/220 kV

Transformer 3: Rated power = 100 MVA
33/220 kV

Transformer 4: Rated power = 100 MVA
33/220 kV

Transformer 5: Rated power = 200 MVA
400/220 kV

Transformer 6: Rated power = 200 MVA
110/220 kV

Transformer 7: Rated power = 150 MVA
33/220 kV

Loads Load 1: 100 MW
Load 2: 25 MW
Load 3: 125 MW
Load 4: 200 MW
Load 5: 100 MW

Table 2 Wavelet information
and its associated parameters

Mother wavelet Bior 1.5

Analyzed information Detailed coefficients of currents
at each bus and zones

Sampling frequency 180 kHz

Actual frequency 50 Hz

Number of samples for cycle 3600
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Table 3 LG Fault on Transmission line in Zone-2 without UPFC

FIA 20° 40° 60° 80°

Zones/Phases Distance (km)

Zone-1: Phase a 36 1338.427 1342.89 1269.112 1218.884

72 904.6976 891.4416 935.5863 942.6535

108 1011.985 943.1618 956.172 940.1689

144 982.827 838.4148 836.1602 764.5347

180 921.3867 707.8778 711.8673 644.8466

Zone-1: Phase b 36 1289.998 1295.932 1250.634 1236.385

72 899.4311 895.4739 804.5511 923.5474

108 967.2835 947.2077 825.1693 921.0753

144 938.1209 842.4705 705.167 745.4413

180 876.7148 711.9523 580.876 553.6225

Zone-1: Phase c 36 181.0136 140.0609 138.8364 148.4208

72 180.9751 140.0552 138.8456 148.3838

108 180.944 139.9693 138.7754 148.3702

144 180.9424 139.9916 138.8042 148.3896

180 180.8912 139.9425 138.7891 148.3927

Zone-2: Phase a 5 5325.777 5942.902 6243.144 5881.985

10 5286.246 5137.983 5927.662 6138.758

15 4267.901 4297.411 5157.559 5000.209

20 4161.902 4134.042 4384.349 4342.504

25 3714.04 4040.369 4301.715 4074.849

Zone-2: Phase b 5 602.9014 532.8588 545.8582 520.0408

10 403.5135 301.5525 280.0188 237.335

15 226.4366 237.8998 189.8426 162.5452

20 324.162 227.6833 103.7549 103.3488

25 313.8367 362.1852 292.0248 357.6616

Zone-2: Phase c 5 609.0574 532.6295 554.8663 533.1901

10 410.0847 306.9752 265.8487 243.2796

15 241.3625 244.8704 192.8621 145.0435

20 323.5173 223.5398 102.1582 102.1004

25 313.1021 359.939 284.5708 354.1224

Zone-3: Phase a 4 232.0681 156.3246 190.3034 141.1947

8 360.2451 296.6683 273.1152 199.9896

12 302.7981 237.6175 167.804 148.7093

16 690.8967 523.5822 389.8835 319.3736

20 502.1092 769.6736 657.1128 706.9336

(continued)
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Table 3 (continued)

FIA 20° 40° 60° 80°

Zones/Phases Distance (km)

Zone-3: Phase b 4 88.58852 104.1699 64.67646 52.09059

8 109.1919 110.9402 115.9707 120.0759

12 115.2178 136.103 146.1664 160.5939

16 238.9 179.2664 175.1665 194.2011

20 321.4526 342.6262 281.8157 314.3333

Zone-3: Phase c 4 83.82115 104.6752 60.75328 47.86299

8 110.8297 110.1213 120.3456 122.1523

12 120.4266 137.1244 143.6077 157.0114

16 238.5705 180.0519 173.4791 192.4714

20 329.9034 345.9209 290.1367 317.3911

Zone-4: Phase a 7 532.6241 348.9311 306.3755 231.5944

14 453.5099 436.2159 401.0555 414.4105

21 504.0367 374.652 220.8545 263.5287

28 504.1185 460.9027 390.3962 270.782

35 470.6284 457.345 489.7008 459.9936

Zone-4: Phase b 7 116.3134 95.57828 84.63895 95.03919

14 157.872 99.26329 140.6984 161.0165

21 193.4907 214.9099 198.6255 113.5626

28 181.0133 177.6535 193.5296 246.8691

35 469.7538 417.0691 341.1754 321.499

Zone-4: Phase c 7 112.0267 95.78919 88.52096 99.66043

14 150.6757 96.09216 129.4061 153.7648

21 176.6552 199.805 184.1064 92.92766

28 167.3412 173.1193 188.3263 247.5583

35 473.4147 411.2601 356.2149 326.3267

Zone-5: Phase a 28 385.0973 431.6954 424.9349 421.1367

56 352.2491 397.267 379.3608 376.8893

84 323.4669 372.754 362.7732 371.6509

112 288.2593 333.1941 357.6824 377.2478

140 289.3428 308.4371 348.8621 371.407

Zone-5: Phase b 28 452.928 514.9861 403.4833 465.1621

56 423.5847 480.5515 383.8425 446.8402

84 391.2431 456.0335 374.2237 448.576

112 357.3886 420.3918 359.4948 440.6106

140 338.5571 391.7091 330.9635 418.9813

(continued)
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Table 3 (continued)

FIA 20° 40° 60° 80°

Zones/Phases Distance (km)

Zone-5: Phase c 28 151.6729 102.0236 56.68258 116.5944

56 151.6744 102.0308 56.68669 116.589

84 151.6738 102.0231 56.68036 116.5966

112 151.6677 102.0247 56.68228 116.5964

140 151.6595 102.0238 56.68666 116.6045

Zone-6: Phase a 5 355.8378 284.2098 308.5839 302.9133

10 509.6473 387.7858 376.2189 351.3724

15 481.2672 446.2837 371.9514 271.2653

20 310.0239 374.683 324.5667 250.4457

25 569.2888 452.3076 469.2662 497.2072

Zone-6: Phase b 5 104.7985 128.8168 164.0042 120.6892

10 190.4917 149.4466 134.8459 137.1325

15 171.6198 158.6567 190.097 180.7123

20 270.3092 244.7032 195.9436 186.5358

25 308.7939 336.5116 247.2021 238.5889

Zone-6: Phase c 5 119.6787 137.403 165.1748 129.3649

10 185.7285 147.3814 140.9089 134.4484

15 168.5095 158.5218 185.2016 172.2422

20 254.5742 231.4679 196.2573 189.7845

25 312.7276 348.5701 248.339 242.7853

Zone-7: Phase a 4 278.0128 194.5997 161.7302 136.9156

8 242.1587 155.9738 99.49957 120.2239

12 244.2018 216.4986 137.322 125.3612

16 184.5326 191.2894 201.3837 195.461

20 192.6291 256.2483 249.8618 166.0997

Zone-7: Phase a 4 141.53 125.3897 85.27911 70.59581

8 99.79442 113.4803 81.65146 86.89787

12 167.7856 128.9359 119.7982 86.10992

16 188.6617 162.9766 145.5651 127.8336

20 116.9862 163.2054 117.2235 130.4735

Zone-7: Phase a 4 142.0019 121.6928 85.24108 80.73674

8 93.55404 112.1002 84.97488 85.07737

12 170.7214 129.9813 119.1516 90.27449

16 185.6097 155.0026 145.6415 135.3789

(continued)
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Table 3 (continued)

FIA 20° 40° 60° 80°

Zones/Phases Distance (km)

20 123.6192 166.6737 119.1306 142.1886

Zone-8: Phase a 4 1262.262 914.7941 1040.59 876.7483

8 633.5293 633.4484 484.4508 478.497

12 270.7869 274.7676 287.1616 269.3898

16 372.8416 299.9607 187.8446 148.8582

20 253.2181 258.3597 161.5231 250.8802

Zone-8: Phase b 4 738.9016 673.0562 616.0363 555.1654

8 392.3671 290.8112 294.6176 266.7699

12 128.0366 146.1465 145.7985 137.6743

16 215.2371 177.3551 121.2848 111.7129

20 148.8235 146.2723 135.7855 112.5016

Zone-8: Phase c 4 735.027 674.8348 610.1455 546.1279

8 396.8299 295.9845 306.9234 264.4856

12 132.1732 153.2031 152.1422 140.4799

16 219.4116 181.2726 128.3871 117.422

20 128.1035 130.2623 131.6589 105.929

Zone-9: Phase a 2 132.6797 103.8587 70.43439 82.68666

4 126.2682 146.5265 116.1063 105.7688

6 137.5003 128.1309 137.8318 94.23266

8 117.4956 131.7681 121.1288 96.63817

10 205.9835 103.1875 156.1563 119.3873

Zone-9: Phase b 2 50.86305 48.82548 42.18174 32.93884

4 65.52933 63.07304 89.25785 64.62524

6 107.8587 83.47089 79.89563 73.69413

8 86.14352 84.50055 81.96124 71.09258

10 92.11515 84.19993 81.10193 61.95255

Zone-9: Phase c 2 47.86158 48.32959 42.6038 30.40071

4 67.15565 65.79728 89.63213 61.88395

6 105.6843 82.48872 80.09079 70.90748

8 83.99967 82.97947 82.16567 72.39437

10 88.53601 81.7753 76.01193 62.87167
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Fig. 3 Variation of fault index in all the zones without UPFC and AG fault in zone-2

is evident that coefficients are high in Zone-2 in phase A. The impact of Fault in
Zone-2 is high, coefficients are high for phase A, Hence the fault is of LG type.

From Fig. 3 it clearly represents that the Fault Index value is high for Zone-2 and
for Phase A. The compensation of fault can be partly achieved by connecting UPFC
in between Zone-2 and Zone-3. Wavelet multiresolution analysis is performed by
connecting UPFC between zone-2 and zone-3. The coefficients are taken at all the
zones and buses. Loads 1, 2, 3, 4 & 5 are connected at Primaries side of DG’s 1, 2,
3, and 4, which are not actually shown in one line diagram.

The compensation of fault current at Zone-2 has been shown clearly. For example,
the detailed coefficient vale for AG fault at Zone-2 is at 800 is 6243.144, whereas its
value is compensated to 4539.152. Thus UPFC has a considerable effect on Zone-2.
Similarly, the coefficients during LG fault at FIA of 20° and at a distance of 5 km
are at phase A, phase B, Phase C is 5325.777, 602.9014, 609.057, which shows this
value is highest in Phase A. Therefore, it is an LG Fault (Fig. 4).

Figure 5 represents three variations of fault index due to LG Fault in Zone-2
without connecting UPFC. For understanding purpose variation of index values at
Bus-1, 2, 3, and 7 have been shown. One phase current got increased much, which
can be observed from the diagram.

For understanding purpose variation of index values at Bus-1, 2, 3, and 7 have
been shown. Two-phase currents got increased much, which can be observed from
Fig. 6 (Fig. 7).
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Fig. 4 Variation of fault index in different zones with UPFC and AG fault in zone-2

Figure 8 represents three the phase variations of fault index due to LLG Fault in
Zone-2 with connecting UPFC. For understanding purpose variation of index values
at Bus-1, 2, 3, and 7 have been shown. Two-phase currents index values variation at
different buses has been analyzed, which can be observed from the diagram (Table 4).

Table 5 represents with the sum of detailed coefficients with LLLG in Zone-6,
which clearly shows the impact of three-phase fault in Zone-6, the coefficients got
increased. As UPFC is connected between Zone-2 and Zone-3, it has an impact on
all the zones. The impact of UPFC on Zone-6 due to LLLG fault on Zone-6 can be
tabulated in Table 4 (Table 6).

The impact also can be seen for different angles i.e., Fault inception angles. For
understanding purposes, only one zone has been shown. Figure 10 represents the
impact of UPFC on Zone-6 and Zone-7. From the above figures and tables, It is
evident that interconnected networks there is an impact of fault in any Zone reflects
fault current on other zones also. At the initial stage by applying fault at each zone,
analyzed the detailed coefficients. The fault impact is high in the zone where the
fault occurs, whereas there is an impact on other zones. This paper uses UPFC as a
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Fig. 5 Variation of fault index at buses 1, 2, 3, 7 due to LG fault in zone-2 without UPFC

Fig. 6 Represents three
variation of fault index due
to LLG fault in zone-2
without connecting UPFC
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Fig. 7 Variation of fault
index at bus 3, 7 due to LLG
fault in zone-2 with UPFC

Fig. 8 Variation of effective coefficients of LG fault in zone-2 from terminal-6

compensating device. Even though UPFC is connected between Zone-2 and Zone-3.
The fault currents are compensated up to a certain limit, therefore fault current has
an impact on other zones too in presence of UPFC (Figs. 9 and 10).

6 Conclusions

The evaluation of dynamic behavior during transient conditions has been studied
for multiterminal network. Wavelet analysis will give the entire system performance
at any part of the system. This paper mainly concentrates on fault detection and
its classification of multiterminal networks. It also gives a critical evaluation of
nine zones of performance under different fault conditions. The performance of
multiterminal transmission networks with and without UPFC under different fault
conditions has been estimated. This algorithm successfully analyzed the different
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Table 4 LG Fault on Transmission line in Zone-2 with UPFC

FIA 20° 40° 60° 80°

Zone-s/Phases Distance (km)

Zone-2: Phase a 5 4091.516 4920.359 5305.573 4539.152

10 3914.136 4437.367 4778.623 4298.473

15 3655.694 4091.654 4365.893 3974.26

20 3404.021 3831.482 4033.917 3669.852

25 3210.693 3636.321 3784.54 3429.58

Zone-2: Phase b 5 49.24836 35.88597 23.73107 25.81357

10 30.64287 29.26032 22.79283 20.67209

15 24.35378 17.32852 12.20013 18.5182

20 62.90602 43.49543 42.31739 33.72605

25 21.96338 19.1193 13.27504 15.52662

Zone-2: Phase c 5 47.61342 30.67786 30.75633 31.71313

10 36.30296 28.69022 27.67097 23.68694

15 21.05736 16.59344 19.5321 19.12578

20 58.38437 42.06938 44.91864 34.02227

25 21.49128 11.32597 15.00123 15.51111

Table 5 LLLG Fault on Transmission line in Zone-6 without UPFC

FIA 20° 40° 60° 80°

Zone-s/Phases Distance (km)

Zone-6: Phase a 5 3796.282 4681.449 5474.372 4144.664

10 4824.178 4738.143 4644.604 4811.901

15 4561.506 4749.508 4678.542 5166.384

20 4307.706 5037.11 4611.306 4993.97

25 4203.645 4586.955 4725.963 4972.756

Zone-6: Phase b 5 5134.595 4438.365 3978.692 3829.604

10 5167.076 4423.533 3856.865 3841.574

15 5185.629 4470.881 3921.195 3926.038

20 5243.934 4500.099 3981.756 3971.895

25 5291.249 4555.34 4030.181 3991.938

Zone-6: Phase c 5 3696.025 3339.338 3293.723 4253.44

10 3879.838 2596.72 4352.824 4199.134

15 4545.749 3553.078 5023.077 4540.078

20 4572.546 4135.908 5219.165 4567.857

25 4640.83 3900.611 4771.929 4486.894
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Table 6 LLLG Fault on Transmission line in Zone-6 with UPFC

FIA 20° 40° 60° 80°

Zone-s/Phases Distance (km)

Zone-6: Phase a 5 3531.738 4833.433 4906.147 4210.159

10 3522.45 4771.164 4840.717 4206.845

15 2920.681 4001.9 4301.455 3937.241

20 2776.039 3269.824 3662.967 3705.497

25 2839.302 3291.158 3679.335 3702.119

Zone-6: Phase b 5 4699.737 4061.111 4130.061 3760.77

10 4633.304 3947.565 4114.084 3749.02

15 4725.281 3990.008 4126.915 3714.14

20 5060.88 4217.889 4246.952 3660.499

25 5447.277 4487.549 4430.945 3714.135

Zone-6: Phase c 5 2631.14 2913.362 4101.797 4427.076

10 2933.219 2947.628 4327.078 4594.922

15 3330.649 3040.203 4026.577 3976.125

20 4252.276 3195.382 3713.94 3083.504

25 5095.979 3896.149 4361.107 3567.025

Fig. 9 Variation of fault index LLLG fault in zone-6 without UPFC

Fig. 10 Variation of fault index LLLG fault in zone-6 with UPFC
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faults in all the zones. The proposed scheme is fast and accurate. Even it performs
well at different fault inception angles. The effectiveness of the system is obtained by
connecting UPFC between Zone-2 and Zone-3 has been evaluated more effectively.
Wavelet-based multiresolution analysis is applied to multiterminal interconnected
networks. Bior 1.5 is chosen as mother wavelet.
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Study of Fault Current
Limiter—A Survey

K. B. Yadav, Alok Priyadarshi, Shiv Shankar, and Vishal Rathore

Abstract The requirement of electric energy is gaining pace in day-to-day life.
Due to which, distributed energy source (DES) has been introduced in power sector.
But while connecting DES with the distribution network this will increase the fault
current level of the system [1]. Many protective devices like high impedance trans-
former, series reactor, switchgear, etc., are being used to limit the fault current which
make the system costlier, cause low dependability and reduced operational flexibility
[2]. As these devices are expensive, it is necessary to protect them from fault. A fault
current limiter (FCL) is an alternative and flexible means of standard protective
device, and it overcomes the problems occur due to increased fault current levels.
This paper focuses on different types of FCL and its application in power system
which are still in research.

Keywords High temperature superconductor · Superconducting FCL · Fault ride
through · Total harmonic distortion

1 Introduction

Dayby day, the requirement of electricity is increasing at a high rate, due to demand in
surplus to the supply. Higher the demand higher is the power transfer which creates
high fault current and increases the line losses which make the system unstable.
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Many conventional current limiting equipments like circuit breaker, fuse, trans-
former, series reactor, etc., are employed to limit the levels of fault current. A fuse
is a simple, small in size, and it can handle up to 200 KA, but it is undesirable as the
entire power system is shut down on the occurrence of fault, and we have to replace
the fuse manually every time. The issue while using the circuit breaker is that it
does not operate instantly. The future concern is that the existing circuit breakers
cannot interrupt the expected fault current levels. But these conventional devices
will cause some problems such as loss of power system, increase in cost and power
loss. These devices have large value of fault current, and these devices will activate
after passing initial 2 or 3 fault current cycles [3]. There are some other methods for
balancing the value of fault current such as by dividing the grid after the occurrence
of fault, multibus running or sequential network tripping. But these methods will also
create high power loss and lead to instability of the system. The stability and secu-
rity issues are resolved by the application of fault current limiter. Different types of
FCL are discussed in this paper which helps in limiting fault current levels and helps
in improving the dynamic behaviour of the system. This study presents a detailed
overview of superconducting and non-superconducting FCL applications in different
networks of the power system. Current limiters have been applied in both distribu-
tion and transmission networks. Therefore, this paper reviews the background of
FCL theoretically and its role in power system.

2 FCL and Its Benefits

The Kamerlingh Onnes a nobel laureate Dutch scientist discovered that the mercury
has superconductivity property [4]. The resistance of mercury disappeared as the
temperature decreases below certain level. Fault current limiter has the ability to
limit the fault current and enhance the system stability. The impedance of FCL is
high for fault condition whereas zero for unfaulted condition. FCL has the capability
to reduce level of fault current within the first cycle of fault current as shown in Fig. 1.
FCL is self-activating and limits fault current before first peak. FCL tolerant to a 5
cycle of fault current (100 ms).

2.1 Ideal Superconducting Fault Current Limiter [6]

An ideal FCL shows following properties:

• Under normal operation, it shows zero impedance in the system.
• When fault occurs, it inserts large impedance in the system.
• It operates within the first few cycles of the fault current.
• It returns to its normal state after limiting the fault current within the short interval

of time.
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Fig. 1 Current waveform during fault condition with FCL and without SFCL [5]

• It does not affect any relay coordination.

3 Types of FCL

FCL is mainly divided in two categories which are used in power system [5, 7–15].

3.1 Superconducting

SFCL is used to limit the fault current level in place of conventional circuit breakers
and is based on high temperature superconductor (HTS). Different types of SFCL
are surveyed in this section with their merits and demerits are tabulated in Table 1.

Resistive type FCL
The resistive SFCL element is connected in series with the line, and it works on the
principle of zero resistance as shown in Fig. 2. During normal operating condition,
the value of current and temperature is less than critical values, and it shows small
impedance to the current direction.While faulty condition, the values are higher than
the critical value, and it shows large impedance to the current flow (while during faulty
condition, the temperature rises due to large current density), this causes transition
to occur which results in increase of current with the fault current, and hence, the
current is limited. Themain advantage of RSFCL is that its design is simple, compact
and lightness when compared with other SFCL, and it has quenching problem when
several units exist. In INDIA, ministry of power had initiated a national perspective
plan for R&D developing 400 V, 800 A RSFCL in phase 1 and 11 kV, 1250 A in
phase2 [16].
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Table 1 Merits and demerits of different types of SFCL

Types of SFCL Merits Demerits References

Resistive type SFCL It has faster fault current
limiting capability with
automatic recovery
Due to its simple structure,
its cost is low, and size is
small

For high voltage, it requires
large superconductor
Dissipated power and
recovery time both are high
It cannot be possible to
achieve short recovery time
by using neutral lines
Simultaneously, quenching
is not achieved as there is
difference in critical current
of different units.

[17–30]

Inductive type SFCL Due to coreless structure,
its weight is less, and size is
compact

In standby mode, it has
high loss due to leakage
reactance
It requires conventional
circuit breaker in order to
avoid HTS winding
temperature

[31–34]

Hybrid type SFCL Disadvantage of RSFCL
that is quenching problem
is removed here
We need less number of
superconductors for high
voltage and current
applications

If outage problem is too
long, then we need liquid
nitrogen

[30, 36–39]

Non-Inductive type
SFCL

Its cost is low
It takes less recovery time
It has less AC losses
It can hold high voltage

Its leakage inductance and
circulating current are high
Quantity of cryogenic is
high

[40–42]

Transformer type
SFCL

According to impedance
ratio of the transformer, it
can vary the fault current
limiting range
With the neutral lines, it
can achieve the shortest
recovery time

Load of power on SFCL is
higher
It has high current limiting
time

[43]

Flux lock type SFCL We can vary the operational
current
There is low load on
superconductors

Due to its big size, its cost
and weight are high

[44–47]

(continued)
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Table 1 (continued)

Types of SFCL Merits Demerits References

Magnetic shield ype
SFCL

It does not require any fault
detection circuit as
magnetic body automatic
heated when fault occurs
Due to its turn ratio, it has
greater flexibility
Between SFCL and power
network, it provides
isolation

During normal operation, it
experiences voltage drop
It affects the operation of
the devices due to its
magnetic interference

[48–51]

Fig. 2 Simple structure of resistive type SFCL

Inductive type SFCL
It is similar to the transformer where primary is copper winding which is magnetic
coupled to superconducting secondary winding which has high temperature super-
conductor HTS) rings as shown in Fig. 3. Under normal condition, magnetic flux
is prevented by HTS ring from entering the iron core due to which the impedance
of SFCL is low. During fault condition, the ring becomes quenches, due to that,
secondary acts as resistive and the inductance rise immediately, and in that case, the
impedance of SFCL is high.

H-type SFCL
HSFCL has primary and some secondary winding as shown in Fig. 4. Supercon-
ducting resistive unit is connected in series with the secondary winding. The problem
of quenching face by RSFCL is resolved by HSFCL. It improves the dynamic perfor-
mance of the network and controls the fault current level. Current flows through the
power system are without any loss during normal condition as resistance connected
in series is zero. While during fault condition, superconducting elements quenched
and make the current level low, so it has no effect under normal operating condition.
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Fig. 3 Simple structure of
inductive type SFCL

Fuji and Kansai electric power company jointly developed a 400 V hybrid current
limiting device.

Non-Inductive type SFCL
The trigger coil and current limiting coils are the two coils of non-ISFCL which
are connected in antiparallel manner and are magnetic coupled as shown in Fig. 5.
Coaxial and bipolar are the different configurations of non-ISFCL in which bipolar
is superior one with high impedance ratio.

Transformer type SFCL
Power system stability and increase in power transfer capacity have been seen
by TSFCL. Load is connected with the primary side, whereas superconductor is
connected with secondary side as shown in Fig. 6. Superconductors of secondary
side are quenched in faulty condition which decreases the fault current to a lower
value. And due to this, fault current of primary is also limited.

Fig. 4 Simple structure of hybrid type SFCL [35]
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Fig. 5 Simple structure of non-inductive type SFCL

Fig. 6 Simple structure of transformer type SFCL [35]

Flux lock type SFCL
Current limiting and current interrupting are the two main parts of FSFCL as shown
in Fig. 7. High temperature semiconductor and two parallel connected paths are in
current limiting side, whereas interrupting path consists of over current relay, parallel
path and circuit breaker. During normal condition, zero voltage developed across the
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coil as magnetic fluxes generated by both the coils are cancelled out. But during
faulty condition, fault current is limited by voltage developed across the coil.

Magnetic shield type SFCL
This type of SFCL consists of primary copper coil and HTS tube as secondary which
is wound around the magnetic coil as shown in Fig. 8. During a fault condition, the
normal transition value of superconducting is increased as the current crosses the
critical value of HTS element.

Fig. 7 Simple structure of flux lock type SFCL

Fig. 8 Simple structure of
magnetic shield type SFCL
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3.2 Non-Superconducting FCL

These types of FCL improve the stability of the power system with lesser cost in
comparison with SFCL due to presence of non-superconducting elements. Various
types of NSFCL are focused in this section, and their merits and demerits are shown
in Table 2.

Series dynamic braking resistor
These types of limiters are mainly used for fault analysis in wind farms. It consists of
switch in parallel with the resistor as shown in Fig. 9. On the occurrence of fault, the
switch is turn ON or turn OFF. IGBT has fast response, and therefore, it is used as
a switch. During normal operation, the braking resistor is bypassed as IGBT switch
is turn ON. So, during normal condition, SDBR has no effect on the system. During
faulty condition, the common coupling voltage decreases, and it is less than that of
reference voltage. The IGBT is turn OFF, and resistor comes in series with the line

Table 2 Merits and demerits of different types of NSFCL

Types of NSFCL Merits Demerits References

SERIES dynamic braking
resistor

Negligible effect on the
system under normal
condition
Used for fault detection in
wind farms
It can vary the resistance
to limit the fault level

There is need of control
strategy to improve the
voltage which is applied
to series resistance

[52, 53]

BRIDGE type fault
current limiter

This type of SFCL utilize
no quenching of
superconductor
It immediately recovers
after the fault

It creates short circuit as
one of the
semiconductors fails
It has high total losses

[54]

Modified bridge type fault
current limiter (MBFCL)

It has improved behaviour
during transient condition
It prevents from sudden
voltage drop at the
machine

FRT may not be ensured [57]

DC link fault current
limiter (DLFCL)

It improves the FRT
capability of the
inverter-based distributed
generation system
The cost is lesser by using
non-superconducting
inductor

In faulty condition, it
limits the inverter
current

[59, 60]

Transformer coupled
BFCL

It limits the short circuit
current
Using DC reactor instead
SC reduces the cost

Short circuit current
increases gradually

[62]
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Fig. 9 Simple structure of
series dynamic type SFCL

to limit the fault current. This process continues until common coupling voltage is
greater than reference voltage and system returns to its normal operation.

Bridge type fault current limiter
BFCL mainly consists of two parts bridge and the shunt part as shown in Fig. 10.
Insertion of resistance and inductance during the fault is the main function of BFCL.
Under the faulty condition, it inserts resistance and inductance. It does not require
any superconducting type of nature, and therefore, its implementation cost is less
when compared with other superconducting limiter. The bridge part consists of diode
rectifier, a limiting reactor (Ldc) superconductor switch (IGBT), a resistance (Rdc)
and a freewheel diode. The bridge part is connected in parallel with the shunt part, and
the shunt part consists of series connected resistance and inductance. During normal
operation, current flows through the limiting reactor for positive and negative cycles.
As the current flows through Ldc is in uniform manner and charge it to peak value of
line current and hence it behaves like short circuit with zero voltage drop. Hence, it
has no impact in the power system during normal operation. During faulty condition,
the IGBT switch is off, and it behaves as open circuit. Therefore, shunt part of bridge
comes into operation to limit the fault current.

Modified Bridge Type Fault Current Limiter (MBFCL)
The structure of bridge fault limiter is modified to enhance the voltage drop [55,
56]. This new model is known as modified bridge fault current limiter as shown in
Fig. 11. In bridge limiter, resistor and inductor are series connected in shunt part.
The inductor is removed in modified bridge as it discharges when the shunt part is
disconnected. During normal operation, the resistance of shunt part is bypassed as
the bridge of MBFCL is short circuited and the signal of IGBT is high. During faulty
condition, shunt resistance is put into the line current to limit the fault current as the
bridge of MBFCL is open circuited and a low signal is passed through IGBT.

DC Link Fault Current Limiter (DLFCL)
The DC link is developed for the fault ride through an inverter-based distributed
generation system [58]. The non-superconducting DTFCL consists of diode bridge,
a small resistance and an inductor as shown in Fig. 12. The impact of DC reactor is
negligible during normal condition, whereas during faulty condition, reactor limits
the high level fault current.
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Fig. 10 Simple structure of bridge type limiter

Fig. 11 Simple structure of modified BFCL

Fig. 12 Simple structure of direct current (DC) link FCL [35]

Transformer coupled BFCL
For the enhancement of low voltage ride through (LVRT) capability, TCBFCL is
presented, and it is used for doubly feed induction generator [61]. It consists of
diode bridge, a freewheeling diode connected in parallel with DC reactor, and this is
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Fig. 13 Simple structure of
transformer coupled bridge
FCL

connected in series with IGBT switch as shown in Fig. 13. During normal, IGBT is in
ON state, and current flows through the DC reactor, whereas during faulty condition,
the IGBT is switched off by control circuit, and the bridge circuit is open circuited.
Hence, the rise of fault current level is limited by the DC reactor.

Moreover, superconducting and non-superconducting type FCL are compared on
the basis of different types of quality parameter and are shown in Table 3.

4 Conclusions

In recent years, FCL technology by superconducting and non-superconducting
elements is increasing continuously. FCL provides protection of transmission and
distribution elements as it limits the fault current. Lots of research are needed not
only to build different FCLs but also how to use them in different operating condi-
tions. FCL technologies continue to make progress in worldwide in limiting the
fault current which is increasing due to interconnection of different power system
networks. Nowadays, every grid is converting into smart grid, and for that, we need
to interconnect different grids. For this, the study of various types of FCL with their
advantages and disadvantages is presented in this paper. Finally, a comparative anal-
ysis between SFCL and NSFCL is performed which shows that NFSCL is more
effective as compared to SFCL on the basis of quality parameters, but economically,
SFCL is better. Further, this paper reviews that FCLs play a key role in power system
protection and are an anticipated solution for high fault current problems.
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Table 3 Comparison between superconducting and non-superconducting FCL

S. No. Comparison

Item Superconducting Non-superconducting

1 Voltage distortion [63] Less More

2 Current distortion [63] Less More

3 THD of load voltage More due to DC reactor Less

4 THD of line current [64] More due to DC reactor Lesser

5 Feeder power less More than NSFCL Negligible

6 Size [15] Big in size Small in size

7 Weight [45] Heavy weight Less weight

8 Implementation feasibility
[64–69]

Implemented in some of
the countries

Some of are not implemented
in real power network

9 Transient stability
performance [64]

Better for other SFCL Much better than BFCL

10 Structure complexity [61,
64, 70–77]

Highly complex structure Its structure is simple to
design

11 Critical clearing time [64] The CCT value is less
than NFCL

CCT value is high

12 Control circuit [78–81] Most of them does not
require any control circuit

Most of them require control
circuit

13 Cost [63, 64, 66, 82–84] Due to requirement of
superconducting nature
elements, its cost is more

Does not require
non-superconducting
elements, so its cost is lesser

14 Efficiency Lesser than NSFCL Higher than SFCL

References

1. Yadav S, Choudhary GK, Mandal RK (2014) Review on fault current limiters. Int J Eng 3:4
(2014); ClerkMaxwell J (1892) A treatise on electricity andmagnetism, 3rd ed., vol. 2. Oxford,
Clarendon, pp 68–73

2. Yadav S, Bharati K, Tewari V Superconducting fault current limiter-a review
3. Khan UA et al (2010) Feasibility analysis of the positioning of superconducting fault current

limiters for the smart grid application using simulink and simpower system. IEEE Trans Appl
Superconduct 21(3):2165–2169

4. Okakwu IK,Orukpe PE,Ogujor EA (2018)Application of superconducting fault current limiter
(SFCL) in power systems: a review. Eur J Eng Res Sci 3(7):28–32

5. Roy F (2010) Modeling and characterization of coated conductors applied to the design of
superconducting fault current limiters. No. THESIS. EPFL

6. Vaishnavi BV et al (2016) Superconducting fault current limiter and its application. Int J Sci
Eng Res 7(5):126–134

7. Jo HC, Joo SK (2015) Superconducting fault current limiter placement for power system
protection using the minimax regret criterion. IEEE Trans Appl Supercond 25

8. Blair SM, Elders IM, Booth CD, Burt GM, McCarthy J, Singh NK (2011) Superconducting
fault current limiter application in a power-dense marine electrical system. IET Electr. Syst.
Transp. 1:93–102



110 K. B. Yadav et al.

9. Kim MH, Kim J, You IK, Lim SH, Kim JC (2011) A study on practical impedance of super-
conducting fault curren tlimiter on bus tie in a power distribution system. J Int Counc Electr
Eng 1:54–59

10. Lee J-G, Khan UA, Hwang J-S, Seong J-K, Shin W-J, Park B-B, Lee B-W (2014) Assessment
on the influence of resistive superconducting fault current limiter in VSC-HVDC system. Phys.
C Supercond. Appl. 504:163–166

11. Jo HC, Joo SK, Lee K (2013) Optimalplacementofsuperconductingfaultcurrentlimiters
(SFCLs) for protection of an electric power system with distributed generations (DGs). IEEE
Trans Appl Supercond 23:3–6

12. Ye LYL, Lin LLL, Juengst K-P (2002) Applicationstudiesofsuperconductingfaultcurrentlim-
itersinelectric power systems. IEEE Trans Appl Supercond 12:900–903

13. Hasan M, Rashid G (2016) Fault ride through capability improvement of DFIG based winds
farm by fuzzy logic controlled parallel resonance fault current limiter. Electr Power Syst Res
146:1–8

14. Tarafdar MT, Jafari M, Naderi SB (2010) Transient stability improvement using non-
superconducting fault current limiter. In: Proceedings of the 1st power electronic and drive
systems and technologies conference (PEDSTC), Tehran, Iran, 17–18 February 2010, pp
367–370

15. Hossain ME (2017) Performance analysis of diode-bridge-type non-superconducting fault
current limiter in improving transient stability of DFIG based variable speed wind generator.
Electr Power Syst Res 143:782–793

16. Hagh MT, Abapour M (2009) Non superconducting fault current limiter with controlling the
magnitudes of fault currents. IEEE Trans Power Electron 24:613–619

17. Dixit M et al (2013) Development of 440 V/800 a high temperature superconducting fault
current limiter (SFCL). Indian J Cryogen 38(1–4):1–7

18. Sung BC, Park DK, Park JW, Ko TK (2009) StudyonaseriesresistivesFCLtoimprovepowersys-
temtransient stability: modeling, simulation, and experimental verification. IEEE Trans Ind
Electron 56:2412–2419

19. Moghadasi A, Sarwat A, Guerrero JM (2016) Multiobjective optimization in combinatorial
wind farms system integration and resistive SFCL using analytical hierarchy process. Renew.
Energy 94:366–382

20. Sung BC, Park J (2010) Optimal parameter selection of resistive SFCL applied to a power
system using eigenvalue analysis. IEEE Trans Appl Supercond 20:1147–1150

21. AhnMC, Park DK, Yang SE, KimMJ, Chang HM, Yoon YS, Seok BY, Park JW, Ko TK (2007)
Recovery characteristics of resistive SFCL wound with YBCO coated conductor in a power
system. IEEE Trans Appl Supercond 17:1859–1862

22. Zou ZC, Xiao XY, Liu YF, Zhang Y, Wang YH (2016) Integrated protection of DFIG-based
wind turbine with a resistive-type SFCL under symmetrical and asymmetrical faults. IEEE
Trans Appl Supercond 26:1

23. Zou ZC, Xiao XY, Ou R, Li CS (2015) Low-voltage ride-through capability enhancement of
DFIG-based wind turbine with a resistive-type SFCL connected in series with rotor winding.
Proc IEEE Int Conf Appl Superconduct Electromagn Dev Shanghai, China 20–23:42–43

24. Morandi A, Imparato S, Grasso G, Berta S, Martini L, Bocchi M, Fabbri M, Negrini F, Ribani
PL (2010) Design of a DC resistive SFCL for application to the 20 kV distribution system.
IEEE Trans Appl Supercond 20:1122–1126

25. Kim H, Lee JY, Kim HR, Yang SE, Yu SD, Kim WS, Hyun OB, Ko J, Yeom H (2013) An
effect of HTS wire configuration on quench recovery time in a resistive SFCL. IEEE Trans
Appl Supercond 23:7–10

26. Zhu J, Zheng X, Qiu M, Zhang Z, Li J, Yuan W (2015) Application simulation of a resistive
type superconducting fault current limiter (SFCL) in a transmission and wind power system.
In: Proceedings of the 7th international conference on applied energy, Abu Dhabi, UAE, 28–31
April 2015, pp 716–721

27. Didier G, Bonnard CH, Lubin T, Leveque J (2015) Comparison between inductive and resistive
SFCL in terms of current limitation and power system transient stability. Electr Power Syst
Res 125:150–158



Study of Fault Current Limiter—A Survey 111

28. Mafra GRFQ, Sotelo GG, Fortes MZ, Sousa WTBD (2017) Application of resistive super-
conducting fault current limiters in offshore oil production platforms. Electr Power Syst Res
144:107–114

29. Behzad S, Negnevitsky M, Jalilian A, Tarafdar M, Muttaqi KM (2017) Low voltage ride-
through enhancement of DFIG-based wind turbine using DC link switchable resistive type
fault current limiter. Electr Power Energy Syst 86:104–119

30. Lee S, Yoon J, Lee B (2010) Analysis model development and specification proposal of hybrid
superconducting fault current limiter (SFCL). Phys C Supercond Appl 470:1615–1620

31. Firouzi M, Gharehpetian GB, Mozafari B (2016) Improvement of powersystem stability by
using new switching technique in bridge-type fault current limiter. Electr Power Comp Syst
43:234–244

32. MajkaM,Kozak J, Kozak S,WojtasiewiczG, Janowski T (2015)Design and numerical analysis
of the 15 kV class coreless inductive type SFCL. IEEE Trans Appl Supercond 25:1

33. Kozak J, Majka M, Kozak S, Janowski T (2013) Comparison of inductive and resistive SFCL.
IEEE Trans Appl Supercond 23:6–9

34. Chen L, Chen H, Shu Z, Zhang G, Xia T, Ren L (2016) Comparison of inductive and resistive
SFCL to robustness improvement of a VSC-HVDC system with wind plants against DC fault.
IEEE Trans Appl Supercond 26:1

35. Naderi SB, Jafari M, Tarafdar Hagh M (2014) Controllable resistive type fault current limiter
(CR-FCL) with frequency and pulse duty-cycle. Int J Electr Power Energy Syst 61:11–19

36. Alam MS, Abido MA, El-Amin I (2018) Fault current limiters in powersystems: a Compre-
hensive Review. Energies 11(5):1025

37. Choi HS, Cho YS, Lim SH (2006) Operationalcharacteristicsofhybrid-
typeSFCLbythenumberofsecondary windings with YBCO films. IEEE Trans Appl Supercond
16:719–722

38. De SK, Raja P (2013) A study on relay coordination in a distribution system with distributed
generation and hybrid SFCL. Proc. IEEE AFRICON Conf. Pointe-Aux-Piments, Maurit. 9–
12:1–6

39. Kim WS, Hyun OB, Park CR, Yim SW, Yu SD, Yang SE, Kim HS, Kim HR (2012) Dynamic
characteristics of a 22.9 kVhybrid SFCL for short-circuit test considering a simple coordination
of protection system in distribution networks. IEEE Trans Appl Supercond 22:3–6

40. Kim MJ, Chang HM, Sim J, Yim SW, Hyun OB (2011) Emergency blackout operation of
cryogenic system for hybrid SFCL. IEEE Trans Appl Supercond 21:1284–1287

41. Hoshino T, Muta I, Nakamura T, Salim KM, Yamada M (2005) Non-inductive variable reactor
design and computer simulation of rectifier type superconducting fault current limiter. IEEE
Trans Appl Supercond 15:2063–2066

42. Liang F, YuanW, Zhu J, ZhangM, Venuturumilli S, Li J, Patel J, Zhang G (2017) Experimental
test of two types of non-inductive solenoidal coils for superconducting fault current cimiters
use. IEEE Trans Appl Supercond 27:1505–1509

43. Furuse M, Yamasaki H, Manabe T, Sohma M, Kondo W, Yamaguchi I, Kumagai T, Kaiho K,
Arai K, Nakagawa M (2007) Current limiting properties of MOD-YBCO thin films stabilized
with high-resistivity alloy shunt layer. IEEE Trans Appl Supercond 17:3479–3482

44. Choi HS, Lee JH, Cho YS, Park HM (2009) Recovery behaviors of the transformer-type SFCL
with or without neutral lines. IEEE Trans Appl Supercond 19:1793–1796

45. Ko S, Lim S (2016) Analysis on magnetizing characteristics due to peak fault current limiting
operation of a modified flux-lock-type SFCL with two magnetic paths. IEEE Trans Appl
Supercond 26:4–8

46. Ko SC, Han TH, Lim SH (2013) Study on peak current limiting characteristics of a flux-lock
type SFCL with two magnetically coupled circuits. Phys. Procedia 45:305–308

47. Han TH, Ko SC, Lim SH (2013) Current limiting characteristics of a flux-lock type SFCL
using two triggered HTSC elements. Phys. Procedia 45:297–300

48. Zhao Y, Saha TK, Krause O, Li Y (2015) Performance analysis of resistive and flux-lock type
SFCL in electricity networks with DGs. In: Proceedings of the IEEE power and energy society
general meeting, Denver, CO, USA, 22–26 July 2015, pp 1–5



112 K. B. Yadav et al.

49. Onishi T, Kawasumi M, Sasaki KI, Akimoto R (2002) An experimental study on a fast self-
acting magnetic shield type superconducting fault current limiter. IEEE Trans Appl Supercond
12:868–871

50. Heydari H, Abrishami AA, Bidgoli MM (2013) Comprehensive analysis for magnetic shield
superconducting fault current limiters. IEEE Trans Appl Supercond 23:5604610

51. Kado H, Ickikawa M (1997) Performance of a high-Tc superconducting fault current limiter-
design of a 6.6 kV magnetic shielding type superconducting fault current limiter. IEEE Trans
Appl Supercond 7:993–996

52. Janowski T, Kozak S, Malinowski H, Wojtasiewicz G, Kondratowicz-Kucewicz B, Kozak J
(2003) Properties comparison of superconducting fault current limiters with closed and open
core. IEEE Trans Appl Supercond 13:2072–2075

53. Shafiul AM et al (2018) Protection of inverter-based distributed generation with series dynamic
braking resistor: a variable duty control approach. In: 2018 10th international conference on
electrical and computer engineering (ICECE). IEEE

54. Okedu Kenneth E (2016) Enhancing DFIG wind turbine during three-phase fault using parallel
interleaved converters and dynamic resistor. IET Renew Power Gener 10(8):1211–1219

55. Noe Mathias, Steurer Michael (2007) High-temperature superconductor fault current limiters:
concepts, applications, and development status. Supercond Sci Technol 20(3):R15

56. Rashid G, Ali MH (2017) Nonlinear control-based modified BFCL for LVRT capacity
enhancement of DFIG based wind farm. IEEE Trans Energy Convers 32:284–295

57. Rashid G, Ali MH (2014) Bridge-type fault current limiter for asymmetric fault ride-through
capacity enhancement of doubly fed induction machine based wind generator. In: Proceedings
of the 2014 IEEE energy conversion congress and exposition, Pittsburgh, PA, USA, 14–18
September 2014; pp 1903–1910

58. Rashid G, Ali MH (2014) A modified bridge-type fault current limiter for fault ride-through
capacity enhancement of fixed speed wind generator. IEEE Trans Energy Convers 29(2):527–
534

59. Abapour M, Jalilian A, Hagh MT, Muttaqi KM (2015) DC-link fault current limiter-based
fault ride-through scheme for inverter-based distributed generation. IET Renew Power Gen
9:690–699

60. Tarafdar HM et al (2015) Improving fault ride-through of three phase voltage source inverter
during symmetrical fault using DC link fault current limiter. In: 2015 Australasian Universities
power engineering conference (AUPEC). IEEE

61. Jalilian A, Hagh MT, Abapour M, Muttaqi KM (2015) DC-link fault current limiter-based
fault ride-through scheme for inverter-based distributed generation. IET Renew Power Gen
9(6):690–699

62. Guo W, Xiao L, Dai S, Xu X, Li Y, Wang Y (2015) Evaluation of the performance of BTFCLs
for enhancing LVRT capability of DFIG. IEEE Trans Power Electron 30:3623–3637

63. Firouzi M, Gharehpetian GB (2017) A modified transformer-type fault current limiter for
enhancement fault ride-through capability of fixed speed-based wind power plants. In: 2017
conference on electrical power distribution networks conference (EPDC). IEEE

64. Tarafdar HM, Abapour M (2009) Non-superconducting fault current limiters. Eur Trans Electr
Power 19(5):669–682

65. Radmanesh H, Fathi SH, Gharehpetian GB (2015) Novel high performance DC reactor type
fault current limiter. Electr Power Syst Res 122:198–207

66. Xue S, Gao F, Sun W, Li B (2015) Protection principle for a DC distribution system with a
resistive superconductive fault current limiter. Energies 8:4839–4852

67. Xin Y, GongWZ, SunYW, Cui JB, Hong H, Niu XY,WangHZ,Wang LZ, Li Q, Zhang JY,Wei
ZQ (2012) Factory and field tests of a 220 kV/300 MVA statured iron-core superconducting
fault current limiter. IEEE Trans Appl Superconduct 23(3):5602305

68. Hyun OB, Yim SW, Yu SD, Yang SE, Kim WS, Kim HR, Lee GH, Sim J, Park KB (2011)
Long-term operation and fault tests of a 22.9 kV hybrid SFCL in the KEPCO test grid. IEEE
Trans Appl Superconduct 21(3):2131–2134



Study of Fault Current Limiter—A Survey 113

69. Kim HR, Yang SE, Yu SD, Kim H, Kim WS, Park K, Hyun OB, Yang BM, Sim J, Kim YG
(2012) Installation and testing of SFCLs. IEEE Trans Appl Supercond 22:704–707

70. Rashid G, Ali MH (2016) Nonlinear control-based modified BFCL for LVRT capacity
enhancement of DFIG-based wind farm. IEEE Trans Energy Convers 32(1):284–295

71. Jung BI, Choi HW, Choi HS (2015) Reduction of the power burden of a transformer-type SFCL
using a vacuum interrupter. IEEE Trans Appl Supercond 25:4–7

72. Kim JS, Lim SH, Kim JC (2010) Study on protection coordination of a flux-lock type SFCL
with over-current relay. IEEE Trans Appl Supercond 20:1159–1163

73. Ji T, He X, Li X, Liu K, ZhangM (2014) Performance analysis and research on LVRT of PMSG
wind power systems with SDBR. In: Proceedings of the 33rd Chinese control conference 2014
Jul 28, IEEE, pp 6953–6958

74. Okedu KE, Muyeen SM, Takahashi R, Tamura J (2012) Wind farms fault ride through using
DFIG with new protection scheme. IEEE Trans Sustain Energy 3:242–254

75. Shawon MH, Al Durra A, Caruana C, Muyeen SM (2012) Small signal stability analysis of
doubly fed induction generator including SDBR. In: 2012 15th international conference on
electrical machines and systems (ICEMS) 2012 Oct 21. IEEE, pp 1–6

76. Okedu KE (2016) Enhancing DFIG wind turbine during three-phase fault using parallel
interleaved converters and dynamic resistor. IET Renew Power Gener 10:1211–1219

77. AliMH,HossainMM(2015)Transient stability improvement of doubly fed induction generator
based variable speed wind generator using DC resistive fault current limiter. IET Renew Power
Gener 18:803–809

78. HusseinAA,HasanAliM (2016)Comparison among series compensators for transient stability
enhancement of doubly fed induction generator based variable speedwind turbines. IETRenew
Power Gener 10:116–126

79. MardaniM, Fathi SH (2015) Fault current limiting in a wind power plant equippedwith a DFIG
using the interface converter and an optimized located FCL. In: The 6th power electronics, drive
systems and technologies conference (PEDSTC2015) 2015 Feb 3. IEEE, pp 328–333

80. Zhao Y, Krause O, Saha TK, Li Y (2013) Stability enhancement in distribution systems
with DFIG-based wind turbine by use of SFCL. In: 2013 Australasian Universities power
engineering conference (AUPEC) 2013 Sep 29, IEEE, pp 1–6

81. Chen L, Zheng F, Deng C, Li Z, Guo F (2015) Fault ride-through capability improvement
of DFIG-based wind turbine by employing a voltage-compensation-type active SFCL. Can J
Electr Comput Engs 38:132–142

82. Alam MS, Abido MAY (1898) Fault ride-through capability enhancement of voltage source
converter-high voltage direct current systems with bridge type fault current limiters. Energies
2017:10

83. Alam MS, Hussein A, Abido MA, Al-Hamouz ZM (2017) VSC-HVDC system stability
augmentation with bridge type fault current limiter. In: 2017 6th international conference on
clean electrical power (ICCEP), IEEE, pp 531–535

84. Nourmohamadi H, Nazari-HerisM, SabahiM, AbapourM (2017) A novel structure for bridge-
type fault currentlimiter: capacitor basednon superconductingFCL. IEEETransPowerElectron
33:3044–3051



PLL Less Control Algorithm for Power
Quality Improvement in Distribution
System Using D-STATCOM

Atma Ram , P. R. Sharma, Rajesh Kr. Ahuja, and Nitin Goel

Abstract In this paper, the phase-locked loop less (PLL) control technique has been
investigated using four legs VSC-based D-STATCOM for unity power factor (UPF)
mode. It is implemented using theMATLAB/Simulink environment. Further without
PLL, the performance of D-STATCOM is measured graphically. The proposed tech-
nique is suitable for reactive power compensation, source current harmonic elimina-
tion and load balancing with linear and nonlinear load. The observation of simu-
lated results of D-STATCOM provides the effective solution for power quality
enhancements at steady-state and dynamic load.

Keywords Power quality · Voltage source converter (VSC) · Neutral current
compensation · UPF controller

1 Introduction

Day by day, the demand of nonlinear load increases in the distribution system [1].
Various types of nonlinear loads are power electronics-based domestic equipments
like computer, LED/LCD, TVs, lighting system and domestic load with SMPS,
battery charging circuits, etc., which injects harmonics in the system. This type
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of load creates disturbance in distribution system like harmonics and DC offset in
system [2, 3]. These harmonics create problems like distortion of bus voltage of the
system, takes more amount of reactive power, increases in neutral current, etc. Due
to abovementioned reasons, some standards are made on total harmonics of supply
current [4]. D-STATCOM is used for minimizing such type of problems. Various
types of technique have been developed for control of D-STATCOM [5–8]. The
problems explained earlier for which the performance of D-STATCOM will depend
upon the control techniques like SRF, IRPT, etc. This paper addresses without PLL
control mechanism for four legs VSC-based D-STATCOM with self-regulated DC
link voltage. This technique is used for source current harmonics elimination, load
balancing and reactive power compensation in the distribution system.

2 Proposed Model

Three-phase four-wire distribution system with four legs VSC-based D-STATCOM
is shown in Fig. 1, with linear/nonlinear load.Zs (Rs + Ls) is the source impedance.Ls

and Lf are source inductance and coupling inductance, respectively, connected to AC
side ofD-STATCOMfor harmonic reduction from its output currents.Output currents
(ICa, ICb, ICc and ICn) are injected for reduction harmonics from load currents.

Fig. 1 Proposed D-STATCOM with nonlinear load
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3 Proposed Controller

Without PLL, controlmechanismused in this paper for generation of reference source
currents is shown in Fig. 2. In this control technique, grid voltages (V sa, V sb, V sc),
grid currents (Isa, Isb, Isc) and DC link voltage (V dc) of D-STATCOM are taken as
feedback signals. Same phase unit templates of grid voltages (V sa, V sb and V sc) are
taken as Upa, Upb and Upc and are computed as follows [9].

Magnitude of grid voltage is as

VPCC =
(
2

3

(
V 2
sa + V 2

sb + V 2
sc

))1/2

(1)

where V sa, V sb and V sc are grid phase voltages. The unit template of grid voltages
(V sa, V sb and V sc) is taken as

Upa = Vsa

Vpcc
, Upb = Vsb

Vpcc
, Upc = Vsa

Vpcc
(2)

V dc output DC link voltage of D-STATCOM is taken and passes through LPF
to eliminate DC component present in it, and this filter output is subtracted from
reference V ∗

dc to generate an error signal. It is given to discrete proportional–integral
(PI) controller to keep DC link voltage constant at changing load conditions. DC link

Fig. 2 Reference supply current extraction
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error voltage V dc(n) at nth instant is given by equation as below.

Vdc(n) = V ∗
dc − Vdc (3)

Output of this discrete PI controller at nth instant is given by

Imn = Im(m−n) + K pdc
(
Vdc errm(n) − Vdc err(n−1)

) + K I dcVdc errm (4)

where
Kpdc = discrete PI controller proportional gain
K Idc = discrete PI controller integral gain
Reference currents are taken at any instant.

I ∗
sa = Im × Upa (5)

I ∗
sb = Im × Upb (6)

I ∗
sc = Im × Upc (7)

For the fourth leg, reference current I ∗
sn which is neutral current is extracted by

adding grid currents and given by

I ∗
sn = −(Isa + Isb + Isc) (8)

To calculate the current error signal, reference currents
(
I ∗
sn, I ∗

sn, I ∗
sn and I ∗

sn

)
are

subtracted from actual grid currents (Isa, Isb, Isc and Ina) given below.

Iaerror = Isa − I ∗
sa (9)

Iberror = Isb − I ∗
sb (10)

Icerror = Isc − I ∗
sc (11)

Inerror = Isn − I ∗
sn (12)

These error signals are supplied hysteresis current controller. This hysteresis
controller generates firing pluses for the IGBT switches of D-STATCOM. Isn is
taken as zero.
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4 Simulation and Results

Simulink model for four legs VSC-based D-STATCOM is developed with its
control technique for three-phase four-wire distribution system in MATLAB using
Simulink environment. Response of PLL less control technique for D-STATCOM
in time domain is simulated for UPF mode at steady-state and dynamic condition,
respectively, with linear and nonlinear load.

4.1 Response of D-STATCOM at Steady State Using Linear
Load

Figure 3 shows the waveforms of grid voltage (V pcc), grid current(Isabc), load current
(I la, I lb, I lc), inverter currents (I inva, I invb, I invc) and DC link voltage (V dc) at steady-
state condition with linear load in UPF mode of D-STATCOM operation. It is found
that D-STATCOM gives satisfactory performance in UPF mode in terms of load
balancing and constant DC bus voltage by using without PLL control mechanism at
steady-state condition with linear load.

4.2 Response of D-STATCOM at Steady State Using
Nonlinear Load

Figure 4 shows the waveforms of grid voltage (V pcc), grid currents (Isabc), balanced
load currents (I la, I lb, I lc), inverter currents (I inva, I invb, I invc) and DC link voltage
(V dc) at steady-state condition with nonlinear load in UPF mode of D-STATCOM
operation. Total harmonic of phase “a” current Isa of grid which is reduced to 4.22%
is shown in Fig. 5. It is observed that the D-STATCOM performance is found satis-
factory in UPF mode in terms of load balancing, harmonics elimination and constant
DC bus voltage by using without PLL control mechanism at steady-state condition
with nonlinear load.

4.3 Response of D-STATCOM at Dynamic Using Linear
Load

Figure 6 shows the waveforms of grid voltage (V pcc), grid currents (Isabc), load
currents (I la, I lb, I lc), inverter currents (I inva, Iinvb, Iinvc) and DC link voltage (V dc)
at dynamic condition with linear load by changing the load from three phase to two
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Fig. 3 Response of D-STATCOM at steady-state condition using linear load

phase for time duration 0.6–0.7 s in UPF mode of D-STATCOM operation. The
D-STATCOM performs satisfactorily in UPF mode in terms of load balancing and
constantDCbus voltage by usingwithout PLLcontrolmechanismdynamic condition
with nonlinear load.
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Fig. 4 Response of D-STATCOM at steady-state condition using nonlinear load

4.4 Response of D-STATCOM at Dynamic Using Nonlinear
Load

Figure 7 shows the waveforms of grid voltage (V pcc), grid currents (Isabc), load
currents (I la, I lb, I lc), inverter currents (I inva, I invb, I invc) and DC link voltage (V dc)
at dynamic condition with nonlinear load by changing the load from three phase
to two phase for time duration 0.6–0.7 s in UPF mode of D-STATCOM operation.
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Fig. 5 Total harmonic of grid current Isa for steady-state response under nonlinear load

Total harmonic of phase “a” current Isa of grid which is reduced to 4.31% is shown
in Fig. 8. The performance of D-STATCOM is found satisfactory in UPF mode in
terms of load balancing, harmonics elimination and constant DC bus voltage by using
without PLL control mechanism at dynamic condition with nonlinear load.

5 Conclusions

PLL less control technique for four legs VSC-based D-STATCOM is implemented
in MATLAB/Simulink environment. The performance of four legs VSC-based D-
STATCOM by using without PLL control mechanism is found satisfactory in terms
of grid current harmonic elimination, load balancing and constant DC bus voltage at
steady-state and dynamic condition with linear and nonlinear load, respectively.
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Fig. 6 Response of D-STATCOM at dynamic condition using linear load
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Fig. 7 Response of D-STATCOM at dynamic condition using nonlinear load
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Fig. 8 Total harmonic of grid current Isa for dynamic response at nonlinear load

Appendix

Three-phase AC supply 100 V (L-L), 50 Hz, source impedance Zs (R = 0.05 �, L = 0.2 mH.

(1) Three-phase nonlinear load, R = 13.66 �, L = 10 mH,

(2) Nonlinear load (A-N) R = 15 �, L = 100 mH.

DC link capacitance and voltage Cdc = 3000 µF and Vdc = 300 V, interfacing inductor = 2 mH.
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Dynamic Stability Enhancement
of a Variable Solar Penetrated Power
System by Fractional UPFC-Based
Controller

Narayan Nahak, Kritibash Praharaj, and Alok kumar Mishra

Abstract Pertaining to randomness in solar energy, its integrationwith synchronous
generation needs robust controller design for improving small signal stability. Indus-
trial proportional integral and lead-lag controllers are very much popular. But, due
to complexity in power system the robustness of controller can be much enhanced
with fractional-order controllers. Here, UPFC-PI with fractional lead-lag (PI-FLL)
controller is proposed for enhancing small signal stability of variable solar-integrated
power system. The controller parameters are tuned by whale optimization technique.
It is observed that the stability is hampered with variable solar penetration without
effective controller. Time and frequency domain simulations are being carried out to
justify the effectiveness of PI-FLL controller. The response predicts that UPFC PI-
FLL damps oscillations heavily in contrast to PI and lead-lag controllers optimized
by particle swarm, grey wolf, and whale optimizations.

Keywords FACTS · UPFC · PI · Fractional lead-lag · Small signal stability ·
Damping controller

1 Introduction

Dynamic stability has been a challenging issue for power system operators due to
power system oscillation. If the oscillations not damped adequately, then it leads to
collapsing of entire system [1]. Again renewable integrations like solar photovoltaic
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(SPV) with synchronous generations are becomingmore critical due to variable solar
irradiance. In [2, 3], the effect of heavy solar integration has been presented regarding
stabilities issue. In [4], it has been presented that with increase in solar generations in
an integrated power system, the oscillation being increased with solar generations, so
there should be a limit on SPV generations. In [5], small signal stability studies have
been performed with different renewable sources. Synchronous power controller is
presented in [6] for improving damping. In [7], PID-supplementary controller with
supercapacitor has been proposed for efficient damping. A detailed investigation and
damping of electromechanical oscillations have been presented in [8] with stochas-
tically varying solar power generation in a solar-integrated power system. So an
effective controller and control algorithms are desirable to create adequate damping.

For long years, PSS has been adapted for damping oscillations, but it has so many
demerits including leading power factor operations [9]. FACTS devices put so many
advantages over conventional PSS as reported in [10, 11]. UPFC is a challenging
FACT device with 3 degrees of freedom and can efficiently damp system oscilla-
tions [12, 13]. In [13–15], different control algorithms like DEPSO, GWO, DE-
GWO, PSO-IGWO, and GA-GSA have been implemented for tuning UPFC-based
controller parameters.

Fractional-order lead-lag controllers are more robust as compared to conventional
lead-lag controller, and it can provide flat-phase compensation in a wider frequency
range [16, 17]. PI controllers provide rapid dynamic characteristics and rapidly track
the systems to reduced dynamic errors. Hence, UPFC-PI with fractional-order lead-
lag controller (PIFLL) has been proposed here for damping oscillations of a varying
solar penetrated power system. The parameters of the controllers are tuned by an
efficient control technique which is whale optimization algorithm (WOA). WOA is
a social nature-based technique inspired by a group of humpback whales [18]. It is
reported recently which has three basic rules like encirclement, the searching of the
prey, and spiraling updation of the position, respectively. It has been implemented
for optimal placement of TCSC and SVC in [19]. In WOA, randomly generated
solution sets are used with the upgradation of individual solution. In this work, the
performance of WOA is compared with PSO and GWO algorithms.

2 Power System with UPFC

The SMIB system along with solar source connected to UPFC is given in Fig. 1,
where IEEE-ST1A excitation system is being implemented. The UPFC variables are
mB, δB, mE , and δE . By controlling these variables, the power system operation and
control can be achieved.
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Fig. 1 SMIB system integrated with solar power generation

3 Dynamic Modeling Including UPFC

3.1 Nonlinear Modeling

The following equations [8] represent this modeling.

ω̇ =
(

Pi − Pe − D�ω

M

)
(1)

δ̇ = ω0(ω − 1) (2)

Ė ’
q = (−Eq + E f d)/T ’

d0 (3)

Ė f d = [−E f d + Ka(Vref − Vt )
]
/Ta (4)

V̇dc = 3m E

4Cdc

(
IEq sin δE + IEd cos δE

)+
3m B

4Cdc

(
IBq sin δB + IBd cos δB

)
(5)

Active power balance between the VSCs of UPFC is represented in Eq. (6) as

Re(VB I ∗
B − VE I ∗

E ) = 0 (6)
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3.2 Linear Model

The linear modeling of power system around an operating point can be presented as:

.

�δ = ω0�ω (7)

.

�ω =
(−�Pe − D�ω

M

)
(8)

.

�Eq = (−�Eq + �Efd)/Td0 (9)

.

�E f d = [−�E f d + Ka(�Vref − �Vt )
]
/Ta (10)

�Vdc = K7�δ + K8�E
′
q − Kq�Vdc + Kce�m E

+ Kcδe�δE + Kcb�m B + Kcδb�δB (11)

where,

�Pe = K1�δ + K3�E
′
q + Kpd�Vdc + Kpe�m E

+ KpδE�δE + Kpb�m B + Kpδb�δB

�Ed = K4�δ + K3�E
′
q + Kqd�Vdc + Kqe�m E

+ KqδE�δE + Kqb�m B + KqδB�δB

4 Solar Power Generation (SPV) Modeling

The SPV generation Pspv in watt can be presented as [5].

Pspv = ηc Saϕv[1 − 0.005(Ta + 25)] (12)

Here, ηc and Sa being efficiency and area are constant, so Pspv varies with Ta

and φv, which are temperature and radiation. Temperature Ta is taken as 25 °C. The
modeling of SPV is represented by Fig. 2.

Fig. 2 Modeling of SPV
generation K v

(1+sTv)
Φ v Pspv
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Fig. 3 Modification of Heffron–Phillips model including UPFC

5 Heffron–Phillips Modeling Including UPFC

This modeling as in Fig. 3 consists of 28 constants being calculated at normal oper-
ating conditions [14]. The single-machine system’s nominal data is being given in
the appendix. Input [�U] being fed from external control action and [Kpu], [Kvu],
[Kqu] represent UPFC.

6 PI with Fractional Lead-Lag (PI-FLL) Controller

We can generalize fractional calculus as the ordinary calculus along with the differ-
entiation and integration of the functional operator D associated with an order p
including the integer numbers. Reimann–Liouville (RL) version is the common
fractional-order integro-differential operator.

PI controllers provide rapid dynamic characteristics and rapidly track the systems
to reduced dynamic errors. So on lead-lag controllers being very efficient to damp
oscillations, the closed-loop performance can be further enhanced with fractional-
order lead-lag controller. Hence, due to complexity of power system with variable
solar energy integration, a new UPFC cascaded PI with fractional lead-lag compen-
sator (PI-FLL) being implemented in this work is presented in Fig. 4, with time delay
D of 50 ms so as to access remote signal speed deviation for controller design.

The fractional-order counterpart of a lead-lag compensator C(s) is having the
generalized form [16, 17]
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Fig. 4 PI with fractional
lead-lag (PI-FLL) controller

Kp sTw /
(1+sTw)

(1+sT1)^p /
(1+sT2)^p ΔU

K1

K2 1
s

Δω D

C(s) = k

(
s + 1/μ

s + 1/xμ

)p

= kxq

(
1 + sμ

1 + sxμ

)p

0 < x < 1, p ∈ R (13)

where p is the fractional commensurate order of the compensator, and 1/μ = ωz and
1/xμ = ωp are the zero frequency and pole frequency, respectively.

7 Objective Function

In this work, ITAE objective function has been taken as given by Eq. (14) for which
change in speed of generator being taken as input signal.

J =
tsim∫
0

t |�ω|dt (14)

J is to be minimized considering the constraints in parameters. The gains’ range
is taken from 1 to 10 for K1, 1–5 for K2, 1–100 for Kp, and time constants from 0.01
to 1. The range of p is taken from 0 to 1.

8 Whale Optimization Technique

This is a social nature-based technique inspired by a group of humpback whales
(Mirjalili andLewis 2016).Randomlygenerated solution set is usedwith the upgrada-
tion of individual solution in the group following three basic rules like encirclement,
the searching of the prey, and spiraling updation of the position, respectively.

8.1 Encirclement of the Prey

If (p < 0.5 and Abs(A) < 1), then as per the following equations the position of the
solution obtained so far is updated.
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�D =
∣∣∣ �C · �X∗ − �X(t)

∣∣∣ (15)

�X(t + 1) =
∣∣∣ �X − �A · �D

∣∣∣ (16)

where �X∗ is the global best solution. A and C are evaluated as per the relations
specified in the following equations.

�A = 2 · �a · �r − �a (17)

�C = 2 · �r (18)

where a is being reduced to 0 from a starting value of 2 and r is a randomly generated
value which is obviously lies within 0 and 1 and including the end points.

8.2 Prey Searching

If (p < 0.5 and Abs(A) < 1), then like the encirclement phase but instead of the
candidate solution a random solution is considered as per the following equations.

�D =
∣∣∣ �C · �X rand − �X(t)

∣∣∣ (19)

�X(t + 1) =
∣∣∣ �X rand − �A · �D

∣∣∣ (20)

Prey searching is implemented in the exploitation phase and executes the global
searching work for WOA.

8.3 Position Updation Using Spiral Method

If (p > 0.5 or p = 0.5), then the exploitation work of WOA is utilized in both of the
encirclement and spiral updation phases, where the position updating is carried out
as per the following equations.

�X(t + 1) = �D ′
.ebl . cos(2πl) + X∗(t) (21)

where b bears a constant value and �D ′
, the ith solution and the best gap distance. The

pseudocode of WOA is given in Table 1.
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Table 1 Pseudocode of WOA

Starting the population of  whales Xi (i = 1, 2, ..., n) 
The fitness of each searching agent is

found out to be X*=the best searching agent
while (t < maximum number of itera-

tion)
for each searching agent Update a, A, 

C, l, p  
if1 (p<0.5) if2 (|A| < 1)

Updation of the place of the present searching agent 
else if2 (|A| 

A random searching agent ( ) is chosen
Updation of the place of the present searching agent

end if2
else if1 (p 0.5)

Updation of the place of the present searching agent
end if1

end for
checking if any search agent exceed the findings space and it has 

to be followed
Each searching agent fitness has to be 
found out If there is a better solution, X* 
has to be up to date
t=t+1
end while
return X*

9 Result and Discussion

For damping controller design, the speed deviation of generator is taken as input
signal to controller. For ITAE criterion, a step change in 10% of input power to
generator is considered. To justify the efficacy of proposed UPFC PI-FLL controller
variable, SPV penetration has been considered with three cases. The optimized gains
are given in Table 2 with PI-FLL and in Table 3, with only PI, lead-lag controller.

Table 2 Optimized
parameter with proposed
controller

Controller parameters WOA GWO PSO

K1 8.3160 7.5418 3.5391

K2 1.640 1.1501 1.5101

KP 84.3683 83.6862 69.470

T1 0.6131 0.8114 0.7236

T2 0.2946 0.6860 0.2266

p 0.4364 0.2219 0.2979



Dynamic Stability Enhancement of a Variable Solar … 135

Table 3 Optimized parameter with PI and lead-lag control action

PI controller only Lead-lag control only

K1 K2 Kp K1 T2

5.6407 0.4226 76.1050 0.5834 0.7652

In case-I, the SPV output power Pspv has been raised to 0.4 pu and the WOA
tuned PI-FLL controller being employed for damping resulting oscillation. The PI-
FLL controller has also been tuned with PSO and GWO algorithms for comparison
purpose. Figures 5 and 6 present speed deviation and bode plot, and Table 4 presents
system eigenvalues. The response shows that the PI-FLL-based UPFC damps oscil-
lations much efficiently in comparison to others. In case-II, Pspv is again raised to
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0.8 pu. Figure 7 shows speed deviation, and Table 4 presents system eigenvalues.
Figure 8 presents the frequency domain analysis with bode diagram, where the gain
and phase margin are 32.1 dB and 58.6°, respectively. The response predicts that
oscillations are more aggravated with increased SPV penetration suddenly by large
amount, and in this case the PI-FLL controller has been compared with PI and lead-
lag controller. The results justified the supremacy of proposed controller. In case-III,
the SPV power is randomly changed as given in Fig. 9, and a time domain simulation
for 100 s has been performed. The simulation results are given for speed and real
power variations in Figs. 10 and 11, respectively, with PI-FLL and lead-lag actions.
The results predict that random SPV penetration excites system oscillations, and
these oscillations can be much efficiently damped by the proposed controller.
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10 Conclusions

Different case studies were conducted in this work to justify that PI-FLLwith unified
power flow controller is able to damp oscillations of a variable solar penetrated
power system much effectively in comparison to PI and lead-lag controllers. The
system response is analyzed in time and frequency domains with step change and
random change in SPV generation. Whale optimization algorithm is proposed for
tuning controller parameters, and it has been compared with PSO and grey wolf
optimization. It is observed that varying SPV integration with conventional power
system excites system oscillations, and proposed optimal damping controller is much
robust for improving stability of such an integrated power system.

Appendix: SMIB Data

Cdc = 1, H = 4 MJ/MVA, Ka = 100, Ta = 0.01, Td0 = 5.044 s,

D = 0, δ0 = 47.13°, Vb = 1, Vdc = 2, Vt = 1, XB = XE = 0.1,

XBV = 0.3, Xd = 1, X
′
d = 0.3, Xq = 0.6, Xe = 0.5
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Voltage Stability Enhancement Using
SVC in PSCAD Software

Mohammad Shabir, Sarfaraz Nawaz, and Ankit Vijayvargiya

Abstract In the modern power system, the need for flexibility, accuracy and fast
response is growing every day. Voltage instability affects the system’s reliability and
security. FACTS devices are used to restore voltage and to control the weak bus. SVC
provides the fast acting dynamic compensation in case of severe fault. This paper
is focused on voltage stability improvement of IEEE-14 bus test system. Simplified
voltage stability index (SVSI) is calculated to identify the weakest bus of the system.
All the analysis is being performed using PSCAD simulation software.

Keywords Voltage stability · Voltage deviation · Static VAR compensator ·
Simplified voltage stability index · Relative electric distance

1 Introduction

The demand for electrical energy is very much intense in the present scenario.
Approximately 27% of energy is lost in distribution and transmission in India. India
is the top most country in the list of T&D losses [1], which has led the energy system
to the transmission and distribution limitation crisis. Such constraints have an even
greater impact on stable and safe power supply in energy transmission, typically in
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the electric power transmission and distribution network, acceptable voltage vari-
ability is much smaller, but due to heavy charging, the voltage rating is not held
to the mark [2]. Each time the load or fault increases, and the voltage rate of the
system changes. With the voltage fall, the need for reactive power increases. If the
demand for reactive energy is not satisfied, the voltage of the buswill decrease further,
resulting in a cascading effect on the native regions [3]. Because of any unusual state
of fault, the disruption arises in the process, and it goes to transient oscillations.
Such unwanted oscillations can alter application performance characteristics. This
is therefore essential for monitoring and is accomplished by using the static VAR
compensator (SVC) shunt FACTS device designed with auxiliary controllers. SVC
will dampen the swings and improve the overall stability of the system [4]. This paper
mainly deals with identifying the critical bus by calculating the simplified voltage
stability index (SVSI), and voltage enhancement is justified on the critical bus after
installation of SVC.

Power system stabilizers (PSS), static VAR compensator (SVC) and shunt
static synchronous comparator (STATCOM) addressed various control strategies
for damping unwanted oscillations in the power system [5]. Overloaded circuits
and buses limit the total transmission power. FACTS technology can control bus
voltage, while improving total transmission power (TTC) is a favorable process [6].
A genetic algorithm is used to optimize the FACTS device location. Optimization
depends mostly on three parameters: device position, form (shunt or series) and
size/value of devices [7]. In [8], many reactive power compensation technologies are
summarised and compare the characteristics, operation and applications. The static
VAR generators are used in the transmission and distribution network to improve
voltage control, stability and power factor [8]. Two forms of FACTS, shunt and
series compensation, are efficiently installed using a basic algorithm dependent on
heuristic and practical rule that allows us to select the type of FACTS, to determine
where FACTS is positioned and managed [9]. The use of PSO to investigate the
optimum position and setting parameters of SVC and TCSC controllers eliminates
small signal oscillations [10]. This paper explains how SVC’s function and structure
contain TCR and how it affects the power system’s voltage stability. The model has
impedance variable that changes with the TCR’s firing angle [11].

In this paper, SVC device is used to improve voltage stability of the system. The
optimal location of SVC is determined by SVSI. The IEEE 14 bus system is used as
test system to check the efficiency of proposed SVSI.

2 Problem Formulation

The voltage instability has a very untoward effect on the reliability of the power
system. The aim of this paper study is to eliminate the system’s voltage deviation
(VD) problem. Voltage deviation is made as small as possible to improve voltage at
load bus. Objective function of VD minimization at load bus is defined as
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V D = min

(
n∑
1

∣∣Vn−Vrefn

∣∣) (1)

where

n no. of load buses
Vn voltage magnitude of nth bus
V refn reference voltage of nth bus, usually set to 1 p.u

This improvement of voltage at load buses of the power system is the primary
aim, which may be achieved by the connection of SVC at the optimal location. SVC
control system is modeled, tuned and optimally placed to analyze the behavior in
both steady and dynamic conditions of the system.

3 Mathematical Modeling of SVC

The word SVC was used for shunt linked compensator based on a thyristor without
gate turn-off [12]. According to the IEEE standard, SVC is defined as a shunt
connected static VAR generator or an absorber whose output is modified to exchange
capacitive or inductive current in order to maintain or regulate different electrical
power system parameters (Fig. 1).

To explore the effect of SVC on the power system, suitable SVC model is neces-
sary. Here SVC is observed as shunt connected variable susceptance (Bsvc) that
transforms automatically to achieve voltage power. As regards sinusoidal voltage,
algebraic equations are defined as

ISVC = j BSVCV (2)

The fundamental frequency TCR equivalent reactance XTCR is

Fig. 1 V–I characteristics
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XTCR = π X L/(δ − Sinδ) (3)

where δ = 2(π − α), δ is conduction angle and α is firing angle. TCR equivalent
reactance XTCR is firing angle (α) terms

XTCR = π X L

2(π − α) − sin α
(4)

XC = 1

Wc
(5)

at α = 90°, XTCR = XL means TCR is in fully conducting mode, while at α = 180°,
XTCR = ∞ means TCR is in blocking mode. Functional reactance of SVC is the
parallel combination of XTCR and XC as.

XSVC = π Xc X L

XC [2(π − α) + sin 2δ] − π X L
(6)

QSVC = −V 2
K

{
XC [2(π − α) + sin 2α] − π X L

π XC X L

}
(7)

As the demand for reactive energy in the bus differs, the susception (BSVC) varies
between the boundaries. The reactive energy is, however, proportional to the bus
voltage square (VK ). As voltage changes, therefore, the reactive power generated
changes.

4 Simplified Voltage Stability Index

In order to detect the loadability of the system, stability indices are introduced. In a
power system, indices provide data on the location of voltage instability. Such indices
can either show a power system’s critical bus or the stability of each line linked in an
interconnected network between two buses or measure a system’s voltage stability
margins. This method is based on the RED theory, which informs us about the nearest
generator to load bus.

4.1 Relative Electrical Distance

Assume a system of n bus, where 1, 2,……, g are generator buses and (g + 1),……,
n are load buses. The admittance matrix of for a given system is
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[
IS

IL

]
=

[
YSS YSL

YLS YLL

][
YS

YL

]
(8)

here
[IS] = [I1,…, Ig]t = injected currents of generator buses, [IL] = [Ig+1,…, In] =

injected load bus currents,
[VS] = [V 11,…, Vg] = complex generator bus voltage, [VL] = [V g+1,…, Vn] =

complex load bus voltage and [YSS], [YSL], [YLS], [YLL] = the relevant parts of the
Y-Bus matrix network.

The relationship between generator bus and load bus voltages is interpreted math-
ematically, and we have to drive thematrixFLS = −[YLL]−1 [YLS] as shown in below
equation.

[DLS] = abs[FLS] (9)

[DLS] tells about the location of load buses with respect to generators that is called
the relative electrical distance [RED]. The [RED] is obtained from [DLS] matrix as

[RED] = I − [DLS] (10)

where I is the unity matrix of size L × S. As electrical distance is found with the
[RED], the voltage drop (�Vn) is

�Vn =
n j −1∑
b−1

∣∣∣ �Vb − �Vb+1

∣∣∣ ∼=
∣∣∣ �Vg − �Vl

∣∣∣ (11)

where

V g Nearest generator voltage
V l Analyzed load voltage

In Fig. 2, it is clear that the proposed SVSI index is a measurement-based VSI that
needs information from monitoring buses. Clearly, the proposed technique expects
of voltage phasors at all the buses of the examined power system to find an area
inclined to voltage unsteadiness.

�V n is a simplification of the actual approach defined in [13]. Mostly, voltage
stability indices have some degree of inaccuracy due to the different approximation
[14]. But SVSI relies on other physical parameters (amplitude and phase of voltage
or power) to upgrade its accuracy. To improve the condition of voltage drop in any
bus, correction factor (β) for the SVSI is introduced as

β = 1 − max(|Vm | − |Vl |)2 (12)

The correction factor on voltagemagnitude is correlatedwith the largest gap. Now
the SVSI is given as
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Fig. 2 Flowchart of SVSI

SVSIi = �Vi

β ∗ Vi
(13)

Due to the depletion in the computational effort, thewhole process became simple,
so it is called ‘simplified’ voltage stability index.

5 Simulation Results and Discussions

The IEEE14bus system (Fig. 3)was used as a test system to validate SVSI’s proposed
effectiveness. The PSCAD software simulated the IEEE 14 bus model (Fig. 4). A
brief knowledge about the characteristics of each source is given with a base of
100 [MVA] for per unitizing.

Base Case: In base case simulation, we obtain the power flow solution of system
as shown in Table 1 and obtained results are tabulated to calculate SVSI of each load
bus under steady-state condition.

Step-1: Determine the nearest generator of the load bus by using RED concept.
RLG matrix helps in calculating the related electrical distance.
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Fig. 3 Single line diagram of 14 BUS system

Step-2: Estimating the SVSI. According to the RLGMatrix, Bus 4 is nearest to
the GEN 2. So the voltage drop from GEN 2 to Bus x is calculated as:

�V 2
x =

∣∣∣ �V2 − �Vx

∣∣∣
�V 2

x = 1.021 − 0.9969

Correction factor is calculated by using the highest difference of voltages as

β = 1 − (|Vm |−|Vt |)2

β = 0.9914

Here x = Bus 4. Similarly, SVSI is calculated for other load buses as shown in
Table 2.
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Table 2 SVSI of load buses

Load bus
(x)

4 5 7 9 10 11 12 13 14

SVSI 0.0309 0.0317 0.0121 0.0172 0.0249 0.0163 0.0163 0.0221 0.043

In Table 2, SVSI for all the load buses calculated is shown. The minimum SVSI
value is found at bus no 14 (0.043). Hence, the bus no 14 will be the optimal location
for SVC installation. After connecting, the SVC voltage profile is improved as we
can see in Table 3. From Table 3, it is found that the voltage profile of each bus
is enhanced after SVC installation. Voltage deviation without SVC is 0.1442, and
voltage deviation after installation of SVC up to 0.0697 is also reduced.

In Table 4, the results of proposed method are compared with the results of
latest techniques. It has been observed that SVSI gives better results than any other
mentioned technique. Table 4 shows that the voltage deviation of the proposed
technique was found to be superior to other techniques.

Voltage deviation of each bus is also decreased after SVC allocation. Now the
results of proposed SVSI technique are compared with others [16–18]. Table 4
exhibits the comparison of proposed techniques with other ones.

6 Conclusions and Future Scopes

In this paper, a new index (SVSI) has been presented to determine the location of
SVC. The objective of the paper is to improve voltage stability by reducing the
voltage deviation. To check the efficacy of the proposed technique, the IEEE 14 bus
system has been used as a test system. The voltage deviation of the IEEE 14 bus
system is also calculated after SVC installation and compared with other techniques.
It has been observed that SVSI gives the optimal location of SVC (i.e., bus no. 14)
for IEEE 14 bus system than any other technique. The IEEE 14 bus system has been
simulated in PSCAD software.
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Table 4 Comparison of
proposed SVSI with other
techniques

S. No. Name of
technique

Location of SVC Voltage
deviation

1. Proposed
SVSI

14 0.0697

2. FVSI [2017]
[15]

10 0.3667

3. DA [2018]
[16]

9 0.3529

4. TLBO
[2015] [17]

5 0.4993

5. PSO [2013]
[18]

12 0.8952
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Renewable Energy Source Based
Microgrid: Control and Dynamics

Sangeeta Modi and P. Usha

Abstract The major challenge for world’s power sector is varying load, low energy
efficiency, environmental issues, and low power quality. Microgrid, a smart grid key
technology, offers a promising solution to these issues to some extent. By using
the renewable energy sources, the generation efficiency can be increased up to 90%
without any loss for transmission. This paper presents the performance analysis of
a hybrid microgrid under islanded mode. Microgrid under consideration consists
of an array of 33 parallel strings of 5 modules connected in series, and maximum
power delivered with this combination is 50 KW at 1000 W/m2 irradiance, and
wind turbine of nominal output power of 50 KW at wind speed 12 m/s, a battery
of 500 V, 40 Ah rating, an AC load of rating 150 KW, 50 KVAR and a DC load of
200 kW have been considered for the microgrid. Utility grid of three-phase, 25 kV,
50 Hz is connected via three-phase two-winding Star—Delta transformer of 100
kVA, 25 kV/260 V, 50 Hz. In this paper, decoupling PQ control method turns to
voltage/frequency (V/f) control for islanded mode of operation. With distributed
generation sources supplying loads, a proper load sharing is the objective without
overloading the system. Maximum power point tracking (MPPT) controller based
on incremental conductance algorithm has been employed.

Keywords Hybrid microgrid · Renewable sources · Green energy · Control of
microgrid · Islanded mode
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1 Introduction

Generation efficiency of a large power plant generally ranges from 34 to 54%, while
the efficiency at customer end is only 30–46% after inclusion of losses. With the
use of distributed generation (DG), efficiency can be increased up to 90% without
any loss for transmission. Adding a DG source or microsource to the existing grid
enhances the reliability and maintaining continuous supply to critical load. In this
paper, photovoltaic (PV) and wind energy source-based microgrid are considered
along with battery for storage purpose. Interlinking converter, i.e., power electronic-
based converter is employed to interface these DGs and utility grid. This converter
controls of real and reactive power becomes flexible. Since energy storage system
is combined with the DGs, so voltage fluctuation issues can be addressed easily
to ensure voltage stability. Local generation of power with the help of distributed
generation such as solar and wind is the latest trend. It is more economical, efficient
and reliable. Dynamics of control of microgrid are presented in ref [1]. In case of any
fault or grid failure, the microgrid can be switched to islanded mode of operation.
Integration of various DGs to the utility grid can improve the grid performance,
reliability, and flexibility [2].

There are two types of microgrids with respect to supply. One is DC microgrid,
and other is ACmicrogrid. Combination of these AC and DC grid is known as hybrid
microgrid. Hybrid microgrid is complex in structure, but it integrates the advantages
of its AC and DCmicrogrids [3]. CERT test bed is presented in reference [4]; in this,
effect of integrating DGs has been discussed.

In hybrid microgrid, power can be exchanged via a power electronic interface
called interlinking converter. The hybridmicrogrid improves the reliability and power
quality of the system. To allow bidirectional flow of power, bidirectional converter
has been designed which controls the active power transferred to the AC side of the
grid from DC side of the grid [6]. It finds it application where quality is of high
preference. It also improves the voltage profile.

Droop control method for stabilizing the output power is discussed for the micro-
grid [7]. Circulating current and its cause have been discussed in [8]. Classification
of control strategies is discussed in [9]. Power control and management in microgrid
have been discussed in reference [9, 10]. Selection of converter topology depends
upon the control objectives [10].

Performance analysis of hybrid microgrid under islanded mode is presented in
this work. Energy storage has been clubbed into the DC part of microgrid. Simulation
results presented in this work show that continuity of supply to the DC and AC loads
was maintained throughout the operation.

Environmental friendliness is another plus point of using clean energy sources as
DGs. Any small electric power system which is not dependent on utility grid and
is located near customer side to meet the demand of a local customer is referred
as distributed generation (DG), whereas a combination of distributed generation
technologies with energy storage system is referred as distributed resources (DR).
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The major challenge for world’s power sector is varying load, low energy effi-
ciency, environmental issues, and lowpower quality.Microgrid, a smart grid key tech-
nology, offers a promising solution to these issues to some extent. Microgrid which
can be operated in either mode is a cluster of systematic integration of distributed
generation (DG) sources. It is assumed in this work that when any of these sources is
in operation, it is giving its maximum possible power. Depending upon the require-
ment of the load flow, the interlinking converter can be operated as rectifier and
inverter. Control functions of a microgrid can be defined at three levels, depending
upon the contents of information shared decentralized, distributed, and centralized
architecture are there. In this work, centralized architecture is considered. This paper
is divided into four sections. Section 1 discusses basics of microgrid and the system
architecture. In Sect. 2, control strategy has been discussed. In Sect. 3, simulation
results and analysis are presented, and conclusion is given in Sect. 4 (Table 1).

1.1 System Architecture

System under consideration is shown in Fig. 1.
The main feature of the microgrid is to reduce the burden on utility grid. The

microgrid under consideration as shown in Fig. 1 includes a PV array, wind turbine,
DC-DC converter, and other power electronic interfaces, battery, utility grid, trans-
former, AC loads and DC loads. Boost converter is considered here for DC-DC
converter.

Maximum power point tracking mechanism is added to the boost converter for
extracting maximum power from PV array. Bidirectional converter is connected
between AC and DC buses to supply the power in either direction. In this work,
islanded mode of operation is considered.

Solar arrays consist of various series–parallel combination of solar cells [2]. Solar
cells in general have efficiency range from 11% to over 20%. Since power output
for PV array and wind turbine is intermittent, DC-to-DC converters are connected
to provide constant DC to the inverter. The function of the solar cell is to convert the
solar radiation into electricity.

Ideal model, single-diode model, two-diode model, and multiple-diode model
are the various mathematical models of solar cell. For most of the applications,
single-diode model is used [3, 4].

The modeling equations for ideal solar cell are given as:

Id = I0 ∗ (
eqV/nkT n − 1

)
(1)

Iph = [Isc + K i ∗ (T − 298)] ∗ I r/1000 (2)

I = Iph − I0 ∗ (
eqV/nkT − 1

)
(3)
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Table 1 Symbol used Symbol used Parameters

Id Diode current

Iph Photo cell current

I0 Saturation current

Q Electron charge

V Voltage

n Quality factor

k Boltzmann constant

T Temperature

ISC Short-circuit current

Ki Reference photocurrent

Ir Irradiation

Cp Performance coefficient

λ Blade tip speed ratio

β Pitch angle

Vbattery Battery voltage

V0 Battery open-circuit voltage

K Polarization resistance coefficient

ib Battery current

R0 Internal resistance

Q Battery capacity

kp and kq Droop coefficients

P0 and Q0 Active and reactive power

V0 Inverter voltage at no load
n∑

i=0
Pgi

Power generated by all renewable energy sources

Pdi Demanded power/load power

P loss Power loss

The solar cell is modeled as a current source, and the current Iph is proportional
to the irradiance of the sun, as is shown in Eq. (2). Total output current is shown in
Eq. (3).

Wind is one of the most wildly adopted renewable energy sources. Wind plant has
multiple components. The defining equations for the wind turbine are given below:

Cp = 0.22 ∗ (116/λi − 0.48β − 5)e − 12.5/λi (4)

1/λi = 1/(λ + 0.008β) − 0.0035(β3 + 1) (5)
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Fig. 1 Block diagram of the system under consideration

The wind plant must have an intelligent control strategy to make sure that the
generator output is matchedwith the input. Pitch control technique is themost widely
used and easy-to-implement control for this purpose.

Battery is one of the most common ways of storage used in renewable energy
systems. Battery capacity is usually rated to supply the most critical loads in a
system [5]; this is done to ensure continuity of supply to these loads. Themost widely
accepted voltage–currentmodel for constant current discharge is theShepherdmodel.

The describing equation for the Shepherd model is given below:

Vbattery = V0−(K ∗ Q/(Q−ibdt)) ∗ ib − R0 ∗ i (6)

While designing the battery, it is required to make sure that the battery does not
discharge into the system. There should be a charge controller for the battery to
always monitor all its parameters like temperature, SOC, voltage, etc. [9].

1.2 State of Operation and Combination

Following are the states of the microgrid system under consideration. In this work,
islanded states from sr. number 1–6 re-discussed and analyzed. From sr. no 1 to 6,
states are considered in this paper with respect to Table 2.
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Table 2 States of the microgrid

S. No. Solar source Wind source Battery Utility grid

Islanded states (1–6)

1 1 0 0 0

2 0 1 0 0

3 1 1 0 0

4 1 0 1 0

5 0 1 1 0

6 1 1 1 0

2 Control Strategy of Microgrid Under Consideration

Local and centralized control methods are employed for managing the power in a
microgrid. Primary objective is to balance the power or one can say power sharing
among various distributed generation units connected in the microgrid.

In islanded mode of operation, a microgrid is responsible for both voltage and
power control. Control methods of a microgrid consist of DG control and the grid
control. These DGs are connected with a bidirectional converter which acts like an
inverter under islandedmode of operation. In voltage and frequency control based on
droop value, the inverter will regulate the voltage and frequency. This control strategy
involves measurement of inverter output voltage and current. The real and reactive
power from the DGs would be calculated by the power calculation unit (Fig. 2).

The control system in grid connected mode consists of two control loops—an
outer loop for the DC link voltage regulation and inner loop for regulation of active
and reactive currents (id and iq ). The control consists of (phase-locked loop) PLL
synchronization unit which measures the grid voltage and synchronizes the MG
voltage with the grid voltage. The DC voltage regulator gives the idref and iqref which

Fig. 2 Control strategy under islanded mode
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is set to zero for unity power factor operation. The current controller output gives the
Vd and Vq (active and reactive voltages) which are transformed by the inverse Park’s
transformation to the three-phase reference voltage, Vabc. The three-phase reference
voltage is then converted to three modulating signals using pulse width modulation
(PWM) generator.

The voltage and frequency will be calculated using the reference active and reac-
tive powers entered according to Eqs. (7) and (8). The phase (δ) is obtained by
integrating and multiplying the frequency by 2π rad. As shown in Eq. (9)

ω = ω0 − kp(P − P0) (7)

V = V0 − kq(Q − Q0) (8)

2 ∗ pi ∗ f = dδ/dt (9)

kp = −ω0 − ωPmax (10)

kq = −V o − VQmax (11)

Power balance equations are shown in Eqs. (12)–(14)

n∑

i=0

Pgi = Pdi ; Losses are neglected (12)

n∑

i=0

Pgi = Pdi + Ploss; With Losses (13)

Pmin ≤ Pi ≤ Pmax (14)

Operational constraints areminimum andmaximumpower supplied by themicro-
grid sources. Equation 12 shows the limits on power shared by the individual source
under consideration. In this work, various DGs are committed for supplying the load
as per cost criteria.

In this work, load sharing is based on the availability of DGs, and commitment
of the DGs is based on cost criteria. It is assumed here that cost of generating power
from solar is least as compared to wind and battery. Then comes wind, if wind and
battery both are available to meet the demand, then wind would be preferred.
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3 Simulation and Analysis

Simulation studies are performed on the system under consideration.
A microgrid system with 50 kW array, boost converter with 500 V output, bidi-

rectional converter of 260 V, 50 Hz output rating on AC side, and an AC load of 150
KW and 50 KVAR and DC load of 200 kW has been considered.

3.1 The Sequence of Switching Operations of Various DGs
Are Simulated as Follows

State 1: (Solar power available).
At t = 0 s, the load power required by critical load is 50 kW and is supplied by

solar system. Voltage, current, and power associated under this state are shown in
Fig. 3.

Fig. 3 a, b Solar system on—state 1
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Fig. 4 a, b Wind system on—state 2

State 2: (Wind power is available).
At t = 0 s, the load power required by critical load is 50 kW and is supplied by

wind system alone. Voltage, current, and power associated under this state are shown
in Fig. 4.

State 3: (Solar and wind available, utility grid-off).
In this, a load of 100 kW is required to supply critical load and load on AC side.

To meet this demand, solar and wind are supplying the power required by load as
shown in Fig. 5.

State 4: (Solar and battery available, utility grid-off).
At t = 0.5 s, the load power requirement is 80 MW. Solar power source is consid-

ered as primary source of power in this case. Up to 0.5 s power required by the load
is 50 kW which is being supplied by solar source as shown in Fig. 6.

State 5: (Wind and battery available) (Fig. 7).
At t = 0 s, power required by the load is 50 kW, and wind source is supplying this

power. At t = 0.5 s, load requirement is 80 kW as is shown in Fig. 5, and remaining
30 kW load is supplied by battery.
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Fig. 5 Solar and wind on—state 3

Fig. 6 Solar and battery on—state 4

Fig. 7 Wind and battery on: state 5
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Fig. 8 Solar, wind and battery on: state 6

State 6: (Solar, wind, battery-on, utility grid-off).
At t = 0 s, Solar and wind are meeting the demand of 100 kW, and 50 kW is

being supplied by solar and wind each. At t = 0.5 s, load is increased to 130 kW.
Additional 30 kW now is being supplied by the battery as is clear from the graphs
shown in Fig. 8.

Voltage, current, active power, reactive power of DG1 and DG2 are shown during
islanded mode in Figs. 2, 3, 4, 5, 6, and 7. It can be seen in the waveforms that
responses of DGs are settled within 60 ms. However, the voltage and current changes
according to the load shared by each source.

4 Conclusions

Simulation studies of microgrid with solar system, wind power system, and battery
connected in islanded mode are presented here. In islanded mode, the voltage and
frequency regulation is the main criteria. Decoupling PQ control switches to V/f
control under islanded mode of operation and presented in this work. Switching
sequences under islanded mode is presented. Voltage, current, active power, reactive
power of DG1 and DG2 are shown during islanded mode in Figs. 1, 2, 3, 4, 5 and
6. It can be seen in the waveforms that responses of DGs are settled within 60 ms.
However, the voltage and current changes according to the load sharedby each source.
Further work can be carried out on grid connected mode with another distributed
generator with the system under consideration. In this work, DG voltage and current
with battery characteristics under islanded mode are presented. The performance of
the system is analyzed using step responses. The voltages are maintained within the
operating limits. The effectiveness of the decoupling PQ control withV /f is presented
and analyzed through simulation. This analysis can be applied further to select the
protection scheme for the microgrid.
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Improved Adaptive Control Algorithm of
a Grid-Connected PMSG-Based Wind
Energy Conversion System

Masood Nazir, Ikhlaq Hussain, and Aijaz Ahmad

Abstract This paper investigates a permanent magnet synchronous generator
(PMSG)-based wind energy conversion system (WECS) evaluating various con-
ditions of power flow. The variable parameter reweighted zero-attracting least mean
square (VP-RZA-LMS) algorithm is applied to the voltage source inverter (VSI) to
account for a variety of power quality problems like compensation of reactive power,
power balancing and active power transfer. A Simulink model is developed to val-
idate the same. The proposed control algorithm provides faster convergence speed
and is also dependent on a relatively lesser number of parameters.

Keywords Wind energy conversion system (WECS) · Permanent magnet
synchronous generator (PMSG) · Power quality · Least mean square (LMS) ·
Power electronics

1 Introduction

Over the years, the topic of energy crisis has hogged the limelight partly due to the
ever-increasing demand of electrical energy and partly due to the rapid extinction of
non-renewable energy sources. The swell in pollution levels due to the exploitation
of non-renewable energy sources coupled with the surge in the prices of traditional
energy sources has compelled researchers to look for viable alternatives. Sustainable
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energy sources, viz solar and wind, are an option in remote areas [1–4] where the
cost of electricity by traditional means is a costly affair.

Although different types of generators with multiple converter topologies have
been mentioned in the literature [5, 6], it has not been possible to completely pene-
trate the renewable energy sector yet. However, with proper government support in
the form of national schemes and subsidies along with the advancement in power
electronics [7], an effort is being made to take the renewable energy generation to
the next level. The constant speed wind turbines use permanent magnet synchronous
generators (PMSGs) to deliver power at a constant frequency. The advantage that a
PMSG [8–11] generator provides over a regular induction generator is that there is
no need of external excitation, and it is easier to control. Besides, it provides higher
efficiency and reliability as well as its size is considerably small. Also, speed control
is not required that is quite a task for variable speed wind turbines [12–14].

A lot of control algorithms have been devised for robust and reliable switch-
ing of the voltage source inverter (VSI) [15]. In this paper, the least mean square
(LMS) algorithm is improved upon by including powerful adaptive filtering meth-
ods for system identification. Till date, several algorithms based on LMS have been
proposed like proportionate normalized LMS (PNLMS), zero-attracting LMS (ZA-
LMS) and resized zero-attractingLMS (RZA-LMS) [16].Whereas the former repeat-
edly adjusts the step size that varies in accordance with the filter coefficient by updat-
ing it independently, the latter introduces variable step size strategy as the name
suggests. Though ZA-LMS and RZA-LMS perform marginally better than LMS in
varied situations, they are relatively tricky to implement because adjusting the step
size is not easy.

In this paper, a permanentmagnet brushless direct current (PMBLDC)-basedwind
energy conversion system (WECS) is suggested with a seamless variable parameter
ZA-LMS (VP-ZA-LMS) control of VSI. The PMBLDC generator transforms the
mechanical energy of wind into electrical energy which is fed to a diode bridge
rectifier (DBR) for conversion from AC to DC. This power is fed at the DC bus
of the converter by incorporating a boost converter that carries out the tracing of
supremum power (MPPT). The advantages of the proposed control algorithm are:

• It provides faster convergence speed.
• This algorithm depends on lesser number of parameters that do not affect the
system performance.

The proposed grid-tied WECS is simulated in MATLAB environment.

2 System Topology

A WECS is pictorially represented in Fig. 1. It consists of a wind turbine, PMSG
machine and a DBR that is coupled to a converter. The wind energy source is con-
nected at the DC bus of the converter to maintain a constant DC bus voltage. The
wind turbine is coupled to a PMSG generator whose output is fed to a DBR. The DC
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Fig. 1 System topology

power thus obtained is input to a boost converter that is responsible for MPPT. The
system is operated in such a way so as to trace continuously its supremum point of
power for maximum efficiency. For improvement of power quality and to account
for harmonic suppressions, interfacing inductances and RC filter are connected at
the point of common coupling (PCC).

3 Modeling and Design of WECS

Different components that comprise aWECS are a wind turbine, PMSGmachine and
a DBR that is coupled to a converter. The modeling of these components is described
in this section.

3.1 Mathematical Model of Wind Turbine

The mechanical energy produced from wind is a function of wind speed [2]. It is
given as

P
w

= 1

2
ρACP(λ,β)v3 (1)

λ = wm
R

v
(2)

Cp = C1(
C2

γ
− C3β − C4)e

C5
γ + C6γ (3)

where ρ= air density, v = wind speed (m/s), A= area swept by the rotor, Cp = power
coefficient, β = pitch angle and R = rotor radius. The wind turbine torque is given as
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Tm = pm

wm
(4)

The largest value of Cp is Cpmax = 0.48 and is obtained for pitch angle = 0 and λ =
8.1 so that the power extracted is maximum and is given by

Pmax = 1

2
ρACP

R3

λ3
opt

w3
m (5)

3.2 Modeling of PMSG

APMSGmachine of power rating 3.7 kWwith thewinding resistance of stator as Rst ,
stator flux (ψ f sd , ψ f sq ), direct and quadrature axis stator inductances as (Lsd , Lsq ),
PM flux linkage as ψpm , n number of pole pairs and dq axis voltages and currents
of stator as Vsdq , isdq coupled with a 10kW wind turbine comprises a WECS. The
mathematical equations are expressed as [14]

Vsd = −Rst isd − pψ f sd + nwmψ f sq (6)

Vsq = −Rst isq − pψ f sq − nwmψ f sd (7)

ψ f sd = Lsdisd + ψpm (8)

ψ f sq = Lsqisq (9)

3.3 Boost Converter Calculations

The duty cycle (D) and the values of capacitor and inductor of the boost converter
are calculated as [15]:

Vout = Vin

1 − D
(10)

L = Vin
Vout − Vin

iripple
fs Vout (11)

C = Iout
D

δV fs
(12)
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where fs is 10 kHz, Vin is the voltage input to boost converter, Vout is the equivalent
DC bus voltage and δV is the acceptable voltage distortion content chosen as 1–2%
of Vout.

3.4 Design of VSC

A three-legged VSC that is meant for compensating reactive power in the system
comprises six IGBTs, three AC inductors and a DC capacitor. It is designed for a
415V, 50Hz system [15].

3.5 Design of Interfacing Inductance and RC Filter

An RC filter is used to refine the voltage at the point of common coupling (PCC)
by draining out noise from it. Considering Rf Cf = Ts/10 and switching frequency
equal to 2 kHz, the specifications of ripple filter are calculated as Rf = 10Ω and
Cf = 10μF, where Rf , Cf are the resistance and capacitance of the ripple filter and
Ts is the switching time [15]. The value of interfacing inductance is taken as 5.5mH
[15].

3.6 Scheme of DC Link Capacitor and DC Bus Voltage

DC link capacitance is calculated as [15]

1

2
CDC(V 2

DC − V 2
DC1) = k3V m I t (13)

where VDC is the reference DC voltage and VDC1 is the minimum voltage level of
the DC bus, m is the overloading factor, V is the phase voltage, I is the phase current
and t is the time by which the DC bus voltage is to be recovered. The value of DC
link capacitance thus calculated is 10,000μF.

The least value of DC bus voltage needs to be higher than two times the phase
voltage peak. It is calculated as

VDC = 2
√
2VL L√
3p

(14)

where p is the modulation index=1 and VLL is the line to line output voltage. VDC

thus obtained is 677.7V for a line voltage of 415V and is rounded off as 700V.
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4 Control Algorithm

The system is handled by regulating the DC current of the circuit in such a way such
that the point corresponding to supremum power (MPP) is traced continuously. The
control algorithm consists of wind control and VSC control which are mentioned in
the following section.

4.1 Wind Generator Boost Converter Control

The control, shown in Fig. 2, uses a PI controller which reduces the error between
the desired current and the actual DC current to zero and in the process draws out
maximum generator power. The PI controller input is an error signal that is generated
as

Iwind, err = Pwind, ref

vwindDC
(15)

The boost converter utilizes this error signal input to a PI controller to control the
output DC current and power.

4.2 Control Algorithm for VSC

In this paper, a VP-RZA-LMS algorithm [16] as shown in Fig. 3 is proposed where
the parameters like step size are repeatedly adjusted. This method keeps on mini-
mizing the mean square error (MSE) and converges relatively faster. The simulation
results further validate the performance of the algorithm. Initially, the unit template
components are calculated as [15]:

μpa = vsa

vt
;μpb = vsb

vt
;μpc = vsc

vt
(16)

Voltage at PCC is given by

*
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Fig. 2 Wind MPPT control algorithm
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Fig. 3 Proposed control algorithm for VSC

Vt =
√
2/3(v2

sa + v2
sb + v2

sc) (17)

Next, the corresponding error is obtained by utilizing the unit templates as shown in

en = iLa − μpa Wsp (18)

The RZA-LMS update is obtained by using stochastic subgradient iterations and is
given by

W (n + 1) = Wn + μenwn − ρ
sgn[Wn]
ε + |Wn| (19)

where the absolute value operator is applied in an element-wise manner and ε is a
small positive parameter. The parameter wn is initialized as wn = 0.01.

The activeweight components for the three phases are estimated by subtractingwn

from the above equation and subsequently substituting (18) in it. The active weight
components are given by equations (20), (21) and (22)

Wsa(n + 1) = Wsp + μnenμpa − ρn
sgn[Wsp]
ε + |Wsp| (20)

Wsb(n + 1) = Wsp + μnenμpb − ρn
sgn[Wsp]
ε + |Wsp| (21)

Wsc(n + 1) = Wsp + μnenμpc − ρn
sgn[Wsp]
ε + |Wsp| (22)

Adding Eqs. (20), (21) and (22), the mean value of the fundamental active com-
ponent is given as
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Wp = 1

3
(Wsa + Wsb + Wsc) (23)

The reference supply currents for the three phases are calculated as

i∗
sa = Wsp ∗ μpa; i∗

sb = Wsp ∗ μpb; i∗
sc = Wsp ∗ μpc (24)

5 System Performance

The proposed system consists of a 10kW wind turbine that is coupled to a 3.7kW
PMSG machine. The output is fed to a bridge rectifier via a boost converter. The
VSC feeds power to linear/nonlinear loads. The source voltage is 415V at 50Hz.
The system is operated under steady-state and dynamic conditions by varying wind
speed and incorporating load unbalancing conditions. A Simulink model is designed
to validate the results in detail.

5.1 Steady-State Performance Under Nonlinear Load

The conduct of a grid-tied WECS evaluated on the application of a nonlinear load is
shown in Fig. 4. It shows the waveforms of source voltage vabc, source current iabc,
load current iLabc, converter current ivsc, DC bus voltage vDC , wind velocity vwind,
wind current iwind and wind power pwind. It is clear that when the load current (2A)
is less than the converter current (5A), the wind source supplies power to both load
as well as grid. However, when the load current exceeds the converter current, the
grid supplies power to both load as well as the wind source.

5.2 Steady-State Performance Under Linear Load

Figure. 5 shows the behavior of a grid-tied WECS evaluated on the application of a
linear load. It depicts the waveforms of source voltage vabc, source current iabc, load
current iLabc, converter current ivsc, DC bus voltage vDC , wind velocity vwind, wind
current iwind and wind power pwind.
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Fig. 4 Steady-state performance under nonlinear load when iload is less than ivsc

Figure5a depicts that when the load current is less than the converter current,
wind supplies power to both load and grid. However, when the load current is greater
than converter current as shown in Fig. 5b, grid supplies power to both load and wind
energy source.

5.3 Dynamic Performance Under Nonlinear Load

Figure6 shows the behavior of a grid-tied WECS evaluated on the application of a
nonlinear load. It depicts the waveforms of source voltage vabc, source current iabc,
load current iLabc, converter current ivsc, DC bus voltage vDC , wind velocity vwind,
wind current iwind and wind power pwind. It is observed that at time t = 0.5s, phase
B of the load is reconnected to the system, but grid current remains sinusoidal and
balanced. It is also observed that DC link voltage is maintained close to reference
value under all disturbances.
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a

b

Fig. 5 a Steady-state performance under linear load when iload is less than ivsc, b steady-state
performance under linear load when iload is greater than ivsc
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Fig. 6 Dynamic performance under a nonlinear load

5.4 Dynamic Performance Under Nonlinear Load Due to
Change in Wind speed

The dynamic performance under a nonlinear load due to change in wind speed is
shown in Fig. 7. It shows the waveforms of source voltage vabc, source current iabc,
load current iLabc, converter current ivsc, DC bus voltage vDC , wind velocity vwind,
wind current iwind, wind power pwind, wind speed v (m/s), rotor speed vr and torque
Tm . It is observed from the figure that wind power is close to 3400W at a wind
speed of 12m/s, and wind source supplies power to the load. However, at t = 0.5s
to t = 1s, when the wind speed is reduced from 12 to 7m/s, it is observed that the
wind power reduces from 3400 to 1500W. Under such conditions, the wind source
is unable to supply power to the load which is evident from the waveforms of Fig. 7.
Under such conditions, grid supplies power to the load.
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Fig. 7 Dynamic performance under nonlinear load due to wind speed variation

6 Conclusions

The performance of a grid-integratedWECShas been carried out in SIMULINK. The
PMSG transforms the mechanical energy of the wind into electrical energy which
has been rectified and conditioned and finally fed to the grid. Adaptive control of
WECS is incorporated by implementing VP-RZA-LMS algorithm to provide power
quality solutions like power balancing, active power transfer and voltage regulation.
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Also, favorable results have been obtained under changing wind speeds. Such a setup
is very much capable of providing an able backup in remote locations.

Appendix

Wind Turbine: Cut in wind speed = 6m/s, rated wind speed = 12m/s, Cpmax = 0.48,
λT S R = 8.1, C1 = 0.5175, C2 = 116, C3 = 0.4, C4 = 5, C5 = 21, C6 = 0.0069,
PMSG Rating: 5 hp, 230V, n = 4, Rs = 1.785Ω , Stator Phase Inductance = 9.065mH
System Parameters: Boost converter inductance, Lb = 10mH, DC link capacitance,
Cdc = 10, 000μF, Kp = 1, Ki = 0, Vdc = 700V, Adaptive filter constant, μn = 0.01,
ρn = 0.006, ε = 0.002.
Interfacing inductance, Lint = 5mH, 3 phase grid voltage, Vabc = 415V (rms), Rf = 10Ω ,
Cf = 10μF, Sampling time, Ts = 10μs.

References

1. Pimentel D (2008) Biofuels, solar and wind as renewable energy system-benefits and risks.
Springer, Colorado

2. Wu B, Lang Y, Zargari N, Kouro S (2011) Power conversion and control of wind energy
systems, Wiley, Inc., Hoboken, New Jersey

3. Rashid A, Hasan N, Parvez KT, Maruf (2015) MNI Study and analysis of a small-scale micro-
grid using renewable energy resources. In: Proceedings of international conference on electrical
engineering and information communication technology (ICEEICT). Dhaka, pp 1–4

4. Lasseter RH (2011) Smart distribution: coupled microgrids. Proc IEEE 99(6):10/4-1082
5. Yahia H, Liouane N, Dhifaoui R (2014) Differential evolution method based output power

optimisation of switched reluctance generator for wind turbine applications. IET Renew Power
Gener 8(7):795–806 September

6. Rezaei E, Ebrahimi M, Tabesh A Control of DFIG wind power generators in unbalanced
microgrids based on instantaneous power theory. IEEE Trans Smart Grid PP(99):1–8

7. Mulholland R, McBride V, Vial C, O’Malley A, Bennett D (2015) 2015 top markets report
renewable energy. http://www.trade.gov/industry

8. Sun L, Gong C, Han F (2013) Design and optimization of control parameters based on direct-
drive permanent magnet synchronous generator for wind power system. In: Proceedings in
8th IEEE conference on industrial electronics and applications (ICIEA). VIC, Melbourne, pp
1238–1243

9. Haque ME, Muttaqi KM, Negnevitsky M (2008) Control of a stand alone variable speed
wind turbine with a permanent magnet synchronous generator. In: Proceedings in IEEE power
and energy society general meeting—conversion and delivery of electrical energy in the 21st
century. Pittsburgh, PA, pp 1–9

10. Pradhan S, Murshid S, Singh B, Panigrahi BK (2018) A robust SMOC for vector controlled
PMSG based isolated wind energy generating system. In: IEEE industry applications society
annual meeting (IAS). Portland, OR, pp 1–8

11. Pradhan S, Singh B, Panigrahi BK, Murshid S (2019) A composite sliding mode controller
for wind power extraction in remotely located solar PV-wind hybrid system. IEEE Trans Ind
Electron 66(7):5321–5331 July

http://www.trade.gov/industry


180 M. Nazir et al.

12. Singh B, Panigrahi BK, Pathak G (2016) Control of wind-solar microgrid for rural electrifica-
tion. In: IEEE 7th Power India international conference (PIICON). Bikaner, pp 1–5

13. Mishra S, Hussain I, Pathak G, Singh B (2018) dPLL-based control of a hybrid wind–solar
grid connected inverter in the distribution system. IET Power Electron 11(5):952–960

14. Pathak G, Singh B, Panigrahi BK, Chandra A, Al-Haddad K (2016) Wind-PV based microgrid
and its synchronization with utility grid. In: 2016 IEEE international conference on power
electronics, drives and energy systems (PEDES). Trivandrum, pp 1–6

15. Singh B, Chandra A, Al-Haddad K (2014) Power quality: problems and mitigation techniques.
Wiley

16. Jin D, Chen J, Richard C, Chen Jingdong (2018) Model driven online parameter adjustment
for zero attracting LMS. Signal Process 152:373–383



Life Cycle Reassessment Strategy
for Existing Bulk and Thin-Film
Photovoltaic Materials in Indian Context

Manisha Sheoran, Susheela Sharma, and Pancham Kumar

Abstract With the growing population, the energy demands are heightened around
the globe. Displacement of conventional energy sources to solar power photovoltaic
installations has burst forth solar photovoltaic waste volume to around 1.8 million
tons by 2050. Hence a crucial need is to enhance the photovoltaic recycling method
to vast industry level. Economically established countries like China, UK, and Japan
nowhave formulated their solar photovoltaic recycling policieswhile India still needs
to shape its solar photovoltaic recycling policy. Inspite of the increasing PV instal-
lations, recycling of solar photovoltaic waste presents a supreme and uncommonly
platform of recovering valuable materials from the PVwaste, and harboring the recy-
cling industry to large scale across the world. This paper also targets the apparently
popping up environmental, social, and economic influence of the life span accom-
plishment of C-Si, GaAs, GaInP, CIGS. To potentially tackle the above-mentioned
complications a novel policy framework is proposed for the Indian government to
administer.

Keywords Life span accomplishment · Policy · Socio-economic impact

1 Introduction

The solar PV installations will prosper to 637–653 GW by the extremity of 2019. By
the 2050 major set up is anticipated to reach 4.7 TW in China and India. Extensive
growth of PV materials has occurred across the countries. These increasing set up
are contributing to PV waste proliferation. In 2017 China, United States, India, and
Japan had themaximum solar PV installations of 53 GW, 10.6 GW, 9GW, and 7GW,
respectively [1]. India as an economically emerging nation holds large population
density in less area of land so it becomes difficult to recycle the total PV installation
of 28.18 GW as estimated till March 2019 [2]. Overall 1.8 million tons of solar
PV waste will be accumulated till 2050 in India. Accumulation of this huge PV
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Fig. 1 Market share of PV
panels from 2014 to 2030

c-Si Thin-film based Other

2014

2020

2030

waste demands a mandatory policy framework design for PV waste recycling [3].
Environmental, social and economic repercussions due to existing solar PV recycling
methods like mechanical, thermal, and chemical are investigated thoroughly [4, 5].
Various prior literature studies have been done on the life span reassessment of
existing solar PV materials but still their recycling part is lagging behind in terms of
policy framework design. Until now landfill dumping is utilized for the namesake of
recycling of dismantled and discarded PV materials [6]. Recycling processes which
are existing still lack incentive allocation. Lucrative turnout is not obtained from the
solar PV recycling process because of very less PV waste generation as the solar PV
panels have a life span ranging from 25 to 30 years [7]. Market share of C-Si has
been reducing from 2014 to 2030 as depicted in Fig. 1.

First solar had developed methods of recycling thin-film PV materials, however,
a great significant contribution has been already made for C-Si [8]. The recycling
process is not economical to recyclers as the PV waste reaching to them is less in
quantity and they are not provided any incentives for losses in terms of cost after
recycling process [9]. Recycling process requires economic aid for various stages
involved [10]. C-Si, GaAs, CIGS, GaInP during their manufacturing involves the use
of hazardous substances which influence the biotic components [11]. Disposal of the
above materials is also a cumbersome task due to further slow leaching of chemicals
from discarded solar panels [12, [13].

2 Methodology

Reducing the PV waste material from the faulty solar panels is the foremost step of
recycling [14, 15]. Intrinsic composition of solar photovoltaic materials is depicted
in Fig. 2 and Table 1.

Till the present time thermal, chemical, and mechanical methods of recycling
were used [16]. Si can be regenerated from processed and dismantled solar panels
through the laser method to some extent [17]. Further purification of Si is a high
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Fig. 2 Intrinsic % C-Si component proportion

Table 1 Intrinsic CIGS and
CdTe component proportion

CIGS components % CdTe components %

Glass 84 Glass 95

Aluminium 12 Aluminium 0.35

EVA 3 EVA 3.5

Copper 0.8 Copper 1

Zinc 0.12 Zinc 0.01

Lead 0.0005 Cadmium 0.07

Indium 0.02 Tellurium 0.07

payout step as it requires transportation to China for further processing. Mechanical,
thermal, chemical methods are laid out shown in Figs. 3, 4, 5.

2.1 Environmental Aftermath

Various thin-film and bulk materials have been analyzed for their environmental
repercussions and are summarized below in Fig. 6.

2.2 Social and Economic Impact

Recycling processes indulge different age group people so it can be taken as a new
emerging job sector [18]. Moreover, the recycling companies show a great interest
in the extraction of valuable materials like Cu, Ag from the dismantled solar panels
[19]. By 2030 estimated recovery of Si is 30.000 tons from the collapsed solar panels
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Take a PV module & disassemble it physically 

Shearing & Crushing

40% outcome containing glass,Al frame 
,backsheet,mixed Si, Ag, Al etc 

The method is inefficient.
Requires more time than thermal method but less than chemical method. 
Consumes low energy, doesn’t emit gaseous emissions & is least costly.
Less purity outcome is obtained & no chemical additives are used. 
Its environmentally friendly method. 
Utilized for extraction of glass, Al frames etc. 

Fig. 3 Mechanical method

Take a PV module & put it in furnace

After heating seaprate glass & Si

15 % outcome mainly containing Si,glass,Pb ,metal 
parts etc.  

Required time period is short.
Efficiency is good with high energy consumption. 
High purity product is obtained  
Lesser impact economic aspect. 
Emits gaseous substances hence puts possess environmental impact. 
No chemical additives. 
Valuable materials i.e.  Si, Ag are recovered.

Fig. 4 Thermal method

[2, 20]. Amount of total waste generation by the end of 2050, its recovery %, and
total waste recovered in tons is depicted as shown in Figs. 7, 8, and 9.
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Take a PV module & treat with HNO3 ,HCl, H2SO4

Treatment with a base i.e. KOH  & rinse with water 

19% outcome Si,Ge,AgCl,Cu,Pb,Ga,In,Selenium oxide 
etc.

Method  is not sufficient as  it takes long time
Energy consumption is very less 
High chemical additives are used, environmentally not a favorable method.
Outcome  is very of  low  purity & economic  aspect is very high 
Less gaseous emission is released 
Utilized for obtaining scarce & hazardous   materials like Cd, Te, In, Ga. 

Fig. 5 Chemical method

Fig. 6 Effects on health due
to solar photovoltaic
materials

•Lungs
•Blood

•Liver
•Gastrointe
stinal tract

•Kidney 
issues

•Bones & 
Teeth

•Cancer
•CNS

C -Si GaAs

GaInPCIGS

Fig. 7 Waste generated in
tons by 2050

Material
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Fig. 8 Recovery rate of
waste material

Material

Recovery rate(%)

Fig. 9 Waste (in tons)
recovered after recycling

Material

Waste recovered(t)

3 Recycling Policy Design for Indian Government

With the large accumulation of solar photovoltaic scrap it becomes stringent to
framework recycling policy for the Indian government. Bridge to India managing
committee aforementioned that solar sector scrap accumulation has heightened to
28 GW in 2019 from a 3 GW in 2014. Presently India lacks proper recycling strategy
formulation. Endowment of effective PV scrap recycling policy is to be carried out
as yet PV recycling is behind peculiar laws. Solar PV material processing utilizes
hazardous substances during various manufacturing steps. If such materials are left
without treatment than environmental repercussions are huge [21, 22]. Solar PV recy-
cling legislative recommendations can be urged from members across the globe, as
the PVwaste is piling across India. The inevitable PV scrap pile up can be handled by
administering a strategy. After reaching the last stage of life cycle reassessment accu-
mulated bulk and thin-film waste can be handled by the proposed policy framework
for the Indian scenario in Fig. 10.
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Regulative Framework: 1) Manufacturing firm should 
be registered.
2) Environmental safe materials 
to be used.

Lay out the accountability & obligation of the 
collaborator for scrap handling & operation:

1) Establish PV waste collec-
tion centers. 
2) Alimony to these ventures 
to be provided.

Compose model for PV waste compilation: 1) Business to Business.
2) Business to Consumer.

Launch of treatment method: 1) Hazardous & non-hazardous
material treatment.
2) Risk factors to be established.

Disposition Corporation Endowment: 1) Survey recycling methods
2) Units to accumulate recycling 
materials.

Manufacturer Liability System constitution: 1) Abide the use of less hazard-
ous materials.
2) Stringent responsibility of 
producer to take back product 
from market.

Setup of a head body on PV industry:

1) Monitoring of the activity.
2) Promotion of sustainable ma-
terial in designing.

Financial aid:

1) Monetary funds should 
be provided to recyclers by 
the government.

Recycling Institution Set up:
1) Institutes which impart pro-
fessional skills among recycling 
team should be established.

Fig. 10 Proposed policy framework for Indian scenario to handle accumulated bulk and thin-film
waste

4 Conclusions

Recycling sector in India is still surviving in the infancy. It’s stuckwith low outcomes
in terms of obtained recycled products. The Indian government needs an effec-
tive legislative policy framework for implementation so that the treacherous PV
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waste which has spawned can be treated without throwing in the garbage. Compar-
ative study of the existing recycling method of PV waste is done by analyzing the
mechanical, thermal, and chemical methods. The best method for recycling is a
thermal method with some demerits. Everyday new solar plant installation targets
are achieved which further increases the waste pile up. By the end of 2050 the global
hike in PV waste generation due to C-Si and thin-film PV materials is estimated
to reach 4,843,891 and 1,252,617 tons, respectively. Environmental, economic, and
social impacts are also studied in a detailed manner in the article. Job industry can
also take an impetus due to the recycling process development on a large scale. The
novel policy designed hereby can be successfully implemented in both the rural and
urban areas of India.
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Operation of Droop-Controlled Hybrid
Islanded Multiple Subgrids

Harikrishna Muda, T. Mahesh, K. Naga Sujatha, and C. Bhargava

Abstract This paper investigates the issue of power sharing in AC/DC Subgrids
(ADSs) formed by interconnection of Interlinking Converters (ICs). Distributed
Generations (DGs) are controlled using a droop-based method. This control mech-
anism of ICs indirectly adjusts the load power of ACS and DCS using droop gains.
Further, power sharing among theACSandDCS is achieved accordingly.A linearized
system model and analysis of autonomous operation of hybrid islanded multiple
subgrids is developed. The powermanagement schemes presented in the literature are
mainly focused on either AC Subgrid (ACS) or DC Subgrid (DCS) conditions. This
work proposed use both ac and dc droop gain values to regulate frequency and voltage
at the point of IC. Time domain simulations are carried out inMATLAB/SIMULINK
software environment and used to validate the proposed control algorithm. A reliable
power sharing technique for ADS system is developed to operate at all the operating
scenarios of loading and environmental conditions.

Keywords Distributed generations (DGs) · AC/DC sub grids · Bidirectional power
sharing analysis · Decentralized control method · Time domain results
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Abbreviations

AC Alternating current
ACSi Ith AC Subgrid
ADS AC and DC Subgrid
DC Direct current
DCSi Ith DC Subgrid
DG Distributed Generation
ICi Ith Interlinking Converter
Pi Active power flow through ith Interlinking Converter
PV Photovoltaic
Qi Reactive power flow through ith Interlinking Converter
nac Total number of ac subgrids
ndc Total number of dc subgrids
nic Total number of interlinking converters

1 Introduction

AC/DC Subgrids (ADSs) are evolving towards the coordinate operation of multiple
Distributed Generations (DGs) [1]. ADSs are minimizing the power conversion
stages and reducing losses by locating generation near demand [2]. An operation of
bi-directional Interlinking Converters (ICs) is employed to share power in between
ACSubgrids (ACSs) andDCSubgrids (DCSs) [3]. This environment allows the users
to effectively operate AC/DC based DGs at distribution network voltage levels. The
ADS can be operated in grid-connected mode or islanded mode. The islanded mode
provides away to the power in the absence of the grid [4]. In the islanded mode
of subgrid operation, the voltage and frequency are negotiated if the loads are not
enough to absorb the generated power. Thus, three major parameters such as voltage,
angular frequency, voltage and current harmonics in subgrid must be controlled to
acceptable standards during islanded mode of operation [5].

The control scheme plays a major role to maintain the acceptable standard values
and the islanded mode operation depends on the accurate controls scheme of the
DGs in ADSs. Mainly, their control scheme can either be centralized or decentral-
ized. The decentralized control methods which are based on the conventional droop
characteristics are widely utilized for power sharing in a predetermined manner [6].
Power sharing among the subgrids will help the customers to rationalize their power
consumption and it will lead to a reduction in the peak energy demand. Depending
on themeasurement of dc voltage and ac frequency at the IC location, the real powers
are adjusted in the DCS and ACSs, respectively for the droop control scheme [7].

The concept of droop gainmethod for autonomousACS to preserve power sharing
in ACSs is introduced in [8]. In [9], an virtual voltage and frequency droop gain
frame is presented to improve the stability performance. However, power oscillations
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between DGs are observed due to the circulating currents in a low inertia of DGs and
resistive networks [10]. An increasing in amount of the main DC power sources of
electricity such as photovoltaic panels, super capacitors, fuel cell stack and battery
energy storage system [2, 3] and loads, such as electric car chargers, water heaters,
pool pumps lead to the formation ofDCSs. In droop-control basedDCSs, the coupling
between dc terminal voltage and available power or current output is used. Some of
the control issues in the DCS arises from the power sharing controller and their
associated control gains [11].

2 Topology of Hybrid Islanded Subgrids

General structure of interconnected DCS and ACSs clusters is shown in Fig. 1. It is
to be noted that the two ACSs (ACS1 and ACS2) are interconnected through a DCS1
using ICs (IC1 and IC2) to provide bidirectional power flow on present generating
and loading conditions of each subgrids. ADS offers several advantages such as
integration of ac and dc based DGs, increased reliability of energy utilization and
reducedCO2 gas emissions [6]. Integrated energy storage devices can decrease losses
and increase reliability. Whereas ac sources such as wind turbines, diesel generators,
synchronous generators would encourage the development of ADSs. The two ACS
and DCSs can be treated as ADS system in which the lumped load power (combined
loads of ACS and DCSs) can be proportionally shared between ACS and DCSs.
Means, the installed power in each subgrid can be utilized more efficiently. For
instance, refer Fig. 1a where the load power in the ACS2 and DCS1 is unavailable
due to its insufficient maximum capacity or other operation constraints. When the
generation capacity of ACS1 is greater than its load power, therefore the DCS1 and
ACS2 are supported by ACS1. Because, the ICs are expected to control the power. In
ADSs, power sharing is bidirectional between the ACS and DCSs. Figure 1b depicts
the power flow scenario when high capacity of generating power available in DCS1.

Fig. 1 Possible layout of
two AC Subgrids (ACSs)
and one DC Subgrid (DCS)
interconnection with ICs (a)1IC

1ACS

2IC
1DCS 2ACS

1IC
1ACS

2IC
1DCS 2ACS

1IC
1ACS

2IC
1DCS 2ACS

(b)

(c)
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Fig. 2 Possible layout of
two DC Subgrids (DCSs)
and one AC Subgrid (ACS)
interconnection with ICs

(b)

1IC
1DCS

2IC
1ACS 2DCS

1IC
1DCS

2IC
1ACS 2DCS

(a)

(c)
1IC

1DCS

2IC
1ACS 2DCS

Similarly, Fig. 1c shows generation-load balancing within the ADS when there is
generation shortfall in DCS1 with assistance of ACS1 and ACS2.

As shown in Fig. 2, both DCSs (DCS1 and DCS2) are connected to the ACS1
through ICs (IC1 and IC2). The DCSs are interfaced with its neighboring ACS to
share the active power among DCS and ACSs. In ADS system, power sharing is
directional between the ACS and DCSs as shown in Fig. 2. The necessity of IC
is to ensure minimal generation and load curtailment in ADS and equal load power
sharing in the ADS based on IC ratings. This analysis has resulted in a novel research
significance on decentralized control operation for bidirectional power sharing in
ADS system.

A general structure of a cluster of interconnected ac and dc microgrids is shown
in Fig. 3. It is to be noted that the two AC (or dc) microgrids are interconnected
throughAC/AC(orDC/DC) converters to providebidirectional powerflowonpresent
generating and loading conditions of each microgrids. The active power and reactive

Fig. 3 Possible layout of
different ACS and DCSs
interconnection with
bidirectional power flow
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power flowing through ith IC is represented byPi andQi respectively. In this paperwe
only considered the AC/DC subgrid interconnection scenario. Power sharing in ACS
and DCS is controlled autonomously based on their traditional AC/DC droop control
characteristics. All ICs can operate by means of a droop control system implemented
as discussed in the next section.

Each subgrid consist of converter based DGs empowered by micro-sources, such
as PV systems, microturbines, energy storage system, etc. A DC/AC or AC/DC
converters are commonly used as an interfacing module to provide bi-directional
power flow depending on present generating and loading conditions of each subgrid.
The subscript nac, ndc and nic indicate the number of ac, dc subgrids and ICs respec-
tively. The active power flowing through nicth IC is represented by Pnic as shown in
Fig. 5.

Similar to standalone ACS or DCSs, sharing the power between ACS an DCS can
be achieved by the conventional droop methods [12–14]. This proposed work uses
both ac and dc droop gain values to regulate frequency and voltage at the point of IC.
In this paper, the impact of droop gain on the power flow direction of ADSs formed
by ACS and DCS clusters interconnected through a group of ICs is considered. The
changes in droop gain of ACS and DCSs is studied to assess the power flow direction
of ADSs. Further, operating cases such as equal power sharing among ACS and
DCSs are considered. The results for power flow direction from ACS to DCS and
DCS to ACS are presented.

3 System Under Study

Please Schematic diagram of a ADS system which consisting of a grid, ICs (3 in
number), ACSs (AC Subgrids 2 in number) and DCSs (DC Subgrids 2 in number)
is shown in Fig. 4. Each subgrid having sources and distributed loads with the

Fig. 4 Simplified diagram
of different ac and dc
subgrids (ACS and DCSs)
interconnection with
bidirectional power flow
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connecting lines. The ICs are considered to provide bi-directional power among
different type of subgrids. The subgrids can be operated in the grid-connected mode
as well as islanded mode by closing or opening switch, S as shown in Fig. 3. A dc/dc
converter or dc/ac converter is used in order to connect micro-sources to a DCS or
ACS respectively. The ACS and DCSs comprise the operating voltage of 220 V,
50 Hz and 400 V respectively. The aggregate maximum power capacity of dc system
is 30 KW.Whereas, each ac system has a maximum power capacity of 40 KVA with
each ACS capacity of 20 KVA. The sum of distributed loads in each subgrid is taken
as 100% of its generation capacity. “The dashed lines are used to mark the border of
individual subgrids. The subgrid loads have been increased or decreased such that
power is transferred by ICs” (Fig. 5).

In order to analyze behavior of different scenarios, switches (S1 to S6) are
deployed among subgrids. Thismodel is adapted from [15, 16]. The electrical connec-
tion following subgrids (ACS1, DCS1, and ACS2) and (DCS1, ACS2, and DCS2)
are considered as a possible ADSs configuration with the bidirectional power flow
among ACS and DCSs. The ACS and DCS system data are referred from [16, 17]
respectively.
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Fig. 5 Hybrid multiple subgrids under study
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3.1 Droop Control Method for ACS and DCS

Usually, based on the local measurement of active and reactive power output at
the DG terminal, the frequency and AC terminal voltage of the DG are regu-
lated autonomously. Mathematically, the active power/frequency (P/f )-reactive
power/voltage (Q/V ) based droop controllers for the ith DG can be expressed as

wi = w∗
i − maciPaci (1)

Ei = E∗
i − naciQaci (2)

where w∗
i and E∗

i are rated angular frequency and voltage amplitude respectively. Pi
and Qi are active and reactive power outputs respectively. mi and ni are active and
reactive power droop gains, respectively. wi and Ei are reference angular frequency
and voltage amplitude of the DG respectively.

For the case of DGs in DCS, the coupling between DC terminal voltage and
available power output is generally used and mathematically for ith DG can be
written as

Vi = V ∗
i − mdciPdci (3)

where V ∗
i and V i are the rated and reference magnitude of the DC terminal voltage

respectively. Mdci and Pdci are droop gain and active power output of the ith DG
respectively.

The power sharing between ACS and DCS is achieved base d on the measurement
of ac frequency and DC voltages of ACS and DCS. Further, using the droop charac-
teristics shown in Fig. 4 the load capacity in each subgrid can be obtained indirectly.
Which is the summation of the individual loads. The equivalent maximum capacity
of ACS (Pmax

acs ) can be obtained by summing all of the DG maximum capacity in
ACS. While, the maximum capacity of DCS (Pmax

dcs ) is derived from the sum of all
of the DG maximum capacity in the DCS.

Based on the ranges specified for the frequency of the ith ACS, their active power
droop gain (macsi) can be obtained written as

macsi = wmax − wmin

Pmax
acsi

(4)

The slopes of the aggregated droop gain (mdcsi) of ith DCS can be acquired as

mdcsi = Vmax − Vmin

Pmax
dcsi

(5)

where Vmax and Vmin are the maximum and minimum allowed dc voltages of DCS
respectively.



198 H. Muda et al.

3.2 Droop Control for ICs

Droop controllers for IC based on normalized values of ac frequency and the dc
voltage were considered and used to achieve flexible power flow among ACS and
DCS. Since the ac frequency and dc voltage are independent physical quantities,
their common range of pu values are calculated.

The droop control scheme implemented in the IC is shown in in Fig. 6. The r f

l f and c f are the resistance, inductance and capacitance of filter, respectively. The
DER and ICs are modelled as controllable voltage sources and, hence, fast switching
dynamics of the converters are not considered in this paper. The IC voltage is vic,
current is iic and the voltage at the terminal ofDCS is vdc. For the IC, the output voltage
at theACS terminal is vo and the output current is io. A three-phase phase-locked loop
(PLL) method is used to measure the operating frequency of IC and synchronization
angle θ is used transform abc stationary frame to dq0 rotating frame. Details of the
IC parameters can be found in the Appendix 1.

The control of each individual IC consists of two parts, i.e., the normalization
and current controller. The purpose of normalization is to bring the different droop
variables used by two consolidated sources (ac frequency and dc terminal voltage) to
a common per unit range. Further details can be found in written by authors. Through
normalization process, respective ac frequency and dc voltage equations for the ith
IC are frames as

�

wi = wi − 0.5 × (wmax + wmin)

0.5 × (wmax − wmin)
(6)

�

V i = Vi − 0.5 × (Vmax + Vmin)

0.5 × (Vmax − Vmin)
(7)

AC subgrid 
overloaded

AC subgrid 
overloaded

Hybrid 
microgrid 
overloaded

Hybrid 
microgrid 
overloaded

Fig. 6 The representation of the droop gain characteristics of the two ACSs and hybrid islanded
multiple subgrids (HIMS) with the loading conditions
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where
�

wi and
�

V i are the normalized frequency and normalized DC voltage respec-
tively. The current controller is based on traditional proportional integral (PI)
controllers.

Similar to (4), the active power droop gain (mhimsi) for the ith HIMS, can be
rewritten as

mhimsi = wmax − wmin

Pmax
acsi + Pmax

ic

(8)

4 Simulation Results

In this section time domain simulations are performed to evaluate the performance of
the proposed power sharing method. The ADS system under study, shown in Fig. 3 is
modeled in theMATLAB/Simulink environment. The electrical connection between
subgrids ACS1 and DCS1is considered as a possible AC/DCS configuration with the
bidirectional power flow between ACS and DCSs.”

To verify the performance of bidirectional power sharing of ICs,
MATLAB/simulation is executed with the droop control scheme. The HIMS
is simulated by closing the switch, S2 as shown in Fig. 6. With this arrangement,
the voltage, frequency, power flows in HIMS are observed and shown in Fig. 6. The
first case (I) is shown in Fig. 7, where the plots confirms that the two subgrids are
initially experiencing a load demand of 10 kW (1 pu). The droop gain of interlinking
converter is chosen to be 0. In third plot (shown in Fig. 7c), the negative value
indicates active power flow from DCS1 to ACS1 via IC1. Reactive power demanded
by the load in the ac subgrid is found to be 0.26 pu, as shown in Fig. 7f. Since the
subgrids are equally loaded, no active power is transferred by the IC, which produce
no reactive power too.

The second case (II) shows that ACS1 is overload by 0.4 pu at t = 0.5 s as depicted
in Fig. 7. The droop gain of IC1 is increased to 0.025. This causes the IC1 to transfer
0.4 pu of active power from the ACS1 to DCS1. Because of that, active power loads
in ACS1 and DCS1 are noted to be 1.4 pu and 0.6 pu respectively. The dynamic
performance of active power loads is shown in Fig. 7d. In third case (III), the ACS1
is overloaded by 0.8 pu and droop gain of IC1 is considered as 0.05. Therefore, the
IC1 starts to operate and transmits 0.8 pu from the DCS1 and ACS1 is maintained
healthy at 1.8 pu. For the above two cases, it is to be noted that the DCS1 load are
reduced at t = 0.5 s and t = 1.0 s, respectively.

Before overloading the DCS1, both ACS1 and DCS1 loads are set to 1.0 pu at
time t = 1.5 s and are found to be static in case IV. The total generation of each
subgrid is found to be 1 pu as shown in Fig. 7c. It is to be noted that IC is not
transferring any active and reactive powers as shown in Fig. 7d, f respectively. Case
V shows load in DCS1 is increased to 1.4 pu at time t = 2 s. It can be seen that
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Fig. 7 Simulated waveforms of hybrid microgrids with overload and underload conditions and IC1
droop gain varied from 0 to 0.05 a voltage at IC1, DCS1 and ACS1 terminal, b angular frequency
at IC1 and ACS1 terminal, c active power generated by ACS1 and DCS1, d active power load
consumed by ACS1 and DCS1, e reactive power generated by ACS1, f reactive power generated
by DCS1
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IC1 transferred 0.4 pu from ACS1 for DCS1. For final stage, at t = 2.5 s, because
the loads of DCS1 increased to 1.8 pu which is less than rating of ACS1 and ACS1
should share some active power for the DCS1. The ICs regulated the amount of their
transferred active power about 0.8 pu, resulting in proportional active power sharing
between the interconnected subgrids. During the time of t = 2–2.5 s, IC transferred
a very small amount of reactive power. The results are indicated in Fig. 7f.

5 Conclusions

In this paper, the issue of the power sharing in ac/dCSs formed by ACS and DCS
clusters interconnected through a group of ICs is considered. The impact of droop
gain on the power flow direction formed by ACS and DCS clusters interconnected
through a group of ICs is considered. With the addition of ACS, DCS and IC power
capacities, the modified droop gain characteristics for the ADS are presented. The
power flow direction from ACS to DCS and DCS to ACS are presented. Results
demonstrate that as the load power in ACS is increased, power flow from the DCS
to the ACS is increased accordingly. Whereas, power flow from ACS to DCS is
increased when the load power in the DCS is increased. It is found that an appropriate
coordinated power sharing among the ACS and DCSs will maximize the operation
of ADS systems.
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Appendix 1

Table 1 Parameters of interlinking converter

wc = 31.41 rad s−1, mic = 0.0167 pu, Lf = 0.029 mH, Kpc = 4.5, K ic = 1600, ric = 0.23 �, Lic
= 0.35 mH

wmax = 319.41 rad s−1, wmin = 308.91 rad s−1

w′max = 324.52 rad s−1

w′min = 303.79 rad s−1

Vmax
dc = 410V, Vmin

dc = 390V

V ′min
dc = 420V, V ′max

dc = 380V
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Comprehension of Different Techniques
Used in Increasing Output
of Photovoltaic System

Snigdha Sharma, Manasi Pattnaik, Meenakshi Sarswat,
and Lokesh Varshney

Abstract This paper deals with the comparative study of various MPPT techniques
and various configurations used for increasing photovoltaic (PV) system output.
The problems associated with shading and environmental conditions affecting solar
irradiance causes a decrease in efficiency and an increase in cost. Various methods
have been discussed in this study to improve the efficiency of solar arrays. The
findings of this paper highlight that among maximum power point tracking (MPPT)
techniques, intelligent techniques find better scope in the future as compared to
offline and online techniques. As far as configurations are considered, Su Do Ku
configuration provides better results than other configurations.

Keywords Maximum power point tracking · Series parallel · Total cross-tied

1 Introduction

The total energy consumption on the earth is likely to be tripled as compared to
previous decades. The large rate of consumption of fossil fuels is inversely propor-
tional to its life expectancy. Also it has become a terror to our environment. The only
possible solution to this present problem is to invest in renewable energy sources,
out of which solar/wind energy is most widely used due to its environment-friendly
nature, no noise, easy maintenance, and less maintenance cost [1]. The solar panel
energy per day is given by the product of solar irradiance and panel wattage. With
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the advancement in solar technologies, solar power is associated with many real-
time objects. However, extracting solar energy from the sun is a very difficult task
due to the limited efficiency and increasing cost of solar cells. The efficiency is
affected by factors, which include solar radiance, temperature of module, and load
impedance. Different techniques, configurations, and their hybrid are being devel-
oped to overcome the above two problems. Generally, at the time of installation four
different configurations are considered: off-grid configuration, grid-tie configuration,
grid-interactive configuration, and grid fallback configuration. Under the situations
of shading and discharged batteries, MPPT can be efficiently utilized to extract
maximum power. The main components in MPPT configuration include solar panel,
controller, battery, and inverter. With the change in sunlight intensity, load character-
istics of PV system under consideration changes to keep the output power maximum
by various algorithms. Here, consider differentMPPT techniques in this paper, which
comprises of offline techniques, online techniques, and intelligent techniques.

Rezk et al. [2] presented fuzzy logic controller (FLC) algorithm that has been
developed to extractmaximumpower point (MPP)without requiring accurate system
data which proved to be quite good for nonlinear solar array system. This new
technique is feasible and gives a fast convergence rate, which is verified under
different solar irradiation. Alsumiri [3] introduced a residue theorem based incre-
mental conductance (INC) algorithm to extractMPP and removes fluctuations. Thus,
it is superior than perturb and observe algorithms. The modified sine-cosine method
was developed in order to trackMPP,which is usedwith grid integration [4]. Danoune
et al. [5] configured that short circuit current (SCC or Isc) output voltage is zerowhich
results in losses in the form of heat so it is not considered an economical algorithm.
Fractional short circuit current (FSCC) has been developed to overcome this problem
but it creates another problem of ripples. Here, Particle swarm optimization (PSO)
algorithm is also taken into consideration [6].

To increase the output power numbers of solar cells are connected in various
topologies. Partial shading causes mismatch losses in the PV panel, which ultimately
results in low efficiency. Due to shading in highly series topology, the whole string
can act as a load instead of source; therefore, different configurations are originated
from series, parallel, and series-parallel topologies to avoid problem of shading. The
main configurations are Series-Parallel (SP) which is derived from series and parallel
configurations and Total Cross-Tied (TCT)which overcomes the issues of SP [7–11].

2 MPPT Techniques

MPPT techniques can be classified as offline techniques, online techniques, and
intelligent techniques, which are further subdivided into various categories [12–18].
The complete classification is shown by the following Fig. 1.
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Fig. 1 Classification of
MPPT techniques

2.1 Offline Techniques

These techniques are often called indirect techniques and worked in offline mode,
which requires prerequisite data of solar panels.

Open circuit voltage (OCV): To determine OCV, the load should be discon-
nected from PV system, which leads to losses at the time of interruption. To avoid
frequent interruptions, reduce the sampling rate but lowering the sampling rate arise
a new problem of inaccuracy in determining MPP, thus decreases the efficiency. The
drawbacks of VOC can be overcome by determining MPP without separating load
from PV system. The use of a photometric sensor to find MPP accurately and gives
better efficiency than open circuit voltage method [19]. The flowchart of OCV is
shown in Fig. 2 (Fig. 3).

Short circuit current (SCC): This technique is similar to the OCV technique
but it is more complex to implement. Both offline techniques suffer from the same
problem of power loss while measuring VOC, ISC, and inaccurate MPP tracking. The
assumption in the short circuit current algorithm is that maximum current and short
circuit current are linear, that is,

Im = KIsc (1)

where K = 0.78 − 0.92 [4].
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Fig. 2 Flowchart of OCV

Fig. 3 Block diagram of
SCC

2.2 Online Techniques

These techniques worked in online mode which measures various related to solar
panel data such as in P&O and INC algorithm.

Perturb&Observe (P&O):Most commonly usedmethod adopting hill-climbing
strategy having higher efficiency. It gives oscillations in output power. It does not go
well with a rapidly changing environment such as temperature and irradiance. The
duty cycle is decided by perturb and observe method on the basis of power, voltage,
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Fig. 4 Flowchart of P&O

and current [20]. The concept of changing the size of step of perturb and observe
to overcome its limitations, i.e., it increases tracking speed and reduce oscillations
[21]. In Fig. 4, P&O flowchart is shown and D represents duty cycle (Fig. 5).

Incremental conductance (INC): The power change by the change in voltage
is determined with an incremental change of conductance. INC depends on the
following equation:

dI
dV + I

V = 0 at MPP
dI
dV + I

V > 0 that is the left side of maximum power point.
dI
dV + I

V < 0 that is the right side of maximum power point.

It also gives oscillations in output power but less as compared to P&O method.
The only problem in this is complexity and cost.
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Fig. 5 Flowchart of INC

2.3 Intelligent Techniques

These techniques consist of FLC and PSO, which has high efficiency than offline
and online techniques.

Fuzzy Logic Controller (FLC): Fuzzy logic defines the range or degrees of truth
or partial truth rather than 0 or 1. FLC is widely used for nonlinear systems which
can provide faster response and enhance the stability of the system. It comprises of
three stages:

Fuzzification: In this, input values which are numerical in nature are converted
into linguistic variables, i.e.,+ve big,−ve big,+ve small,−ve small,+ve medium,
−ve medium, and zero.
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Fig. 6 Block diagram of FLC

Fuzzy inference: This engine works with the help of rules to produce linguistic
output. The rules-based table for linguistic variables is described in [22].

Defuzzification: This is used to reconvert linguistic output into a numerical value
with the help of the centroid method.

The change in environmental conditions is observed by using proportional integral
(PI) controller in addition to the algorithm of the fuzzy system, i.e., adaptive neuro
fuzzy inference system (ANFIS) MPPT that leads to increase in performance of PV
system. With the use of ANFIS MPPT, there is an improvement in the performance
and operation of PV panel system, high rate of convergence, and quick achievement
of MPP [23].

Particle swarm optimization (PSO): To search a solution for a particular
problem, particles move in search space directed by their own best position or
by swarm’s best position. The current positions of particles have been replaced by
improved positions and this updating continues till the best solution is discovered but
this does not always give accurate results. PSOhas an advantage of particles following
simple method and high converging rate. To vary the velocity and particle’s position
in PSO algorithm, authors of uses parameters lowest and highest values for every
iteration (Figs. 6 and 7).

3 Comparison Between Different MPPT Techniques

All the techniques offline, online, and intelligent are being compared on different
parameters, which allow us to know which technique is suitable for which
applications. Table 1 gives information regarding the comparison.

The solar array consists of four modules in series forming a string and four of
these strings are connected in parallel. The total power capacity of array is 3.2 kW.
The specifications of a PV module at standard test conditions are shown in Table 2.

The maximum power at different irradiation levels in MPPT techniques is shown
in Table 3. By the following table, it is seen that PSO has maximum power as
compared to other techniques (Fig. 8).
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Fig. 7 Flowchart of PSO

4 Configurations of PV System Under Different Shading
Patterns

4.1 Shading Pattern

The whole PV system is affected badly in terms of efficiency by a small amount
of shading on the panel. Many tools such as obstacle analysis tools can be used for
shading analysis. Four types of shading are there: Short wide (SW), Longwide (LW),
Short narrow (SN), Long narrow (LN) [24–29] (Fig. 9).
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Table 1 Comparison between different MPPT techniques

Parameters OCV P&O INC FLC PSO

Complex system L L M H H

Convergence speed L L H H H

Cost L L L H H

Hardware implementation E E M E M

Rapid change of irradiance L L H H H

Efficiency L M H VH VH

Sensed parameters V V, I V, I V, I P, V

Algorithm implemented A, D A, D D D D

Oscillations at MPP H H M L L

Depends on PV specifications Y N N Y N

L low, M medium, H high, VH very high, V voltage, I current, P position, Y yes, N no, E-easy, A
analog, D digital

Table 2 PV module
specifications

PV model TP 200

Module dimension 1587 mm × 790 mm × 50 mm

Module weight 16 kg

Pmax 200 W

VMPP 36.6 V

IMPP 5.46 A

Voc 44.4 V

ISC 5.79 A

Table 3 Comparison based on different irradiation level

Irradiation level (W/m2) OCV P&O INC FLC PSO

P (W) P (W) P (W) P (W) P (W)

400 2952.43 2953.22 2953.73 2954.34 2954.66

600 2995.40 2996.17 2996.71 2997.31 2997.64

800 3039.52 3040.30 3040.83 3041.42 3041.78

1000 3084.35 3085.10 3085.64 3086.24 3086.59

4.2 Series-Parallel (SP)

This configuration is a combination of series and parallel connections. The arrange-
ment of various modules in series and parallel will decide which combination gives
the highest output power4 [30, 31] (Fig. 10).
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Fig. 8 Power (W) generated in different MPPT techniques at different irradiation level

Fig. 9 Types of shading patterns, a SW pattern, b LW pattern, c SN pattern, d LN pattern

Fig. 10 SP connection, a SW pattern, b LW pattern, c SN pattern, d LN pattern

4.3 Total Cross-Tied (TCT)

TCT is an extended version of SP configuration. In this configuration, rows and
columns are crossly connected in such a way that across all rows total voltage is
equal, and across all columns total current is equal. This scheme works better than
SP in shading condition but it has a problem that the numbers of ties are more which
increases cable losses.
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TCT                       BL                          HC  

Fig. 11 TCT configurations

Bridge Linked (BL): As its name implies, this configuration is based on the
bridge structure. This is derived from TCT with an advantage of a lesser number
of ties and cable losses but during shading conditions, it affects overall voltage and
current.

Honey Comb (HC): This configuration is also derived from the idea of TCT
based on the honeycomb structure. By this configuration, losses in output power can
be reduced but it has a limitation that it cannot reduce power losses under all shading
conditions (Fig. 11).

a. SW pattern              b. LW Pattern c. SN Pattern d. LN Pattern 

4.4 Physical Relocation of Module with Fixed Electrical
Connections (PRM-FEC)

This configuration is beneficial over TCT by dispersing the shading part to reduce
the impact of shading in the same row or column (Fig. 12).

4.5 Su Do Ku

Su Do Ku configuration of 4 × 4 TCT matrix is considered here. This performs
well under shading conditions for any configuration for example TCT, in which
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Fig. 12 PRM-FEC pattern, a SW pattern, b LW pattern, c SN pattern, d LN pattern

Fig. 13 Su Do Ku, a SW pattern, b LW pattern, c SN pattern, d LN pattern

relocation of module occurs irrespective of electrical connections. The disadvantage
of this scheme is that it increases the cost of wires used in the physical relocation of
modules (Fig. 13).

4.6 Fibonacci Series

In this scheme, solar panels are used on the stem in place of leaves to improve
the performance of solar PV panels. The losses occur in this configuration due to
the shaded part of higher panels on below panels. The power generated by two
identical stages with 1/3 phyllotaxis is 1.5 times of flat surface PV panel power. The
Fibonacci number PV module incorporates many features such as number of stages
can be increased, reflected light from one cell can be used by other cells, lesser area
in shadow and impact of one cell shadow on the other [32].

4.7 Zigzag Pattern

In this technique, reflection of sunlight from one module will fall on another, which
enhances the output power. The Zigzag pattern has improved global MPP in compar-
ison with Su Do Ku configuration. Moreover, Zigzag pattern easies the operation of
MPPT as it has an advantage of a smooth PV curve [33]. This pattern is advantageous
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Fig. 14 Arrangement of
Fibonacci modules

Fig. 15 Zigzag pattern
facade of solar panels

for using less area for solar panels but it also has an issue related to short duration
usage of these panels for generating electricity (Figs. 14 and 15).

5 Conclusions

The MPPT techniques and configurations described in this paper can raise the reli-
ability, stability, and efficiency of PV system under different conditions for future
considerations. It can also combine two or more techniques to produce the desired
results. In MPPT, perturb and observe and incremental conductance are the most
widely used techniques. P&O is highly efficient but its efficiency is affected by
changing the environment. The advantage of residue-based INC method is that the
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data regarding atmospheric conditions are not needed. Also overall efficiency and
tracking MPP have been improved [2]. OCV reduces output power oscillations but
its efficiency is less. FSCC has been not found suitable with rapidly changing atmo-
spheric conditions with respect to P&O and INC [4]. However, the hybrid of FSCC
and variable step size INC provides better results under rapid irradiance [5]. The
fuzzy logic algorithm is simple and adaptive as its input–output membership func-
tions are adjustable to obtain the desired output of the system [1]. Fuzzy logic gives
better performance and less oscillation but cannot reaches MPP accurately while
PSO provides correct MPP.

In configurations, SP arrangement has an advantage of easy implementation, no
redundancy in connections, and reduction in wiring time at installation. The TCT
arrangement is better than SP in the following respect: more output power, large
fill factor, and low mismatch losses [6]. TCT overcome the drawback of affecting
complete string under shading conditions in SP configuration. BL andHC are derived
from TCT to reduce the number of ties. Fibonacci structure ensures to gain sunlight
on every solar module during shading conditions. Su Do Ku pattern provides better
results among all configurations in shading conditions. Zigzag pattern occupies less
area is advantageous for a short duration of time till the modules are receiving
sunlight.
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Performance Analysis of Self-Excited
Induction Generator (SEIG) with ELC
for the Wind Energy System

Ravi Chaurasia, Rajkumar Viral , Divya Asija , and Tarannum Bahar

Abstract Self-excited induction generator (SEIG) model is mathematically formu-
lated and examined to see its effect on a small-scale wind plant. This type of small-
scale wind generating unit is utilized for remote areas which are far from the grid and
provide electricity to the distant people. In today’s scenario, small electric generation
close to customer’s site has expected to demand additional carefulness for usage in
remote and rural utilities owing to the financial issues and complexity involved in the
grid expansion. Hence, proper standalone schemes using nearby accessible power
resources is an optimum possibility for providing adequate generating capacity. It
has been done by utilizing green technologies used as alternative energy resources,
for instance, wind, small hydro, geothermal, solar, etc. A single-plug setup of such
generators is acquainted in such away that generators speed, line voltage, line current
stays in limitwith different loading conditions. TheElectronicLoadController (ELC)
is mathematically developed to control the performance of SEIG with considera-
tion of different loading conditions. The proposed model consisting of SEIG with
ELC is developed in MATLAB environment with the use of Simulink and Sim
Power System (SPS) tools. Different parameters such as voltage, current and power
characteristics are represented for different loading conditions, and the achieved
output clarifies the suitability of SEIGwith ELC in small-scale wind energy systems.
The achieved outputs also help in determining insulation strength, suitability, shaft
strength, selection of rating of capacitors, and designing the protection strategy for
the SEIG.
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1 Introduction

Small-scale energy production near customer’s locations has expectedmore curiosity
in recent past for the use of remotely located rural populations owing to the budget and
intricacy comprised in the grid expansion. Hence, proper standalone schemes using
nearby accessible power resources have become a favorite choice. Additionally, wind
power schemes may be constructed in remote zones that would be uneconomical to
help from a system, or in regions where national power distribution systems is not
accessible. Subsequently, minor wind projects typically have negligible electrome-
chanical and civil erection work, and they seem as devising a comparatively small
impact on environment in parallel to other renewable power resources such as small
hydro, solar, biomass, and ocean. [1].

Expansion of small and moderate speed and advanced synchronous machine,
particularly Induction Generators (IG) has realized courtesy to several entities all
over the world. IGs propose numerous benefits to small hydro and wind generation
systems parallel to other generators existing in the marketplace. It’s design, self-
running ability, cheaper repair, and less price gains more popularity from the last few
spans of wind power makers [2].

2 SEIG

Inductionmachines are pretty widespread in remote wind energy farms [3, 4]. It has a
separately energizedAC apparatus. The stator assembly of a 3-� Inductionmachines
is coupled to a 3-� AC supply, and its rotor terminal obtains power to the stator
terminals using the principle of Faraday’s laws. Based on the slip characteristics,
IMs can operate either in motoring or generating region such as [1, 2, 5–8]:

i. In motor operating region (0 < s < 1), rotor runs in the same side as the rotating
field generates the current. In this, slip alters ‘1’ to standstill and ‘0’ on the
synchronous velocity.

ii. In generator region (−1 < s < 0), connections of stator are linked to a voltage
generating source with constant output and then rotor runs beyond synchronous
velocity using external running source.

SEIG having confined rotor-type design has the capacitors of shunt type, coupled
to it for energizing [9, 10]. Shunt capacitors could be of fixed or adjustable values. IG
is having quite analogous design as IMwith few conceivable changes to improve its’
efficiency [11]. In reference to speed all through IGoperating process is not somewhat
like the synchronous; therefore, it is also known as asynchronous generator. There
are many benefits of a SEIG elaborated as: brushless and craggy design, lower cost,
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of repair and operative easiness, self-defense contrary to any faults, high dynamic
response, ability to supply power at variable speed [5, 6, 12–17].

2.1 SEIG with Other Generator

On the basis of necessity traditionally in a wind generating scheme IG, synchronous
machine (alternator) or Doubly Fed Induction Generator (DFIG) is most frequently
utilized and the prospect researchers aiming on Permanent Magnet Synchronous
Generator (PMSG) and SEIGbecause thesemachines utilized to exchange themotor-
ized power in blowing wind in electrical power, paralleled to alternator, SEIG having
brushless and craggy design and ability to supply energy at variable run and more
clearly considerable enhancement in the overall performance [2, 6, 9, 13, 14, 16, 18].

The article is set out as below: The next segment of the study is emphasis on
development of mathematical modeling of PMSG. The third section acquaints the
readers with the Simulink/MATLAB model of PMSG and its various components.
Section four shows the performance of PMSG under various operating conditions
by simulation results. The last section summarizes the conclusion of the paper.

3 SEIG Modeling

The deliberated SEIG-ELCmodel contains of an IG and a capacitors group, customer
loads (static alongwith dynamic), and control system of an ELC is displayed in Fig. 1
[19, 20].

The following assumptions are considered and based on these dynamic models
of symmetrical three-phase IM which is derived and developed [16, 21]:

Prime Mover 3-Phase Induction
 Generator

Electronic Load Controller
With Control Circuit

iaL

Resistive 
Load

ibL

icL

icb icaicc

iDa        iDc   iDb   

iga

igb  

igc   

Fig. 1 SEIG with ELC and Load representation illustration for 3-� system
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i. The alteration in resistance of IM because of the variation in frequency and
temperature is ignored.

ii. Time harmonics and space are ignored of generated MMF.
iii. Neglected core losses are considered.

A dynamicmodel of the 3-� squirrel-cage IG is also created considering the static
reference frame of d-q axes [15, 16, 18], and related expressions for mechanically
and electrically systems are specified below.

Te = (3P/4)Lm(iqsidr − idsiqr) (1)

Tshaft = Te + j (2/P)pwg (2)

The voltages of d- and q-axes in static frame are illustrated as:

vds = (2/3){(vq − (vb/2) − (vc/2))} (3)

vqs = (2/3){(√3vb
/
2) − √

3vc
/
2)} (4)

The derivative of the rotor speed from (4) is

pwg = (P/2) + j{(Tshaft − Te)/J } (5)

where (all the variables are in frame with rotor reference) as: T e (SEIG electromag-
netic torque developed), T shaft (SEIG electromechanical torque), P (number of poles
of SEIG), Lm (magnetizing inductance), iqs (stator current of q-axis), idr (rotor current
of d-axis), ids (stator current of d-axis), iqr, (rotor current of q-axis), J (moment of
inertia), wg (of SEIG rotor speed), p([d/dt]), vds (stator voltage: direct axis element),
vqs (stator voltage quadrature axis element), va vb vc (IG terminals voltages).

4 ELC Modeling

The purpose of ELC has to lessen the price of wind power scheme and installed
governor with switching of by electrical means. Using an ELC, the electrically
connected load at generator side should be fixed despite of the fact that the customer
load can be fluctuating in a random style from ‘0’ to rated full load of the system.

The developed SEIG-ELC [13–16] system is revealed in Fig. 2a. It involves of a 3-
�,� coupled SEIG driven by a fixed power primemover (usually, in an uncontrolled
wind generator and turbine) [22].

As the input power is closely fixed, SEIG’ output powermust be detained constant
at all connected loads. The energy in excess of the user load is dumped in a resistance
(RdL2) via an ELC linked at the connections of SEIG. The modeled ELC entails of an
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Fig. 2 a Three-Phase SEIG with ELC and Load, b ELC chopper-based control circuit

Fig. 2 (continued)

unrestrained rectifier connected in series using a chopper and dumped load (resistors).
The SEIG voltage is detected via the sensor and cured through the 1-� rectifier for
feedback voltage (V df) as presented in Fig. 2b. The output of the PI controller is
used to compare using a sawtooth carrier wave in a pulse width modulation (PWM)
regulator to regulate the duty cycle [23] of the chopper to produce a gate signal to the
Insulated Gate Bipolar Transistor (IGBT), operating as a controlled switch for ELC.
The V-I characteristics express the detailed load controller scheme [11, 24] which is
illustrated as:

vmax = 2Rfid + 2L fPid + vd (6)
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Using above equation, the derivative of ELC current (id) is expressed as:

Pid = (vmax − vd − 2Rfid)

2L f
(7)

where vmax is the highest value of AC voltages of the lines (va, vb, vc, −va, −vb, and
−vc) reliant on the diode pairs are leading; and vd is the voltage of DC-link [24].
Charging and discharging of the filter capacitor of ELC (C) are given as [13, 15, 18]:

pvd = (id − iL)

C
(8)

iL =
{(

vd

RdL1

)
+ S

(
vd

RdL2

)}
(9)

When, closing 7 opening of switch is representing with S = 1 and S = 0, respec-
tively. The output voltage SEIG is measured using a stepdown transformer and
corrected by a 1-� rectifier circuit working as a feedback signal, as given in Fig. 3.
The 1-� rectifier circuit using for feedback is formulatedwith the following equations
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as:

vf = Rffidf + L ff pidf + Kvdf (10)

From (9), current idf derivative is given by

pidf = (vf − Kvdf − Rffidf)

(L ff)
(11)

The filtering capacitor Cs) charging and discharging at the output of the 1-�
uncontrolled rectifier are derived as:

pvdf = (idf − i)

(L ff)
(12)

Analog voltage controller (PI) is formulated as:

pv01 = K1
(vref − vdf)

Tcc
(13)

v02 = K1(vref − vdf) (14)

The output of the PI controller (v0) is given as:

v0 = v01 + v02 (15)

wherevref is reference voltage, K1 = Rf
/

R1, TCC = Cf as R1, R2, and Cf are input
resistance, feedback resistance, and feedback capacitance, respectively, utilized in
PI controller. The output of the PI controller (v0) is equated with the sawtooth PWM
carrier wave and is specified as:

vst = Amt

Tp
(16)

whereAm , t, and Tp are an amplitude in volts, time in µs, and of the sawtooth
carrier wave, respectively. Thus, mathematical model of the 3-� SEIG with ELC
is consisting using developed Eqs. (6)–(16). The parameters of ELC are given in
Appendix 1 [14–16, 18, 25].

5 Complete Simulink Model of SEIG-ELC

The developed MATLAB/Simulink model is as shown in Fig. 3. The simulation
has been performed using MATLAB 2014Ra with ode23t. All electrical scheme is



226 R. Chaurasia et al.

virtual for dissimilar loading conditions and demonstrated by means of resistive and
inductive components. The unstable load is shown as described in Fig. 3. Appendix
2 contains entire bounds of the numerous modules of scheme.

6 Results of Simulations

The operating enactment of SEIG has been analyzed under various loading and
unloading conditions. The variation of SEIG rotor speed (ωr), electromagnetic torque
(Te), 3-F current (Iabc), and 3-F stator voltage (Vabc) is presented in Figs. 4 and 5
for different loading and unloading conditions. These four cases are considered for
study:

6.1 Voltage Build up and Self-excitation Process

Initially, SEIG is connected with an excitation capacitance of 200 µF per phase and
started under no load condition. The process of voltage rise-up of all 3-lines at SEIG
end, currents of capacitor, torque (electromagnetic), and speed of rotor are as shown
in Figs. 4 and 5.

Fig. 4 Line voltages and capacitor currents produced at SEIG
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Fig. 5 Torque and rotor speed of SEIG

6.2 SEIG Loading with Resistive Load

Initially starting SEIGunder no load condition, a 1.5 kW resistive-type load is applied
at t = 0.05 s (Appendix 2). At starting, resistive load draws a heavy current but it
settles to a steady-state value after 1.2 s. After t = 1.2 s, resistive load is again
removed from SEIG. The variations of electromagnetic torque, currents, and rotor
speed are as shown in Figs. 6, 7, and 8

Since the peak ELC input current of line-A increases due to the increment in the
duty cycle of the chopper switch, power is transferred from main load to dump load

Fig. 6 Voltage and current waveforms of line-A at the SEIG terminal due to sudden application of
resistive load



228 R. Chaurasia et al.

Fig. 7 Capacitor current of line-A due to sudden application of resistive load

Fig. 8 Waveform of main load current of line-A due to sudden application of resistive load

accordingly, and the total power supplied by the SEIG remains unchanged. Thus, the
terminal voltage of the SEIG is maintained constant as shown in Figs. 9 and 10.
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Fig. 9 Voltage and current waveforms of line-A at the SEIG terminals due to sudden application
of IM load

Fig. 10 Capacitor current of line-A due to sudden application of IM load

6.3 Dynamic Loading of PMSG

At starting, SEIG is running on no load condition. When ELC is switched, it draws
a heavy current at starting, but it settles to a small steady-state value and takes full
load current of SEIG. After that a dynamic IM load of 1HP is applied to the terminals
of the SEIG at t = 0.05 s. Waveforms corresponding to sudden application of IM
load are shown in the Figs. 9, 10, 11, 12, and 13. The magnitude of terminal voltage
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Fig. 11 Waveforms of main load current of line-A due to sudden application of IM load

Fig. 12 Waveforms of ELC current of line-A due to sudden application of IM load

and current of SEIG, capacitor current of line-A remain almost constant on sudden
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Fig. 13 Voltage and current across the dump load due to sudden application of IM load

application of IM load. Initially, motor load draws high current, but after few cycles,
it draws the constant rated current and get settle down to its full load current value.
After initially drawing large current, ELC also get settle down to small steady-state
value as shown in waveforms of Figs. 11, 12, and 13.

6.4 Dynamic Unloading of SEIG

Suddenly, induction motor load is removed from the SEIG at t = 0.2 s. Waveforms
corresponding to sudden removal of motor load at t = 0.2 s. are given in Figs. 14,
15, 16, 17, and 18. The terminal voltage, current of SEIG, and capacitor current
of line-A remain same after the removal of dynamic load (IM). The value of load
current becomes zero and ELC current increases after sudden removal of IM load on
t = 0.2 s.

The fluctuating nature of the load active power (P), load reactive power (Q),
torque (Ts), and rotor speed (Nr) on application of dynamic loading are as shown in
Figs. 14, 15, 16, 17, and 18.
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Fig. 14 Voltage and current waveform of line-A at the SEIG terminals due to sudden removal of
IM load

Fig. 15 Capacitor current of line-A due to sudden removal of IM load

7 Conclusions

In this work, the working performance of SEIG has been analyzed in terms of steady-
state and transient conditions. The proposed work is most suitable for analyzing
several variable parameters for steady-state and transient conditions, such as torque,
speed, voltage, and current with different load conditions. The proposed work has
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Fig. 16 Waveform of ELC current of line-A due to sudden removal of IM load

Fig. 17 Voltage and current across the dump load due to sudden removal of IM load

presented that SEIG-ELC system is suitable and adequate option to be utilized along
with wind energy systems. It has also indicated the clear increment in the reliability
and efficiency of systemwith proposedmodel having combination of ELC and SEIG.
Thus, this work is of significant practical importance due to usage of wind as a fuel
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Fig. 18 P and Q generated by IM to the load

available in ample amount unless other fuels which are costly and scarcely available.
It has also showed the replacement of traditional generator with SEIG-ELC system.

Appendix 1: Parameters of SEIG [14–16, 18]

3.73 kW, 415V, 50Hz, Y - connection, N = 24,

RS = 0.6837Ω, Rr = 0.45, L is = 0.004152H,

L ir = 0.008152H, Lm = 0.011846H,

Inertia(J) = 0.1 kg - m2,Factor of Friction = 0.008141, F(N.m.s)

Appendix 2: Parameters of ELC [14–16, 18]

Power range = 3.7 kW (selected)
Voltage rage of rectifier and chopper = 900 V,
Current range of rectifier and chopper = 15 A,
Specification of dump load = 15 �,
Range of DC filtering capacitor = 380 µF
Resistive Load: 1.5 kW, Dynamic Load: 1 H.P.
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Electrical Energy and Power Generation
from Three Different Photovoltaic
Module Technology in Composite
Climate Condition: A Comparative Study

Rohit Tripathi, G. N. Tiwari, and T. S. Bhatti

Abstract In the present communication, a comparative study has been carried
out by considering three different photovoltaic module technologies where silicon
monocrystalline based PV cells have been used. In this study, the power and electrical
energy have been compared for semitransparent, opaque and bifacial photovoltaic
module with a number of cells having 36 cells except bifacial. Bifacial module has
36 cells on front and 36 cells on the back also. Such 36 cells based semitransparent
and opaque PVmodule are eligible to generate 75Wp. The area of all considered PV
modules is 1 m2. After evaluation the results, it is found that the maximum electrical
energy and power has been obtained for bifacial PV module to others due to double
area of PV cells on module whereas minimum has been obtained for opaque due to
higher solar cell temperature. The electrical energy obtained from bifacial module is
found 159% and 107% higher than opaque and semitransparent, respectively.

Keywords Silicon cells · PV technology · Bifacial module · Energy · Power

1 Introduction

Now, day-by-day energy demand increases and it is hard to meet the demand due
to limited availability of fossil fuels. To overcome this issue, green energy is the
only hope which can be satisfy this demand. Green energy comes from hydro power,
wind, bio and solar energy. Solar energy can be obtained and convert into power
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through photovoltaic effect only and used material is called photovoltaic (PV) cell.
This PV cell is made of silicon crystalline, mono, ply and amorphous, CIGS and
CDTe. But in many researches, it is found that silicon crystalline based PV cells are
more dominated than other types of PV cells [1]. Series connection of this PV cells
makes PVmodule. Series and parallel connection of PVmodule makes PV array [2].
Generally, PV module designed on some different technologies and with different
cell materials. Three different technologies are semitransparent, opaque and bifacial
PV module. The photovoltaic (PV) has been identified to generate electrical energy.
Further to enhance the overall efficiency of semitransparent module based PVT used
to generated electrical as well as thermal energy by solar and concentration tech-
nology has been developed for further increment. Compound parabolic concentrator
has been integrated with PVT collector which is known is PVT-CPC collector [3,
4]. The expression for electrical efficiency of the photovoltaic module (ηc) has been
developed for the semitransparent PV module.

Recent research has been presented where extensive work has been studied with
concentrated PVT where annual overall energy, exergy and life cycle cost have been
presented for New Delhi, India [5, 6]. The photovoltaic modules in the northern
hemisphere are placed south-oriented, having an inclination for horizontal surface
equal to the latitude of system station [7–9]. So, all the modules are considered
to be south-oriented in India at an angle of 30° with the horizontal. The annual
solar radiation intensity, annual power output and electrical efficiency have been
computed for clear day weather condition for New Delhi climatic condition [10].
The comparative study has been developed for monofacial and bifacial PV modules.
The bifacial device found more efficient as a gain of 10% and 15% for 25° and 45°
tilt angle, respectively, when compared to the monofacial one [11, 12]. One study has
been presented where cost-effectiveness has been made for mono facial and bifacial
PV module and it has been found that bifacial is cheap and higher efficiency than
monofacial PV module [13].

In this paper, modified analytical expression for electrical efficiency of PVmodule
of all technology have developed and evaluated electrical gain and power. It is also
studied that electrical energy enhancement methods through PV technologies.

2 System Description and Principal

In the present study, three different PV module technologies have been considered
for evaluation and comparison of electrical energy and power generation. First tech-
nology is semitransparent or glass to glass PV module, the second one is opaque PV
module and the third one is bifacial PV module. In semitransparent and bifacial PV
module, the transparent glass is placed top and bottom both side but the difference
is that only top side, Si-based PV cells are placed whereas in bifacial PV module,
PV cells are placed at top and bottom both sides. In opaque PV module, PV cells are
placed only on top side with glass and Tedlar sheet is placed on the bottom side. The
pictures of all considered PV modules are given in Fig. 1.
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(a) 

(b) 

(c) 

Tedlar

Back

Fig. 1 Pictures of a semitransparent PV module, b Opaque PV module and c Bifacial PV module
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3 Modelling and Theory

3.1 Semitransparent PV Module

For the semitransparent monocrystalline-Si photovoltaic module, the energy balance
equation can be obtained as [4]

αcτgβc I (t) = Ut (Tc − Ta) + Ub(Tc − Ta) + ηcτgβc I (t) (1)

where

Ut =
[

Lg

Kg
+ 1

ho

]−1

and Ub =
[

Lg

Kg
+ 1

hi

]−1

.

and total overall heat transfer coefficient of PV module as follows:

UL = Ut + Ub (2)

From (1), (2), and (3), the expression for cell temperature Tc can be expressed as

Tc = TaUL + (
αcτgβc − τgβcηc

)
I (t)

UL
(3)

Tc − Ta = Ta − To + TaUL + (
αcτgβc − τgβcηc

)
I (t)

UL
(4)

The photovoltaic cell efficiency is dependent on temperature and it is given as
follows [14]:

ηc = ηo[1− βo(Tc − T0)] (5)

Now putting (3) in (4) we can have the expression of photovoltaic cell efficiency

ηc =
ηo

[
1− βo

(
Ta − To + TaUL+(αcτgβc)I (t)

UL

)]
[
1− (βoβcηoτg)I (t)

UL

] (6)

3.2 Opaque PV Module

The second opaque PV module has been considered for comparison with semitrans-
parent PV module. The same assumptions have been considered for writing energy
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balance equations.

αcτgβc I (t) + (1− βc)αT τg I (t) = Ut (Tc − Ta) + Ub(Tc − Ta) + ηcτgβc I (t) (7)

or,

τg I (t)[αcβc + (1− βc)αT ] = (Ut + Ub)(Tc − Ta) + ηcτgβc I (t)

or,

(Tc − Ta) = τg I (t)[αcβc + (1− βc)αT ]− ηcτgβc I (t)

(Ut + Ub)

The solar cell temperature of an opaque PV module can be simplified as follows:

Tc = τg I (t)[αcβc + (1− βc)αT ]− ηcτgβc I (t)

(UL)
+ Ta (8)

With the help of Eq. (7), one can find the electrical efficiency of PV cells in opaque
PV module as follows:

ηc =
ηo

[
1− βo

(
τg I (t)[αcβc+(1−βc)αT ]

(UL )
+ Ta − To

)]
[
1− (βoβcηoτg)I (t)

UL

] (9)

3.3 Bifacial PV Module

αcτgβc I (t) + ραcτgβc I (t) = Ut (Tc − Ta) + Ub(Tc − Ta)

+ ηcτgβc I (t) + ρηcτgβc I (t) (10)

where

Ut =
[

Lg

Kg
+ 1

ho

]−1

and Ub =
[

Lg

Kg
+ 1

hi

]−1

And total overall heat transfer coefficient of PV module as follows:

UL = Ut + Ub (11)

Tc =
{
(1+ ρ)

(
τgβc I (t)

)
(αc − ηc)

} − TaUL

UL
(12)
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ηc =
ηo

[
1− βo

( {(1+ρ)(αcτgβc I (t))}−TaUL

UL

)]
[
1− {(1+ρ)(βoβcηoτg I (t))}

UL

] (13)

The module electrical efficiency for all considered technology can thus be written
from Eqs. 6, 9 and 13 as:

ηm = ηcτgβc (14)

Electrical energy generated form PV module

Eele = ηm Am I (t). (15)

4 Results and Discussion

The considered PVmodules for the present study have been tilted at latitude angle of
NewDelhi, 28.7° formaximumabsorption of input solar energy. The hourly variation
of solar intensity I(t) for four weather conditions in composite climate in Delhi in
January month with ambient air temperature has been shown in Fig. 2. It is clearly
seen that the maximum irradiance has been found in a clear day than others for the
same month.

The silicon crystalline PV cell temperature of all considered PV module tech-
nology has been shown in Fig. 3. Here, the PV cell temperature of top and bottom of
bifacial module have also shown for better conclusions and effect of cell temperature.
It is noted that the maximum temperature has been seen for opaque module whereas
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Fig. 2 Hourly variation of solar radiation and ambient air temperature of a day in January month
with all-climate condition at New Delhi, India
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it is almost same for semitransparent and front of bifacial PV module and minimum
for back of bifacial PV module. In this study, one reflector has been placed at facing
of backside of bifacial PV module and its reflectivity is 0.7.

The electrical efficiencyofSi-crystallinePVcell of all consideredmodule has been
shown in Fig. 4. It is clearly seen that maximum efficiency has been found for bifacial
module whereas minimum for opaque PV module based cells. Hourly variation of
PV cell temperature and electrical efficiency of all considered PVmodules have been
shown in Fig. 5. Here, it is seen that the electrical efficiency of cell decreases when
cell temperature increases. It is mandatory to control cell temperature for gaining
high electrical output. The hourly variation of electrical energy and power of all
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considered PV modules have been given in Fig. 6. The maximum electrical energy
and power have been found maximum for bifacial PV module and minimum for
opaque PV module. Electrical energy and power for bifacial PV module is 61% and
51% higher than opaque and semitransparent, respectively.
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5 Conclusions

Certain conclusions have been made on the basis of the above analysis as follows:

• Electrical efficiency of silicon crystalline PV cells decreaseswhen PV cell temper-
ature increases. It is mandatory to maintain the PV cell temperature with electrical
operational range of all considered PV module.

• In the present study, bifacial PVmodule has been found best among all considered
modules and it generates maximum electrical energy and power than others. The
daily obtained energy for bifacial is 1557 Wh whereas 749 Wh for opaque.

• Bifacial PV module is more economical than other due to power generation is 2.4
and 1.9 times higher than opaque and semitransparent PV module and it requires
the same area with reflector to generate more power.

• Bifacial PV module can be used for snow area or highly cold area where other
PV panels are failed due to covering of snow whereas bifacial PV module is best
due to back portion is able to generate electrical energy or power.
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Piezoelectric Energy Harvesting System
Using Railway Tracks

Manvi Mishra, Priya Mahajan, and Rachana Garg

Abstract In this paper, an analysis of two methods of harvesting the electrical
power from the two different piezoelectric systems in railway traction system is
carried out. The two piezoelectric systems used for analysis are compression type
piezoelectric system and cantilever beam type piezoelectric system. These systems
are suggested to be embedded on the railway track and attached to the rail tracks to
produce the electrical output. The lead zirconate titanate (PZT), which is one of the
recent piezoelectric, which accumulates more charge on mechanical disturbance, is
used in both the cases. The compression type piezoelectric system is excited by the
force applied by the train, and cantilever beam type system is excited by the ground
vibrations of the track. The output of two systems is compared for a single unit,
and according to this comparison, the array of compression type system has been
designed.

Keywords Piezoelectric system (PES) · Lead zirconate titanate (PZT) ·
Compression type PES · Cantilever beam type PES

1 Introduction

With the advancement in technology and increasing rate of population, the demand
of electrical energy is increasing with very high rate. Rising concern about the gap
between demand and supply of electricity for masses has highlighted the exploration
of the alternate sources of energy and its sustainable use that does not negatively
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impact the environment. This gives the aim to generate electricity from the renew-
able sources of energy. In India, railway uses around 2–3% of the total electricity
produced by the different electrical power generating plants. India has fourth largest
railway network in the world of around 63,000 km. In the recent time, the railways
are also trying to use more renewable energy for their applications. The different
types of renewable energies used by railways could be solar energy, wind energy,
supercapacitors, and piezoelectric energy. The energy is collected from the solar
panel which could be present outside the train and on the train itself [1]. The wind
generator can be present near the railway track or it may be at some distance where
the source of high velocity wind is present. The supercapacitors can be present at the
railway platforms so that the energy produced due to the acceleration and decelera-
tion of train can be stored in the supercapacitors [2]. One of the novel ways to utilize
waste energy to generate electricity is using piezoelectric effect [3]. This technique
can be effectively used in railway traction system. As suggested in this research
study, the location of piezoelectric unit can be on the railway track and on the side
of the railway track. The utilization of waste energy like pressure of the coaches and
locomotive, and ground vibrations on the track due to their movement, can produce
some amount of electrical energy. The piezoelectric ceramic can convert themechan-
ical disturbances into the electrical energy. Piezoelectric harvesting system helps to
extract such energies which are available, but are not utilized [4, 5]. There are some
countries like Japan and Israel researching in this field very effectively to harvest
some reasonable amount of electrical energy. East Japan Railway Company (JR-
East) is actively involved in the research which aims to have the railway stations and
platforms to be environmental friendly and the energy which is being wasted can be
utilized to generate electricity. They are working on the technology which aims to
generate the electricity by using piezoelectric pads on the ticket gate counters which
generate energy when a person walks through it [6, 7]. There is some research using
the weight of the human to produce electrical energy by applying the piezoelectric
pads on the floor [8]. Besides this, an Israel company known as Innowattech is trying
to apply piezoelectric technology to railway tracks and at the sides of the railway
tracks for electricity generation [9].

In this paper, two different positions, i.e., on the very side of the railway tracks and
on the top of railway tracks are proposed to install the piezoelectric units. The ground
vibrations or the force of the train is used to harvest electrical energy. The analysis of
twodifferent piezoelectric systems (PES), i.e., compression type piezoelectric system
and cantilever beam type piezoelectric system for energy harvesting in railway tracks
is carried out. The output of single unit of both the systems has been compared, and
based on the results, array of compression type PES has been designed.

2 Piezoelectric Effect

Piezoelectric effect refers to change in electric polarization so that the electric charge
can be produced when a mechanical stress is applied to some materials. The word
piezoelectric is derived from the Greek piezin, which means to squeeze or press,
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Voltage

Compression produces 
electricity

PZT (lead 
zirconate titanate)

Metal plate

Fig. 1 Basic piezoelectric effect

and piezo, which is Greek for “push.” Piezoelectric materials are non-conductive
piezoelectric ceramic or crystal is placed between the two metal plates. For piezo-
electricity to be generated, material needs to be compressed or squeezed.Mechanical
stress applied to the piezoelectric material generates electricity.

PZT can be made from lead zirconate titanate and can produce more voltage
than other piezoelectric material with the same amount of mechanical pressure.
This effect is the result of change in electric polarization when mechanical effect
is applied. The change in electric polarization will result in the change in surface
charge density on the crystal faces of piezoelectric unit. Figure 1 shows the basic
working of piezoelectric unit on the application of the mechanical disturbance.

Piezoelectric energy harvester is one of the preferable methods for generating
electricity from the non-conventional sources of energy. The input of the harvester
is mainly the ac current source or the ac voltage source which is analogous to the
mechanical force or vibrations. This produces the variations in the piezoelectric layer
that lead to change in electric polarization of the material according to the poling
directions. There are different types of energy harvesting mode in piezoelectric like
d31 or d33. The first subscript describes the electric component direction, and second
subscript describes the mechanical effect direction. A d31 mode of energy harvester
is used in case of cantilever beam type piezoelectric system. The d33 mode is used in
the compression type piezoelectric system [4]. In case of the railway tracks, the train
bogie force is used by the piezoelectric unit to produce electrical energy. Similarly,
the ground vibrations near the railway tracks should be used by the cantilever units
to produce electrical energy.

There are two types of piezoelectric effect discussed:

(i) Compression type
(ii) Cantilever beam type

The compression type piezoelectric system is dependent on the amount of force
applied on the piezoelectric unit. The cantilever beam type piezoelectric system is
dependent on the acceleration of the train and the frequency of the structure.
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2.1 Compression Type PES

The compression type piezoelectric works when the pressure is applied on the piezo-
electric unit. For defining piezoelectric property of thematerial, there are 3 directions,
which is to be defined by various constants having subscript with them. 1 indicates
x axis, 2 indicates y axis, and 3 indicates z axis. Axis 3 is assigned to the direction
of initial polarization of piezo ceramic, and axes 1 and 2 lies in plane perpendicular
to the axis 3. The basic electromechanical equations for a piezoelectric material can
be written as:

εi = SE
i j σ j + dmi Em (1)

Dm = dmiσi + ξσ
ik Ek (2)

where the indexes i, j = 1, 2, …, 6 and m, k = 1, 2, 3 refer to different directions
within the material coordinate system, σ is stress vector (N/m2), ε is strain vector,
E is vector of applied electric field (V/m), ξ is permittivity (F/m), d is matrix of
piezoelectric strain constants (m/V), S is matrix of compliance coefficient (m2/N),
D is vector of electric displacement (C/m2).

The piezoelectric constant d is the polarization generated or the electric charge
generated per unit of appliedmechanical force. Its unit isC/N and it is highly direction
dependent. As shown in Fig. 2, the force is applied on the piezoelectric material in
the direction 3 which generates the stress

σ3 = F

lw
(3)

which results in electric charge Q = d33F , the electric charge flowing through the
short circuit. The piezoelectric constant g defines the electric field produced along
one direction when the material is stressed in other direction. In case of compression

Fig. 2 Compression type
piezoelectric system

Short
circuit

b

t

Force
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Fig. 3 Equivalent electrical circuit of piezoelectric element

type piezoelectric system, the direction of electric field developed and the stress
applied is in the same direction [10]. Therefore, for the force applied in the above
figure, the voltage generated is

V = g33F

t
(4)

With this information, the electrical equivalent circuit of the piezoelectric
transducer can be derived which is shown in Fig. 3.

The charge accumulated on the plates of electrode and the voltage are proportional
to the force applied on the piezoelectric unit. The input current source is in parallel
with the source capacitor, which is

C = ε◦εA

t
(5)

where ε◦ is the permittivity of free space, E is the relative permittivity of PZTmaterial,
and t is the thickness of electrode.

2.1.1 Design of Compression Type PES for Railway Tracks

The piezoelectric effect which converts the deformation in piezoelectric material
due to mechanical effect is known as direct piezoelectric effect. As shown in Eq. (4),
the output voltage of the piezoelectric unit in case of compression depends on the
applied force on it. Therefore, installing piezoelectric pads under the railway track
would help to harvest electrical energy effectively.

If the averageweight of each bogie of a train is 40 Ton and each bogie has 4wheels,
the force by one wheel is F = 9.8 × 10 = 98 kN. Figure 4 shows the suggested
location for piezoelectric pads on the railway track.



252 M. Mishra et al.

Fig. 4 Location of
compression type
piezoelectric unit

Train

Rail Track

Piezoelectric
pads

Table 1 Parameters used for
calculation

S. No. Constants Value

1 Charge constant (d33) 390 × 10−12

2 Length (mm) 58

3 Width (mm) 15

4 Thickness (mm) 1.82

5 Permittivity of free space (ε◦ ) 8.854 × 10−12

6 Relative permittivity (ε) 3400

7 Voltage constant (g33) 48 × 10−3

With reference to the values in Table 1, the calculated value of the capacitor is
14.39 × 10−9 F, charge accumulated on one piezoelectric unit is 38.22 μC. The
energy generated by the single piezoelectric compression type unit is 0.188 J. The
high-speed trainwill take less than a second to cross over it, so power could be around
0.2 W.

Figure 5 shows the voltage and the current generated in a single compression type
piezoelectric unit. Also Fig. 6 shows that as the force increases the energy generated
can be increased. Table 2 shows the calculated energy output for different types of
trains considering a bogie has 4 wheel system.

2.2 Cantilever Beam Type PES

A bimorph cantilever beam type piezoelectric system is one of the structures to
generate reasonable amount of output power from the piezoelectric material, because
it canhandle large amount of strain andvariable frequencyunder vibrating conditions.
The harvester system consists of the piezoelectric material, cantilever body having
piezoelectric layer and tip mass.

For understanding, the schematic of the system is given in Fig. 7 where m is the
mass of the system, k is stiffness of the spring, and cT is the damping coefficient. The
excitation to the system is the external sinusoidal vibrations x(t) = A sin(ωt) (where
A is the amplitude of the acceleration and ω is the vibration frequency), resulting in
the mass moves as y(t) [11–13]. The equation of motion of the system is described
in equation:



Piezoelectric Energy Harvesting System Using Railway Tracks 253

Fig. 5 Output current and output voltage of single PES unit

Fig. 6 Energy versus force curve

Table 2 Energy output of
different trains

S. No. Type of train Weight (Ton) Energy (J)

1 Suburban 30 0.105

2 Passenger 40 0.188

3 Freight 60 0.42

Fig. 7 Physical model

m

k     y(t)

cT

x(t)
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mÿ(t) + cT ẏ(t) + ky(t) = −mẍ(t) (6)

As the vibrations is applied to the system, the energy is extracted from relative
moment between the tipmass and the system base, the condition formaximum power
is when system frequency matches the natural frequency [14, 15].

ωn =
√

Keff

meff
(7)

where Keff = 3E I
L3 and meff = 33mb

140+mt

In the above given expression, I is the moment of inertia of the beam structure, mb

is the mass of the beam, and mt is the tip mass which has been added to the cantilever
structure.

And damping ratio (ζt = k/2 mωn) prevents the power goes to very high valuewhen
the harvesting system vibrates at resonant frequency. Figure 7 shows the system of
a bimorph piezoelectric energy harvester with tip mass. It can convert the vibrations
of the system into the electricity. The open circuit voltage V generated from the
harvester system is given by Eq. (8) [13]

V = −d31tpσn

ε
(8)

where tp is the piezoelectric layer thickness, -d31 is the piezoelectric charge constant,
E is the dielectric constant of the piezoelectric material, σn is the stress produced in
the system structure at resonant frequency and given by:

σn = 3E Ah

4L2ζtω2
n

(9)

where E is the beam effective modulus, h is the piezoelectric layer from the neutral
axis, L is the beam length, ζt is the system damping ratio, and A is the acceleration
of the body.

The power generated from the piezoelectric energy harvester can be calculated
by Eq. (10)

P = V 2
o RLp(

Rs + RLp
)2 (10)

where Rs is the source resistance and RLp is the load resistance. As we know, the
condition ofmaximumpower is when the load resistance equals to the internal source
resistance [16–18].
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2.2.1 Design of Cantilever Beam Type PES for Railway Track

The cantilever beam type PES has a beamwith layer of piezoelectric material present
both at the top and bottom surfaces. This system when comes under the vibrating
condition produces a voltage. A theoretical model can be designed by calculating
the value of structure frequency and voltage harvested by the single unit. Table 3 has
been given to specify the values of different constants used in the designing of the
system.

The calculated value of frequency of structure is 93.54 Hz and voltage is 22.7 V.
Hence, with the source resistance 5 M�, the power is 25.76 μW. The location for
cantilever type piezoelectric system can be the very side of railway tracks as shown in
Fig. 8. These units must be present very near to the railway platforms as the voltage
generated in this case is dependent on the acceleration of the train.

The analysis of single unit of cantilever beam type piezoelectric system has been
given in Fig. 9:

The power of piezoelectric unit of cantilever type having different acceleration has
been given in Fig. 10 with the help of the power vs acceleration curve. The suburban
trains have high acceleration than passenger train. With acceleration, the power of
the cantilever beam type piezoelectric increases; therefore, it is more suitable for
suburban trains.

Table 3 Parameters of cantilever PES

S. No. Constants Values

1 E = modulus of beam (GPa) 3.81 × 109

2 I = moment of inertia (mm4) 0.36

3 Leff = effective length of beam (mm) 36

4 ωn = frequency of structure 93.54

5 h = distance of piezoelectric layer from neutral axis (mm) 0.3

6 A = acceleration (m/s2) 2.5

7 ζt = damping ratio 0.015

8 d31 = piezoelectric strain constant (C/N) 1.75 × 10−10

9 tp = thickness of piezoelectric layer (mm) 0.16

10 ε = permittivity of piezoelectric 1.55 × 10−3

11 mb = mass of beam (g) 44.3

12 mt = tip mass (g) 5

Fig. 8 Location of
cantilever beam unit

   Clamp
   PZTTip mass

    Rail Track
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Fig. 9 Output current and voltage of single cantilever PES

Fig. 10 Power versus acceleration curve

3 Comparison Between Compression Type and Cantilever
Type PES

(i) The power produced by the single unit of compression type piezoelectric unit
is around 0.2 W, whereas the power produced by the single unit of cantilever
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beam type piezoelectric system is only 25.76 μW for same system parameters
configuration.

(ii) In cantilever typepiezoelectric system, the voltageproduced is dependent on the
force applied to the piezoelectric unit, whereas in cantilever beam type piezo-
electric system the voltage is dependent on structure frequency and acceleration
of the train.

(iii) The location suggested for the compression type piezoelectric array can be
at some distance from the platform. The location suggested for the cantilever
beam type piezoelectric system is near the platform to use the acceleration.

Thus, on comparing the power outputs of the individual unit of compression type
piezoelectric and cantilever type piezoelectric system, the output of compression
type is more as weight of the train is high.

4 Designing of Compression Type Piezoelectric Array

As observed in the above studies, the array of compression type piezoelectric on
the railway track could be more helpful. The exact location of compression type
piezoelectric array has been shown in Fig. 11.

The main aim of piezoelectric array on the railway track is to generate reasonable
amount of kWh when a train crosses over it. The piezoelectric pads are installed at
each rail sleeper cross section area. The area of cross section is 34290 mm2 and the
area of one piezoelectric unit is 870 mm2 [19]. Therefore, at each cross section there
will be a piezoelectric pad containing 40 piezoelectric units. Over a stretch of certain
kilometer, 500 sleepers have been used for PES. This array is connected in parallel,
thus the total charge accumulate wheel a wheel crosses a system is around 0.76C.

The total energy generated by units on both sides = Q × V = 7.544 kJ. If the
train has 4 wheel-axel system and 20 bogies, the total energy generated is 603.57 kJ.
The train is traveling with 90 km/h, it takes around 37 s to cross these installed pads,
thus total energy generated by one train is 6.2 kWh. If 20 trains cross through that
track, then total energy over a day is 84 kWh.

Compression type 
piezoelectric array on 

railway track

Fig. 11 Implementation of compression type piezoelectric array
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5 Conclusions

The aim of the study is to harvest reasonable energy using piezoelectric effect when a
train passes through the installed piezoelectric units. The two types of piezoelectric
system are studied and compared. It has been observed that the cantilever beam
type piezoelectric system is generating very small amount of energy, however, the
collective amount of power that can be generated by the cantilever system can be
used for signaling purposes near railway platform. Further, power output by single
unit of compression type piezoelectric system is found to be more as it is dependent
on heavymass of train. So, an array of compression type PES is designed. The energy
generated over a day can be stored and used thereafter, specifically for signal lights
and rail road side signs at remote and unpopulated locations and intersections where
the cost of providing power using power lines from grid could be high.
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Performance Investigation of Different
Bypass Diode Topology Based SDK-PV
Arrays Under Partial Shading Conditions

Anurag Singh Yadav, Vinod Kumar Yadav, V. Mukherjee,
and Santosh Ghosh

Abstract In this paper, a detailed study is carried out on theSuDoKu (SDK)PVarray
topologies under different shading patterns. The aim of this study is to investigate the
impact of different types of bypass diode arrangements connected to the SDK-PV
array under non-uniform irradiations, which are without bypass diode (WBD), non-
overlapped bypass diode, (NBD) and overlapped bypass diode (OBD). Under partial
shaded conditions, the power versus voltage (P–V ) and current versus voltage (I–V )
characteristics exhibit extreme nonlinearity along with multiple peak points. The
modeling of SDK-PV array with various types of bypass diode topologies is carried
out inMATLAB/Simulink environment. The result shows that the NBD-based SDK-
PV array produced maximum output power and short-circuit current, amongst all the
bypass topologies studied.

Keywords Bypass diode · Partial shading · Photovoltaic array

1 Introduction

The output power of photovoltaic (PV) arrays can be reduced by several environ-
mental factors [1, 2], but the mismatch power losses and partial shading conditions
are most dominant ones [3, 4]. Under partial shading conditions, the PV modules
get reverse biased, which implies that PV modules work as a load and not as a
power generators [4, 5]. The shaded PV modules may be irreversibly damaged due
to hotspot phenomenon, when reverse bias voltage exceeds its reverse breakdown
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voltage of the PV cells [1, 3–8]. To reduce the reverse voltage across the cell or group
of cells under partial shading condition, and thereby avoid the hotspot phenomenon
traditionally a bypass diode is connected across one-third of the cells in a module.
However, when the bypass diodes conduct under partial shading condition, multiple
peaks are generated in the I–V and P–V curves [3–5]. And hence the performance
of PV arrays largely depends upon the connection topologies of bypass diodes [3–
11]. Two different types of bypass diode connection topology employed, which are
overlapped bypass diode (OBD) and non-overlapped bypass diode (NBD) topology.
In case of NBD topology, bypass diodes are connected across separate set of PV
cells, whereas in case of OBP topology, the bypass diodes are connected across
mutual set of PV cells, as illustrated in Fig. 1. The analysis of PV array system with
NBD in partial shading conditions has been addressed by most of the researchers
[11–22]. The mathematical modeling of PV systemwith OBD topology is extremely
complicated, and very few studies are available in the literature focused on the same
[23–29]. Moreover, researchers have also proposed various techniques for reducing
the impacts of hotspot under partial shading condition, and maximizing the I-V and
P–V characteristics of PV systems without considering a bypass diode [24–35], i.e.,
without bypass diode (WBD) topology. In this paper, three types of bypass diode
topologies connected to SDK-PVarray are analyzed under partial shading conditions.

Following this brief introduction, the rest of the paper is organized as follows. In
Sect. 2, the mathematical modeling of PV arrays with various bypass diode connec-
tions is described. Various types of shading patterns considered in the present work
are also discussed. Subsequently, the results and discussion are delineated in Sect. 3,
and finally, Sect. 4 concludes this paper.

Fig. 1 Bypass diode
topologies a WBD, b NBD,
and c OBD
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2 Modeling of PV Arrays with Various BD Topologies

Different bypass diode topologies, used for mitigating the impacts of partial shading
as described in Sect. 1, are illustrated in Fig. 1.

The array output current for WBD topology is mathematically expressed as

Iout(WBD) = IPV−1 = IPV−2 = IPV−3 (1)

Iout(WBD) = Sfn IPV−n (2)

Whereas the output current for NBD-based PV system may be presented as

Iout(NBD) = IPV−1 + ID1 = IPV−2 + ID2 = IPV−3 + ID3 (3)

The total module current is dependent upon the shading coefficients (Sc) and the
output current can be presented as

Iout(NBD) = Sc
∑

n

IPV−n + IDn (4)

Similarly, for OBD topology, by applying KCL in nodes 1 and 2 of Fig. 1c we get

IPV−1 = IPV−2 + ID2
Iout = ID2 + IPV−3 (5)

From Eqs. (1) and (2), we get

Iout = IPV−1 + IPV−3 − IPV−2 (6)

The approximated values of currents under short-circuited situations may be
obtained as.

IPV−1(SC)
∼= S f (PV−1) Im

IPV−2(SC)
∼= S f (PV−1) Im

IPV−2(SC)
∼= S f (PV−1) Im

⎫
⎬

⎭ (7)

Using Eqs. (7), (6) may be rewritten as,

Iout = S f (PV−1) Im + S f (PV−3) Im − S f (PV−2) Im

Iout = (
S f (PV−1) + S f (PV−3) − S f (PV−2)

)
Im

}
(8)
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Fig. 2 Various shadings patterns on SDK-PV array a Case a, b Case b, c Case c, and d Case d

2.1 Partial Shading Conditions and Its Impact

The various possibilities of shading patterns on PV arrays, considered in the present
work, are illustrated in Fig. 2.

3 Results and Discussion

3.1 P-V and I-V Characteristics of SDK-WBD, SDK-OBD,
and SDK-NBD PV Arrays Configurations

Figures 3 and 4 show the P–V and I–V profiles of SDK-WBD, SDK-OBD, and
SDK-NBD configurations of PV arrays, respectively. The SDK-WBD configuration
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Fig. 3 LMPP and GMPP
points of SDK-PV arrays for
different shading patterns
a for Case a, b for Case b,
c for Case c, and d for Case d
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Fig. 4 Comparative I–V characteristics under different shading patterns

shows that only one peak is generated in the power and current profile, under all the
shading patterns illustrated in Fig. 2a–d. And these peak power points in terms of
absolute values are 3926 W, 3959 W, 4545 W, and 4078 W, respectively.

Under shading pattern—Case a (Fig. 2a), three peak points are generated in SDK-
OBD configuration, whereas in case of SDK-NBD, five peak points are generated.
And in SDK-OBD configuration, the first peak power point is generated of 1660 W
at 68.71 V, second peak power point of 2944 W is generated at 141.2 V, and the
third peak power point of 3966 W is generated at 222.2 V (refer Fig. 3a). From
these values, it is evident that the third peak power point (i.e., 3966 W) is the global
maximum power point (MPP) (GMPP) and other points are local MPP (LMPP). In
case of SDK-NBDPVconfiguration, five peak power points of 561.03W, 2317.53W,
3032 W, 3717 W, and 4003 W are found to have occurred at 21.43 V, 93.6 V, 135 V,
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175 V, and 221.4 V, respectively. The GMPP of SDK-NBD PV array configuration
is found to be higher than that of the SDK-OBD PV array configuration.

For shading pattern–Case b (refer Fig. 2b), the behavior of SDK-OBD and SDK-
NBD PV configurations has two and five peak power points, respectively (refer
Fig. 3b). In this case, the LMPP of SDK-OBD configuration occurred of 1632.9 W
at 63.34 V and GMPP occurred of 3971.24 W at 218.2 V. For SDK-NBD PV config-
uration, five peak power points of 740.81, 1596.43, 2473.30, 2899, and 3982.40 W
are generated at 26.88 V, 60.22 V, 99.73 V, 143.2 V, and 216.2 V, respectively. And
the maximum generated power in SDK-OBD PV configuration is lesser than that of
the SDK-NBD configuration.

For shading patterns—Case c (see Fig. 2c) and Case d (see Fig. 2d), SDK-OBD
and SDK-NBD PV configurations performance is illustrated in Fig. 3c and d, respec-
tively. The peak power points observed in SDK-OBD of 1722.46W, 3263.28W, and
4590.14W at 60.8 V, 139.1 V, and 219.1 V, respectively, for shading pattern—Case c.
While for shading patterns—Case d, the peak power points of 1680.82W, 2772.91W
and 4105.36 W occurred at 58.77 V, 138.3 V and 217.1 V, respectively. In case of
SDK-NBD PV array configuration, six peak power points are generated for both
shading patterns—Case c and Case d. For shading pattern—Case c, peak power
points of 765.75 W, 1637.44 W, 2457.17 W, 3211.56 W, 4052.95 W, and 4605.09 W
are generated at 27.03 V, 61.19 V, 97.16 V, 132 V, 172.1 V, and 216.1 V, respectively.

While for shading—Case d (as illustrated in Fig. 2d), peak power points of
734.09 W, 1561.16 W, 2350.40 W, 3042.6 W, 3549.66 W, and 4123.93 W occurred
at 26.89 V, 62 V, 99.72 V, 138.3 V, 176.6 V, and 215.18 V, respectively.

Figure 4 illustrates comparative I–V profile of all the PV arrays configurations
under all four different shading patterns described in Fig. 2. It may be observed from
Fig. 4 that the short-circuit current of SDK-WBD configuration is lesser than that
of the SDK-OBD and SDK-NBD PV array configurations. The short-circuit current
of SDK-NBD configuration is very closer to the SDK-OBD array configuration but
lesser in absolute terms. From Fig. 4b and c, it may be observed that the values of
short-circuit current of SDK-OBD configuration are higher than the other types. The
absolute values of peak power and short-circuit current of all PV array configurations
are summarized in Tables 1 and 2, respectively.

Table 1 GMPP positions for
various natured PV arrays

Shadow problems SDK-WBD SDK-OBD SDK-NBD

PGMPP (W) PGMPP (W) PGMPP (W)

Case—a 3926 3958 4003

Case—b 3959 3971 3984

Case—c 4545 4589 4615

Case—d 4078 4103 4125
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Table 2 Current position for
various natured PV arrays

Shadow problems SDK-OBD SDK-NBD

Ist (A) Ist (A)

Case—a 26.83 26.42

Case—b 29.55 28.9

Case—c 29.23 29.02

Case—d 29.23 27.98

4 Conclusions

In this paper, the performance of SDK-PV array topology under different shading
patterns is investigated for different bypass circuits, which are without bypass diode
(EBD), overlapped bypass diode (OBD), and non-overlapped bypass diode (NBD)
configurations. From this investigation, it is evident that the performance of WBD-
based SDK-PV array is poorer than other considered SDK configurations.

From the I–V characteristics of SDK arrays, it is observed that the OBD-
based SDK configuration generates more short-circuit current compared to NBD-
based SDK array for all types of shading patterns considered in the present work.
For NBD-based SDK configuration, the short-circuit current values are higher by
1.52%, 2.19%, 0.71%, and 4.27%, respectively, than OBD configuration. Hence,
this simulation-based investigation reveals that the NBD-based SDK configuration
performs better than OBD and WBD-based SDK configuration under the impact of
different shading patterns.
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Synchronization, Fault Detection of PV
Array and Grid with MPPT Techniques
Using MATLAB/Simulink
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and R. N. Shaw

Abstract In this paper, a solar cell (PV) system with different MPPT techniques
connected to grid is introduced. There is a rise in the rapid development of high-
penetration solar energy due to an increase in interest as well as investment in renew-
able energy. There are numerous ways in which a PV array can be interfaced with the
grid. The lookup table PV panel with a centralized inverter topology has been devel-
oped in this paper. Since solar arrays output varies with change in solar irradiation
as well as climate surroundings, the maximum power point tracking (MPPT) algo is
adopted in DC-to-DC converter to enable PV arrays system to operate at maximum
power point output. In order to control the inverter, the incremental conductance algo-
rithm and fractional open voltage method is employed. Scheme for fault detection
and system reconnection after fault is presented and simulated in MATLAB.
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1 Introduction

Demand for electricity doubles in every decade but in the last decade, it increases 2.5
times. With the energy issues rising rapidly, it becomes important for the world to
begin with new energy and related technology [1–3]. These days, the power gener-
ation of PV systems and other renewable energy has been on a large scale and has
become part of the development strategy which leads to the development of photo-
voltaic industries. At present, India’s installed power generation capacity stands
at 228,722 MW, while by the year 2030, and the total demand for electricity is
expected to cross 950,000 MW. Out of the electricity consumed in India, a major
portion is generated by conventional electricity generation sources such as thermal
power plants and hydroelectric power plants [4, 5]. Thermal power plants, hydro-
electric power plants, and nuclear power plants contribute about 65%, 22%, and
3%, respectively, of the total power generated while the rest is generated from other
alternate sources like solar, wind, biomass, etc. India’s National Solar Mission is
100,000 MW by 2022. This much of power needs to be connected with the utility
grid. However, due to its different characteristics as compared to conventional power
generation technologies, the security, stability, reliable operation, etc., of a grid-
connected PV power station (power system energized photovoltaic panels which are
connected to utility grid) have becomed a new challenge [6–9]. There are various
methods of synchronization described earlier. After synchronization, controlling of
the grid is necessary for whichwe requiremathematicalmodeling of PV cell [10–12].
Use of power generated by different source needs to be utilized in an efficient way.
Smart can be used to utilize the generated power efficiently, which in future induces
transients due to frequent switching of loads.

This paper is to develop and study the Simulink model of PV array using lookup
table power generation connected to grid and islanding mode operation and also the
design of MPPT and inverter controller so that output of inverter can connect with
the utility grid. Fault analysis and circuit breaker automation have been presented
using overvoltage and undervoltage fault detection method.

2 PV Cell

A PV cell converts solar irradiance into electrical energy/power. The material of a
solar cell is silicon, generally, due to high energy output. The number of cells can be
grouped in order to form a module. Modules are grouped to form PV arrays. Array
is a PV panel (with no. of cells connected in series and/or parallel) or a group of
panels [3]. Therefore, the term array used henceforth means any solar cell module
has several basic cells.

The pictures of all considered PV modules are given in Fig. 1.
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Fig. 1 Single solar cell: internal diagram

3 Equivalent Electric Circuit of PV Cell

A PV module can be usually seen as a flat plate with two connector or terminals,
producing a current, I, at a voltage V. The electrical characteristics of a solar cell can
be obtained by an electric circuit consisting of a diode and resistors as follows [3]
(Fig. 2).

3.1 Current source: The photocurrent source can be described by the relation:

Iph = AcellHξ (1)

where A is the cross-sectional area of cell, H is the solar radiation, and ξ is the cell
response in A/W.

Fig. 2 Equivalent circuit of PV cell
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3.2 Diode: Diode is a nonlinear element which accounts for dependency on energy
bandgap and the losses which occur due to recombination holes and electrons. It is
characterized by the reverse current, I0.

3.3 Shunt resistor, Rp: Shunt resistor in the equivalent circuit represents the
copper loss in conductors due to its resistance.

3.4 Serial resistor, Rs: Non-ideal conductors losses incurred can be represented
as.

The relation of I with U of an individual cell is expressed as:

Icell = Iph − I0[exp (Ucell + IcellRs)

UT
− 1] − Ucell + IcellRs

Rp
(2)

with thermal voltage:

Ur = qkT

e
(3)

where T is the temperature (in Kelvin), k is the Boltzmann constant which is equal
to 1.38e–23, and e is the elementary charge which is equal to 1.602e–19. By the use
of this formula, we can compute maximum power points, as well as behavior under
different temperature conditions (Fig. 3).

PV array is developed using the lookup table, and the original data can be used to
develop the PV array so that its behavior canmatch the practical PVmodule. PV array

Fig. 3 V-I characteristics of PV cell [8]
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has nonlinear characteristics and it can be seen that at a particular voltage and current,
maximum power from the array can be obtained. In other words, the output from
the array is dependent on the load. To make it independent of load, some DC–DC
converters are needed which can take the care of load so that the output power from
the array become independent of the load. Thismethod of achievingmaximumpower
is calledmaximum power delivering on point to point. In this study, 360 cells of 0.6 V
open-circuit voltage are connected in series. The lookup table is constructed using
1000 w/m2 irradiation, more via characteristics can be added at different irradiations.

4 Maximum Power Point Tracking and Various Methods

Maximum power point tracking (MPPT) is an electronic tracking—usually digital.
The output of the panels is control of the charge controller. In this section, the theory
and operation ofMPPT as used in solar electric charge controllers have been covered.
An MPPT is an electronic DC-to-DC converter which optimizes the match between
the utility grid and the solar array. It converts a high DC voltage output from solar
panels to the low voltage needed to charge batteries [7].

The main categories of MPPT algorithms are model-based algorithms, training-
based algorithms, and searching algorithms [7].

1. Fractional short-circuit method
2. Fractional open-circuit voltage
3. Perturb and observe P&O/hill climbing
4. Incremental conductance INC.

Two methods are used for the MPPT, and Simulink model for the two methods
used is shown below (Figs. 4 and 5).

Fig. 4 Fractional open-circuit voltage [3]

Fig. 5 Incremental conductance Simulink model
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5 Synchronization for Three-Phase DPGS

Few methods have been noticed as per earlier research [1–6]:

(a) Zero-crossing method
(b) Phase-locked loop method.

Phase-locked loop method is used for the synchronization of inverter output to
the grid.

6 Results and Discussions

The output power is dependent on load, and we need some DC–DC converter which
can perform this task so that the power becomes independent of load. DC–DC buck
and boost converter can be used for this purpose. It can be noticed that with the
change in the duty cycle of the converter, the output power also changes. Also, as
the duty cycle increases, the output power first increases and after a particular duty
cycle, it starts decreasing, and this behavior is analogous to the behavior of PV array
with different load.

Above waveforms in Fig. 6 show that with a change in the load the output power
from the PV array also increases; it first increases with an increase in load and the n
decreases with increase in load. That is, the output power depends on the load value,
for a particular load it gives the maximum power output.

In Fig. 7, it shows that MPPT controller adjusts the duty cycle automatically such
that the power output remains the same independent of the load with a change in
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load. Also, it should be noticed that the power is exactly 2500 W that is equal to the
maximum power that array can provide. From this, we can conclude that our MPPT
is working and performing their work.

The output from the DC–DC converter is fed to inverter after passing through
LC filter. The average voltage source converter is used for the simulation purpose
detailed model and can be used for the harmonic analysis purpose. For triggering the
gate pulse of inverter, we require a voltage regulator which gives the triggering pulse
to inverter so that the output can be maintained at 1 per unit. PI controller is used for
the active power control and reactive power control V d is responsible for the active
power flow and V q is responsible for the reactive power.

With a PI voltage controller using abc-to-dq and dq-to-abc transformations, the
load voltage is regulated at 1 pu (380 V rms). The voltage regulator’s first output
is a vector having three modulating signals utilized by PMW generator to produce
6 IGBT pulses. The modulation index is returned by second output. The discrete
3-phase PWM pulse generator is available in the Extras/Discrete Control Blocks
library. The Extras/Measurements and Extras/Discrete Control block libraries are
utilized to build a voltage regulator.

Above waveform in Fig. 8, shows that the power is taken by the 1000W load. This
operation is called islanding mode of operation. Inverter works in islanding mode
when there is fault in the grid side or the power output from the inverter is such that the
power can only be fed to local loads, also system should be such a way that inverter
output in exact synchronism with the grid, i.e., the phase, frequency, and magnitude
of voltage should be same. Hence, the inverter is working satisfactory and ready to
connect with the grid. Phase-locked loop method is used for the synchronism of the
inverter and the Grid. Vabc of grid is used for the PLL block. Above waveforms



278 R. Tripathi et al.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
-400

-200

0

200

400
vo

lta
ge

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

-2

0

2

cu
rr

en
t

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-2000

-1000

0

1000

Time

P
ow

er

Fig. 8 Waveform of voltage, current, and power across 1000 W load

through Fig. 9 show the voltage, current, and power and phase voltage of grid, due to
small differences in phase of voltage at PV side and grid side. Grid connected with
PV at 0.5 s current balances after the output hooked up with the grid (Fig. 10).

Distributed system should be such that it should be disconnected from the system
as soon as the fault occurs in the grid and should remain disconnected till the fault
exists, also system should be able to reconnect with the grid when fault clears. For
such type of operation, circuit breaker should be self-operated, and overvoltage and
undervoltage method are used to detect the fault condition. For simulation of such
system, two ideal three-phase sources of equal rating are taken which are capable
of delivering any amount of load and can absorb the power. Both the sources have
their local load and critical load. The Critical load is the common load for both the
sources which should be supplied all the time.

Due to the slow response of PV and inverter operation, ideal source is taken instead
of PV source. AT 0.05 s, the distributed generated source is connected to the main
utility grid and provide power to the test load, i.e. power is exported to the grid. At
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0.1 s, three phase fault occur in main grid and it gets disconnected from the load as
soon as load get disconnected the power is given by the source to test load or critical
load. AT 0.15 s, fault is cleared and critical load again connects with the main utility
grid.

It can be noticed that after clearing of fault at 1.5 s main grid circuit breaker is
closed and it remains open till the fault is not cleared. In thisway, automatic switching
of circuit breaker can be achieved. There is sag in power at the time of operation of
the circuit breaker. This induces all types of harmonics in the system which need to
be removed with filters and other fact devices.

7 Conclusions and Future Scopes

Amethod of modeling photovoltaic array using lookup table is presented and results
of the lookup table validate the behavior of the PV array. Lookup table of any
PV module for different irradiation can be formulated and used for simulation in
MATLAB.
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Fig. 10 Indices of voltage, current, and power and phase voltage of grid

Practical data of module can be used to formulate the lookup table. Also, the
PV connected to the grid and islanding mode of operation is presented, various
waveforms under different condition are quite satisfactory and more quick response
can be achieved using a high-efficiency controller like neuro-fuzzy, fuzzy, and ANN
instead of PI controller used for inverter control and MPPT controller.

Self-operation of circuit breaker under a fault condition is presented which can
be used in any distributed generation, and switching of circuit breaker induces the



Synchronization, Fault Detection of PV Array and Grid with MPPT … 281

harmonics in the system which is not desirable and need to be eliminated. For detec-
tion of fault on the grid sidemay be detected by observing the ripples in the voltage of
DC-link capacitor and other methods can be determined in future for fault detection.
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MATLAB Based Modeling
of Conventional and Fuzzy Logic
Controller MPPT Techniques for Solar
PV System

Ipuri Anil, Pavan Fuke, and Anil Kumar Yadav

Abstract Tomitigate problems like energy shortage and environmental degradation
caused by conventional energy sources, it needs to shift from conventional energy to
non-conventional energy sources. The solar photovoltaic (PV) technology emerges
as one of the leading non-conventional energy sources. To operate a PV system
at its maximum efficiency, it requires the operating module at maximum power
output point (MPP). There are many conventional as well as advanced maximum
power point tracking (MPPT) techniques developed and implemented for a solar PV
system. This work provides a comparative analysis of the conventional and fuzzy
logic controller (FLC)-based MPPT techniques for a solar PV system. In this study,
performance of two conventional techniques is considered, i.e., perturb and observe
(P & O) and incremental conductance (IC) MPPT technique. The analysis of the
PV system is performed for different solar irradiance levels. The comparative study
is evaluated for complexity, tracking time, efficiency, range of power, voltage, and
current oscillations. TheDC-DCboost converter is used for operation of the proposed
PV system at MPP. The implementation of the entire system and control algorithms
has been modeled in MATLAB Simulink.

Keywords Solar photovoltaic ·Maximum power point tracking · Perturb and
observe · Incremental conductance · Fuzzy logic controller

1 Introduction

Now, the population in the world is increasing at a considerable amount, and elec-
tricity usage is also increasing. But, the conventional resources are depleting day by
day, so it needs to shift on non-conventional resources. As solar energy is available
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in high amounts and its various advantages over other non-conventional sources, it is
emerging as a principal source of energy [1]. The unalterable environmental factors
affect the power yield generation of the solar PV system. To raise the use of the PV
system, it needs to focus on performance and efficiency improvement. The solar PV
module characteristics are nonlinear, and at one particular point, it operates at MPP.
For getting high efficiency, i.e., the best performance of the module, it requires to
operate it on MPP continuously [2]. As power delivered by a module depends on
the load connected across it, the load connected across the PV system is continu-
ously changing. So, in favorable environmental conditions also, it is not possible to
extract maximum power. For continuously operating PV systems at MPP irrespec-
tive of load condition, MPPT techniques are used. In recent days, many conventional
MPPT techniques like P&O, IC, and voltage/current reference are available [3].
Due to technological development, many advanced intelligent MPPT techniques are
invented. Each of these techniques has its own merits and demerits. The comparative
study of different MPPT techniques is requiring for selecting the most superior one
for a solar PV system. Such that the technique should give optimum results at any
outdoor condition, especially for variable solar irradiance.

TheMPP extraction is performed by continuously changing the duty cycle applied
to converter. It is extracted from theMPPTalgorithmand fed into the systemas shown
in Fig. 1. In this paper, a comparative analysis is carried out between conventional,
i.e., P&O and IC, and FLC basedMPPT techniques. In the proposed system, DC-DC
boost converter is used for simulation performed in MATLAB simulink, such that it
is connected in betwixt of the PV array and resistive load. The system simulation is
performed at various solar irradiance levels 0, 550, 650, 750, 850, 1000 W/m2.

2 PV System Modeling

A PV system consists of different components according to its application. An
inverter is used in a grid-connected system to convert the DC power into AC power.
In the case of the standalone system, a storage device, i.e., the battery, is used to
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store the PV power. In this paper, we analyze the standalone system such that system
output is connected to fix load similar to a battery. An intermediate DC–DC boost
converter is used to enable the MPPT technique in the system.

2.1 Solar PV Module

A solar cell is a semiconductor device which converts incident solar irradiance into
electrical output without any intermediate process. In solar modules, numerous solar
cells are connected in succession and parallel circuits to get the needed electric
rating. To use a PV module for real field applications, it requires interconnecting
many modules in succession and parallel, which form a PV array. The modeling of
the PVmodule requires representing it in terms of an electrical circuit as represented
in Fig. 2, with mathematical equations.

I = IL − ID − Ish (1)

I = IL − I0

[
exp

(
V + I Rs

nVT

)
− 1

]
− V + I Rs

Rsh
(2)

IL = Photocurrent (A); I0 = Diode reverse saturation current (A)
Rs = Series parasitic resistance (�); Rsh = Shunt parasitic resistance (�)
n = Diode ideality factor.

From Fig. 2, it is seen that a solar cell is fundamentally a p–n junction diode which
is connected parallelly with a controlled current source. When input solar radiations
are received on top of the solar cell, then a photo-generated voltage is induced.When
any external load connects across the cell, then the current I starts flowing through
the load. From (1), (2), it saw that load current I depends on photocurrent IL, which
is chiefly affected by solar irradiance and junction temperature. The series and shunt
parasitic resistance is representing ohmic and recombination losses in solar cells,
respectively [4].

Fig. 2 Equivalent diagram
of solar PV cell
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Fig. 3 P–V characteristic of a PV system

The proposed system chosen for modeling consists of a 2250 Wp solar PV array.
The PV modules used in this study consists of 60 polycrystalline solar cells elec-
trically connected to generate a peak power of 250 Wp. In this system, totally nine
modules are connected in a 3 × 3 series–parallel combination. The P–V character-
istic of the mentioned system simulation with different irradiance levels is shown in
Fig. 3.

2.2 DC–DC Boost Converter

In the proposed system, the DC–DC boost converter is placed in the middle of
the load and source. The peak power has been received by a load from the supply
when the impedance of source and load has same value [5]. As load resistance is
continuously varying, so to extract maximum power irrespective of load condition,
impedance matching is required. It can be achieved by regulating the duty cycle of
converter in range of 0–1 according to various atmospheric conditions. For reverse
current protection, diode is used, and to boost voltage as well as to smooth current
and voltage signals, combination of indictor and capacitor is used.

2.3 MPPT Technique

The power yield of the solar PV system is determined by the type of module tech-
nology used and the environmental condition. But, the power extracted from the
system depends on the load connected across it. For maximum power extraction
from the PV system, it always requires to work at optimum load value to satisfy
maximum power transfer condition. The load connected across the system is contin-
uously changing, so every time, it is not feasible to run a system atMPP. So tomitigate
this problem, various MPPT algorithms are used [6]. It varies the duty cycle, so at
any load condition, the resistance across the PV system seems as equals to source
resistance.
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Fig. 4 Simulink model of the Solar PV system

The solar PV system output is mostly affected by input solar irradiations. As it
is continuously changing, it results in a rapidly changing system output. It requires
that the MPPT technique is such that it gives better performance at changing irra-
diance conditions with better efficiency. In this study, we analyze the P&O, IC, and
FLC based MPPT techniques at changing irradiance conditions. Figure 4 shows the
Simulink model of proposed system used for all three mentioned MPPT techniques.

3 Perturb and Observe MPPT Technique

It is the most frequently used MPPT technique. Because of its simplicity, less
measured parameters requirement, and simple implementation, currently this
technique is frequently used for a solar PV system. It is alike as the hill-
climbing/mountain-climbing technique. The only dissimilarity is in hill climbing
to its simplicity, less measurable parameters. and less method duty cycle directly
changes with the use of slope value+1, 0 or -1 [7]. It is a self-optimizing process in
which the operating point is perturbed with fixed step size by continuously rising or
reducing the duty cycle. The basic control idea in this technique is such that initially
terminal voltage and current are computed to determine the actual power value Pk.
Then, this actual power value is compared with preceding power value P(k−1). If
actual power value is larger than earlier value, then carry on with duty cycle pertur-
bation in the same direction or else move in the opposite direction. This operation is
repeated every time by considering the perturbation of duty cycle�D. At steady-state
conditions, the algorithm oscillates all over the MPP. In the case of rapidly changing
environmental conditions, problems like power loss and response delay are observed
in this system.
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4 Incremental Conductance MPPT Technique

The crucial pitfall of the P&O MPPT technique is that it is unable to track rapidly
changing solar irradiance conditions, and it continuously perturbs the system, which
leads to creating oscillations in power output. Both of these disadvantages are elim-
inated in the IC method. When the slope of the P–V curve is zero, then terminal
voltage is considered as MPP voltage. At this point, the algorithm stops perturbing
the operating point. If this case is not satisfied, then the operating point direction
perturbation depends on the instantaneous conductance of the PV array, i.e., the
relationship between dI

dV and − I
V [8]. If the terminal voltage is smaller than MPP

voltage, then the duty cycle varies such that reference voltage, i.e., terminal voltage, is
increased by small dV value. On the other hand, if the terminal voltage is higher than
MPP voltage, then the duty cycle varies such that the terminal voltage is decreased
by small dV value. The algorithm of P&O and ICMPPT technique is showed by red
and blue color in Fig. 5.

dI

dV
= − I

V
= At MPP; dI

dV
> − I

V
= Left of MPP; dI

dV
< − I

V
= Right of MPP

Fig. 5 Flowchart of P&O and IC MPPT technique
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5 Fuzzy Logic-Based MPPT Technique

Due to higher oscillation and power loss in the PV system, it operates with P&O
MPPT technique and complexity in ICmethod. There is a need for advancement in the
MPPT techniques, which has a small step size, low power loss, and less oscillation.
All these properties are found in a FLC based technique. The chief upper hand of this
technique is that it does not require understanding of the mathematical model of the
system [9]. The fuzzy controller comprises of a fuzzy interface engine, membership
functions, rule base, and defuzzification, as shown in Fig. 6.

The FLC uses two linguistic inputs, error E and change in error CE, and it also
uses single output dD with sample space k. The error input is the ratio of deviation
in output power to deviation in terminal voltage, and it indicates the operating point
location on the P–V curve. The second input CE is error at kth sample space to the
previous error, and it indicates the active direction of the operating point.

E(k) = dP

dV
(k) = PPV (k) − PPV(k − 1)

VPV(k) − VPV(k − 1)
(3)

CE(k) = E(k) − E(k − 1) (4)

where PPV(k) and VPV(k) are the immediate output power and the terminal voltage
of the PV system. In this fuzzy logic controller, the span of interest of input as well as
output linguistic variable is divided into five levels shown as ML: minus large, MS:
minus small, ZE: zero, PS: plus small, PL: plus large. The fuzzy rules used to make
a relation between input and output signal, such that the output signal is expressed
in terms of an input signal. For this, fuzzy rules required to insert in FLC block. The
fuzzy control rules for the mentioned PV system use the Mamdani method as given
in Table 1. The membership function of inputs as well as output describe each of
these acronyms and are presented in Fig. 7.

E

CE 

dD

Fig. 6 Block diagram of fuzzy logic control
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Table 1 Fuzzy control rules

CE
E

ML MS ZE PS PL

ML ZE ZE PL PL PL

MS ZE ZE PS PS PS

ZE PS ZE ZE ZE MS

PS MS MS MS ZE ZE

PL ML ML ML ZE ZE

E, CE, dD
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be
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 ML                         MS               ZE                 PS                        PL 

  -0.032          -0.016         -0.008              0               0.008          0.016           0.032 

 -100              -80             -40               0                  40              80               100

Fig. 7 Membership functions of input and output variables

Defuzzification is the final step of FLC based MPPT technique. In this, the
linguistic value of the output signal is converted into a crisp value by using the
membership function, as mention in Fig. 7. The defuzzification is carried out by the
most famous center of gravity method to use the crisp get the crisp value of duty
cycle D, which further given to the gate signal of converter [10].

6 Simulation Results

In this proposedmodel, we test the dynamic performance of P&O, IC, and FLC based
MPPT technique developed in MATLAB Simulink. The simulations were presented
for variable irradiance levels of 0, 550, 650, 750, 850, 1000 W/m2. The perturbation
of the duty cycle set at a perturbation time of 0.05 s tracks the MPP when irradiance
changes. At a fixed irradiance level, the operating point oscillates about MPP value.
The amplitude of oscillation depends on the size of the duty cycle perturbation. The
obtained results for P&O, IC, and FLC based MPPT techniques represent in Fig. 8a,
b, and c, respectively.

The voltage, current, and power response of the proposed system without MPPT
and in addition to this parameter efficiency of the system with P&O, IC, and FLC
based MPPT techniques, it is given in Table 2. The parameter variation for different
solar irradiance is illustrated.
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Fig. 8 a Output power by using P&O technique, Fig. 8(b). Output power by using IC technique,
Fig. 8(c). Output power by using a FLC technique
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Table 2 Simulation results of P&O, IC, and FLC based MPPT techniques

Input PV panel output (without MPPT) System output with P&O MPPT

Irradiance
(W/m2)

Voltage (V) Current
(I)

Power(W) Voltage (V) Power (W) Efficiency (%η)

0 0 0 0 0 0 0

1000 99.58 20.54 2045 202.8 1993.0 97.46

850 95.04 20.36 1935 194.42 1876.9 97.00

750 94.07 17.93 1687 183.50 1621.4 96.11

650 90.2 15.96 1440 173.1 1340.9 93.12

550 71.38 15.27 1090 136.23 1000.7 91.81

Input System output with IC MPPT System output with FLC based
MPPT

Irradiance (W/m2) Voltage (V) Power (W) Efficien
cy(%η)

Voltage (V) Power (W) Efficien
cy (%η)

0 0 0 0 0 0 0

1000 202.4 2005.3 98.06 201.8 2016.5 98.61

850 194.2 1887.7 97.56 194.1 1898.4 98.11

750 184.3 1637.7 97.08 184.2 1649.5 97.78

650 167.4 1354.2 94.04 164.5 1366.3 94.88

550 138.6 1010.1 92.67 140.2 1020.3 93.61

7 Conclusions

In this paper, modeling and simulation of a solar PV system using a DC–DC boost
converter have been performed using MATLAB Simulink. The proposed system
is simulated for P&O, IC, and FLC based MPPT technique. After evaluating all
simulation results, we observed that the step size required in the P&O technique is
more than IC and fuzzy logic technique. The fuzzy logic technique seems to be more
complicated, but its operating time is very less as compared to P&Oand IC technique.
The output voltage and power curveswith the fuzzy logic-based technique have fewer
oscillations. In the P&O technique, the operating point is continuously oscillating
aboutMPP. In the IC technique, output power oscillations are less than P&Obutmore
than fuzzy logic-based technique. At every irradiance level, the dynamic response of
the FLC based technique improved with higher percentage efficiency as compared
to the P&O and IC technique. From all simulation results, we can conclude that for
variable irradiance condition, the FLC based technique has superior performance
than P&O and IC method, i.e., conventional MPPT technique.
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Economical Unit Commitment Solutions
Through Renewable Energy
Management Centers for Reliable
Integration of Large-Scale Renewable
Energy Resources

E. Sheeba Percis, A. Nalini, C. Chelladurai, T. Jenish, and J. Jayarajan

Abstract This paper aims at achieving economical and secure commitment of
conventional thermal power generating units in a power system integrated with
renewable energy sources (RES) by harnessing the renewable energy generation
potential to its maximum. The data forecasting tool of renewable energy manage-
ment center (REMC) is used for closer prediction of RES availability which helps
to achieve much improved unit commitment (UC) solution of conventional thermal
units apart from intermittent nature of power output obtained from RES. Large-scale
penetration of RES is achieved with the advancement in technology supports better
optimization of economical dispatch and reduces the thermal plant running hours.
This supports considerable reduction in fossil fuel requirements, carbon foot print,
and green house emission, and causes lesser impact on global warming, climate
change, and improves quality of atmospheric air. This paper analyzes present need
of REMCs to integrate large-scale renewable into the grid and to reduce the RES
curtailment due to poor prediction of RES availability.

Keywords Renewable energy · Renewable energy management center ·
Forecasting ·Wind power · Solar power · Unit commitment · Grid

1 Introduction

Today’s large-scale energy utilization, faster depletion of fossil fuels, energy secu-
rity needs, and environment safety concerns encourage the world toward renewable
sources and smart power systems. India has been blessed with huge potential of
renewable energy sources. Projected solar potential in India is about 100 GW at
20–30 MW/km2, and the wind potential is about 103 GW at 80 m hub height. To
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Table 1 Installed renewable
power capacity as on
November 2017

Type of RERs Capacity in MWp

Hydel 4399.35

Bio-power 8181.7

Solar 16,611.73

Wind 32,746.87

Total 61,939.65

enhance the utilization green energy availability, the Government of India (GOI) has
taken various initiatives to encourage RES generation programs mainly from wind,
solar, bio-gas, and hydel sources.

As perMinistry ofNew andRenewable Energy (MNRE)—Year EndReview 2017
report [1], India attains global fourth and sixth position in globalwind and solar power
installed capacity by November 2017, a total of 62 GW renewable power installed,
of which 27 GW installed sinceMay 2014 and 11.79 GW since January 2017 as seen
in Table 1. This report shows the faster RES integration in Indian power network.

The difficulty in managing the variability and uncertainty of RE generation calls
for an accurate forecast of wind and solar patterns [2, 3] which can be met through
establishment of RE management centers [4–6] to plan the system scheduling.
Increase in level of RES penetration may cause substantial variation in the total
generation leading to wider load-generation gap. To handle these imbalances, fore-
casting and dispatching of renewable power [7, 8] will be an important aspect for
their reliable and secure integration with the grid.

Establishment of dedicated renewable energy management centers to facilitate
large-scale integration of renewable into the grid, equippedwith advanced forecasting
tools, smart dispatching solutions, and real-time monitoring of RE generation, can
closely coordinate with the grid operations team for safe, secure, and optimal opera-
tions of the overall grid. Renewable energy management center (REMC) is the “hub”
for all information regarding RE power generation in its area of responsibility which
could be on SLDC, RLDC, or even on NLDC level.

The aim of this paper is to prioritize and utilize RE sources as base loads and
optimize thermal units in unit commitments scheduling and dispatching [9, 10]
during normal operation sequences with reasonable margin of spinning reserve to
manage RES generation variability. Weather plays major role in estimating wind and
solar generation patterns, and hence, it is very challenging to predict [11–13] exact
generation of RE sources output.

2 Functionalities of REMC

Dedicated renewable energy management centers are mainly entrusted with fore-
casting, dispatching, and balancing of RE generation by coordinating with respec-
tive LDCs and RE developers, and thus, variability of RE generation can easily be
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Fig. 1 Scheme of logical interconnectivity between various software modules

handled [14, 15]. Forecasting of RE generation can be done in different time scales
ranging from few seconds to hours to days. The data obtained from different time
scales are used for various applications, viz dynamic operation of power system,
optimal unit commitment solutions, prediction on reserve requirement for balancing
the system (Fig. 1).

Further, they serve as a central repository and provide reliable RE generation data
for the respectiveLDCs, SCADA/EMS, and powermarketmechanism.The hierarchy
followed for REMCs are such that the data can be compiled at state, regional, and
national level for different applications.

3 Unit Commitment Formulation

Out of several evolution algorithms [16–18] used for solving unit commitment solu-
tions, modified PSO method [19] is preferred in this project. The primary objective
of this paper is to prioritize and utilize RE generation as base loads and optimize
thermal units in unit commitments scheduling and dispatching during normal opera-
tion sequenceswith reasonablemargin of spinning reserve tomanageRESgeneration
variability so as to satisfy the required load demand at minimum operating cost while
satisfying all units and system equality and inequality constraints.

The single line diagram of an IEEE-30 bus systemwith generator cost coefficients
and generating unit’s data are provided in Table 2. The unit commitment solution is
arrived for IEEE 30 bus test network with six generating units using particle swarm
optimization method.
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Table 2 Generator cost coefficients

Unit a1(MW/$) b1 (MW/$) C1 ($) Pimin (MW) Pimax (MW)

G1 0.00375 2 0 50 200

G2 0.01750 1.75 0 20 80

G3 0.06250 1 0 15 50

G4 0.00834 3.25 0 10 35

G5 0.025 3 0 10 30

G6 0.025 3 0 12 40

4 Results and Discussion

Simulation for this study using PSO method is carried out with an assumption of
RES penetration of 200, 300, and 400 MW forecasted thro’ REMCs which is treated
as base load in order to commit the thermal units, for total load demand of 600 MW.
Minimum fuel cost and power loss calculation for this study for various scenarios are
obtained using MATLAB algorithm and tabulated as follows in Table 3 and Fig. 2.

Scenario—I: In this case, optimal allocation of thermal units for power demand
of 600 MW with a RES base load of 200 MW is considered.
The cost characteristics for thermal unit’s contribution of 400MWwithRES share
of 200 MW for a load demand of 600 MW are shown below:
Scenario—II: In this case, optimal allocation of thermal units for power demand
of 600 MW with a RES base load of 300 MW is considered as in Table 4.

Table 3 Optimal scheduling of generators for scenario—I

G1 MW G2 MW G3 MW G4 MW G5 MW G6 MW Loss MW Total MW Cost $/h

200 75.03 47.85 33.41 21.60 35.53 13.44 413.4 1303.38

Fig. 2 Cost characteristics for thermal units contribution of 400 MW with RES share of 200 MW
and for thermal units and RES share of each 300 MW
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Table 4 Optimal scheduling of generators for scenario—II

G1 MW G2 MW G3 MW G4 MW G5 MW G6 MW Loss MW Total MW Cost $/h

133.2 75.36 28.88 10.0 30.0 30.39 7.68 307.86 1078.59

Table 5 Optimal scheduling of generators for scenario—III

G1 MW G2 MW G3 MW G4 MW G5 MW G6 MW Loss MW Total MW Cost $/h

70.49 60.19 23.76 10.00 19.75 18.79 2.91 203.0 646.65

Fig. 3 Cost curve for thermal unit’s contribution of 200MWwith RES share of 400MWcombined
share of thermal units and RERs to meet the load demand of 600 MW

The cost characteristics for thermal unit’s contribution of 300MWwithRES share
of 300 MW for a load demand of 600 MW are shown below
Scenario—III: In this case, optimal allocation of thermal units for power demand
of 600 MW with a RES base load of 400 MW is considered as seen in Table 5.
The cost characteristics for thermal unit’s contribution of 200MWwithRES share
of 400 MW for a load demand of 600 MW are shown below in Fig. 3.

From the above study results, it is clearly evident that the integration of large-
scale RES is much useful for optimum allocation of thermal unit’s commitment and
to bring down the plant operating cost at the sensible level.

5 Conclusions

India, being the top five countries with renewable installed capacity worldwide, has
articulated to boost renewable energy through various policies.With the advancement
in renewable energy technologies, declining trend in energy costs and better envi-
ronment considerations, India has decided to achieve an ambitious target of 175 GW
by 2022 through RE. Proposed unit commitment solution is useful for reduction
in capital expenditure investment, reduction in need for conventional generation,
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increased value of the electricity generated by variable RE generation, and reduction
in suboptimal operation of conventional generation due to reduced need for ramping.
The study results obtained for IEEE 30 bus system using PSO can be verified and
comparedwith othermeta-Heuristic approaches, as future scope.Also, the simulation
study can be carried out on real-time network with real-time inputs from REMC.

References

1. Ministry of power, India study report on GREENING THE GRID: pathways to integrate 175
Gigawatts of renewable energy into India’s electric grid, vol I National Study (2017)

2. Andrade JR, Bessa RJ (2017) Improving renewable energy forecasting with a grid of numerical
weather predictions. IEEE Trans Sustain Energy

3. Percis ES et al (2016) Electric vehicle as energy storage for grid connected solar power system.
IJPEDS, pp 567–575 (2016)

4. Tummuru NR et al (2015) Dynamic energy management of renewable grid integrated hybrid
energy storage system. IEEE Trans Industr Electron, 7728–7737

5. Abbas F et al (2016) Hybrid energy management system with renewable energy integration.
Int Conf Comput Intell Model Simul (CIMSim)

6. Simopoulos D, Kavatza S (2005) Consideration of ramp rate constraints in unit commitment
using simulated annealing. IEEE Power Tech, Russia 1–7 (27–30 June, 2005)

7. Bu S, Yu FR, Liu PX (2011) Stochastic unit commitment in smart grid communications. IEEE
INFOCOM

8. Senjyu T, ShimabukuroK, UezatoK, Funabashi T (2002) A fast technique for unit commitment
problem by extended priority list. IEEE/PES, T & D conference and exhibition 2002, vol 1, pp
244–249, 6–10

9. Raglend IJ, PadhyNP (2006)Solutions to practical unit commitment problemswith operational,
power flow and environmental constraints. IEEE Power Eng Soc General Meeting

10. Gast N, Tomozei D-C, Le Boudec J-Y (2014) Optimal generation and storage scheduling in
the presence of renewable forecast uncertainties. IEEE Trans Smart Grid 1328–1339

11. Naoi S et al (2017) Demand and supply simulations considering detailed forecast, scheduling
and control functions for Japanese power systemwith amassive integration of renewable energy
sources. IEEE Manchester Powertech

12. Lenzi V, Ulbig A, Andersson G (2016) Impacts of forecast accuracy on grid integration of
renewable energy sources. IEEE Greenoble Conf

13. Ariel S, Luis AC, Jorge RV (2019) A hybrid methodology for a contingency constrained
economic dispatch under high variability in the renewable generation. IEEE Latin Am Trans
17(10):1715–1723

14. Deutsche Gesellschaft für Internationale Zusammenarbeit (GIZ) GmbH study report on
Detailed Project Report for Establishment of Renewable EnergyManagement Centres (REMC)
(2017)

15. Central Electricity Authority Study Report on Large Scale Grid Integration of Renewable
Energy Sources—Way Forward (2016)

16. Mantawy AH, Abdel-Magid YL, Selim SZ (1998) A simulated annealing algorithm for unit
commitment. IEEE Trans Power Syst 13(1):197–204

17. SisworahardjoNS, El-KeibAA (2002)Unit commitment using the ant colony search algorithm.
Large Eng Syst Conf Power Eng LESCOPE 02, 2–6

18. Sheeba Percis E, Manivannan S (2017) Realistic modelling and control of PV and multiple
electric vehicle based microgrid. J Comput Theor Nanosci 2976–2980

19. Optimal solution to economic load dispatch using modified particle swarm optimization
method, Danson Kimanthi, pp 1–43 (2014)



Design of Robust PID Controller
for Improving Voltage Response of a Cuk
Converter

V. Bharath Kumar, Godavarthi Charan, and Y. V. Pavan Kumar

Abstract Power electronics based cuk converter finds many practical and industrial
applications such as renewable energy systems, hybrid electric vehicle, electronic
voltage regulators, etc., to provide required voltage regulation between input DC
stage and output DC stage. For the effective operation of all these kinds of practical
applications, it seeks a quick and smooth response from a cuk converter along with
the regulated DC output magnitude. The converter control is achieved through a
closed-loop PID (proportional cum integral cum derivative) controller. Hence, the
efficacy of the overall converter depends on how well the PID gain specifications
are designed. There are many methods available for the tuning of PID controller
gain specifications, but, the identification of better methods is a tedious task. Further,
a method identified as best for a given system can’t be generalized as it may not
suit for other systems. Hence, a better method for PID tuning has to be identified
with respect to each and every system. Keeping this in mind, this paper provides
a comprehensive investigation of all the key tuning methods and suggests the best
one for cuk converter control with the help of time-domain performance index and
frequency-domain stability index. The analysis is done using MATLAB/Simulink
software models.
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Abbreviations

CC Cohen–Coon
CHR Chien–Hrones–Reswick
IAE Integral Absolute Error
ISE Integral Square Error
ISTE Integral Square Time Error
ITAE Integral Time Absolute Error
KCL Kirchhoff Current Law
KVL Kirchhoff Voltage Law
PI Pessen Integral
PID Proportional cum Integral cum Derivative
PO Pessen Overshoot
TL Tyreus Luyben
WJC Wang–Jang–Chan
ZN-1 Ziegler–Nichols Method 1
ZN-2 Ziegler–Nichols Method 2
ZNM Ziegler–Nichols Modified

1 Introduction

Voltage regulation for DC power system is mainly done with the help of DC/DC
converter. One such important and useful converter is cuk converter. These types of
converters are mainly used in solar [1–4], wind energy systems as a voltage regulator
in which magnitude of input DC voltage depends on intensity of sunlight and wind
flow, so in order to nullify these voltage variations, cuk converter is used. Having
constant input and output current makes this converter more useful to the variety
of applications, whereas, it is not possible in buck or boost converters. Ideally, the
expected output response of this converter is constant DC, but, practically there
will be some ripple content in the response. So, an L-C filter is normally used to
compensate for the ripple content. The specialty of cuk converter is to transform
the input voltage to the output voltage with opposite polarity. The main difference
in this converter is having different types of passive components (capacitor), which
facilitates this converter useful formany applications. Besides, a variety of controllers
were implemented in literature as mentioned follows to obtain fruitful output from
the converter.

In [5], ZN-1 method for tuning PID was implemented for DC motor. In [6],
comparative analysis on the novel controller and conventional PID controller was
presented for the power converter. In [7], Fuzzy logic controller for the cuk converter
was compared with PI and PID controller. Besides, modelling of FO-PID controller
via genetic algorithm was implemented for cuk converter in [8], whose effectiveness
in controlling the cuk converter response was validated in [9]. In [10], analysis of
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cuk converter performance based on genetic algorithmwas reported, which results in
high gain values. However, this method leads to more settling time in the response.

So, for detailed analysis and identification of robust PID controller for improving
voltage response of a cuk converter, this paper implements all the key conventional
PID tuning methods by using design formulas given in [11–15]. The robust method
was identified with the help of transient and steady-state specifications.

2 Modelling and Control of Cuk Converter

Cuk converter is a DC to DC converter, which changes the output voltage to greater
or lesser than the magnitude of input voltage. The magnitude of output voltage for
the cuk converter can also be a negative value. In cuk converter, the power from input
side to output side is transferred through the intermediate capacitor. The circuit of
cuk converter is the union of buck converter as well as boost converter as shown in
Fig. 1.

Where V s = Source Voltage, Ls = Inductor on source side, Cl = Interlinking
capacitor, Los = Inductor on output side, Cos = Capacitor on output side, RL = Load
resistance.

The cuk converter circuit comprises mainly two inductors in which one inductor
is connected to the input and the other is connected to the output, two capacitors
in which one is connected as an intermediate capacitor between the input and the
output and the other is connected across the output, a MOSFET is connected across
the input inductor and the voltage source, and a diode is connected across output
inductor and output capacitor [16–18]. It operates in two modes, namely switch on

RLDiode Cos
Switch
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gD
S

+

+

+

+ +

PID(s)

PID Controller

Reference Voltage
Error Detector

D
P

PWM
Generator

v
+-Actual

Output
Voltage

Fig. 1 Circuit diagram of cuk converter
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and switch off modes. When the switch is ON, the diode acts as an open circuit. The
voltage stored in the interlinking capacitor is shifted to the inductor, capacitor, and
load which is present at the output side. When the switch is OFF, the diode acts as
closed circuit and the intermediate capacitor is charged from the input supply and
the energy stored in the inductor connected on source side.

Modelling of cuk converter is slightly different from other converter circuits due
to the reason of changing circuit configuration with respect to change in switch
operation [19]. The switch ON and switch OFF equivalent circuits are shown in
Figs. 2 and 3, respectively. Equations (1)–(6) represents the mathematical relations
during switch ON conditions, where, (1) gives voltage across the inductor at source,
(2) gives KVL for loop-2, (3) gives current through interlinking capacitor, (4) gives
KCL to loop-3, (5) and (6) gives the cumulative state-space model for switch ON
circuit.

vs = Ls
diLs
dt

(1)

vCl − vCos = Los
diLos
dt

(2)

iLos = −Cl
dvLs
dt

(3)

RLCos

LosClLs

vs

+

+

+

+ +

Fig. 2 Circuit diagram of cuk converter during switch ON

RL

ClLs

vs

+

+

+

+ +

Fig. 3 Circuit diagram of cuk converter during switch OFF
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Fig. 4 MATLAB/Simulink model of the cuk converter control system
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Similarly, (7)–(12) represents the mathematical relations during switch OFF
conditions, where, (7) gives voltage across the output inductor, (8) gives KVL for
loop-1, (9) gives current through interlinking capacitor, (10) gives KCL to loop-3,
(11) and (12) gives the cumulative state-space model for switch OFF circuit. Further,
the output state equation is given by (13) and (14). Finally, by applying state-space
averagingmethodon (6), (12), and (14), the overall system transfer function is derived
as (15) and the overall system simulation block diagram is shown in Fig. 4.

As shown in Figs. 1 and 4, a PID based closed-loop control is used to control the
response of the cuk converter according to the user requirement. The smooth response
of the system can be achieved through proper design of PID controller specifications.
Hence, various PID tuning methods given in Fig. 5, which were discussed in [20, 21]
are implemented. Finally, a robust method is identified out of these methods with the
help of transient and steady-state performance of the cuk converter.

vCos = −Los
diLos
dt

(7)

vs − vCl = Ls
diLs
dt

(8)

iLs = Cl
dvLs
dt

(9)

iLos − vCos

RL
= Cos

dvCos
dt

(10)
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Fig. 5 Various PID tuning methods
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(15)
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3 Simulation Results and Analysis

Each different method will produce different gain values [proportional gain (kp),
integral gain (ki), derivative gain (kd)] for PID controller. However, it is always
preferred to have lesser gain values to reduce the practical hardware implementation
cost. So, using this idea, the gain values computed by various methods are tabulated
as shown in Table 1 for their cumulative comparison. From this, it is observed that
CHR method possesses lower kp and kd values and ZN-1 method possesses lower ki
value when compared to all other methods.

3.1 Time-Domain Transient-State Analysis

Any system can be represented in mathematical form as differential equations with
reference to function of time, whose analysis is called its time-domain analysis.
The time-domain based transient response plots obtained with different methods are
shown from Figs. 6, 7, 8, 9 and 10, whose cumulative quantitative results by using
time-domain performance specifications are given by Table 2. In order to consider
the best method, rise time, delay time, %peak overshoot, and settling time must be
low. From Table 2, it is observed that ZN-2 method possess better response in terms
of rise time, TL method possess better response in terms of settling time, and PI
method possess better response in terms of delay time.

Table 1 PID gain values calculated with different methods

Category Method Name Kp T i Td K i Kd

OLTR
methods

ZN-1 0.0011563 2.000537 0.500207 0.000577995 0.00057839

WJC 0.2023476 0.509815 0.009457 0.39690398 0.00191374

CHR 0.0003746 0.009637 0.500267 0.0388675 0.0001874

CC 0.1058977 0.77666 0.018309 0.136350155 0.00193894

Ultimate
cycles
methods

ZN-2 10.503552 0.000435 0.000108 24146.09655 0.00114226

ZNM 3.501184 0.00087 0.00029 0.00029 0.00101534

PO 5.7769536 0.000435 0.00029 13280.35310 0.0016753

PI 12.254144 0.000348 0.000130 35213.05747 0.0015991

TL 7.877664 0.001914 0.000138 4115.81191 0.0010878

Error
performance
index methods

ISE 0.0065633 0.000260 0.29084 −25.1860 0.00190888

ISTE 0.0065257 0.000406 0.24894 −16.0505 0.0016245

ITAE 0.0108895 0.002430 0.445 4.475892 0.00484599

IAE 0.0020535 0.000885 0.751883 2.319774011 0.00154403

Superior
method

CHR ZN-1 CHR
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Fig. 6 System response for WJC, CC, CHR methods

Fig. 7 System response for ZN-1 method

Figures 6 and 7 show the output responses of OLTR methods. In these, WJC
method gives a better response by taking less transient time compared to remaining
OLTRmethods, whereas ZN-1 gives the worst performance by taking the more tran-
sient time. Figures 8 and 9 show the output responses of EPI methods. In these
responses, ITAE and IAE methods give good responses among the other ITAE
methods, whereas ISTE and ISE methods do not reach to steady-state. Figure 10
shows UC methods, in which, ZNM and TL methods give the best responses than
the remaining methods.
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Fig. 8 System response for ITAE, IAE methods

Fig. 9 System response for ISTE, ISE methods
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Fig. 10 System response for ultimate cycles (UC) methods

Table 2 Time-domain specifications calculated with different methods

Category Method
name

Rise time % peak
overshoot

Settling time Delay time Peak time

OLTR
methods

ZN-1 2537.56 0 4519.3 802.66 0

WJC 4.47305 0 8.968 1.0013 0

CHR 37.847 0 67.977 12.9085 0

CC 12.264477 0 22.2628 1.00182 0

Ultimate
cycles
methods

ZN-2 0.0001566 66.51 1.004048 1.000188 1.000569

ZNM 0.00043 34.05 1.003556 1.000339 1.0010019

PO 0.000194 67.63 1.00461 1.000258 1.0008442

PI 0.000328 47.08 1.00389 1.00018 1.00052

TL 0.000276 34.68 1.002905 1.0002306 1.0006685

Error
performance
index
methods

ISE,
ISTE

Unstable

ITAE 0.344067 0 1.5746 1.00108 –

IAE 0.661435 0 2.12208 1.202385 –

Superior
method

ZN-2 TL PI

3.2 Frequency-Domain Steady-State Analysis

Analyzing the steady-state and transient-state system response in terms of frequency
and phase called frequency-domain analysis. The criteria for commenting onwhether
the system is stable is by using phase margin (PM) and gain margin (GM) values.
So, to compute these values, the frequency response plots are given in Figs. 11, 12,
13, 14, 15, 16, 17, 18, 19, 20, 21, 22 and 23 that are obtained using different PID
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Fig. 11 System stability response obtained with ZN-1 method

Fig. 12 System stability response obtained with WJC method

Fig. 13 System stability response obtained with CHR method
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Fig. 14 System stability response obtained with CC method

Fig. 15 System stability response obtained with ZN-2 method

Fig. 16 System stability response obtained with modified Ziegler–Nichols method
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Fig. 17 System stability response obtained with TL method

Fig. 18 System stability response obtained with PO method

Fig. 19 System stability response obtained with PI method
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Fig. 20 System stability response obtained with ISE method

Fig. 21 System stability response obtained with ISTE method

Fig. 22 System stability response obtained with ITAE method
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Fig. 23 System stability response obtained with IAE method

tuning methods. All these computed values are tabulated in Table 3 to compare all
the methods. From this, it is observed that, in terms of GMvalues, CHR is considered
to give a more stable response and in terms of PM values, ITAE is considered to give
a more stable response.

Figures 11 and 12 show the frequency response for ZN-1 and WJC methods. In
ZN-1 method PM value is −180 and GM value is 51.4 and in WJC method PM
values are−180, 41.3, 152. Generally, the system which is having high PM and GM
values are considered to be a stable system. By comparing in terms of GM and PM
values for the above two methods, WJC method is the better one for this system.
Similarly, Figs. 13 and 14 shows frequency response for CHR and CC methods. In
CHRmethod, PM value is−180 and GM value is 61.2 and in CCmethod, PM values
are−180, 54.2, 141 andGMvalue is 36.5. So, CCmethod is getting a better response
when compared with CHR method with respect to GM and PM values.

Figures 15, 16 and 17 show frequency response plots for ZN-2, ZNM and TL
methods, respectively. In ZN-2, PM values are −180, −19.8, 180 and GM value is
infinite. In ZNMmethod, PM values are−180,−21.7, 177 and GM value is infinite.
In TL method, PM values are−180,−8.07, 179 and GM value is infinite. Similarly,
Figs. 18 and 19 show the frequency response for PO and PI methods. For POmethod,
PM values are−180,−39.9, 179 and GM value is infinite. For PI method, PM values
are −180, −39.5, 179 and GM values are infinite. Hence, the stability of the system
can’t be determined as all the above-mentioned methods possess infinite GM values.

Figures 20 and 21 shows the frequency response for ISE and ISTE methods. For
ISE method, PM value is −180 and GM value is 42.9 and for ISTE method, PM
value is −180 and GM value is 43.8. By considering GM value, ISE is getting good
response as it has high GM value. But, when comparing in terms of PM value, none
of the methods are said to be stable. Figures 22 and 23 shows the frequency response
of ITAE and IAE method. For ITAE method, GM value is 32.6 and PM values are
−180, 36.6, 158 and for IAE method, GM value is 42.6 and PM value is 180. By
comparing PM and GM values, IAE is producing a better response.
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Table 3 Phase margin and gain margin values calculated with different methods

Category Method name Gain margin in (dB) Phase margin in (deg)

OLTR methods ZN-1 51.4 −180

WJC 33.8 −180

41.3

152

CHR 61.2 −180

CC 36.5 −180

54.2

141

Ultimate cycles methods ZN-2 INF −180

−19.8

180

ZNM INF −180

−21.7

177

PO INF −180

−39.9

179

PI INF −180

−39.5

179

TL INF −180

−8.07

179

Error performance index methods ISE 42.9 −180

ISTE 43.8 −180

ITAE 32.6 −180

36.6

158

IAE 42.6 −180

Superior method CHR ITAE

4 Conclusions

In this paper, different PID tuningmethods are comparedwith respect to time-domain
and frequency-domain responses to design the best controller for cuk converter. By
comparing all the time-domain responses, WJC, ZNM, and ITAE methods for PID
tuning leads to a better response. Besides, WJC method has more transient time than
the ZNM and ITAE methods. ZNM has 30.4% peak overshoot whereas WJC and
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ITAE methods have no peak overshoot. By comparing frequency-domain responses,
WJC and ITAE shows the best responses for this system. So, it is concluded that
ITAE method is the best choice for the design of PID controller for cuk converter
application with less transient time, zero peak overshoot, less controller gains, more
phase margin and more gain margin values.
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Modified Cascaded Reversing Voltage
Multilevel Inverter Using Optimal
Switching Angle Technique
for Photovoltaic Applications

Manoj Hegde, S. Nagaraja Rao , and M. S. Indira

Abstract This paper presents a single-phase Modified Cascaded Reversing Voltage
Multilevel Inverter (MCRVMLI) to generate stepped output voltage using various
Switching Angle Techniques (SATs) for Photovoltaic (PV) applications. The
MCRVMLI consists of two units namely, Level Generating Unit (LGU) and Polarity
Changing Unit (PCU) to generate required steps in the output. The suggested
MCRVMLI requires only ‘(m − 1)’ power switches, whereas the traditional cascaded
MLI and cascaded basedmultilevel DC-link requires ‘2(m − 1)’ and ‘(m + 3)’ power
switches respectively to generate the required number of steps in the output phase
voltage. Therefore, the MCRVMLI is cost-effective and requires less installation
area as the number of levels increases. MCRVMLI has improved performance as
SATs are implemented in terms of Total Harmonic Distortion (THD) and funda-
mental output voltage. In this paper, equal-phase, half equal-phase and step-pulse-
wave SATs are investigated to determine the optimal SAT. The MCRVMLI has been
simulated in MATLAB/SIMULINK for 9-level using equal-phase, half-equal-phase
and step-pulse-wave SATs to find an optimal SAT and the results are validated with
theoretical values. Further, the suggested MCRVMLI with optimized SAT has been
simulated for 11-level, 13-level, 15-level and 17-level to obtain THD as per the
IEEE-519 standards without filter circuits.
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1 Introduction

Renewable Energy Sources (RESs) have emerged in recent years as a major alter-
native to conventional energy sources. Among the RESs, Photovoltaic (PV) cell
energy has distinct characteristics of low carbon emissions with minimal mainte-
nance. Power inverters are generally integrated with PV to convey green power.
Since the conventional two-level inverter configuration has more number of power
switches and filter circuits, it leads to increase in cost, complexity, switching losses
and harmonics. Hence, the two-level inverters are being replaced by low switching
or fundamental switching frequency Multilevel Inverters (MLIs) [1].

MLI is the integration of several levels of DC step voltages. It reduces the THD,
electromagnetic interference, switching frequency and voltage stress on the power
switches. As the number of voltage levels increase, the harmonic distortion decreases
reducing the need for filters at the output [1, 2]. The conventional MLIs are cate-
gorized as Diode Clamped MLI (DCMLI) [3], Flying Capacitor MLI (FCMLI) [4]
and Cascaded H-Bridge MLI (CHBMLI) [5]. The CHBMLI has many advantages
like fewer power switches, no extra clamping diodes and capacitors when compared
to DCMLI and FCMLI. In addition, due to the presence of capacitors in DCMLI
and FCMLI, there is voltage unbalance in the output waveform. However, the tradi-
tionalMLIs requiremore power switches i.e., ‘2(m − 1)’ by increasing the number of
voltage levels2. Cascaded basedRVMLI require only ‘(m + 3)’ power switches [6, 7].
Though, the cascaded based reverse voltage MLI involves more power switches and
driver circuits particularly at higher levels i.e., beyond five. Therefore, researchers
seek new and promising MLI topology to meet the demands [8]. As the conven-
tional and cascaded based reverse voltage MLIs requires a greater number of power
switches beyond five levels.

Though the THD is reduced, the switching frequency stress on the switches is
not reduced and this may lead to failure. Thus, there is an urge for new topologies
and a driver circuit that reduces the voltage stress and THD on the power switches
to considerable state.

The MLIs can have the enormous performance by employing various modula-
tion techniques such as Sinewave Pulse Width Modulation (SPWM) [9], Selective
Harmonic Elimination (SHE-PWM) [10], Space Vector Modulation (SVM) [11] and
Switching Angle Technique (SAT) and others [12, 13]. The SPWMand SVM control
scheme having higher switching frequency is used extensively in industrial applica-
tions leading to more switching losses [14]. These losses are high compared to the
fundamental switching scheme. In this paper, step-pulse-wave SAT is proposed for
the reduction in THD and compared with equal-phase and half-equal-phase SATs
[15].
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2 Structure of the Proposed MCRVMLI System

The MCRVMLI topology block diagram is shown in Fig. 1.

2.1 Modified Cascaded Reversing Voltage MLI (MCRVMLI)

The MCRVMLI consists of eight power switches and four DC sources as shown in
Fig. 2. The required levels are generated by level generating switches L1 − L4 and
the polarity by switches P1 − P4. The switches are triggered according to Table 1
(Figs. 3 and 4).

The maximum output phase voltage of MCRVMLI is the addition of all the DC
sources and is given as:

V0,max =
4∑

i=1

Vdci (1)

As the DC sources are symmetrical, the output levels are synthesized into the
stepped form using the LGU and PGU switches to synthesize the required positive
and negative levels [4]. Equation (1) can be rewritten as:

V0,max =
n∑

i=1

+Vi , If P1, P2 = 1 (2)

V0,max =
n∑

i=1

−Vi , If P3, P4 = 1 (3)

Fig. 1 Block diagram of MCRVMLI topology
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Fig. 2 Proposed MCRVMLI topology

Table 1 9-level MCRVMLI switching table

Output voltage levels Switch states

LGU Switches PCU switches

L1 L2 L3 L4 P1 P2 P3 P4

4Vdc ✗ ✗ ✗ ✓ ✓ ✗ ✗ ✓

3Vdc ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✓

2Vdc ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✓

1Vdc ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✓

0 ✗ ✗ ✗ ✗ ✓ ✗ ✓ ✗

−1Vdc ✓ ✗ ✗ ✗ ✗ ✓ ✓ ✗

−2Vdc ✗ ✓ ✗ ✗ ✗ ✓ ✓ ✗

−3Vdc ✗ ✗ ✓ ✗ ✗ ✓ ✓ ✗

−4Vdc ✗ ✗ ✗ ✓ ✗ ✓ ✓ ✗

Where ‘✗’ = OFF and ‘✓’ = ON

Fig. 3 Output of LGU



Modified Cascaded Reversing Voltage Multilevel … 323

Fig. 4 Output of PCU

The switching voltage stress is more in the existing RVMLI topology as it consists
of twelve power switches. A MCRVMLI is proposed with a lower switching voltage
stress.

The levels of the output voltage are synthesized according to Eqs. (2) and (3). The
generalized voltage levels are be obtained using the following equation:

NL = (2S + 1)H (4)

where ‘S’ is the number of DC sources.
‘H’ is the number of full-bridge circuits.
Thenumber of power switches required for theMCRVMLI topology is determined

using Eq. (5)

Ns = ((m − 1)/2) + 4 (5)

3 Switching Angle Techniques for MCRVMLI

The overall efficiency of the MCRVMLI topology is influenced by the modulation
technique employed. A good modulation technique gives the best result. In this case,
the SATplays a vital role. The SAT controls the output phase voltage%THDandV rms

of the proposed MCRVMLI. In the present work a Step Pulse Wave SAT (SPWSAT)
triggers the level generating switches in MCRVMI. The performance is compared
with Equal Phase SAT (EPSAT) and Half Equal Phase SAT (HEPSAT) [14, 15].
Figure 5 shows the generation of a 9-level step voltage waveform using SAT.



324 M. Hegde et al.

Fig. 5 Generation of 9-level stepped voltage waveform using SAT

The switching angles in a SAT must be determined during the period of the first
quadrant for a m-level step waveform ((m − 1)/2). These switching angles are the
main angles i.e., α1, α2, α3 and α4 for 9-level and these determine the other angles.
The following condition must be met by these angles [15]:

0 ≤ α1 ≤ α2 ≤ α3 ≤ α4 ≤ π

2
(6)

3.1 Equal Phase SAT

The main angles in an EPSAT are given by Eq. (7) by averaging the distribution of
the switching angles from 0° to 180°:

αi = i

(
180

◦

m

)
(7)

where i = 1, 2, …, (m − 1)/2 and m = number of levels.
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3.2 Half Equal Phase SAT

The switching angles are rearranged to obtain a better and wider output waveform
by using:

αi = i

(
90◦

(
m+1
2

)
)

(8)

3.3 Step Pulse Wave SAT

In this technique, the switching angles are obtained by calculating the volt-second
areas of the reference voltage waveform to the step output phase voltage waveform
of MCRVMLI by the equations [16].

Vref = 4

(
4Vdc

π

)
(Mi Sinωt) (9)

Vout - phase = i.Vdc(1 ≤ i ≤ 4) (10)

where the modulation index is ‘Mi’ and the integer number is ‘i’.
The conducting angle in a 9-level MCRVMLI using SPWSAT are obtained by the

following equations:

α1 = 16Mi

π

{
cos

(
sin−1

( π

16Mi

))
− 1

}
+ sin−1

( π

16Mi

)
(11)

α2 = 16Mi

π

{
cos

(
sin−1

(
2π

16Mi

))
− cos

(
sin−1

( π

16Mi

))}

+ 2 sin−1

(
2π

16Mi

)
− sin−1

( π

16Mi

)
(12)

α3 = 16Mi

π

{
cos

(
sin−1

(
3π

16Mi

))
− cos

(
sin−1

(
2π

16Mi

))}

+ 3 sin−1

(
3π

16Mi

)
− 2 sin−1

(
2π

16Mi

)
(13)
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α4 = 4π

2
− 16Mi

π

{
cos

(
sin−1

(
3π

16Mi

))}
− 3 sin−1

(
3π

16Mi

)
(14)

3.4 THD Calculation of a 9-Level SAT Enabled MCRVMLI

The expression of THD for the proposed MCRVMLI is given by:

THD =
√(

Vrms

V1

)2

− 1 (15)

Where ‘V 1’ is the fundamental component and
‘V rms’ is the output phase voltage.
The values of V 1 and V rms are obtained using Eqs. (16) and (17).

Vrms = Vdc

√[
2

π
.

(
(α2 − α1) + 4(α3 − α2) + 9(α4 − α3)

+16
(

π
2 − α4

)
)]

(16)

V1 = 4Vdc

π
√
2
[cosα1 + cosα2 + cosα3 + cosα4] (17)

By substituting Eqs. (16) and (17) into (15), the THD for the proposedMCRVMLI
is given by:

THD =

√√√√√√√√

⎡

⎢⎢⎢⎣
π

4
.

(α2 − α1) + 4(α3 − α2)

+9(α4 − α3) + 16
(

π
2 − α4

)

(cosα1 + Cosα2 + Cosα3 + Cosα4)
2

⎤

⎥⎥⎥⎦ − 1 (18)

Table 2 represents the theoretical values of V rms and %THD for the conventional
and proposed SATs for the 9-level MCRVMLI along with switching angles. From

Table 2 Theoretical THD, V rms and Conducting angles for a 9-level MCRVMLI

Modulation technique Switching angles (in degrees) %THD (Theoretical) V rms (V)

α1 α2 α3 α4

EPSAT 20 40 60 80 25.37 123.12

HEPSAT 18 36 54 72 22.06 137.5

SPWSAT 7 21.66 8.04 9.76 9.19 166.3
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the theoretical analysis of %THD and V rms, it is inferred that the lower %THD and
maximum output RMS voltage is achieved by using SPWSAT when compared to
equal phase and half equal phase SATs.

4 Simulation Results of a MCRVMLI for EPSAT, HEPSAT
and SPWSAT Techniques

The simulation results for a 9-levelMCRVMLIusingEPSAT,HEPSATandSPWSAT
and its THD spectrum are shown in Figs. 6, 7, 8, 9, 10, 11, 12, 13 and 14. The
simulation parameters of MCRVMLI are given in Table 3.

The unipolar output across LGU of a HEPSAT–MCRVMLI is shown in Fig. 7.
The 9-level output phase voltage and its THD spectrum are shown in Figs. 8 and 9.
The magnitude of the output voltage and its RMS value are noted as 194.5 V and
137.5 V respectively. The THD of the proposed HEPSAT–MCRVMLI is 22.04%.

The 9-level stepped phase output voltage and its %THD spectrum is shown in
Figs. 13 and 14. The magnitude of the output voltage and its RMS value are 235.8 V
and166.38V respectively.TheSPWSat.%THDof aSPWSAT–MCRVMLI is 9.11%.

The simulation results and theoretical calculations indicate that the SPWSAT
technique gives lower THD compared to EPSAT and HEPSAT for the proposed
MCRVMLI topology. The drawbacks of EPSAT and HEPSAT are, the output phase
voltage of both EPSAT and HEPSAT resemble a triangular waveform with a higher
THD and lower fundamental value. As the SPWSAT gives lesser THD and good
fundamental value for the proposed MCRVMLI, the paper extends up to 17-level to
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Fig. 6 Output across the LGU of 9-level EPSAT–MCRVMLI
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Fig. 7 Output across PCU of a 9-level EPSAT–MCRVMLI

Fig. 8 THD spectrum of a 9-level EPSAT–MCRVMLI

reduce the THD as per the IEEE standard 519. Using Eqs. (4) and (5) the number of
levels and its switches required is given in Table 4.

Table 5 gives the angles with theoretical %THD and V rms of the levels.
The simulation results of MCRVMLI topology using SPWSAT for 11-levels and

extension to 17-levels with their respective THD spectrum are shown in Figs. 15, 16,
17, 18, 19, 20, 21 and 22.
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Fig. 9 Output across LGU of a 9-level HEPSAT–MCRVMLI
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Fig. 10 HEPSAT–MCRVMLI 9-level output

FromFigs. 15, 16, 17, 18, 19, 20, 21 and22, the output phase voltage and its%THD
of theMCRVMLI topology was analyzed to generate 11-level, 13-level, 15-level and
17-levels respectively and the respective%THDvalues are 7.31%, 6.22%, 5.38% and
4.93%. The results have shown that SPWSAT can be of paramount importance in
achieving the minimum %THD value by extending the number of levels.
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Fig. 11 THD spectrum for a 9-level HEPSAT–MCRVMLI
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Fig. 12 Output across LGU of a 9-level SPWSAT–MCRVMLI
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Fig. 13 SPWSAT–MCRVMLI 9-level output

Fig. 14 THD spectrum of a 9-level SPWSAT–MCRVMLI

Table 3 Simulation
parameters

Parameter Value

Resistive load 100 �

DC voltage (Vdc) 57.5 V

Frequency 50 Hz

Mi 0.8
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Table 4 Number of switches required

No. of levels No. of switches

9 8

11 9

13 10

15 11

17 12

Table 5 Switching angles, %THD and V rms for proposed MCRVMLI

No. of levels Switching angles (in degrees) %THD
(Theoretical)

V rms (V)

α1 α2 α3 α4 α5 α6 α7 α8

9 7 21.66 38.04 59.76 × × × × 9.19 166.3

11 5.64 17.16 29.47 43.58 62.35 × × × 7.63 167.3

13 4.66 14.22 24.18 35.03 47.56 64.15 × × 6.35 166.6

15 4.02 12.14 20.58 29.42 39.2 50.64 65.5 × 5.6 166.3

17 3.6 10.8 18 25.2 34.2 43.2 52.2 63 5.05 167
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Fig. 15 11-level SPWSAT–MCRVMLI output phase voltage
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Fig. 16 THD spectrum of 11-level SPWSAT–MCRVMLI
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Fig. 17 13-level SPWSAT–MCRVMLI output phase voltage
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Fig. 18 THD spectrum of 13-level SPWSAT–MCRVMLI
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Fig. 19 15-level SPWSAT–MCRVMLI output phase voltage
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Fig. 20 THD spectrum of 15-level SPWSAT–MCRVMLI
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Fig. 21 17-level SPWSAT–MCRVMLI output phase voltage
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Fig. 22 THD spectrum of 17-level SPWSAT–MCRVMLI

5 Comparison of MLI Topologies with MCRVMLI

The comparison ofMCRVMLI topology with the conventional topologies are shown
in Table 6. The plot of number of levels against the component count, explains the
need for reduced switch count. In case of a 13-level waveform phase voltage, diode
clamped, flying capacitor and cascaded topologies require 72, 60 and 54 compo-
nents respectively, whereas cascaded RVMLI requires 38 components and modified

Table 6 Comparison of components requirement per phase

Topology/
components

Conventional MLIs RV MLIs

DC FC Cascaded Cascaded RVMLI Modified cascaded
RVMLI

Main switch 2(m − 1) 2(m − 1) 2(m − 1) (m − 1) + 4 ((m − 1)/2) + 4

Main diodes 2(m − 1) 2(m − 1) 2(m − 1) (m − 1) + 4 ((m − 1)/2) + 4

Clamping diodes (m − 2) 0 0 0 0

Clamping
capacitors

0 (m − 2) 0 0 0

Voltage splitting
capacitors

(m − 1) 0 0 0 0

DC sources Single Single (m − 1)/2 (m − 1)/2 (m − 1)/2

Total
components

6(m − 1) 5(m − 1) 9(m − 1)/2 (5m + 11)/2 (3m + 13)/2
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cascaded RVMLI requires only 26 components. Thus, it is observed that themodified
cascaded RVMLI has a smaller number of power switches and component count than
the other topologies. Figure 23 shows the number of levels against the component
count.

6 Conclusions

In this paper, a single-phase MCRVMLI is proposed to generate 9-level stepped
output voltage for photovoltaic applications. The MCRVMLI employs only 8
switches to achieve the 9-level output which results in reduction of size, less installa-
tion area and cost-effective. In addition, EPSAT, HEPSAT and SPWSATs are inves-
tigated to verify the performance of MCRVMLI in terms of fundamental voltage and
THD. The SPWSAT has resulted in a higher output voltage and lower %THD when
compared to EPSAT and HEPSAT. Also, the SPWSAT technique involves repetitive
trigonometric functions, making it easier to determine the switching angles. Further,
the proposed MCRVMLI topology using SPWSAT technique has been analyzed for
the higher levels of 11, 13, 15 and 17-levels. The %THD reduces with increase in
the number of levels. The proposed SPWSAT-MCRVMLI with reduced switch count
and lower %THD may be recommended for industrial and residential applications.

Acknowledgements Authors would like to sincerely thank the Honorable Vice Chancellor and
Management of RUAS for providing all facilities required to carry out this research work.
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A Novel Discontinuous Phase-Controlled
Converter for Suburban/EMU DC
Tractions Drives

M. S. Jamil Asghar

Abstract Single-phase AC-to-DC phase-controlled semi-converters are used for
DC traction motors. During starting, due to low voltage requirements, the switching
angle of converters is high. Thus the line power factor (PF) becomes very low and
total-harmonic distortion (THD) increases significantly. This problem is severe for
suburban or electric-multiple unit (EMU) trains, which has to stop and accelerate
regularly after a short interval. To solve these problems, a novel discontinuous phase-
controlled converter circuit is proposed for DC motors of locomotives (motorized
coach). This multi-step multi-converter circuit topology is used for a single load
(DC motors). At the time of starting, the switching angle is kept at zero degree and
the output voltage is controlled in steps to improve PF and to reduce THD. As the
voltage requirement increaseswith the speed pickup, the thyristor pairs are connected
at different AC voltage level, switched sequentially with higher voltage and at zero
switching angle. Thus, PF is controlled close to unity and THD ismaintained to a low
level. The experimental results validate the performance of the proposed controller.

Keywords DC drives · Phase controlled converters · Discontinuous phase control
(DPC) · Total harmonic distortion (THD) · Power quality (PQ)

1 Introduction

Many traction systems employ AC-DC thyristor based semi converters. Such loco-
motive with capacities as large as 5MW and higher are powered from a single-phase
supply. At the time of starting, low output DC voltage is required. Thus in an AC-
DC semi-converter, total harmic distortion (THD) increases and power factor (PF)
becomes low [1]. At lower speed, hence at low speed during the acceleration, the
switching angle (α) of the conventional AC-DC semi converter is high (Table 1).
Motors draw large line current at poor PF, and THD becomes high. For traction
electric locomotives, during starting or acceleration period, a constant torque (or
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Table 1 Performance of a semi-converter for a highly inductive load

α (in deg.) Vo (in %) I1 (in %) I (in %) THD (in %) PF (in %)

0° 100.0 90.03 100 48.34 90.03

22.5° 96.19 88.30 93.54 34.95 92.58

45° 85.35 83.17 86.60 28.98 88.73

67.5° 69.13 74.85 79.05 33.95 78.73

90° 50.00 63.66 70.71 48.34 63.66

112.5° 30.86 50.01 61.23 70.63 45.37

135° 14.64 34.45 50.00 105.16 26.36

157.5° 03.80 17.56 35.35 174.69 09.69

armature current) is maintained [2]. The voltage is gradually increased for a constant
acceleration. Thus speed and power input to motor increase linearly. Initially due to
low voltage requirement, α is kept high. Moreover, the tendency for wheel slip is
lowest when all motors are connected in parallel [2]. However it causes enormously
large amount of current drawn by all motors at low voltage, simultaneously at low PF
and high THD. If the PF is allowed to fall (during the acceleration period), the voltage
drop and transmission line losseswill be too high and transmission line and substation
equipment may be over loaded. Thus, measures are taken to ensure that the PF does
not fall below 0.8 [2]. The circuit, which operates and carries signals is called track
circuit and its supply consists of low voltage DC or AC. One of the running rail is
used as earth for the main power circuits. Usually, the same running rail is used as the
return line for track circuit [2]. As the power and track circuit share the same return
conductor (earthed running rail), power circuit harmonics can causemal-operation of
the control signals, which could be dangerous. Further, the high-frequency harmonics
in the source or line current during acceleration produce electro-magnetic interfer-
ence (EMI). These harmonics in source or line current and terminal voltage have a
number of undesirable effects such asmalfunction of electronic equipment connected
to the line, excitation of system resonance, overloading of capacitors, decrease in effi-
ciency owing to increase in losses due to harmonic currents and skin effect, saturation
of transformer and EMI with computer and telecommunication lines and equipment
[3].

In case of suburban trains this problem is more severe. The distance between
consecutive stations is usually very short (few kilometers or less). After each halt,
during starting (or acceleration) period, the problems of low PF and high line current
harmonics occur. These problems are solved in two steps. First, the static VAR
compensation is used to maintain PF above 0.8, and filters are used to reduce the
harmonics to the extent that the possibility of mal-operation of signals is completely
eliminated and noise in the neighboring telecommunication lines are reduced to
a tolerable level. There are several methods available to reduce harmonics using
additional filter circuits [4–7]. However, it increases on-board weight and occupy
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more space. For railway applications, some specific schemes were also proposed
[8, 9].

Secondly, two-stage series converters are used [2]. However, the improvement in
performance is not significant. For example, a PF close to unity is obtain only near,
50%of the output voltage.While at startingwith smallDCoutput voltage, PF remains
poor and THD is significantly high. In the proposed paper, these problems are solved
by discontinuous phase-controlled switching using novel converter topologies. These
problems are solved by using amulti-step converter circuit for single load. A reduced
AC input voltage, according to the desire load current, is supplied to converter such
that the switching angle is maintained at zero.

2 Conventional Semi-converters

Figure 1 shows the basic speed control scheme for a separately excited DC drive
system used in traction. As the power factor of a semi converter is better than a
full converter for the same load, therefore single phase transformer based semi-
converter configuration is preferred for the traction applications [2]. Figure 2 shows
the conventional AC-to-DC semi-converter configurations for an armature circuit
of a separately exited DC motor. Figure 3 shows the waveforms of a conventional
AC-to-DC semi-converter for a highly inductive ripple free load current.

At the time of starting the current is high and continuous. For continuous
conduction of current, the average value of output or armature voltage is given by

Va = 1

π

π∫

α

Vm sinωt(dωt)

M
va

ia

V
D

AC-to-
DC 

converter
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transfor-
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i

Fig. 1 Basic scheme of a separately exited DC motor based traction system



342 M. S. Jamil Asghar

i

T1

T2

v

v

ia va

DF
L

v

R

E

Fig. 2 Basic topology of transformer based semi-converter for separately exited DC motor

va,v

va

α+π

ωt

ωt

ωt

π
2π 3π

ia
Iav

i
Iav

α+πα α+π2

 ia(Ideal or approximate)

α

.

v

ia

va

 i(Line current)

..
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Vo = Va =
√
2V

π
(1 + cosα) (1)

At the time of starting, the armature current is very high. Either thyristors conduct
or the free-wheeling diode conducts. The load or armature current due to presence
of inductance of armature circuit, becomes almost constant and the semi-converter
operates in continuous conductionmode (Fig. 3). For continuous conduction and high
magnitude of armature current, it becomes almost ripple free. Thus, for a particular
input AC voltage (V), the average values of the load or armature current (Ia), THD
the input PF are given by

Ia = Va − E

Ra
= 1

Ra

(√
2V

π
+

√
2V

π
cosα − E

)
(2)

The input power factor (PF) and the total harmonic distortion (THD) depend upon
the input line current (i) at AC side as shown in Fig. 3. During the conduction period
of thyristors both i and ia are same. For a particular input AC voltage (V) the voltage
equation is given by,

√
2V sinωt = L

dia

dt
+ Ria + E α ≤ ωt ≤ π (3)

where, φ = tan−1(ωL/R), while R, L and E are resistance, inductance and back-emf
of the armature circuit, respectively.

It gives the expression of the armature current as [2],

ia = i =
√
2V

Z

[
sin(ωt − φ) − sin(α − φ) exp{(α − ωt)/ tan φ}]

− E

R

[
1 − exp{(α − ωt)/ tan φ}] (4)

where, E = Kωm, while K and ωm are torque-constant and angular-speed of the
motor, respectively.

The relation of speed and torque (T ) is given by

ωm =
√
2V

π K
(1 + cosα) − Ra

K 2
T (5)

It is quite difficult to use the expression of i given in (4) to find PF and THD. Thus
as shown in Fig. 3, the line current can be considered as constant. Thus, PF and THD
can easily be found as [1],

PF = 2(1 + cosα)√
2π(π − α)

(6)
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THD =
√

π(π − a)

8 cos2
(

α
2

) − 1 =
√

π(π − α)

4(1 + Cosα)
− 1 (7)

It is evident from (1), at very low armature voltage at starting, α is high. The
overall performance of converter becomes very poor (Table 1). It is evident from (6)
to (7), for high value of α, PF is very low and THD is high. At this condition, for
a highly inductive load (ripple-free starting armature current), the line current has
almost constant magnitude and therefore, as given in Table 1, THD could be more
than 100% and PF less than 50% [1].

3 Discontinuous Phase Control

Here, amulti-stepmulti-converter circuit is proposed for a single load system (Fig. 4).
Different reducedACvoltages are supplied according to the desire output or armature
voltage in n steps. The requirement of armature voltage varies which depends upon
E or ωm as given in (2) and (5). As a reduced AC voltage (lower than the rated one)
is applied, therefore from (1) for the same voltage, α also reduces. Thus, from (6)
and (7), PF becomes high and THD becomes low.

When motor is started from rest, the starting torque is kept in between 150 and
200%, and Ia also varies proportionally between 150 and 200% [2]. According to
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Fig. 4 The proposed discontinuous phase-controlled converter circuit
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the armature current requirement at the starting condition with E = 0, as given in (2),
a reduced voltage V 1 is applied by switching the thyristor pair T 1–T 2 (Fig. 4). Thus
at α = 0, the performance of the converter improves drastically. Thus, PF becomes
high i.e. near 0.9.

Let Ia1, is the armature current of the DC motor at the time of starting (E = 0)
and it is twice of the rated current (Iar). Therefore, starting torque is also twice of the
rated value.

For the maximum PF, α = 0, then the required AC voltage (V 1) for this armature
current is given by

Ia1 = 2Iar = 1

Ra

(√
2V1

π
(1 + cosα) − E

)
, Ia1 = 1

Ra

(
2
√
2V1

π

)

where V 1 < V and α = 0.

V1 = π IarRa√
2

(8)

When motor picks up speed, Ia reduces (Ia < 2Iar), which is allowed to reduce up
to Iar level. Thus, the starting torque also reduces to the rated value. At this condition,
the speed of the motor, ωm1 = E1/K. Thus, for α = 0,

Iar = 1

Ra

(
2
√
2V1

π
− E1

)

E1 =
(
2
√
2V1

π
− Ra Iar

)

And

ωm1 = 1

K

(
2
√
2V1

π
− Ra Iar

)
(9)

At this instant, the armature current (hence the torque developed) reduces from
two times to one (rated value). Therefore, to raise it again such that Ia2 = 2Iar, input
AC voltage is raised to V 2. For this purpose, another pair of thyristors, T 3–T 4 is
triggered at α = 0. Since T 3 and T 4 are operating at higher voltage (V 2 > V 1), they
easily commutate T 1 − T 2 pair (line commutation). Now the armature current is
given by

Ia2 = 2Iar = 1

Ra

(
2
√
2V2

π
− E1

)
where V1 < V2 < V (10)
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V2 = π

2
√
2
(2IarRa + E1) = π

2
√
2
(2IarRa + Kωm1) (11)

Again the next pair of thyristors (T 5 and T 6) can be triggered at α = 0, when
motor picks up speed (ωm2 = E2/K) and Ia reduces to Iar. The same procedure can
be followed till the motor speed reaches to the desired level or up to the rated voltage,
V. Thus PF remains close to 0.9 (approximately) and THD below 48%.

4 Experimental Results

A 230 V, 2A, ½ hp, 1500 rpm DC motor is used for the test. The full-load torque
is obtained at the armature current = 2.0 A. At 150% load torque (3A), the motor
is started. Figure 5 shows the performance of conventional semi-converter used for
starting of the separately exited DC motor with 150% torque. The switching angle
and THD of the conventional converter at rated voltage are α = 126° and 77.0%
(Fig. 5). The expression of PF in the generalized form, for any converter with any
type of load is given by [1],

PF = Distortion Factor × Fundamental PF

PF= 1√
1 + THD2

cosφ1

For a conventional semi-converter, with α = 126° and THD = 77%, PF =
1√

1+THD2
cos(−α/2) = 1√

1+0.772
cos 54◦ = 0.359

While for the same operating condition, the switching angle and THD of the
proposed discontinuous phase-controlled converter are α = 0°and THD = 37.3%
(Fig. 6). Thus for this case, PF is given by

PF = 1√
1 + THD2

cos(−α/2) = 1√
1 + 0.3732

cos 0◦ = 0.937

Thus, in case of the proposed converter, PF improves and THD reduces.

5 Conclusions

In this work a novel AC-to-DC phase-controlled converter topology is proposed to
improve power quality of a semi-converter and for better performance of DC drive
exclusively used for EMU traction applications. At the time of starting condition,
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Fig. 5 Load voltage, line current (a), and its harmonic spectrum of conventional semi-converter at
starting condition with armature circuit load (Ia = 3A) (b)

with the help of the proposed converter, PF is increased and THD is reduced dras-
tically. Here, even the PF becomes 0.937, higher than 0.9 which is the ceiling of a
conventional converter. Here THD is also below 48%.
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Fig. 6 Load voltage, line current (a), and its harmonic spectrum of the proposed converter at
starting condition with armature circuit load (Ia = 3A) (b)
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Modified Isolated Triple-Active Bridge
Bidirectional DC–DC Converter
for Energy Storage Application

Chandra Sekhar Nalamati and Rajesh Gupta

Abstract The growing applications of environmental friendly green energy sources,
hybrid electric vehicles, smart electrical energy grid, and energy storage have moti-
vated the research world toward the bidirectional DC–DC converters. Among them,
dual-active bridge (DAB) and triple-active bridge (TAB) are popular for smooth
bidirectional high-power transferring capability. Both DAB and TAB operating
with single-phase shift control (SPSC) suffer with the large circulating current and
reduced soft switching operation. In this paper, a modified isolated triple-active
bridge (MITAB) bidirectional DC–DC converter for high-power storage applica-
tion has been proposed to improve the TAB converter performance by adding two
extra switches and corresponding operation. The converter’s two output ports are
connected in parallel to improve the power handing capability. Proposed converter
operation with SPSC has been presented and also compared with the conventional
TAB. The simulation results using PSCAD has been presented to verify the proposed
converter operation.
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1 Introduction

The ever-increasing power generation–demand gap, growing dependency on envi-
ronmental friendly green energy sources, hybrid electric vehicles, smart electrical
energy grid, and energy storage have encouraged the world research community
toward the power electronics-based efficient bidirectional DC–DC and DC–AC
power flow controllers [1, 2]. The large voltage difference in the electrical energy
storage devices and the available DC bus have made isolated bidirectional DC–
DC converters popular, and mostly the DAB based DC–DC converters, due to their
smooth bidirectional power transfer capability with galvanic isolation. But these
converters also suffer with the high peak current stress and large circulating current
with the basic SPSC [3, 4]. Various control algorithms with increased degree of
freedom has been proposed in the literature to improve its performance. The DAB
converters are useful in the single input–single output applications [5–7].

The necessity of integration and power flow control among various available
energy resources, loads, and various energy storage devices has made the multi-
port converters a viable solution [8, 9]. In the literature, multi-port converters with
unidirectional as well as bidirectional capability has been presented. The multi-port
converters with bidirectional power flow capability have been very useful in the
high-power energy storage applications. A galvanically isolated three-port bidirec-
tional DC–DC converter called as triple-active bridge (TAB) has been presented in
the literature that can exchange power among the available three ports with source,
loads, and energy storage devices [10–12]. The limitations of basic SPSC with TAB
converter such as circulating current, limited soft switching range, and high peak
current stress have been minimized with the new control algorithms in the literature
[13, 14]. However, the existing modulation method minimizes the circulating power
either at the high-voltage input side or low-voltage energy storage side. The TAB
converter topology, one-port with full-bridge inverter and other port with diode recti-
fier, has capability to reduce the circulating power at the low-voltage port. However,
this topology works with unidirectional power flow only. The TAB converter with
three-level pulse width modulation control methods has the capability to minimize
the circulating power but with lesser power transfer capability [15–17].

The performance of the conventional TAB converter can be improved with the
proposed modified isolated TAB (MITAB) bidirectional DC–DC converter with
minimization of the circulating power at the high-voltage port side and also at the
low-voltage ports and corresponding peak current stress. The converter operation
with SPSC method waveforms has been presented.
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2 Proposed Modified Isolated Triple-Active Bridge
Bidirectional DC–DC Converter Topology

2.1 MITAB Converter Topology

Figure 1 depicts the applications of the conventional TAB converter with various
power generation sources such as solar PV, wind, and fuel cell, and with the large
energy storage bank. The galvanically isolated TAB converters help in efficient usage
of the available resources, loads, and the storage bank. The TAB converter acts as an
efficient power electronic interface between the DC micro-grid and the low-voltage
distributed energy storage DC bus.

The conventional TAB bidirectional DC-DC converter has been shown in Fig. 2.
It consists of three ports with three power electronic semiconductor switches based
full-bridge inverters having three-windinghigh-frequency transformer for interfacing
and providing isolation among the three different sections of source, load, and energy
storage bank, or combination of the either depending on the application. Figure 2 has
one high-voltage side port for connecting high-voltage DC bus and two low-voltage
ports to connect two low-voltage energy storage sections or loads or one storage
section with parallel connection of two low-voltage ports. The three-winding high-
frequency transformer provides electrical galvanic isolation and also matches the
high voltage–low voltage ports with the help of its turn ratio. The limitations of the
TAB converter with the SPSC method have been discussed in the following section
in detail.

Figure 2b shows the proposed MITAB bidirectional DC–DC converter topology
circuit diagramhaving twomore controlled power electronic semiconductor switches
(HX and BX ) one at the high-voltage port side and second one at the low-voltage port
end [6]. In order to improve the power handing capability and reduce the device stress
of the low-voltage side inverter section, the low-voltage side two inverter sections
are connected in parallel, and large battery storage section has been connected to it.

Fig. 1 Generalized diagram of application of triple-active bridge converter for interfacing
distributed energy storage system with renewable energy sources
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Fig. 2 Converter topologies of conventional triple-active bridge converter (a), andproposed isolated
triple-active bridge bidirectional converter (b)

The inductors on the low-voltage side help to transfer power in the TAB or MITAB
converter. The converter having two sources VH and V bat are supplied at the high-
voltage and low-voltage sides respectively. The battery acts as both source and load
depending on the operational condition. The two filter capacitances, namely C1 and
C2, at two ends of the converter help to have ripple-free stable voltage.
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2.2 Principle of Operation and Control

The proposed MITAB converter has capability to operate in both the forward and
reverse power flow operation. Figure 3 depicts the SPSC waveforms of the conven-
tional TAB converter in Fig. 3a and proposedMITABbidirectional DC–DCconverter
in Fig. 3b. In forward power flow operation, full-bridge inverter output voltage vHV in
the high-frequency transformer’s primary side leads the low-voltage port voltage vLV
with desired phase angle shift as shown in Fig. 3. However, in the reverse power flow
operation, the voltage vLV leads the voltage vHV, and power flows from low-voltage
battery port to the high-voltage port.

In the conventional TAB converter with SPSC operation (Fig. 3a), vHV and vLV
are two-level high-frequency square waveforms, and both the output battery current
ibat and the input current iin suffer with the large negative current portion called
circulating current that degrades the converter performance and also result in high
peak current stress. In the proposed MITAB converter, for the forward operation
(Fig. 3b), vHV is two-level high-frequency square waveform, whereas vLV is the
three-level high-frequency waveform. Both the current waveforms ibat and iin are
free from the negative current portion.

The elimination of the circulating current helps in enhanced converter perfor-
mance with reduced losses. In forward mode, the circulating current entering from
the battery has been restricted by the switches ofB13 andB11 in the LVbridge inverter-
1 and by the switches of B23 and B21 in the LV bridge inverter-2, and is turned off.
The diode of the switch HX restricts the current flow into the high-voltage source.
In the reverse power flow mode, the upper switches in the HV bridge inverter are
disabled, and diode ofHX conducts and helps to achieve elimination of the circulating
current in the reverse operation. Hence, the proposed MITAB converter eliminates
the circulating current in both forward and reverse power flow operation.

Fig. 3 SPSC method waveforms for conventional triple-active bridge converter (a), and proposed
MITAB bidirectional converter (b)
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Fig. 4 MITAB converter control strategy

2.3 Converter Control Strategy

In the proposed MITAB converter, the controller design plays a vital role to achieve
desired circulating current elimination operation. Figure 4 depicts the control strategy
for the proposed MITAB converter with the SPSC method. The controller logic with
the measurements of the actual converter parameters and reference parameter values
generates the desired phase angle shift and disables the corresponding switches in
the converter to achieve the zero circulating current operation. By implementing the
operation discussed in the previous section, both the forward mode as well as reverse
mode of operation has been achieved.

3 Simulation Results

The proposed converter operation with single-phase shift control in the forward
mode of operation has been verified through PSCAD/EMDTC software-based simu-
lations. The conventional TAB converter is also simulated with the SPSC method
and compared the performance of the TAB converter with the proposed MITAB
converter. The simulation parameters are given in Table 1.
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Table 1 MITAB converter
simulation parameters

Parameter Numerical value

MITAB inductance (2No.) 10 µH

Switching frequency (f sw) 20 kHZ

Nominal battery voltage and capacity 120 V, 650 Ah

MITAB transformer rating 100 kVA

Transformer turn ratio 25:1:1

Figure 5 shows the simulation results of the TAB bidirectional DC–DC converter
with SPSC technique. The two-level voltage square waveforms and inductor current
waveform (vHV/n, vLV, vL, iL) depicted in Fig. 5a, show that the HV bridge leads the LV
bridges by a phase angle shift of 90°, and the power is transferred from the HV side
to the LV side. Figure 5b depicts the LV bridge inverters output current waveforms
and converter input current waveform (ib1, ib2, ibat, iin). It is observed that even though
SPSCmethod is simple, it suffers with large circulating current in the both the output
battery current ibat and the input current iin. The circulating current in the output port
affects the battery life. The currents ib1 and ib2 are the LV bridge inverters output
currents and ibat is the sum of the inverter output currents.

The performance of the proposedMITAB bidirectional converter with SPSC tech-
nique is shown in Fig. 6. As the proposed control logic switch off the upper switches
of the LV bridge inverters, the HV inverter output voltage is of two level, whereas
LV bridge inverter output becomes three level (Fig. 6a). The shape of the inductor
current also changes. Figure 6b depicts the LV bridge inverters output current wave-
forms and converter input current waveform (ib1, ib2, ibat, iin). It is observed from the
magnitude that the peak current is also reduced. Both ends of the proposed converter
produces zero circulating in input as well as at output ends.

4 Conclusions

The single-phase shift operation of the dual-active bridge and triple-active bridge
results in the high circulating current in both the input side and output side. It also
has decreased soft switching range. The proposed MITAB bidirectional DC–DC
converter eliminates the circulating current in both the ends and peak current stress
also reduced. These benefits of the proposed converter result in better performance
compared with the TAB converter with improved power transmission capability.
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Fig. 5 SPSC method waveforms of conventional TAB converter voltage waveforms (vHV/n, vLV,
vL, iL) (a), and converter current waveforms (ib1, ib2, ibat, iin) (b)
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Fig. 6 SPS control of the proposed MITAB bridge bidirectional converter, voltage waveforms
(vHV/n, vLV, vL, iL) (a), and converter current waveforms (ib1, ib2, ibat, iin) (b)
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A Novel Approach for Real-Time
Drowsiness Detection and Alert to Driver

Shivanand Pandey, Ritika Bharti, Prachi Verma, and Tauseef Ahmad

Abstract Drowsiness is the situation just before sleep. It could be due to lack of
sleep, continuous long working hours, time of day and physical and mental state.
It limits the ability to concentrate while driving. It leads to additional symptoms,
such as forgetfulness or falling asleep at inappropriate times. Drowsiness at the
wheel has been a severe problemwhich can be controlled using drowsiness detection
system. This project is based on drowsiness detection using behavioral measures
which include physical traits of human body such as facial expressions and head
movement. This paper proposes an efficient and accurate system to detect driver’s
drowsiness by using three effective algorithms simultaneously, i.e., eye blinking,
PERCLOSand head tilt techniques.Afinal triggering variable is obtained as resultant
of contributing three algorithms. Each algorithm is set to produce the value of an
intermediate variable up to a defined value, i.e., threshold value. These intermediate
variables affect the value of final triggering variable to reach its threshold value. If
the final variable reaches its threshold, it can be used to generate any type of alert.
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1 Introduction

It is wisely said, “Journey is as important as destination” [1]. One safer drive can
make a huge difference. The number of traffic accidents is increasing day by day
which has become a serious problem. Car accident is the major cause of death in
which around 1.3 million people die every year. Majority of these accidents are
caused because of distraction or the drowsiness of driver.

Car driving is a complex and potentially a risk activity. Alertness and awareness
are necessary tomaintain while driving. Sleep deprivation causes drowsiness, fatigue
and slow reaction timewhich affects driver’s performance. It canbeharmful for health
and can result in road accidents. Drowsiness is the situation just before sleep. It could
be due to lack of sleep, continuous long working hours, time of day and physical and
mental state. It limits the ability to concentrate while driving. It leads to additional
symptoms, such as forgetfulness or falling asleep at inappropriate times. No one can
tell when the person will feel sleepy. Drowsiness at the wheel can result in accidents
that can cause severe harm to human life, natural resources and physical assets. Since
there is no scale of drowsiness, it is a very big challenge to measure and detect it.

To avoid mishappenings due to drowsiness, it is necessary to detect it in time.
Drowsiness detection is a technology which helps to prevent accidents caused by
driver getting drowsy. It is necessary to come with an efficient technique to detect
drowsiness with high accuracy as soon as driver feels sleepy. This can prevent large
number of accidents to occur. Drowsiness detection system will alert the driver and
prevent road accidents. We can use a number of different techniques for analyzing
driver’s drowsiness.

Drowsiness can be detected by recognizing the facial expressions and physical
movements. Face detection can be done by using different algorithms such as Viola–
Jones algorithm. This algorithm is an object detection framework to provide compet-
itive object detection rates in real time. It can be used to detect variety of objects.
This algorithm looks for specific Haar feature to detect face in an image.

In the proposed system, three intermediate variables and one final variable are
used to determine the state of triggering the alarm. Three intermediate variables
correspond to three different techniques, and the final variable is resultant of these
entire three variables.

Some of very efficient drowsiness detection techniques are as follows (Fig. 1).

1.1 Eye Blinking-Based Technique

This technique monitors eye blinking rate of the driver as this parameter is different
in drowsy state than in normal state. Thus, drowsiness can be detected.
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Fig. 1 Techniques of drowsiness detection

1.2 Template Matching Technique

This method uses pre-trained templates of open and closed eyes. If the driver closes
his/her eyes for some particular time, then the system will generate the alarm.

1.3 PERCLOS Technique

The PERCLOS technique measures the percentage of time that an eye is closed in
a given period. When the PERCLOS score crosses threshold mark, an alarm will be
generated.

1.4 Yawning-Based Technique

This technique detects yawning based on opening rate of mouth and amount changes
in mouth contour area.
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1.5 Head Nodding Detection Technique

This technique determines the head tilt angle and rate. When the head angle and tilt
rate go beyond certain limit, an alarm is triggered.

2 Literature Survey

Recent researches on drowsiness detection include differentmethodologies and algo-
rithms that led to significant results. Researchers have been trying to prepare different
detectors [2] and proposed three measures to develop the detection systems, i.e.,
behavioral measure, physiological measure and vehicle-based measures. Physiolog-
ical measure-based system used sensing electrodes and electronic circuits. Vehicle-
based measure used sensors that are installed on steering wheel or steering column
and on acceleration pedal to measure the variability in driving speed. The researchers
have considered only small movement of steering wheel that is 0.5°–5° which is
needed to adjust the vehicle position within the lane [3]. Behavioral approaches can
be used to determine drowsiness level by measuring driver’s abnormal behaviors [3].
The authors have suggested developing a system to analyze images of face captured
by video camera using image processing technology. According to [4], drowsiness
can be detected by checking visual changes in eye locations using the proposed hori-
zontal symmetry of eyes. This method detects eye blinking via standard webcam
in real time at 110 fps for a 320 × 240 resolution. It detects the eye blink with
94% accuracy with a 1% false rate. In driver fatigue detection systems, eye region
is always processed for symptom extraction because the most important symptoms
are related to eye’s activity. Therefore, eye detection is required before processing of
eye region. Eye detection method can be divided into three categories, i.e., method
based on imaging in IR spectrum, feature-based methods and other methods [5].
In the series of lots of work on face and eye detection, the authors in [6] tested eye
blinking-basedmethod for detecting driver’s drowsiness on 15 adult volunteers’ eyes
by using LabVIEWR software. In [7], they focus on integral image, AdaBoost algo-
rithm and region of interest [7]. Template matching is a high-level machine vision
technique that allows to identify the parts of an image (ormultiple images) that match
the given image pattern. The variousmethodologies of templatematching are—naive
template matching, image correlation matching, pattern correlation images. In [8],
the authors compared the accuracy of PERCLOS technique and gaze estimation tech-
nique that resulted in 83.64% and 80.5% accuracy, respectively [9]. In [9], two steps
are proposed to detect the yawning. The first step involves detection of hole in the
mouth. This step is not based on mouth’s location. Location of mouth used to verify
the hole is included in the second step [10]. According to researchers in [10], tilting
head by angle of just 10° can make a person appear drowsy.
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3 Drowsiness Detection Techniques and Algorithms

Various techniques which are used in implementing the drowsiness detection system
are discussed below:

3.1 Eye Blinking Technique

Eye blinking technique is an effective technique to detect the drowsiness. According
to researches, the human eye blinks for 14–17 times per minute. The rate of blinking
increases significantly for a drowsy person. This fact can be used easily to detect
the drowsiness in 85% cases because when driver feels sleepy his/her eye blinking
and closure rates are different from normal situations. In this technique, eye closure
duration is used along with blinking rate. When the eye blinking and closure rates
of the driver, on the wheel, exceed threshold value, it may result in severe accidents.

In order to localize the eyes, it is necessary to detect face and facial landmarks
in captured image. To detect the eye, AdaBoost and Haar feature algorithms need to
be implemented to train the Haar cascade classifier. In this process, two images are
required—one containing background without object and the other with object.

Blink Detection. To detect the blink, a metric called eye aspect ratio (EAR)
was introduced in [11]. Eye blinking computation involves various methods of
combination of

• Eye localization
• Thresholding to find the whites of the eyes
• Identifying appearance of white region of eyes.

This method of localizing eyes is fast, efficient and easy to implement. As it is
discussed above, that facial landmark detection is used to localize face, including
eyes, eyebrows, nose, ears and mouth, so we can obtain facial structures with the
help of their indexes [11]. Eyes can be represented with six coordinates, i.e., starting
clockwise from the left corner of eye around the remainder section of eye as shown
in Fig. 2. In [11], the authors derived the equation that defines the relation called eye
aspect ratio:

Fig. 2 Eye landmarks
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EAR = (||p2 − p6|| + ||p3 − p5||)
(2||p1 − p4||) (1)

where p1,…, p6 are 2D facial landmark indexes. The numerator and denominator
of the equation define the distance between the vertical and horizontal landmarks,
respectively. The equation contains one set of horizontal points and two sets of
vertical points.

The equation provides the relaxation from traditional methods of image
processing. It calculates the aspect ratio to determine whether eyes are closed or
not. Generally, the eye’s aspect ratio is constant in case of open eyes; if aspect ratio
falls to zero, it means the blink is detected.

3.2 Percentage Eye Closure (PERCLOS) Technique

This technique was introduced by researchers in 1994. PERCLOS technique calcu-
lates “the percentage of time that an eye is closed in a given period.” It can be
measured using non-intrusive computer vision methods. The frame rate greater than
4 fps may be used for better accuracy. According to research, human blinks once in
every 4–5 s. The technique compares this data with real-time blinking rate to detect
the drowsiness.

To train our model for required results, we use three types of images as data set

• Fully open eyes
• Partially open eyes
• Fully closed eyes.

The estimation of PERCLOS technique is done by eye state classification. To
detect eyes, we can use any one of the different algorithms of facial landmark detec-
tion, i.e., Viola–Jones algorithm, local binary patterns histograms (LBPH), histogram
of oriented gradients (HOG).

The histograms of data set images and real-time streaming images can be used for
comparison, but according to research due to real-time situations like illumination
and noise this method is feasible to detect drowsiness in real time. Viola–Jones
algorithm gives higher accuracy in different illumination and physical situations, so
it is used to detect drowsiness in real time.

The camera captures the live stream video which is processed to yield PERCLOS
value. When the resultant value reaches more than threshold value in one minute
window, then an alarm is triggered to alert the driver.

Figure 3 shows the grayscale images of closed and open eye frames, and corre-
sponding histograms are obtained with the help of OpenCV function calcHist which
shows the significant change in values of pixel intensity frequency.
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Fig. 3 Comparison of open and closed eye histograms

3.3 Head Tilt Technique

The head position of the driver changes very often while driving. Head tilt angle and
its frequency can be used to detect when the driver feels drowsy. Head tilt technology
measures the rotation angle. When the head goes beyond certain angle, a triggering
variable is initiated. The motion of head with respect to camera can be estimated by
using the concept of rotation and translation.

POSIT. Head tilt technique can be implemented by using pre-proposed algo-
rithm, i.e., POSIT. Pose with iteration is an abbreviation of POSIT. It estimates the
3D pose of an object including rotation and shift over X-axis/Y-axis/Z-axis [11]. In
this algorithm, rotation of head is calculated by using initialized standard 3D coordi-
nate and current 2D shape coordinate. The correlation between 2D coordinates and
corresponding point in 3D space are used to train model. Head tilt technique uses
six unknown variables, three for translation tx, ty, tz and other three for rotation rx,

ry, rz, i.e., to determine the change in position of head.
Proposed formula for the algorithm is given below
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In the above matrix, (X, Y, Z) shows the coordinates of 3D space and (u, v) shows
the point of 2D. Points (cx, cy) are the center points of image, s is the scale factor, and
(f , f y) is the focal length present between the pixels. These are intrinsic parameters
of the camera matrix. The extrinsic parameters of rotation and translation matrix [R
| t] are rij and tij, respectively. The rotation and translation matrices are estimated by
POSIT algorithm in 3D space.

A 3D face model is used to estimate head poses. The 3D face model is of average
size. The coordinates of 3D space and facial landmarks are identical. The coordinates
of facial landmarks in 3D space are the input to POSIT.

The pre-proposed algorithms used to implement the above techniques are
discussed below.

3.4 Viola–Jones Algorithm

The Viola–Jones algorithm is used for human face detection. Viola–Jones algorithm
uses the property of human face having lighter and darker regions such as the eye
region darker than the bridge of the nose and cheeks. This algorithm uses Haar-
like features to detect face, so it does not perform multiplication. Cascade of Haar
classifier increases the computational process. This framework is used in real time,
and training is slow but detection is fast. The algorithm comprises different steps. The
first step in face detection is used to generate integral image. This algorithm uses
rectangular features. Next step is to run AdaBoost training and creating classifier
cascades.

The algorithm works on very small regions to detect a face with the help of
facial features. Since the algorithm is applied on different face sizes, it checks all the
specific positions. The values determined by rectangle features specify the presence
(or absence) of characteristics of particular region such as location of border between
light and dark regions indicated by two-rectangle feature. Haar-like feature for each
region is calculated by moving a window of predefined size over the desired image.
The difference obtained is compared to target threshold to distinguish among objects
and non-objects. Due to its low detection quality and being a weak learner or clas-
sifier, it needs large number of features to locate an object with sufficient accuracy.
Therefore, to make Haar-like feature a strong learner or classifier it is organized in
classifier cascades.

Haar-like Features: Haar features are represented by rectangular boxes as shown
in Fig. 4. Rectangular box is further divided into black and white rectangular shapes.
In a detection window, Haar feature takes adjacent rectangular regions into account
at particular location and sums up the pixel intensities in each region. Haar features
can be categorized into major three-rectangle features.

• Two-rectangle feature
• Three-rectangle feature
• Four-rectangle feature.
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Fig. 4 Haar-like features

Two-rectangle feature is given by difference between the additions of pixels
present inside these two rectangles. Subtraction of two external rectangular zones
from the summation of pixels inside the center rectangle gives three-rectangle
features. Four-rectangle features are calculated by difference between diagonal pairs
of rectangles.

Further researches introduced tilted Haar-like feature which helped to improve
the dimensionality of rectangle feature. This concept indicates the presence of edge
at 45° in two-rectangle tilted feature.

• Detection window is used for object detection.
• Set the minimum and maximum window size, and choose the sliding step size.
• Slide the chosen window vertically and horizontally with same sliding step.
• Apply the face recognition filter. If it gives positive answers, the face is detected

in the current window.
• Increase the size of the window, and go to step 2 until the window size reaches

maximum.
• If all the classifiers give positive answers, the face is recognized, otherwise not.

3.5 AdaBoost Algorithm

AdaBoost is an acronym for adaptive boosting. It is used with different algorithms to
improve their performance. It creates strong classifier by combining weak classifiers.
A model is built from training data, and this model is made error free or corrected to
make the second model. To predict the training set perfectly, a maximum number of
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models are added. AdaBoost algorithm is developed for binary classification prob-
lems to enhance the performance of decision trees or machine learning algorithms.
This algorithm is susceptible to noise and outliers. It selects training facts on the
basis of accuracy of previous training and retrains the algorithm iteratively. To select
the training facts, AdaBoost assigns weight to each fact. The classifier having more
accuracy is assigned higher weight so that it impacts final output with higher proba-
bility. Classifier with 50% accuracy is assigned zero weight, and negative weight is
given to classifier of accuracy less than 50%.

Functional libraries used to implement the algorithms are discussed below:

3.6 Dlib

Detecting faces and processing images is easy to perform through computer vision
libraries, but these are not sufficient to get detailed information while working on
human faces. Towork on detailed information of human faces, a pre-trained landmark
detector is needed which is handled by Dlib. Dlib is an open-source C++/Python
library. It is licensed under the boost software license. It is used to implement
machine learning such as classification, regression, clustering, data transformation
and structured prediction and support functionality like threading, networking, image
processing, data compression and integrity algorithms. All classes and functions of
Dlib are documented which can be found on its home page. It provides good frame-
work to develop machine learning applications. Dlib supports different operating
systems, Linux, Windows, OS X.

Facial landmarks: Facial landmarks help in localizing facial features such as eyes,
eyebrows, nose, mouth and jawline. These facial regions are used for face alignment,
head tilt estimation, eye blink detection, etc. Here, Dlib, OpenCV and Python are
used for extracting facial landmarks for an image using shape prediction methods.

It is a two-step mechanism.

Step 1: Estimating face location
Step 2: Detecting facial features of the face from region of interest.

To locate face, OpenCV’s built-in Haar features can be used. A pre-trained HOG
and linear SVM object detector can be used for face detection. Whatever method
is used, most important thing is to obtain face bounding box. Each facial feature is
surrounded by (x, y) coordinateswhich are used as training set on an image. Detection
of facial features depends on the probability of distance between the pairs of pixels
of an image. Facial landmark detector is used to detect facial landmarks of 68 (x, y)
coordinates that map to facial structure on the face in real time and give high-quality
results.

Figure 5 depicts the facial landmarks with the help of pre-trained shape predictor.
It maps 68 coordinate points on the driver’s face.

• To localize right eyebrow, 18–22 landmark dots are recognized.
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Fig. 5 Shape predictor (facial landmarks)

• To localize left eyebrow, 23–27 landmark dots are recognized.
• To localize right eye, 37–40 landmark dots are recognized.
• To localize left eye, 43–46 landmark dots are recognized.
• To localize mouth, 49–68 landmark dots are recognized.
• To localize jawline, 1–17 landmark dots are recognized.
• To localize nose, 28–36 landmark dots are recognized.

4 Concept of Effective Detection and Workflow

Eye blinking detection technique uses 68 facial landmark dots to detect face and
features of face such as eyes, nose, jawline, eyebrows and mouth in the proposed
system. Twelve facial landmark dots (37, 38, 39, 40, 41, 42 for right eye and 43,
44, 45, 46, 47, 48 for left eye) are used to detect eyes. From Fig. 1, the difference
between the middle points of upper eyelid ((P2 + P3)/2) and lower eyelid ((P5 +
P6)/2) is used to estimate whether the eye is open or closed. When the difference is
greater than 0, then the eye is open, and when it reaches 0, the eye is closed.

x = P2 + P3

2
(3)

y = P5 + P6

2
(4)
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z = x − y (5)

If the difference becomes 0 more than 14 times within a minute, then intermediate
threshold variable for eye detection technique is increased by 1.

For intermediate value of “PERCLOS technique variable,” we use pre-trained
model of HOG and SVM to detect open, closed, partially closed eyes. The number
of frames per minute captured by camera is analyzed to determine the state of eyes.
In general, human eye takes 1/3 of a second to blink once. If the time of closeness of
eyes exceeds 14* (1/3), i.e., 5 s, then the value of PERCLOS intermediate variable
is increased to threshold and supposed to affect the resultant variable.

In head tilt technique, the six unknown variables (translation variables and rotation
variables) determines the change in the position. If the angle of movement changes to
certain angle with respect to camera, the intermediate variable of Head tilt Technique
is increased up to threshold value and contribute in resultant of final variable.

By contribution of three different variables, the final variable is obtained as a
resultant and determines the state of drowsiness.

The flowchart in Fig. 6 depicts the whole procedure in the précised manner to find
out the resultant value. This chart represents the simultaneous flow of three tech-
niques. First of all face detection is performed to start the process of two techniques,
eye blinking and PERCLOS. To start the process of third technique, i.e., head tilt,
3D points are detected.

In order to complete the process of eye blinking technique, eye detection is
performed and EAR is calculated. The EAR threshold is compared to current EAR
value; if the current EAR reaches the threshold, then resultant valuewill be increased;
otherwise, it will calculate EAR of next frame. In order to complete the procedure
of PERCLOS technique, pre-trained templates are matched with detected frame. If
frame matches with closed eye template, the intermediate value is increased by 1,
and if the frame does not match with the closed eye template, the intermediate value
becomes 0. The idea behind the PERCLOS technique is to calculate the duration
of time for which the eyes are closed. This duration is determined by intermediate
value. For third technique, after detecting 3D points corresponding 2D points are
recognized. 2D points are used to detect the positions of different facial landmarks
and thus provide the angle with the help of rotational and translation vector. If the
angle changes in different framesmore than the threshold value, head tilt intermediate
value increases.

After calculating all three intermediate values, the resultant value is generated. If
the resultant value reaches the final threshold value, alarm will be triggered to alert
the driver.
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Fig. 6 Workflow diagram

4.1 Hardware Setup

AWeb camera will be installed in the vehicle and will focus on facial expression and
head movement of the driver. Web camera will be connected to any logical device,
i.e., Raspberry Pi, that will receive and process the streaming images to recognize
changes in facial expressions and head tilt angle. Images are captured using the
camera at fixed rate of 20 fps. The images are sent to the detection application where
the images will be analyzed using the algorithm discussed above. The triggering
device will depend on resultant variable. The setup may contain triggering device,
i.e., LED screen or a buzzer. LED screen will display the message, and audio alarm
will be generated by buzzer.
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5 Experimental Result and Discussion

Drowsiness detection systemshavebeendevelopedon thebasis of differentmeasures.

• Vehicle-basedmeasures. It focuses on steering wheel movement, pressure on the
acceleration pedal, deviation from lane positions, etc.

• Behavioral measures. It focuses on driver’s behavior including yawning, eye
closure and blinking, head tilt angle, etc.

• Physiological measures. It deals with the electrocardiogram (ECG), electromyo-
gram (EMG), electrooculogram (EoG) and electroencephalogram (EEG).

Existing systems of drowsiness detection developed on the above measures
possess their own advantages and disadvantages. The main concern is about the
implementation that depends on the different criteria such as reliability, accuracy,
cost and feasibility.

The proposed system works on behavioral measures and focuses on eye closure
duration, head movement, eye blinking rate; these measures satisfy almost all the
criteria of reliability. In vehicle-based drowsiness detection system, steering angle
sensor is mounted on the steering column to measure driver’s steering behavior that
may fail in different situations such as narrow lane or high traffic congestion. Systems
developed on the basis of physiological measures need electronic circuits, and in few
of the systems electronic helmets are needed to check the consciousness of driver.
But the system proposed in this chapter has the capability to overcome the problems
related to narrow lane and heavy traffic congestion, and it does not need any electronic
circuits besides Raspberry Pi, Web camera, buzzer, LED screen.

The drowsiness detection systems developed till now on behavioral-based
measures are using either only head movement or only facial expressions. The
proposed system is based on both, head movement and facial expressions. In order
to detect closed eyes, two techniques eye blinking and PERCLOS are used and
to increase the accuracy of drowsiness detection head tilt technique with POSIT
algorithm is used.

After the concepts and theory work, finally this chapter reaches to experiments
and results. The following section shows the experimental results of supporting
algorithms along with final experimental table of drowsiness detection system.

5.1 Viola–Jones

The algorithm detects the face and draws rectangle over the region of interest (RoI).
After detecting the face, we can extract the eyes and can highlight the region of eyes
as shown in Fig. 7.

Table 1 shows experimental result ofViola–Jones algorithm. It contains face angle,
i.e., frontal view ranging from 0° to 25° clockwise and anticlockwise with respect
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Face Detection Face and Eye Detection

Fig. 7 Output of Viola–Jones algorithm

Table 1 Experimental result
of Viola–Jones algorithm

Face angle Illuminance Face detected Eye detected

Frontal view High Yes Yes

Frontal view Moderate Yes Yes

Frontal view Low Yes Yes

Side view High, low,
moderate

No No

to camera and side view ranging from 25° to 90° clockwise and anticlockwise with
respect to camera.

5.2 Histogram Comparison

The histograms given below are the compared histograms of two continuous frames.
Histogram details of eyes can be used to detect the state of eyes. There is a sudden
change in histogram details such as frequency of pixel intensity. These changes can
be quantified by using OpenCV function calcHist; for instance, Fig. 8a shows the
histogram of open eye frame (eye frame shown in Fig. 3). The intensity of open eyes

Fig. 8 Comparison of open and closed eye histograms
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Table 2 Experimental result
of PERCLOS

Status of eyes State of illuminance Outcome

Open High Detected

Open Moderate Detected

Open Low Detected

Open Extremely low and uneven Not detected

Close High Detected

Close Moderate Detected

Close Low Detected

Close Extremely low and uneven Detected

increases gradually. Figure 8b shows histogram of closed eye in which the curve
shows the closed eye intensity. Sudden change in frequency values can be seen in
closed eye histogram; for instance, it is visible in frequency–pixel intensity graph
from 150 to 250 on pixel intensity axis.

PERCLOS =
(
The sum of frames when eyes are closed

The interval of frames

)
∗ 100 (6)

Table 2 contains the experimental result of PERCLOS technique. It shows the
outcome of PERCLOS algorithm in different illuminance conditions and eye states.

Face and Eye Detection with Dlib: Face detection based on Dlib library and shape
detector can detect the face and eyes in low illuminance also. The shape detector
helps to locate eyes and face in different illumination conditions and different face
angles. Figure 9 shows the real-time detection of face and eyes with Dlib.

Table 3 shows the experimental outcome of face and eye detection with Dlib in
different illuminance states, i.e., high, moderate and low, and face angle, i.e., frontal
and side view.

Fig. 9 Face and eye detection with Dlib
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Table 3 Experimental result of face and eye detection with Dlib

Face angle Illuminance Face detected Eye detected

Frontal view High Yes Yes

Frontal view Moderate Yes Yes

Frontal view Low Yes Yes

Side view High Yes Yes

Side view Low Yes Yes

Side view Moderate Yes Yes

Table 4 Combined experimental result

Face angle Illuminance Face detected Resultant reached threshold Alarm status

Frontal view High Yes Yes Triggered

Frontal view Low Yes Yes Triggered

Frontal view Moderate Yes Yes Triggered

Frontal view Extremely low Yes Yes Triggered

Side view High Yes Yes Triggered

Side view Low Yes Yes Triggered

Side view Moderate Yes Yes Triggered

Side view Extremely low Yes Almost reached Not triggered

5.3 Final Result

Overall contribution of three variables influences the final variable that, on reaching
threshold, triggers the alarm. The following table shows when the alarm will be
triggered in different situations which give the efficiency of approximately 87.5%.

The combined result of the detection system is shown in Table 4. It shows the
different conditions which determine whether the alarm will trigger or not on the
basis of comparison between threshold and resultant values.

6 Conclusions and Future Scopes

The proposed system uses three techniques for drowsiness detection of driver which
contribute to more accuracy than existing systems. Although it has some limitations,
the algorithms usedmake it efficient and reliable. This system provides non-intrusive
and greater precision. It continuously checks the driver’s alertness level in real time
and triggers a signal in case when the drowsiness is detected by Web camera. It also
offers easy setup and better speed. This system is beneficial for accident prevention
which can save lives and decrease the number of road accidents in the future.
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Although this chapter can help in detecting driver’s drowsiness, the system may
face some challenges while implementing it. One of the most happening issues could
be the reflection of light from driver’s glasses. Lightning background and climatic
conditions are the serious issues that affect in detecting driver’s drowsiness. As the
system works on pre-trained data, it may face minor problems due to change in
facial and eye characteristics. It may face some problems to handle the time duration
when driver is not facing the camera. In such situation, alarm will be triggered
unnecessarily.

The proposed system can be extended in the future by implementing different
ML algorithms to security. By implementing Web application and different APIs of
Python such as REST API, we can send the signal to traffic control rooms and to
nearby tolls. By using some map APIs (such as Google Maps), we can get accurate
location of vehicles.

The system can be extended by implementing IoT ideas to help “specially abled”
people to drive. The system can be implemented in medical field for the routine
checkups. The proposed system can be used in switching between automatic driving
and manual driving on the basis of drowsiness and fatigue detection. The proposed
system implements behavioral approach to detect drowsiness. In addition to this,
other physiological and vehicle-based measures can be implemented along with
discussed approach to increase the accuracy. Further work on this literature may
focus on weather sensing.
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An Attention Arousal Space for Mapping
Twitter Data
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Abstract Not every trending tweet commands your attention! Overflow of social
media data will soon require mechanisms to identify the severity of a situation to
evaluate if a tweet must be given ample attention. News about bomb blasts, flood,
epidemic outbreak affects several sectors and impacts the local economy. Such news
is covered by media and government sources which forms meta-information with
tweets. Most of the algorithms, both traditional and deep learning can decipher if the
opinion is positive, negative, or neutral, they cannot allocate attention to the opinion.
Compared to the binary classification of positive and negative sentiments, this article
proposes a glove-text-CNN algorithm and attaches meta-information to predict the
attention accuracy of sentence-level data. Correlation is being established among
the various parameters of a trending hashtag and the most important parameter is
being reported. The primary contribution is a modified neural algorithm to define an
Attention Arousal Space that is designed to capture five major insights of sentence-
level documents by attaching meta-information, to include media score, time decay,
retweet, favorite scores and government source to modify original algorithm. The
sentiment classification algorithmused for this research is Text-CNNwith gloveword
embeddings,whichwas trained on2,000,000 sentimentmarked tweets fromSemEval
datasets. Sentiment classification training accuracy was 98.6% and validation set
accuracy was 87.13%. Our experiments show accuracy over Hierarchical Attention
Networks (HAN) which proves the effectiveness of this modified algorithm with
meta-information for capturing attention.
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1 Introduction

Sentiment Analysis is the categorization of the polarity of the given text in phrase,
sentence or in the form of a document. Its basic aim is to decidewhether the expressed
opinion in the text is positive, negative or neutral. In today’s scenario, enormous size
of data has been recorded through social media like Twitter, Facebook, blogs, etc.
which if analyzed properly can benefit business and society as a whole. In this article,
we will be focusing on sentiment classification of tweets (posts in Twitter) and our
dataset will consist of tweets trending with media and government sources.

1.1 Twitter

Twitter is an online social networking site or a popular microblogging site that
involves people from every sphere of life. It enables registered users to read as
well as write short messages known as ‘Tweets’ but unregistered users can only read
them. News and opinions spread faster on Twitter; with a user base of 330 million
people, Twitter has at least 10 times more subscribers than any national/international
newspaper. With a global user community that can share any current news, their
personal opinions in return help in understanding the severity or even normalcy of a
situation more effectively. Classification of tweets in positive, negative and neutral
can aid businesses, various political groups in gaining a better interpretation of the
public’s reaction towards them. With more real-time big data being generated, users
will find it hard to allocate attention to critical issues vs say celebrity news and severe
situations vs say ceremonies that go trending on social media.

In this article, we are exploring ways to capture intelligence from tweets, which
are necessarily sentence-level data, by utilizing meta-information to classify and
create an attention space of a trending tweet.

1.2 Deep Learning Algorithms

In the last few years, Sentiment Analysis has been performed using deep learning
algorithms with improved results, not only on text level data but efforts have been
initiated to extract sentiments from image and video (action) data as well [30].
Researchers have also reported hybrid CNN and RNN which have outperformed
all other deep neural networks [23]. Till early in this decade, most of the machine
learning algorithms operated on 1 or 2 hidden layers for feature representation and/or
analysis, majorly due to the complexity of using more than two hidden layers which
resulted in sluggish ML systems. With high computation power and emergence of
GPUs and TPUs which are used for training ‘Deep Neural Networks’ for learning
multiple layers of data, deep learning has outgrown all other forms of machine
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learning to produce high-end prediction analysis. Deep learning has found applica-
tions in computer vision, speech recognition, NLP, action recognition from videos,
opinion mining to name a few [33]. Big data analysis has produced better results
with deep learning.

While a conventional CNN considers whole text as input, our solution can input a
single hashtag to the web interface and evaluate its attention score. The dimension of
attention refers to modeling a single hashtag as input with CNN considering full text
with its pre-processor Global Vector (GloVe) being a count-based co-occurrence
model; while HAN presumes that not all parts of the document are relevant for
determining attention. We conducted experiments on standard data of 2 Million (1.6
Million and 40 k as test data) fetched from SEMEVAL to train our algorithms.
Glove-text is the pre-processors to modified CNN for sentence-level classification.
Modifications were introduced for the addition of attention-specific parameters. This
resulted in feature extraction by encoding word semantics and our web interface
resulted in search (hashtag) query retrieval. In the present work, the modifications
to activation functions and nodes to each layer contributed to improvements in the
accuracy and resulted in attention score.

2 Prior Work

To support the concept of Twitter sentiment analysis, several research works have
been conducted. Some of the recent work done on the application of deep learning
to NLP problems are given below:

Word2Vec is a feature learning technique that contains Continuous Bag-of-Words
model (CBOW) and Skip-Gram model (SG) [14]. Global Vector (GloVe) is another
technique trained on non-zero inputs of co-occurrence matrix.

Convolutional Neural Network (CNN) [3, 4, 25, 32] is an orderly procedure for
mixing of two sources of information. Pre-processed data is fed to different layers
of filters for input scanning, followed by subsampling layer to reduce the number
of features. This layer retains the most useful information and thereafter the CNN
utilizes a highly connected layer as classifier. CNN has found usage in sentiment
keyword engineering, commonly also known as Feature Engineering. Even the n-
gram can determine the topic of the document by the use of CNN [33].

Recurrent Neural Network (RNN) [2, 9, 12] utilizes its internalmemory to process
sequential information. The connection between neurons forms a directed cycle, with
every layer inRNNprocessing oneword of a sentence.RNN, however, has limitations
of vanishing gradient and that prompted researchers to develop higher versions of
RNN such as Bidirectional RNN, Deep Bidirectional RNN and the most commonly
used Long Short-Term Memory (LSTM). These advanced RNNs require a lot of
training data. To improve long-range dependencies further, the attention mechanism
has been proposed in bidirectional neural networks [29, 33].

LSTM Network can manage long term dependencies. It has four layers set up in
a special manner and has a hidden state and a cell state. It utilizes a forget gate to
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operate the cell state and then decides the information to be stored via the input gate.
Finally, a vector of new values will be added to the cell state and LSTMwill combine
those values to update the state and then decides the output, based on the cell state
[21].

Memory Networks (MemNN) are specialized neural networks that can answer
questions. MemNN encodes the question into a vector form, then finds evidence,
reads a sentence at a time, and updates memory on the basis of sentence illustration.
One of the four components, the O component uses the vector to scan through the
memory and create an output vector which is processed by the R component to
give the final output [27]. Advancements such as End-to-End Memory Network
(MemN2N) have been also proposed by researchers [20].

2.1 Sentence-Level Sentiment Analysis

Sentence-level classification is primarily used to identify whether the sentence is
subjective or objective, and then to determine the positive, negative or neutral senti-
ments of the sentence. Sentence-level big data is conveniently available through
tweets and the ease of its availability and fetching data to conduct feature detec-
tion and extraction has led to the application and development of many classifiers.
Initially ANN and SVM were applied to conduct sentiment analysis on big data and
their performances have been compared [18].When the number of terms in the data
set is increased above 1000, the training time of ANN and the running time of SVM
increases. However, ANN has an advantage of converging if the number of hidden
layers is changed with improvement in its activation function whereas the result of
SVM converges to remain the same. SVM however is more stable in an unbalanced
dataset whereas ANN outperformed SVM in accuracy of balanced data [15].

Recently, RNN and CNN have become popular as they do not require feature
extraction. The input to RNN and CNN is word embeddings with encoded semantic
and syntactic information. This enables us to learn the inherent relationships among
words in a sentence. Noted research on sentence-level classification is cited as under:

Dynamic CNN [10] exhibited the ability to capture word relations through
semantic sentence modeling, utilizing a subsampling K-max pooling operator. Few
other variants have also been proposed such as CNN-rand (random initiation of word
embeddings), CNN-static (fixed and pretrained word embeddings), CNN-non-static
(fine-tuned word embeddings) and CNN-multichannel (word embeddings in several
sets) [11]. In 2014, Santos and Gatii have used deep CNN for short text sentiment
analysis. Such a model called the CharSCNN can extract relevant features from short
text [19].

The initial experiments with Long Short-Term Memory have been reported by
Wang and Nyberg by predicting Twitter data opinion polarity. They have simulated
the interaction of words during tweets composition itself. By introducing two-way
connections in the hidden layers, the LSTMcan be expanded to a bidirectional LSTM
[24].
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Thereafter, emerged an era of hybrid architectures such as the CNN-LSTMmodel
and CNN-RNN combination model for short texts [26], LSTM and CNN-based deep
neural network to figure out the emotional quotient in online user comments [7],
encoding syntactic tags in LSTM to improve phrase and sentence illustration [8],
multi-layered perceptron architecture for effective classification of financial short
blogs and news [1].

Modified CNN (such as semi-supervised) has deployed a two-step process [6]
by screening the review ratings and then labelled sentences for fine improvements.
Yu and Jiang have learned from both labelled and unlabeled data by combining two
CNNs to learn hidden features in sentences from cross-domains [31]. Researchers
have also experimented to understand the semantic relationship between user posts
and their social connections by introducing a recurrent randomwalk network learning
model [34]. Linguistically regularized LSTMwhich can combine sentiment lexicon,
negative words, high-intensity words into the LSTM have developed the ability to
accurately measure sentiments in sentences [17].

Much recently in 2018, Stanford researchers have used dank learning to generate
meme and image captioning to create sentiments or opinions about images. The
process involves feeding an image caption to an encoder-decoder, gate for data
recall, capturing semantic relationship by utilizing vector embeddings and picking
up encoder embeddings by using attention mechanism without getting into memory
issues [16].

An algorithm that implements “Hierarchical Attention Networks” achieves an
accuracy score of 71% on paragraph text trained data was found most suitable to
the current problem to detect the severity of a situation [29]. To achieve a high
speed of training and great accuracy, researchers have proposed a combination of
convolutional filters and deep learning hierarchical architecture for self-attention
models [5].

2.2 Sentiment Analysis of Twitter Data with Value-Adds

Literature review was conducted on a few additional sources which utilized special
techniques ofNLPand additional Twitter features for reference to the current problem
at hand.

A supervised, labelled data solution was proposed by Tian et al. to find the best
community-based answer after learning from data and feature identification [22].

Researchers in social science utilized the many twitter features for non-text data
such as pictures to figure out demographic info about users [13].

Wu et al. conducted research on text to speech synthesis by utilizing Deep Neural
Networks [28]. They further experimented on hidden activation layers by stacking
many frames and reporting improvements.
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3 Methodology

Sentiment Analysis via the attention score of Twitter data (tweets) is about analyzing
the severity of a trending situation. Overall procedure for assessing severity or
normalcy of a situation was devised. An algorithm was designed to weigh in meta-
information related to individual tweets, meta-information includes source informa-
tion or Twitter handle, media information, retweet count, favorite count and time of
post. Experimentswere conducted on a variety of hashtags andvarying themultipliers
for each of the meta-information (Fig. 1).

3.1 Training the Algorithm

The algorithm works by taking input in the form of a hashtag keyword, retrieves
tweets on that hashtag, finds the sentiment score of individual tweets, then applies
the modification for government source and picture and returns with a final verdict
regarding the hashtag. The first algorithm results are based on 100,000 tweet data
retrieved from SemEval tasks. A comparison of improvements to accuracy as a result
of the processing can be seen below. These results are as per experiments with HAN
and glove-text-cnn, which was conducted on subset of SemEval dataset and consists
of 20,000 (train on 16,000 and validate on 4,000) tweets (Fig. 2).

3.2 Sentiment Score for Modified Algorithm

The modified algorithm works by taking input in the form of a hashtag keyword,
retrieves tweets on that hashtag, finds the sentiment score of individual tweets, then
applies the modification for government source and returns with a final verdict
regarding the hashtag. For sentiment analysis of tweets, modifications to existing
algorithms such as Text-CNN with glove vectors was done.

Overall procedure for assessing severity or normalcy of a situation was devised.
An algorithmwas designed toweigh inmeta-information related to individual tweets,
meta-information includes source information or Twitter handle, media information,
retweet count, favorite count and time of post.

3.3 Hashtag Analysis Using Modified Algorithm

Starting with a hashtag (extendable to a collection of related hashtags), recent tweets
related to that hashtag were downloaded using standard Twitter developer api. This
returned with 500–4000 tweets depending on the hashtag which has been posted
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Start

Sem Eval Data 

Sample data size for Pre-training - 1M 
tweets; labelled data for positive-negative

Set up Python 2.7 with Keras and 
tensorflow as backend

Data Pre-processing: Cleaning, Remove Emoticons, quotations, html. Use contraction 
mapping to simplify tweets

Create embedding matrix using pre-trained 100-D GloVe vectors, # Initialize a matrix to hold 
the word embeddings, embedding_matrix = 

np.random.random((len(word_tokenizer.word_index) + 1, GLOVE_DIM

Highest Accuracy on test data = 87.13%

1. Use advanced preprocessing to study effect on accuracy of 
sentiment classification models like glove-text-cnn and HAN

2. Modify activation functions of HAN to compare effects on accuracy
3. Use source information and media information of tweet to study the effect 

on sentiment of collection of tweets
4. Use retweet and favorite information of tweet to study effect on sentiment 

of collection of tweets
5. Use recency of tweet to study effect on sentiment of collection of tweets

Assign a multiplier for reliable sources, weigh in reliable source contributions for 25-
50% of the overall score. For tweets with attached media, a score was added to the 

individual tweet score. Similar iterations were done for other parameters.

source contributions for 25-

HAN vs 
Glove-text-CNN HAN discarded

(Accuracy with time)

Glove-text-CNN

End

An algorithm was designed to weigh in meta information related to individual 
tweets, meta information includes source information or twitter handle, media 
information, retweet count, favorite count and time of post.

Data Analysis to create correlation among the various parameters; then mapped 
against accuracy to give an attention score for twitter hashtags. 

Fig. 1 Methodology flowchart

on Twitter in the past seven days. Meta-information for these tweets was extracted
from returning json and a score was assigned to each tweet for each of the meta-
information. A sentiment analysis was done on the collection of tweets and a senti-
ment score of 1 or −1 was assigned to each tweet. A meta-analysis modification
was done on each tweet to assign a final score for the tweet, contributed by source
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Fig. 2 A comparison of accuracy with glove-text-CNN and HAN

authenticity information, media information, retweet count, favorite count and time
of post. Then a cumulative score for the hashtag was calculated, which was the sum
of the scores of all tweets in the sample set.

3.4 Establishing Correlation Among Parameters Used
for Sentiment Analysis

Twitter data has many parameters that can establish the authenticity of trending data.
While most of the prior research has focused on sentiment scores (positive, neutral
and negative), very few have combined the effect of additional parameters, such as
pictures, source, time of tweet, retweet count, favorite etc.. As this research focuses
on objective data, it will not consider the impact of pictures as an additional parameter
but will consider only those parameters which can establish objective information.

3.4.1 Preprocessing

Preprocessing was improved in the algorithms used for sentiment analysis to pre-
refine data before applying classifiers. Using python library spacy, texts were lemma-
tized and stemmed, and using a contraction mapping all common apostrophe words
were converted to simpler form. This was done with the objective of standardizing
text to a standard form. Contraction mapping normalizes the data by reducing punc-
tuation separated words with full words, this improves the training data and model
accuracy.

Sentiment Analysis on tweets and results modified by attaching meta-information
(attached media, the government handles, retweet, time decay).

The algorithm works by taking input in the form of a hashtag keyword, retrieves
tweets on that hashtag, finds the sentiment score of individual tweets, then applies
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the modification for government source and picture and returns with a final verdict
regarding the hashtag. The first algorithm results are based on 100,000 tweet data
retrieved from SemEval tasks.

The modified algorithm works by taking input in the form of a hashtag keyword,
retrieves tweets on that hashtag, finds the sentiment score of individual tweets, then
applies the modification for government source and returns with a final verdict
regarding the hashtag.

#!/usr/bin/python
import sys
import os
import time
import datetime
import tensorflow as tf
import numpy as np
import data_utils as utils
from tensorflow.contrib import learn
from text_cnn import Text-CNN
from data_utils import IMDBDataset

For sentiment analysis of tweets, modifications to existing algorithms such as
Text-CNN with glove vectors was done.

3.4.2 Modification Using Data Source

An important source of trust is the Twitter handle from which a tweet is posted. For
example, a government source can be assumed to be more responsible and tweets
from their official accounts can be considered reliable information. Using this inspi-
ration, a list of government Twitter handle recognised by the Indian government
was prepared, for example, the ministry of health, ministry of foreign affairs, prime
minister office.

Other noteworthy sources of tweet include accounts that have huge number of
followers, which in turn represent views of a large group of people. So, accounts
with 500,000+ followers were considered trustworthy and hence their contribu-
tion to overall severity or normalcy of a situation weighed more. Experiments were
conducted using this hypothesis, by assigning a multiplier of 20 for reliable sources,
and then by weighing in reliable source contributions for 25–50% of the overall
score. It was observed that tweets accompanied by media like pictures and videos
gave significant contributions towards prediction of final verdict. For tweet with an
attached media, a score of 10 was added to the individual score of the tweet. Results
demonstrated effect of media information on changing the final score.

A comparison of unmodified and modified is given in the following tables to
establish correlation among those parameters (Tables 1 and 2).
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Fig. 3 Calculation for
reweighing of tweet
sentiment

Table 1 Government data
sources

hashtag Positive score Negative score Modified
verdict (%)

WC 1176.5 −394.5 74.89

G20 4170.33 −2129.66 66.20

Budget2019 9034.18 −7316.31 55.25

WorldBank 279 −327.5 46.00

Bitcoin 6954.0 −7317.5 48.73

Table 2 If the tweet had a
mention of media information

hashtag Positive score Negative score Modified
verdict (%)

WC 2454.0 −412 85.62

G20 13,547 −963 93.36

Budget2019 22,923 −6502 77.90

WorldBank 519 −164 75.99

Bitcoin 21814.0 −5219 80.69

3.4.3 Retweet and Favorite

Retweet count and favorite count provide useful information regarding general
approval or disapproval of a tweet. This motivated the research to make use of
this information when evaluating results on a set of tweets. Experiments were done
with different multipliers for retweet count. For example, a score out of 5 or 10
was experimented with. It was observed that retweet count can go very high in
certain tweets and maximum achievable multiplier for retweet count was normal-
ized. This was done by finding the highest and lowest retweet count in the tweets
being analyzed, then assigning a score out of 5 based on retweet count. So, score
corresponding to retweet count is calculated as multiplier * (retweet count–lowest
retweet count)/(highest retweet count–lowest retweet count). So, retweet count was
thus calculated and added to final sentiment score of tweet (Table 3).

Similarly, for favorite count, the highest and lowest favorite countwas determined,
and corresponding score was calculated in a similar way to retweet count, and this
contributed to the final score. Technically, final score of a tweet can be 1.0+ 10.0 for
retweet +10.0 for favorite count + other modifiers according to meta-information.
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Table 3 If tweet had a
favorite or was retweeted

hashtag Positive score Negative score Modified
verdict (%)

WC 2860.67 −135.09 95.49

G20 15495.69 −1087.59 93.44

Budget2019 17614.57 −8497.19 67.46

WorldBank 1356.51 −1521.4 47.14

Bitcoin 10406.59 −4151.25 71.48

The effect of meta-information like retweet count and favorite count was studied by
varying the multipliers and those findings have been reported.

3.4.4 Recency of Tweets

To maintain effect of recency of tweets, the time of tweet is of significance. More
recent tweets are given priority over older tweets. This is done by decaying the score
of older tweets compared to recent ones. Experiments were conducted to study what
multiplier should be used for time decay (Table 4).

Since it is only possible to get tweets for the past seven days through the standard
developer API of Twitter, the effect of time decay factor could not contribute much.
But it was clear that it will play an important role in determining changing trends
when computed for tweets from a longer duration. Calculation for reweighing of
tweet sentiments

• More recent tweets are given higher weights
• A tweet with attached media has higher weightage
• A tweet with government handle has higher weightage.

Table 4 If there was a time
decay

hashtag Positive score Negative score Modified
verdict (%)

WC 9484.00 −1702.68 84.78

G20 28279.48 −7253.71 79.59

Budget2019 65905.92 −27412.37 70.62

WorldBank 3432.98 −1603.26 68.17

Bitcoin 77475.81 −27758.99 73.62
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Table 5 Comparison of parameters

hashtag Source Media Time decay Favorite/Retweet

WC 74.89 85.62 84.78 95.49

G20 66.20 93.36 79.59 93.44

Budget2019 55.25 77.90 70.62 67.46

WorldBank 46.00 75.99 68.17 47.14

Bitcoin 48.73 80.69 73.62 71.48

Table 6 Correlation among
data parameters

Parameter Correlation

Source and media 0.74

Source and time decay 0.94

Source and favorite 0.91

Media and time decay 0.78

Media and Favorite 0.87

Time decay and favorite 0.94

4 Results and Analysis

Data analysis was performed on the scores reported by applying modifications to
the given parameters and attention scores have been reported in this chapter. The
findings of the data analysis have led to interesting conclusions, both common to
all the hashtags as well as few specific to some hashtags. Given the correlation
established among the various parameters in the last chapter, hashtags (keywords)
were selected which could reflect the impact of most of our parameters (Tables 5).

To find out the relevancy of these parameters with each other and if they would
make sufficient contribution to create an attention score, we calculated correlation
among their scores.

As can be observed from Table 6, the correlation among any two parameters is
between 0.7 and 1.0 suggesting high linear correlation. Therefore, these parame-
ters are being considered for algorithmic and modified algorithmic applications to
calculate sentiment analysis on Twitter data.

5 Outcome

The sentiment classification algorithm used for this research is Text-CNNwith glove
word embeddings, which was trained on 2,000,000 sentiment marked tweets from
SemEval datasets. Sentiment classification training accuracy was 98.6% and valida-
tion set accuracy was 87.13%. Improvements were made to preprocessing of data
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Training Data Pre-processing Vector Representation Feature Extraction

(Glo-Ve) Meta Embeddings

Testing the Model Training the Model

(Text-CNN)

Fig. 4 Modified Glove-Meta-Text-CNN algorithm for creating attention space

by introducing Meta-embeddings for the classifier to handle Twitter data. Original
algorithm was built for classifying reviews data.

As described in the work plan, twitter data was extracted for recent trending tweet
sets within a period of 7 days on the following keywords:

1. WorldCup
2. G20 [Conference]
3. Budget 2019
4. World Bank
5. Bitcoin

For data from the above keywords, Meta-embedded-glove-text-CNN returned
multiple scores; as much score is closer to 1, the hashtag will command attention.
The Meta-embedded-CNN algorithm, therefore, can calculate attention scores for a
given hashtag to find out whether it is trending and commands attention (Fig. 4).
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Review of SLAM Algorithms for Indoor
Mobile Robot with LIDAR and RGB-D
Camera Technology

Chinmay Kolhatkar and Kranti Wagle

Abstract Simultaneous localization and mapping are techniques of mapping the
homogeneous environments by localizing the sensors’ position in an environment
with centimetre accuracy. This paper reviews the different techniques used in
mapping and localization of mobile robot and designing of low-cost mobile plat-
form with sensors like RPLIDAR and Microsoft Kinect. This paper also discussed
the use of Robot Operating System and different packages and topics used for imple-
mentation of SLAM. Along with software implementation of ROS, this paper also
covers the comparison of different hardware boards such asNVIDIA JetsonNano and
NVIDIA TK1GPUs for running heavy and complex CUDA algorithms. Lower slave
boards such as ArduinoMega and STM32 are also discussed in this paper. This paper
also focuses on use of different localization techniques such as AMCL, ORB-SLAM,
Hector SLAM, Gmapping, RTAB-MAP and particle filter SLAM. Robot Operating
System played the crucial role in all the complex processing and communication
between different running nodes. Autonomous navigation is achieved using ROS
navigation stack, and simulations for the same are done in Rviz and gazebo real-time
environments. 2D point cloud-based algorithms with laser scanner are compared
against the 3D visualization techniques. At the end, clear comparison between all
the benchmark algorithms such as Hector SLAM, Gmapping, RTAB-MAP, ORB-
SLAM and ZEDfu is done for clear understanding while selecting an algorithm for
future research.
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1 Introduction

With advances in electronics and computer vision technology, service robots are
becoming part of our daily life. Service robots are usually deployed as assistants
in indoor environments, and few examples of such robots are “Roomba” vacuum
cleaning robot, Personal Robot PR2, Pepper service robot, Husky (UGV) and many
more [1]. GPS-based navigation system cannot provide centimetre accuracy and is
also not suitable for indoor environment; hence, navigating the mobile robot in office
or home-style environment becomes a challenge. Problem of navigation becomes
more difficult when environment is complex and unknown. When robot does not
knowneithermap nor location, formerly problem is called as SLAMproblem. SLAM
technique allows the use of sensors like LIDAR, RGB-D cameras, IMU, etc., in
order to construct the map of surrounding environment while simultaneously navi-
gating the robot towards the target location. SLAMproblem requires accurate sensors
and precise real-time algorithms. There is verity of real-time SLAM algorithms like
SLAM algorithms based onmonocular camera calledmono SLAM, parallel tracking
and mapping (PTAM), oriented fast and rotated brief (ORB-SLAM), etc., where
SLAM algorithms implemented using RGB cameras are known as stereo SLAM or
visual SLAM (V-SLAM) algorithms [2]. RGB cameras with depth-sensing capabil-
ities like Microsoft Kinect are mostly used in SLAM-based navigation; because of
their depth-sensing capabilities they can be used to map the 3D environment. On the
other hand, LIDARs are 360 degree rotating horizontal scanners which can scan the
environment in 2D, and LIDARs are expensive but most effective [2] while mapping
the environment and constructing map at speed with minimal computational power.
Review is targeted to address the problem faced by the newcomers in the field of
ROS and SLAM with real-world robotics platforms. Most of the well-known and
premade robotics platforms such as TurtleBot, Kobuki and Husky are very costly and
can cost thousands of dollars. Rather, making your own platform with the help of
low-cost controller such as Arduino and high-end controller such as NVIDIACUDA
GPU can make a good combination which is much more sufficient for entry-level
person/research to perform any research on ROS and robotics platform. Platform can
be designed with help of DC geared motors, stepper motors along with the encoders
for odometry purposes. Additionally, 6 to 10 DOF IMU sensor can be added to
improve localization and mapping quality. Sensors such as RPLIDAR A1 can be
used as 2D planner mapping sensor, and sensors like Microsoft Kinect and Asus
cams can be used as 3D depth-sensing mapping cameras for excellent dense map
building and accurate navigation along with features such as loop closure. Addition-
ally, sensors such as stereo cameras and ZED cameras can be used to improve the
map quality and density; also, more features can be detected which improves the
quality of navigation. 2D techniques such as Gmapping and Hector SLAM can be
used for 2D mapping and navigation of robotic vehicle, whereas techniques such as
RTAB-MAP,DPPTAMandORB-SLAMcan be used for 3Dmapping and navigation
of robotic vehicles. This review is targeted to explore all these techniques and their
pros and cons. This paper refers to AMCL, Hector SLAM, Gmapping, ORB-SLAM,



Review of SLAM Algorithms for Indoor Mobile … 399

RTAB-MAP, DPPTAM, ZEDfu and usage of sensor and quality of each sensor with
different algorithms in different scenarios. We have also discussed the hardware
utilized by the other researchers in order to implement the SLAM algorithms, and
comparative analysis of different SLAM techniques is also done. Finally, conclusion
is drawn which can give a clear idea to the newcomer while selecting the particular
technique and utilization of hardware in order to reduce the cost of set-up and cost
of experimentation.

2 Mobile Robot Platform (System Set-Up)

For autonomous navigation in indoor environment,mobile robotic vehicle is designed
with multiple sensory inputs and actuating outputs. Mobile robot also called
unmanned ground vehicle is designed to move freely with its own computational
power. The UGV or mobile robotic platform is designed with differential drive base
which is having two driving wheels and two auxiliary wheels (omnidirectional). For
driving wheel, either DC geared motors with encoders or stepper motors are used.
According to the author, stepper motors have smaller accumulated error [1]. For
driving these motors, a motor driver with suitable ampere ratings is used. In all the
designs, the mobile robotic platform is divided into two sections. One is bottom
layer called as low-level computing layer and upper layer which is called as high-
performance processing layer. The lower layer consists of some slave device like
microcontroller/microprocessor, such as Arduino and STM32 which has two main
functions:

1. Collect data from on-board sensors likewheel encoders and inertial measurement
unit (IMU), and send that data in appropriate format to upper processing layer.

2. Controlling themotor directions (PWMcontrol) as per the commands fromupper
processing node.

Usually, upper layer consists of a processor and GPU for processing complex data
such as data from camera modules, LIDAR and ROS. Upper controller configuration
used by Ilmir Z. Ibragimov and IlyaAfanasyev uses Intel Core i3CPU3.6GHz 4 core
processor and Geforce GT740M supporting CUDA-based GPU [2]. Kartik Madhira
and Dr. Jignesh Patel performed a quantitative study of mapping and localization
algorithms on ROS-based differential drive robot. They have designed a robot which
utilizes the RPLIDAR A2 as laser scanner and 560 CPR 300RPM encoder motors
for odometry calculations. Their design utilizes CUDA-based NVIDIA Jetson TK1
CPU and Arduino Mega 2560 as lower controller [3]. Other robotics platform and
computational configurations are presented in Table 1. The Robot Operating System
(ROS) is running on the upper layer processor, upper layer basically processes the
data from LIDAR and other sensors like RGB-D, and it also collects the data such as
encoder data (for odometry) from lower layer and sends this data to the master ROS
connected node which may be a laptop or a PC [4]. In ROS language, the on-board
upper processing layer is called as slave layer/slave node working on ground vehicle



400 C. Kolhatkar and K. Wagle

Ta
bl
e
1

D
if
fe
re
nt

ro
bo

tic
pl
at
fo
rm

s
an
d
th
ei
r
co
nfi

gu
ra
tio

ns
w
ith

ut
ili
ze
d
se
ns
or
s
an
d
R
O
S
pa
ck
ag
es

H
ar
dw

ar
e

A
ut
ho

r

Il
m
ir
Z
.I
br
ag
im

ov
an
d

Il
ya

M
.A

fa
na
sy
ev

M
an
ue
lG

on
za
le
z

O
ca
nd
o
an
d
N
ov
el

C
er
ta
d

Y
on

g
L
ia
nd

C
ha
ng

xi
ng

Sh
i

Su
kk
pr
an
ha
ch
ai

G
at
es
ic
ha
pa
ko
rn

an
d

Ju
n
Ta
ka
m
at
su

K
ar
tik

M
ad
hi
ra

an
d
D
r.
Ji
gn

es
h

Pa
te
l

M
ak
si
m

Fi
lip

en
ko

an
d
Il
ya

A
fa
na
sy
ev

Pr
oc
es
so
r

ut
ili
ze
d

In
te
lC

or
e
i3

pr
oc
es
so
r

PC
/la

pt
op

fo
r
3D

re
co
ns
tr
uc
tio

n
of

m
ap

ov
er

W
i-
Fi

R
O
S
no

de

In
du

st
ri
al

co
m
pu
te
r

In
te
lN

U
C
K
it

D
54
25
0W

Y
K
an
d

R
as
pb

er
ry

Pi
3
m
od

el
B
+

N
V
ID

IA
T
K
1

an
d
la
pt
op

w
ith

1
G
B
G
PU

4
G
b
R
A
M

C
or
e

i3

Q
ua
d
A
R
M

A
57

G
PU

ut
ili
ze
d

G
ef
or
ce

G
T
74

0M
C
U
D
A

N
ot

us
ed

–
–

N
V
ID

IA
K
ep
le
r

G
K
20
a
G
PU

w
ith

19
2
C
U
D
A

co
re
s

N
V
ID

IA
M
ax
w
el
lw

ith
4
G
B
of

R
A
M

L
as
er

sc
an
ne
r

H
ok

uy
o
U
T
M
-3
0L

X
2

H
ok

uy
o

U
R
G
-0
4L

X
-U

G
01

R
PL

ID
A
R

SI
C
K
L
M
S1

00
–1

00
00

R
PL

ID
A
R
A
2

H
ok

uy
o
U
T
M
-3
0L

X

R
G
B
-D

ca
m
er
a

te
ch
no

lo
gy

(1
)
M
ic
ro
so
ft
K
in
ec
t

(2
)
St
er
eo
la
bs

Z
E
D

ca
m
er
a

(3
)
B
as
le
r
ac
A
20

00
-5
0g

c
G
ig
E

N
ot

us
ed

M
ic
ro
so
ft
K
in
ec
t

A
SU

S
X
tio

n
PR

O
L
iv
e

N
ot

us
ed

B
as
le
r
ac
A
13

00
-2
00

uc
St
er
eo

ca
m
er
a
Z
E
D
ca
m
er
a

C
om

m
un

ic
at
io
n

pr
ot
oc
ol

us
ed

–
R
S2

32
Se

ri
al
po

rt
U
SB

to
R
S2

32
–

Se
ri
al

M
ot
or

an
d

m
ot
or

dr
iv
er
/lo

w
er

co
nt
ro
lle

r
bo

ar
d

–
O
m
ro
n
A
de
pt

m
ob

ile
ro
bo

t
St
ep
pe
r
m
ot
or

dr
iv
e
w
ith

ST
M
32

f1
03

A
R
M

co
rt
ex

M
3
as

lo
w
er

co
nt
ro
lle

r

R
as
pb
er
ry

Pi
as

lo
w
er

co
nt
ro
lle

r
56

0
C
PR

30
0
R
PM

en
co
de
r
m
ot
or
s,

A
rd
ui
no

M
eg
a

25
60

T
ra
xx

as
74

07
R
ad
io
-C

on
tr
ol
le
d
C
ar

M
od

el

(c
on

tin
ue
d)



Review of SLAM Algorithms for Indoor Mobile … 401

Ta
bl
e
1

(c
on
tin

ue
d)

H
ar
dw

ar
e

A
ut
ho

r

R
O
S
pa
ck
ag
e,

no
de
s
an
d

fr
am

ew
or
ks

R
os
ba
g,

he
ct
or
_s
la
m
O
R
B
-S
L
A
M
2,

Z
E
D
,R

TA
B
-M

A
P,

O
ct
oM

ap

R
os
A
ri
a,

M
ov
e_
ba
se
,R

vi
z,

Sm
ac
h
vi
ew

er
,

O
ct
oM

ap
N
od
e

R
vi
z
to
ol

T
f2
_r
os
,

SL
A
M
_g

m
ap
pi
ng

,
te
le
op

_t
w
is
t_
ke
yb

oa
rd
,

A
M
C
L

R
O
S
fr
am

ew
or
k

ba
se
d
on

C
le
ar
kB

ot
,

/ti
ck
s,
/c
m
d_
ve
l,

/o
do

m
,

he
ct
or
_s
la
m
,

sl
am

_g
m
ap
pi
ng

,
co
re
sl
am

an
d

am
cl

na
v
m
sg
s/
O
cc
up

an
cy
G
ri
d,
ge
om

et
ry

m
sg
s/
Po

se
W
ith

C
ov
ar
ia
nc
eS
ta
m
pe
d,

se
ns
or

m
sg
s/
Im

ag
e,
se
ns
or

m
sg
s/
L
as
er
Sc

an
,b
as
e_
lin

k.



402 C. Kolhatkar and K. Wagle

and the ROS node running on laptop or PC is called as master node. The master
node is usually used for monitoring the different sensor data visually in real time; for
example, the tools like ROS visualizer (Rviz) can be used to see what exactly LIDAR
and RGB-D cameras receive in real time. The master node basically subscribes to the
topic published by the slave node (robot) over Wi-Fi in same network configuration.
In construction of this mobile robotic platform, sensors such as RGB-D cameras,
LIDARs, IMUs and motor encoders are used which we will discuss now.

Yong Li and Changxing Shi used STM32f103 as a lower controller which is
loaded with µC/OS-II, it takes the command from upper controller for controlling
the speed of the stepper motors, and the speed of the stepper motors is controlled by
the variable frequency control [1]. Mobile robot system uses both RGB-D camera
and LIDAR at different floor levels; usually, LIDAR is placed on the top of the robot
to avoid blocking its range, as LIDAR rotates all 360 degree and its range should not
be blocked. As LIDAR is placed high at height of 5 cm, this scheme basically allows
the robot to avoid obstacle even below 5 cm in range. 2DLIDAR is used as an “Obsta-
cleCostmapPlugin”, and RGB-D camera is used as “voxelCostmapplugin”; further
PCL is used for converting depth-sensing data to point cloud data. Openni2_launch
package is utilized for handling PCL with Kinect.

3 Navigation and Localization Techniques
(Implementation)

Kalman filter, extended Kalman filter SLAM (EKF-SLAM) and particle filter algo-
rithms are known as baseline algorithms amongst many SLAM-based algorithms
in mobile robotics applications. ROS supports multiple navigation and localization
algorithms, and navigation stack can be utilized in order to navigate the robot towards
its destination using multiple techniques. Algorithms such as Hector SLAM, Gmap-
ping, RTAB-MAP, ORB_SLAMandAMCL are used to generatemap of the environ-
ment and to localize and navigate the robot in environment. Now, wewill discuss few
algorithms used in localization and autonomous navigation of robot. Hector SLAM
and Gmapping algorithms are mostly used with range sensors/LIDARS, while ORB-
SLAMandRTAB-MAPalgorithms aremostly usedwithRGB-Dcamera set-up along
with range sensors.

3.1 Extended Kalman Filter SLAM (EKF-SLAM)

The most common and baseline algorithm used in robotics is EKF-SLAM algorithm
which can be implemented either formultiple sensor fusion or for state estimation [3].
Kalman filter basically works on the principle of weighted mean of the measurement
and predicted Gaussian distribution. Kalman filter has assumption that the state of
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the robot is linear, i.e. noise free, and distribution is not multimodal but always Gaus-
sian. But the sensor data is always noisy which causes distribution to be nonlinear
and non-Gaussian. Hence in EKF-SLAM first nonlinear distribution is converted to
Gaussian, linear distribution. But the main problem with EKF-SLAM is it requires
simultaneous updating of many matrix elements which increases the computation
complexity linearly with complexity of environment, i.e. number of landmarks in
the environment.

3.2 Particle Filter SLAM

Although EKF-SLAM is baseline formany SLAM techniques, most practical SLAM
techniques such as Hector SLAM andGmapping use the particle filter as the baseline
algorithm. Particle filter such as Rao-Blackwellized particle filter which is baseline
for Gmapping algorithm uses large number of particles to represent the pose of the
robot and map with the platform [3].

3.3 AMCL

AMCL is a probabilistic localization system for a robot moving in 2D. It implements
the adaptive (or KLD-sampling) Monte Carlo localization approach, which uses a
particle filter to track the pose of a robot against a known map [3]. AMCL takes in a
laser-basedmap and laser scans and transformsmessages, and outputs pose estimates.
The particle filter data is visualized in Rviz visualization tool and represented with
green colour where trajectory is represented with red colour. The start and end point
for navigating the robot towards its destination can be given by clicking on particular
point in the map [5].

3.4 Hector SLAM

Hector SLAM is one of the famous algorithms used for 2Dmap building and localiza-
tion in mobile robots. Hector SLAM is an algorithm specifically designed for range
sensors. Hector SLAM works based on 2D laser scan data obtained from LIDAR
sensor. Hector SLAM does not require odometry information; it only requires 2D
laser scan data [2]. Algorithms are able to build 2D map and localize the robot at
same frequency as scanning frequency of LIDAR. Hector SLAM is used to build the
occupancy grid map from the laser scan data, and it publishes this information to
the nav_msgs/OccupancyGrid topics [2]. Hector SLAM combined with IMU uses
scan matching with Kalman filter to compute the robot pose in full 3D environment.
When Hector SLAM is visualized in Rviz, each cell of the map is painted with



404 C. Kolhatkar and K. Wagle

different colours such as occupation probability when coloured black means cell
is busy, light grey means cell is free and dark grey means cell is not scanned yet.
Green line in Hector map represents the UGV trajectory. According to the author,
Hector SLAM algorithm has very high update rate and low measurement noise. The
author also says the estimation and orientation are through relative overlapping of
beam endpoints with the current map [3]. Hector SLAM uses a Gaussian–Newton
minimization which is an updated version of Newton method; it has the advantages
that second derivatives need not be computed. Also, it takes less energy to avoid
changes in dynamic environment. However, this method does not solve the loop
closure problem.

3.5 Gmapping

Gmapping algorithm is themostwidely used algorithm in the field ofmobile robotics.
Gmapping algorithms are based on Rao-Blackwellized particle filter (RBPF) [6].
Gmapping algorithm creates the 2D occupancy grid-based map. This algorithm uses
the particles as representation ofmap. These particles are regarded as hypotheses that
means particle can either be true or be false. Each particle obtains its measurement
from laser scanned data. RBPF filters these particles to obtain the most probable
particle that is considered as the map and trajectory by the algorithms. RBPF is
used to solve the metric (grid-based) SLAM problem where the inputs are sensor
reading z0, z1, z2, …, zn, odometry or control signal u1, …, ut and output is trajectory
estimation of robot x1,…, xt andmapM. The joint posterior is given by (x1: t,M | z1:
t, u1: t − 1). In order to simplify the posterior calculation, two steps are conducted;
firstly, estimated trajectory is calculated from odometry data and after that simply
(M | x, z1: t). Then, the joint posterior simply becomes equal to (x1: t, M | z1: t, u1:
t − 1) = (M | x, z1: t). (x1: t | z1: t, u1: t −1); then, individual map for all particles
is built [7]. ROS uses “Gmapping” package and slam_gmapping node to start map
building process. This node takes data from sensors/laser scan messages which are
basically sent from LIDAR to ROS stack. The information from these messages is
used to transform the scan into odometry tf frame.

3.6 ORB_SLAM

Oriented fast and rotated brief (ORB-SLAM) algorithm is a fast feature detection
algorithm. ORB-SLAM is a feature-based method which maps the environment in
3D space using RGB-D cameras. ORB-SLAM uses bundle adjustment algorithm
to create a 3D environment by extracting features from different images and place
them in 3D. ORB-SLAM basically tracks the ORB features of the robot’s pose,
calculates the camera trajectory and recovers a sparse 3D scene of environment. This
detector algorithm works in real time and creates sparse point cloud as the map. The
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main feature of ORB-SLAM algorithm is loop closure detection, keyframe selection
and localization for each frame. ORB_SLAM library is used in ROS for monocular
trajectory tracking. Visualization tool such as Rviz can be used to visualize the ORB-
SLAM map in 3D; also, ORB_SLAM library has its own GUI for visualization [8].
The red points represent the point cloud of generated map, green line represents
the trajectory, and blue rectangles represent the planes in which camera shoots at a
particular frame. According to the author, ORB-SLAM is very robust and provides
the good approximation of robot trajectory.

3.7 RTAB-MAP

Real-time appearance-based mapping algorithm is visual SLAM algorithm which
creates the map of environment in 3D using graph-based SLAM approach. The algo-
rithm relies on graph-based SLAM and global loop closure detection to compute
robot pose and map. The map is stored as graph with robot poses, associated images
as nodes and odometry/loop closure transformation as edges [8]. It can be used with
any sensor providing 3D scanning information; mostly, stereo RGB-D cameras like
Microsoft Kinect are used with this algorithm. This algorithm provides excellent
loop closure and pose estimation. The loop closure detection algorithm uses “bag-
of-words” algorithm to compare the images captured of current location with the
previously visited location images [8]. Then, each such closure helps in optimizing
the graph. The algorithm can be implemented with or without the odometry infor-
mation. According to the author, Maksim Filipenko and Ilya Afanasyev algorithm
sometimes fails in pose estimation when robot moves closer to monotonous walls.
But the failure recovery system is able to detect the failure and determine the robots’
pose properly. According to the author, the system is fairly accurate and robust. It
solves the problem of localization more accurately than LIDAR without additional
manipulation. RTAB-MAP is integrated with ROS via RTAB-MAP ROS package.
Algorithm provides the 3D map in the form of dense point cloud and 2D map in the
form of occupancy grid which can be visualized using Rviz tool of ROS. According
to Ilmir Z. Ibragimov and Ilya Afanasyev during their test, UGV motion trajectory
deviates from themarked trajectory but the Kinect RGB-D camera and camera-based
RTAB_MAP odometry give results which are close to the ground reality.

3.8 DPPTAM

Dense piecewise planar tracking and mapping from monocular sequence is a
new method of real-time direct visual SLAM. DPPTAM uses an assumption that
homogeneous and monochrome regions belong to approximately same plane [5].
According to authorsMaksim Filipenko and Ilya Afanasyev, DPPTAM is not enough
robust method as it lost tracking during turns. Also, author Ilmir Z. Ibragimov
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Table 2 Comparison of different SLAM algorithms based on pose estimation trajectory accuracy
and map building

SLAM
algorithm

2D/3D LIDAR/RGB-D
or both

Odometry/IMU Map
building
density

Pose
estimation

Loop
closure
algorithm

AMCL 2D LIDAR Odometry Sparse Good None

Hector
SLAM

2D LIDAR IMU Sparse Poor None

Gmapping 2D mono LIDAR Odometry Sparse Good None

ORB-SLAM 3D RGB-D
cameras

Better with data
association

Semi-dense Good FabMap

RTAB-MAP 3D
mono/stereo

RGB-D Better with data
association

Semi-dense Good Bag of
words

DPPTAM 3D mono Direct RGB-D Odometry Dense Poor None

ZEDfu Stereo 3D RGB-D Odometry Dense Good None

concluded from the DPPTAM real-time trajectory and marked white line trajectory
are mismatched; hence, it is a failure visual odometry method in indoor navigation
environment.

3.9 ZEDfu

ZEDfu is a stereo visual SLAM method. Stereolabs developers provided cameras
with various tools and interfaces. ZEDfu stereo camera can be used for generating
3D map of the environment in the form of point cloud. ZED SDK has the integration
with ROS which is performed with zed-ros-wrapper package [2]. Authors Ilmir
Z. Ibragimov and Ilya Afanasyev performed the experiment with ZEDfu tool and
recorded point cloud is store in SVO format. According to them, the map is dense
and even obstacles such as chairs and table are clearly visible which are not visible in
case of Hector SLAM case. To build the UGV trajectory, ZED camera visualization
data and position tracking data from OpenGL window are used. According to the
author, the trajectory calculated using ZEDfu tool matches with the ground trajectory
and only has difference of 10 cm (Table 2).

4 Future Scope

SLAM is a baseline algorithm which can be used for autonomous localization and
navigation of mobile robot. SLAM algorithms such as Hector SLAM and Gmapping
are highly dependent on sensors’ accuracy; hence, the work can be done in direction
to reduce sensor noise and improve accuracy of these algorithms. Data association is
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a crucial part of mobile robotics andmachine vision. If sensory data fromLIDAR and
RGB-D cameras is combined together, it will improve the accuracy of the naviga-
tion. Algorithms such as RRT, PRM, Dijkstra and A*can be used in association with
the existing SLAM algorithms in order to improve navigation. Along with SLAM
algorithm,machine learning algorithms especially deep reinforcement learning algo-
rithms can be developed in order to avoid the dependencies for preamp building and
accuracy can also be improved to some extent. Deep reinforcement algorithms such
as DQN, DDPG, actor critic and SARSA can also be deployed in order to improve
SLAM algorithms’ accuracy and improve navigation. Problem of loop closure can
be easily tackled with improved sensor quality and sensor data association. There
are various other possible ways which can also be deployed such as ceiling feature
matching and landmark tracking [9] which are used in low-cost dust cleaning robot
to improve the overall system performance and to make mobile robot cost-effective.
SLAM is a benchmark technique in the field of robotics and computer vision, and
it is been used from several years and will be used in future, good example of
which is Xiaomi using the SLAM in their smart dust cleaning robots such as Xiaomi
RoBoRock S650.

5 Conclusions

1. Low-cost and high-performance hardware can be built by using a low-cost
LIDAR and sensor like Microsoft Kinect. Optionally to improve performance
of experiment, odometry can be added by using the motor encoders and IMU
sensors.

2. A ready-made platform such as Omron Adept mobile robot can be used to
design a low-cost mobile SLAM-based robot hardware [6].

3. Even though it is possible to place a system like laptop on mobile robot, it is
feasible to use small on-board computer like Jetson TK1 or Intel NUC to reduce
the robot’s weight and mobility constraints [3].

4. As ROS navigation stack performs heavy computation during navigation and
processes so much of data from all nodes, it is feasible to use on-board GPU
[3].

5. ROS open-source repositories and navigation stack packages greatly reduce the
code length and shorten the development time [1].

6. LIDAR is 2D sensor that comes out to be fast and precise amongst all for 2D
map building and navigation experiments.

7. As LIDAR is single-line laser radar, only obstacles of the level of LIDAR are
detected and obstacles on the other levels cannot be effectively avoided [4].

8. Use of Kinect sensor with laser range sensor can highly improve the obstacle
avoidance capabilities of mobile robot.

9. Odometry sensor seems to be noisy, and the algorithms such as Gmapping are
highly affected by the measurement noise.
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10. Rough terrain areas cause robot wheels to stuck in place but as motors kept
running Rviz showed robot is still moving since the wheels are still rotating.
Causing serious errors in scan matching and mapping inaccuracies [4].

11. Gmapping algorithms worked well in all scenarios come out to be best for
2D planner navigation despite the fact that not originally designed for RGB-D
cameras [10].

12. Although Gmapping comes out to be accurate, it fails to detect some obstacles
like chairs and tables considering them as homogeneous walls [4].

13. Both Gmapping and Hector SLAM realize the map correctly, as Gmapping
algorithm needs odometry information which puts certain limit on the robot’s
speed. Navigation-wise Hector SLAMworks much faster and with lesser noise
in maps, but Hector SLAM requires higher laser scanning frequency.

14. During semi-outdoor environment, laser sensor is not able to provide accurate
scan due to bright light originating from outdoor area. This causes SLAM
algorithm to misinterpret the orientation of robot [4].

15. Faster movement of robot while map generation causes poor map building and
causes error in scan matching [4].

16. No monocular SLAM algorithm estimates absolute scale of the received map
and localization, but stereo and RGB-D sensors give good result as compared
to mono sensors in map building and localization.

17. ORB-SLAM comes out to be better amongst the other visual SLAM/odometry
algorithms, and it is more robust in homogeneous environments as compared
to DPPTAM. DPPTAM provides dense map [5].

18. ORB-SLAM method should be used if high-performance requirement is
required and environment does not have any flat monochrome objects.

19. DPPTAM method should be used if a dense area map is required to build an
obstacle map or the environment does not contain enough features and also
hardware has enough performance power. Lack of feature points affected the
DPPTAM method adversely [8].

20. Zed camera odometry also shows good results with errors close to LIDAR data;
however, it loses tracking over sharp turns [2].

21. RTAB-MAP can be considered as good solution for 3Dmapping scenarios with
loop closure detection and good feature of recovery in case of moving out of
trajectory [11].
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Detection of Deepfakes Using Visual
Artifacts and Neural Network Classifier
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Abstract The field of Artificial Intelligence is so advanced that it made the creation
and modification of synthetic images and videos very easy. Tampering of videos
attained a new level of refinement due to the deep learning techniques and the avail-
ability of high computing power. This contributes to the ‘deepfake’ era. Deepfake
is a term coined for the fake videos created using deep learning techniques. With
this method, one can create fake videos of people that they never did by replacing
their face in some other real videos. There is a great danger of misusing this tech-
nique to disseminate false information or fake news. Thus the detection of deepfakes
is critical to protect the people’s pride and trust in the digital content. Most of the
works in detecting deepfakes are using deep learning methods. In this paper, we
are proposing an approach to identify deepfake videos with very less computational
power. The proposed method exploits visual artifacts present in the face regions in
the generated deepfakes. We use a three-layer neural network to classify the videos
as deepfake or real. As a second step of confirmation, the variance of laplacian is
calculated for different patches in the face, and based on their comparison, detection
of deepfakes is assured. Our approach is tested in two datasets, UADF dataset, and
the latest DeepFakeDetection dataset released by the Google AI team. The proposed
method achieves better results in terms of computational requirements and accuracy,
and are explained in detail in the analysis section.
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1 Introduction

Manipulations of digital images and videos attained a new level of sophistication
due to the recent advances in deep learning tools and inexpensive availability of high
computing power. By usingConvolutional Autoencoders andGenerativeAdversarial
Network (GAN) Models, anyone can produce fake images and videos with signifi-
cant realistic effects. Users can create fabricated images very quickly by using the
available camera Apps. The fantastic effect of this trend is Deepfakes; the fake videos
created using deep learning techniques. Using this, we can replace the face of a per-
son in a video with the face of someone else and thereby creating his/her fake videos.
Misusing this technique is a great danger because itwill disseminate false information
or fake news. It will severely affect people by injuring their dignity and self-respect,
and it also decreases trust in digital content. Due to these factors, the identification
of integrity and trustworthiness of visual content became very important.

Deepfake technology first appeared as a script for the generation of face-swapped
adult content in late 2017 by a Reddit user named ‘deepfakes’ [1]. Other than the
malicious effects, Deepfake technology can also be used for numerous benefits for the
fashion and entertainment industries. Some of the good applications are enhancing
the efficacy of video conferencing, creating video sequences for movies, etc. Since
the 1990s, there have been several approaches that target video sequence manipula-
tions. Thies et al. suggested Face2Face [2], a reenactment scheme that can change
facial movements in video streams of various kinds. Facial changes in aging can be
generated using Generative Adversarial Networks (GANs) [3]. Deep interpolation
[4] demonstrates significant outcomes in changes in facial characteristics such as age,
facial hair, or mouth. Various public implementations for the deepfake generation
are available. FakeApp1 is an application program for desktops for creating deep-
fakes. Faceswap github2 also provides the code for deepfake creation. Stankiewicz
[5] suggests the 2020 US presidential election campaign might be greatly affected
by deepfakes. The biggest risk is that deepfakes can be used to humiliate people.
In the coming days journalists and politicians will be slandered by malicious deep-
fakes. Because of the high social impacts, deepfake detection is a highly demanded
research area. “Media Forensics” is a funded project by US government. Microsoft,
Facebook, andKaggle recently announced deepfake detection challenges. Google AI
team released a large DeepfakeDetection dataset to support the fight against deep-
fakes [6]. The proposed method is based on the finding that many visual [7] and
warping [8] artifacts are present in the generated deepfakes. Visual inconsistencies
like flickering, boundary effects, insufficient details in the eye and teeth area may
present between the swapped faces and the rest of the scene. After extracting features
that represent these artifacts, a multi-layer feed-forward neural network is used to
classify them as deepfake or real. To reduce the False positives and False negatives,
we add a refinement step. The Variance of Laplacian in the forehead area, in eyes and

1https://www.malavida.com/en/soft/fakeapp.
2https://github.com/deepfakes/faceswap.

https://www.malavida.com/en/soft/fakeapp
https://github.com/deepfakes/faceswap
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teeth, is calculated and compared to ensure the detection of deepfakes. Our approach
needs less computational requirements when compared to other methods of deepfake
detection using deep learning techniques.

2 Related Works

2.1 Deepfake Video Generation

The core idea in deepfake is to train two autoencoders in parallel. An autoencoder
network consists of an encoder followed by a decoder. The encoder performs dimen-
sionality reduction. The decoder uses the variables produced by the encoder and
creates an approximation of the original input. So there will be two encoders and
two decoders. The same weights will be shared by both of the encoders (in effect,
a single encoder), and the two decoders use different weights. Suppose we want to
create deepfake of ‘B’ from the videos of ‘A’, many samples of ‘A’ and ‘B’ is used
to train the network. The single encoder will produce all the latent faces by iden-
tifying common features (e.g. number and position of eyes, nose, etc.) from both
face samples. Decoder is only trained with faces from one of the subjects. So two
different decoders will be used for ‘A’ and ‘B’. After training, we generate a latent
representation of the original subject’s (A) face present in the video. These will be
then given to the decoder network trained on faces of the subject we want to insert
(Decoder of B) in the video [9], and faces will be swapped. This swapping will be
repeated for each frame in the video, thereby creating the deepfake of ‘B’. Figure1
shows the deepfake generation process.

Fig. 1 Principle of deepfake [1]
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2.2 Works in Deepfake Detection

Most of theworks for deepfake detection use deep learningmethods, which need high
computational power and a large dataset. Variations in lighting conditions and usage
of distinct video codecs make it hard for autoencoders to generate real-looking faces
under all circumstances. This generally results in swapped faces which are visually
incompatible with the remainder of the scene. Güera et al. [9] used Recurrent Neu-
ral Network, which exploit intraframe inconsistencies and temporal inconsistencies
present in deepfake videos. Sabir et al. [10] showed that a combination of recurrent
convolutionalmodel and face alignment approach improves upon the state-of-the-art.
Due to the limitation of computing resources and production time, existing Deep-
Fake techniques can only generate face images of a fixed size and resolution. So an
affine warping should be there to match the configuration of the source’s face. This
warping creates distinct artifacts, and they are used in [8] to detect DeepFake Videos.
This work also uses a Convolutional Neural Network (CNN) to detect such artifacts
by comparing the generated face areas and their surrounding regions. Matern et al.
[7] proposed simple features to characterize visual artifacts in geometry and illu-
mination estimation. Then the videos are detected as fake using logistic regression
or neural networks with these features. However, this method is not applicable to
videos in low resolution. Li et al. [11] proposed a paper based on the observation that
individuals depicted in the first generation of deepfakes either didn’t blink or didn’t
blink at the expected frequency. This method is less efficient as blinking was inte-
grated in the next generation of deepfake synthesizing techniques. The same team
used the comparison of head poses in [12]. They estimated head poses from two
different portions of a face. One using facial landmarks from the whole face and the
other from the central face region only. The difference of these is fed to an SVM
classifier to differentiate the original image from the Deepfake. This approach is not
effective at detecting lipsync. Agarwal et al. [13] exploit the facial expressions and
movements that typify an individual’s speaking pattern. As an individual speaks,
they have distinct facial expressions and movements, which will not be present in
deepfake videos. So these correlations can be used for authentication and thereby
detecting deepfakes.

3 The Proposed Method of Detecting Deepfakes Using
Visual Artifacts and Neural Network Classifier

The relevance of Visual Artifacts in the detection of Deepfakes is explained in this
section. The proposed methodology for deepfake detection is discussed in the fol-
lowing section.
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3.1 Relevance of Visual Artifacts in the Detection of
Deepfakes and Face Manipulations

The advancements in the deepfake generation technology can create deepfakeswhich
are very much realistic. But some visual artifacts can still be identified in the face
region where the swapping had done.

In a standard video due to the lighting in the surrounding there will be a specular
reflection in the eye. This catch-light reflections in the eye add life to the video.
When producing a fake video, this effect should be there to look like real. For that,
the incident illumination that was present in the actual video has to be transferred
to the fake. Deepfakes are created using deep learning method, and the network
itself will learn all these from the data given to it during training. But if the learned
illumination details are wrong; then, it will lead to related artifacts like lack of
proper specular reflection in the eyes. The videos generated by Deepfake techniques
show unconvincing specular reflection. Most of the time, reflection in the eyes are
missing or appear as a white blob or a dull appearance of the eyes [7]. There is a
unique geometry for different parts of the face, and when we create fake videos, the
estimation of facial geometry in a correct manner is very crucial. Some geometry is
missing in the deepfakes that are generated until now. In deepfakes, teeth appear as
a single white blob instead of individual teeth [7].

It is tough to get the source and target samples with the same viewing and lighting
conditions. This will limit the autoencoder in creating realistic faces, and visual
inconsistencies will be present between swapped faces and the rest of the scene.
Since the encoder does not know the skin or other scene information, there will be
boundary effects in deepfakes. The autoencoder used in one frame is unaware of the
face it has created in the previous frame. This will lead to inconsistent illuminations
between scenes in different frames, thereby creating flickering phenomenon in the
face region [14]. Due to the limitation of computing resources and production time,
existing DeepFake techniques can only generate face images of a fixed size and
resolution. So an affine warping is done to match with the configuration of the
source’s face. This warping creates distinct artifacts and resolution inconsistency [8]
in face regions.

These artifacts, i.e., missing reflections, missing details, especially in the eye and
teeth areas, and the resolution inconsistency in the face areas have been used in this
work for the detection of deepfake videos.

3.2 Proposed Detection Methodology

To detect deepfake videos, we propose some features that exploit the visual artifacts
present in the generated deepfakes. These features are then fed to a multi-layered
feed-forward neural network to identify the missing details in the eye and teeth areas,
and it will detect whether the video is deepfake or not. Initially, we converted the
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videos into frames. Then a median filter is used to remove the speckle noise that
may present in them. Face regions in the frames are detected using dlib library. The
face detector is based on the classic Histogram of Oriented Gradients (HOG) feature
combinedwith a linear classifier, using a slidingwindowdetection scheme. To extract
the landmarks, we used the trained model by Kazemi et al. [15]. Using this trained
facial shape predictor with 68 landmarks, we extracted the eye and teeth regions from
the faces. To detect deepfakes, we use the blurring effect in the eye and teeth areas
present in the deepfake videos. So the features are the landmarks corresponding
to the eye and teeth areas. These features are fed to a three-layered feed-forward
neural network which updates the weights using the backpropagation algorithm and
optimised using sigmoid optimizer with momentum. We trained the neural network
with the labeled features. After proper training, the network can detect the lack of
details present in the eye and teeth areas. At the testing stage, we extracted the same
features from the video and use the trained neural network for classification. We
checked the label predicted by the neural network for all of the frames. If the number
of frames having blurry eyes and teeth is above a threshold, then that video may be
deepfake. To confirm that video as deepfake, one more step is done. We Compared
the average sharpness metric of the eye and teeth area with the sharpness metric of
another region in the face, which is not affected by the face-swapping of deepfake
generation pipeline. Sharpness metric is calculated using the Variance of Laplacian
[16]. Laplacian is used to measure the 2nd derivative of an image, and it highlights
regions with rapid intensity changes. The Laplacian L(x, y) of an image with pixel
intensity values I (x, y) is given by:

L(x, y) = δ2 I

δx2
+ δ2 I

δy2

Variance of theLaplacian gives a focusmeasure of the image and can be considered as
a sharpnessmetric. High variance in the image indicates thewidespread of responses,
shows the image is a normal in-focus image. But if there is very low variance, then
the responses will be of little spread and shows the absence of edges in the image.
As we know, if an image is blurred, it will contain fewer edges. The average value
of the Variance of Laplacian is found for eye and teeth regions in a frame. Then we
extracted a patch from the forehead area of the face, which is not usually affected by
the deepfake generation pipeline. Variance of Laplacian is estimated for this patch
also. If the average of the sharpness metric for the eye and teeth area is very less
compared to that of the forehead area, we can confirm that the video is deepfake. If
both the sharpness metrics are almost similar, or if the eye area contain convincing
specular reflection and individual teeth are clearly visible in most of the frames, that
video is classified as real one. The overall procedures in the proposed approach is
shown in Fig. 2.
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Fig. 2 Block diagram of proposed approach

4 Experiments and Result Analysis

4.1 Datasets Used

4.1.1 UADFV Dataset

This Dataset consists of 49 real and fake videos prepared by Li et al. [11]. Various
interviews and presentation episodes were collected from the web and generated
fake videos using the DeepFake algorithm. Samples from UADF dataset is given in
Fig. 3.
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Fig. 3 Samples from UADF dataset, 1st row—deepfake frames and 2nd row—real frames

Fig. 4 Samples from FaceForensics++ dataset, 1st row—deepfake frames and 2nd row—real
frames
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4.1.2 DeepFakeDetection Dataset in the FaceForensics Benchmark

This is a vast dataset created by the Google AI team in collaboration with Jigsaw,
Technical University of Munich, and the University Federico [6]. They released the
dataset containing real and fake videos in the last week of September 2019. This
dataset is freely available to the research community and can be downloaded from
FaceForensics github page. They incorporated paid actors and created thousands of
deepfakes by using open source DeepFake generation algorithms. Figure 4 shows
sample images from the FaceForensics++ dataset.

4.2 Result Analysis

In this section, we discuss our results and also compare our approach with [7] pro-
posed by Matern et al., eye aspect ratio (EAR) based method [17] and LRCN [11]
and CNN based method. The last two methods use deep learning techniques; hence
they need very high computing requirements.

We divide the dataset into Training, Validation and Testing sets in the ratio
60:20:20. ‘Accuracy’ and ‘Area Under Curve (AUC)’ are considered for the perfor-
mance analysis. Accuracy is the percentage of videos correctly detected as deepfake.
AUC is the area under the curve of the plot, which is drawn using False Positive Rate
(FPR) in the x-axis and True Positive Rate (TPR) in y-axis at different points in [0,
1]. True Positive Rate corresponds to the proportion of deepfakes that are correctly
detected as deepfakes, concerning all deepfakes. False Positive Rate is the propor-
tion of real videos that are mistakenly detected as deepfakes, with respect to all real
videos.

For the UADF dataset, the proposed neural network based architecture got 92%
accuracy in Testing. During the training the accuracy was 98% and accuracy in
Validationwas 94%.Figure5 shows theROCcurve plotted for theUADFdataset. The
AUC value we got for our detection technique in UADF dataset is 0.96. LRCN and
CNN approach got 99% and 98% accuracy respectively on UADF dataset. But they
use Deep learning techniques which demand high computing power. The proposed
method took 3 h for training in 8GB Core i5 machine.

We also tested our model with 200 compressed videos taken from the Deep-
FakeDetection dataset released by Google AI team in Faceforensics++ [6]. For that
dataset we got an accuracy of 86%. This newly released dataset contain lesser visual
artifacts. Some of the videos have shown teeth area clearly. This is the reason for
reduction in the accuracy. Figure 6 is the ROC curve plotted for the DeepFakeDe-
tection dataset provided in Faceforensics++. The AUC value we got for our method
is 0.91. Table1 show the comparison of AUC values got for the FaceForensics++
dataset by the proposed method and Matern et al. [7]. Table2 shows the Accuracy
got for UADF dataset by eye aspect ratio (EAR) based approach [17], LRCN [11]
and CNN based method. The values shown are taken from their papers. LRCN and
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Fig. 5 ROC of proposed approach on UADF dataset

Fig. 6 ROC of proposed approach on the dataset in Faceforensics++

Table 1 Comparison with [7] Approach AUC value

Method proposed by Matern
et al. [7]

0.82

Proposed approach 0.90

CNN methods have higher accuracy, but the advantage of our approach is the lesser
computational requirements. Since these methods use deep learning techniques, they
need high computational power.
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Table 2 Comparison of
accuracy

Approach Accuracy for UADF dataset

EAR [17] 0.79

LRCN [11] 0.99

CNN [11] 0.98

Proposed approach 0.92

5 Conclusions

In this paper, an approach for the detection of deepfakes is proposed. The method
exploits the visual and warping artifacts present in the face regions of the deepfakes.
We used a three-layer neural network to identify the lack of details in the eye and
teeth area. The videos with blurred eye and teeth regions are further processed using
the concept of Variance of Laplacian. Videos with clear and sufficient details in the
eye and teeth area are classified as Real videos. If the average of the sharpness metric
for the eye and teeth area is very less compared to that of the forehead area, we can
confirm that the video is a deepfake. If both the sharpness metrics are almost similar,
then it is identified as a real video. The main advantage of the proposed method is
computational requirements are very less. Most of the existing deepfake detection
methods are based on deep learning techniques, and they need high computational
power for execution. For the UADF dataset, the maximum accuracy we got is 92%.
We got the minimum False Positive Rate for the same dataset as 0.02 and the maxi-
mum True Positive Rate as 0.98. For the DeepFakeDetection dataset provided in the
Faceforensics++, we got maximum accuracy as 87%. We got the minimum False
Positive Rate for the same dataset as 0.08 and the maximum True Positive Rate as
0.92. By analyzing the results, we can conclude that the results we got are better with
less computational requirements. The limitation is that the proposed method may not
be robust for the videos with shallow resolution. For future work, we plan to come
up with a robust strategy that can also work in videos with very low resolution.

References

1. Afchar D, Nozick V, Yamagishi J, Echizen I (2018) Mesonet: a compact facial video forgery
detection network. In: IEEE international workshop on information forensics and security
(WIFS). IEEE, pp 1–7

2. Thies J, Zollhofer M, Stamminger M, Theobalt C, Niessner M (2016) Face2face: real-time
face capture and reenactment of rgb videos. In: The IEEE conference on computer vision and
pattern recognition (CVPR)

3. Antipov G, BaccoucheM, Dugelay J (2017) Face aging with conditional generative adversarial
networks. In: 2017 IEEE international conference on image processing (ICIP), pp 2089–2093

4. Upchurch P, Gardner J, Pleiss G, Pless R, Snavely N, Bala K, Weinberger K (2017) Deep
feature interpolation for image content changes. In: The IEEE conference on computer vision
and pattern recognition (CVPR)



422 M. A. Sahla Habeeba et al.

5. Stankiewicz K (2019) Three threats posed by deepfakes that technology won’t solve. Technol
Rev

6. Rössler A, Cozzolino D, Verdoliva L, Riess C, Thies J, Nießner M (2019) Faceforensics++:
learning to detect manipulated facial images. arXiv:1901.08971

7. Matern F, Riess C, Stamminger M (2019) Exploiting visual artifacts to expose deepfakes and
face manipulations. In: IEEE winter applications of computer vision workshops (WACVW).
IEEE, pp 83–92

8. Li Y, Lyu S (2018) Exposing deepfake videos by detecting face warping artifacts.
arXiv:1811.00656

9. Güera D, Delp EJ (2018) Deepfake video detection using recurrent neural networks. In: 2018
15th IEEE international conference on advanced video and signal based surveillance (AVSS),
pp 1–6

10. Sabir E, Cheng J, Jaiswal A, AbdAlmageed W, Masi I, Natarajan P (2019) Recurrent convolu-
tional strategies for face manipulation detection in videos. Interfaces (GUI) 3:1

11. Li Y, Chang M-C, Lyu S (2018) In ictu oculi: exposing AI created fake videos by detecting
eye blinking. In: IEEE international workshop on information forensics and security (WIFS).
IEEE, pp 1–7

12. Yang X, Li Y, Lyu S (2019) Exposing deep fakes using inconsistent head poses. In:
ICASSP2019—2019 IEEE international conference on acoustics, speech and signal processing
(ICASSP), pp 8261–8265

13. Agarwal S, Farid H, Gu Y, He M, Nagano K, Li H (2019) Protecting world leaders against
deep fakes. In: Proceedings of the IEEE conference on computer vision and pattern recognition
workshops, pp 38–45

14. Güera D, Delp EJ (2018) Deepfake video detection using recurrent neural networks. In: 2018
15th IEEE international conference on advanced video and signal based surveillance (AVSS).
IEEE, pp 1–6

15. Kazemi V, Sullivan J (2014) One millisecond face alignment with an ensemble of regression
trees. In: Proceedings of the IEEE conference on computer vision and pattern recognition, pp
1867–1874

16. Pech-Pacheco JL, Cristóbal G, Chamorro-Martinez J, Fernández-Valdivia J (2000) Diatom
autofocusing in brightfieldmicroscopy: a comparative study. In: Proceedings 15th international
conference on pattern recognition. ICPR-2000, vol 3. IEEE, pp 314–317

17. Soukupova T, Cech J (2016) Eye blink detection using facial landmarks. In: 21st computer
vision winter workshop. Rimske Toplice, Slovenia

http://arxiv.org/abs/1901.08971
http://arxiv.org/abs/1811.00656


On-Road Crime Detection Using
Artificial Intelligence

Gopichand G, Vijayakumar, and Naga Swetha Pasupuleti

Abstract The law enforcement of AI/ML used for crime detection, predication and
forensic analysis is revolutionizing fast to protect the supply chain and possibly save
lives. In recent years, a lot of on-road crimes have been increased. In this paper, we
propose a new approach which can easily trace the details of the people on-road
immediately to reduce the rate of crimes. We discuss various techniques to get the
details about the driver by detecting the number plate of the vehicle. Once the number
plate is detected, it then automatically searches the RTO database and provides the
details of the vehicle owner. Face detection and mapping through the existing face
data and detects the person’s identity by using the traffic cameras, and by this, we
can save the victims from kidnapping and several other road-related crimes.

Keywords Bagging · Bootstrap aggregation · Principal component analysis
(PCA) · Pattern recognition

1 Introduction

Vehicle license plate numbers are utilized for unmistakable verification of vehicles
wherever all through the globe. Despite the way that the way it is shaped wherever
all through the globe changes, it basically comes down to mixes of letters all together
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and numbers [1]. Label number detection is a senseless picture preparing system to
print out/show the characters in the label subsequent to deal with a given image [2].
In this paper, unprecedented approach is utilized, as in, picture is gained, locale of
intrigue is singled out, and characters are divided. There are in like way estimations
which depend upon a mix of morphological frameworks, division and edge unmis-
takable verification. Different advances solidify expansion, separating, smoothing,
and division of characters [3].

Face area procedure modified system for unmistakable evidence of a person in
perspective of the information contained in a dim scale picture. Various strategies
have been made to handle this issue, for instance, principal component analysis
(PCA) [14], dynamic link matching, and face recognition using neural networks [4].
An extensive bit of the practical face affirmation structures requires a face acknowl-
edgment stage to recognize the territory of the face inside a source picture [5]. Face
affirmation structures in like manner institutionalize the size and acquaintance of the
face with achieves more power. The institutionalization procedures use the zone of
the immense facial component, for instance, eyes, nose, or mouth. The essentialness
of effective facial component disclosure for both distinguishing proof and affirma-
tion has achieved the headway of an extensive variety of facial segment area counts
[6, 7]. The geometric component-based philosophies are the soonest approaches to
manage go up against affirmation and acknowledgment. These systems were based
on distinguishing solitary features, for instance, eyes, ears, head diagram and mouth,
and evaluating different properties, for instance, eyebrow thickness and their vertical
position or nose position and width, in a component vector that is used to address a
face [8].

From the first component, vectors of test images and the photos/pictures in the
database are gained. Second, an equivalence measure between these vectors, much
of the time a base partition control, is used to choose the character of the face. Key
section examination (i.e., PCA) is an essential authentic dimensionality diminishing
methodology that has possibly transformed into themost understood and by and large
used strategy for depiction and affirmation of human appearances. PCA, through the
KL change, can remove most quantifiably imperative information for a game plan of
pictures as a course of action of Eigenfaces when which can be used both to see and
duplicate go up against pictures. Starting late, some gathering-based face affirmation
structures are exhibited. In this paper, we proposed a novel social affair-based face
affirmation system which relies upon K-nearest neighbor classifier and sacking. The
execution of 97.5% exactness is proficient over the ORL stand up to database [9].

The paper organized

2 Related Work

In [10], Chhoriya et al. have proposed and altered license plate recognition which
utilizes infrared cameras to find pictures under moved lighting and climate condi-
tions. The goal of this paper is to finished K-means clustering algorithm for license
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plate extraction and maximally over the best domain for name division, template
arranging strategy for name insistence, and moreover divide in toll court and ceasing
ranges regularly by seeing the number plates of vehicles which thusly decrease the
advancement and utilization of time in toll stations.

In [3], Chow and Li have proposed the setting module which is a low-
determination module which characterizes a face format as far as power valley
districts. The valley areas are recognized utilizing morphological separating and
8-associated blob shading. The goal is to create a rundown of estimated confront
areas positioned by confront probability. The nitty gritty investigation is left for the
high-determination eye and mouth modules [15]. The go for both is to affirm and
also refine the areas and states of their individual highlights of intrigue.

In [11], Sarnay and Ancy have proposed a modified license plate recognition
which uses infrared cameras to find pictures under moved lighting and atmosphere
conditions. The objective of this paper is to realize K-means clustering algorithm for
license plate extraction and maximally ludicrous region for label division, template
organizing system for label affirmation, and moreover portion in toll court and stop-
ping zones normally by perceiving the number plates of vehicles which consequently
diminish the development and usage of time in toll stations.

In [12], Chang et al. have proposed LPR technique containing two rule modules:
a label discovering module and allow number ID module. The past portrayed by soft
controls tries to think labels from a data picture, while the last conceptualized in
regards to neural subjects intends to recognize the number present in a tag.

In [13], Rahman et al. have proposed a sharp and clear figuring is shown in this
paper for vehicle’s label affirmation structure. In light of illustration organizing,
this estimation can be associated for steady area of labels for social event data for
investigating or for some application specific purposes. The proposed structure has
been prototyped using C ++ and the exploratory results have been showed up for
affirmation of Alberta labels.

3 Proposed Methodology

This section, the proposed method of architecture is shown in Fig. 1.
The input from camera image captured is of minimum 13 megapixel clarity by

the traffic cameras and special security cameras to train the dataset.
In the preprocessing of image evolution, from the auto picture, the number plate

is removed and it is honed utilizing any accessible honing channels, with the goal
that we can unmistakably perceive every one of the characters.

In the extraction of number plate progression, morphological image handling is
finished. At that point, it can separate the clamor and subtract it from the past image,
with the goal that every one of the gaps that were available in the picture gets filled
and the commotions are evacuated (Fig. 2).

The segmentation and recognition of characters procured image got from past
advance at that point experience the jumping box technique. Here, the image is
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Fig. 1 Proposed method for data processing

Fig. 2 Display of number plate representation

separatedwith the assistance of boxes. This is done to distinguish singular characters.
The individual characters are separated and the zone with significant letters will be
chosen as appeared.

Then, the display of number plate template matching is used to convert the
recognized characters to a string of characters.

The extracting owner information message as content report is then placed in
as a contribution to the current database application to separate the data about the
vehicle and it is proprietor. Like the proprietor name, proprietor send, producer show,
shading, fuel compose, motor limit, enrollment date, registration specialist, vehicle
age, chassis number, and vehicle class.
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4 Algorithm

Algorithm 1 : Vehicle details generation process 

Input: Car image (.jpg) :Label 

Output:  Text number : Text Document 

_______________________________________________________

_______________________________________________________

Step 1: Initialize select an image for morphological processing.  

Step 2: Fill the object in selected image using bwmorph() function. 

Step 3: Next, storage the data in region wise using props() function.  

Step 4: Then select the area from region using cat() function.   

Step 5: Select the car number text using connec() function. 

Step 6: save data successfully 

The K-nearest neighbor (KNN) classifier is an expansion of the basic closest
neighbor (NN) classifier framework. The KNN classifier works in light of a basic
nonparametric choice. Each question image is inspected in light of the separation of
its highlights from the highlights of different pictures in the preparation database. The
closest neighbor is the picturewhich has the base separation from the question picture
in the component space. The separation between two highlights can be estimated in
light of one of the separation capacities, for example, city piece removes d1, Euclidean
separation d2 or cosine separate dcos:

d1(x, y) =
N∑

i=1

∣∣xi − yi
∣∣

d2(x, y) =
√√√√

N∑

i=1

∣∣xi − yi
∣∣

dcos(x, y) = 1− x̂ · ŷ
|x | · |y|

The KNN algorithm calculates and uses the tests of K nearest to detect the image.
The KNN classifier is implemented by taking a unique value of K, the quality and
quantity of the performed tests, and their dispersion topologically over the space of
the component.

An ensemble classifier is a method of wrapping the data for developing the accu-
rate data from a group of classifiers by taking a mixture of their output results by
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the voting methods. Generally, a normal type of learning system consists of feature
detection and decision making units separately for a classifier. The classifier finally
examines all the trained data against the decision function. A normal learning type
of algorithm enables the parameters or boundaries to the classifier depending on
the trained data which results certain rate of accuracy. Then, the results of the data
tested are predicted by the system. In most cases, it is shown as 20, a committee of
classifiers that can develop a better and proper predictions than the normal individual
classifiers.

Bagging which is also called as or “bootstrap aggregation,” it is an effective
algorithm of machine learning. In this process, we use a different case of averaging
the data, which is also being used for decision tree type of classification, but it can also
be used with various other types of classification models. This method uses various
other types of training data to work with different data models and with various other
models of classifier. Every other dataset can be trained with the sampling technique
and replacement of the data.

5 Algorithm

Algorithm : recording faces 

Input: Training data set of faces that has to be recorded as sample database. 

Output:  final image Classified-features. 

______________________________________________________________ 

Step 1: Initialize cam and record the sample data faces    data = [] ,ix = 0.  

Step 2: while True: ret, frame = cam.read() 

Step 3: if ret == True:  

gray = cv2.cvtColor (frame, cv2.COLOR_BGR2GRAY) 

faces = face_cas.detectMultiScale(gray, 1.3, 5) 

Step 4: for (x, y, w, h) in faces: 

 face_component = frame[y:y+h, x:x+w, :] 

 fc = cv2.resize(face_component, (50, 50)) 

 if (ix%10) == 0 and len(data) < 20: data.append(fc) 

cv2.rectangle(frame, (x, y), (x+w, y+h), (0, 255, 0), 2) 

ix += 1  cv2.imshow('frame', frame)  

Step 5: if cv2.waitKey(1) == 27 or len(data) >= 20:else: print "error 

Step 6: save data successfully 

______________________________________________________________
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After saving the different samples of data, now, we perform KNN algorithm to
recognize the face and map to recorded face and give details.

Algorithm: face recognition and mapping   

Input: Training data set of images or faces  from the cam recorder. 

Output: final identified-Classified-features. 

__________________________________________________________________________________

Step 1: Initialize and load the data set into linear vectors and create a mapping detail to every vector. 

Step 2: compute distance  

distance(x1, x2): 

np.sqrt(((x1-x2)**2).sum()) 

Step 3: knn(x, train, targets, k=5): 

   m = train.shape[0] 

dist = [] 

step 4:    for ix in range(m): 

dist.append(distance(x, train[ix])) 

dist = np.asarray(dist) 

indx = np.argsort(dist) 

sorted_labels = labels[indx][:k] 

counts = np.unique(sorted_labels, return_counts=True) 

return counts[0][np.argmax(counts[1])] 

Step 5: if ret == True: 

gray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY) 

faces = face_cas.detectMultiScale(gray, 1.3, 5) 

Step 6: after this the image is to be processed back and map to the detected data details. 

__________________________________________________________________________________

6 Results

The special technique works very efficiently and can be used in many parts of areas
where license plates are to be mapped with the details of the vehicle owner and also
recognizes the face of the driver and maps to the database, and the system can be
used in many developing countries with more crime rate instead of regular traffic
cameras. The image capturing process can be done as represented in Fig. 3.

In this process of results and analysis, totally, 50 images were used to test the
proposedmethodology for number plate recognition using artificial intelligence tech-
nique. Moreover, the proposed method can be treated for only producing result of
displayed image to recognize the car number plate with help of automation method.

Figure 4 shows the need of make a database of numbers were taken with make
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Fig. 3 Image capturing
process using number plate
recognition

Fig. 4 Results of four out of
50 sample images tested by
proposed method

Input Image Number display by system
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automatic software app to check against the database each time it recognize any
number plate from the cars. With help of this, we can reduce the time complexity
in toll plazas to pay the toll fee in highways. This can be done for also home land
security control process environment.

This device can not only be used for decreasing crime but also for various other
fields like speeding tickets, parking tickets, and toll tickets.

7 Conclusions

Although the algorithm looks complicated but the fact is it detects the vehicle details
easily with few limitations in general, and if the number plate is with cracked and
other combination of colors, the system might show the error, or if there are similar
types of alphabets and the clarity of the image is not that good with differentiating
lines like, capital O and capital D, and capital B, capital O and number 0, these may
not perform well without the clarity of the image.

Also, we have assumed that the number plates are of standard form; if the plates
or of new design or stylish, the system cannot process and detect it. We cannot detect
the faces through mask and sometimes, it may not work efficiently with twins and
people who look alike, but we can still overcome it by training the variant data using
machine learning techniques.

In the future, this type can be considered for stains, smudges, blurred images, and
different styles of fonts can be taken from cars. Also, it can be extended to minimize
the errors due to them.
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Digital Transformation Using Immersive
Technologies in Manufacturing
and Utilities

Anurag Choudhry and Anshu Premchand

Abstract Immersive technologies have a tremendous ability to be a growth driver
in digital transformation journey for manufacturing and utilities industries. This
is an emerging technology area which has been in research and development for
many years. The paper looks at the relationship between immersive technologies
(augmented reality, virtual reality, and mixed reality), drivers and trends, some use
cases applicable particularly in manufacturing and utilities industries followed by
the approach for creating immersive applications and representative architecture.
This paper also highlights the leading development tools available in the market and
factors that may be considered before selecting the right development kit.

Keywords Augmented reality · Virtual reality ·Mixed reality · Immersive
technologies · Immersive experience · Augmented experience

1 Introduction

In the current global business environment, manufacturing and utilities industries are
facing tough challenge to create new and innovative products and/or services at lower
cost at an improved time to market. In order to be efficient and competitive, manu-
facturers must re-imagine their processes. Using immersive technologies, manufac-
turing and utilities processes can be simulated and improved before executing. This
would enable various activities such as planning, designing, and so on right at the
first instance and would eliminate the need to rework.
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As virtual reality, augmented reality, and mixed reality are becoming mature,
manufacturers are adopting these technologies for implementing several use cases
such as training, product design and development, field services, worker safety, and
so on.With the advancement in technology, new generation reality devices and SDKs
are available for creating innovative applications. As industry thought leaders and
numerous analysts are predicting that these technologies will take off, we will get
into new realities.

In manufacturing and utilities industries, every moment is of importance, produc-
tion floors never stop running and a small mistake in product design can cost the
manufacturer millions. AR is a next-generation technology that augments not just
things around a person but in manufacturing and utilities context, it provides greater
insights into products and machines. These technologies play a critical role in the
blending of virtual and physical worlds. Immersive technologies have the potential to
be game changers in the area of ensuring physical safety and monitoring of physical
assets such as power plants, power distribution lines, water pipes, gas distribution
networks, and so on.

2 Immersive Technologies

An immersive technology is the one that integrates virtual information into the real-
world environment so that a user can engage naturally with fused reality. Immersive
technologies include virtual reality, augmented reality, and mixed reality.

Virtual reality is a computer-generated digital environment which replaces the
user’s real-world environment. This is totally immersive environment where every-
thing is computer generated. Virtual reality is not new technology and has been
around for many decades. However, with advancement in technology, experience
has improved significantly in recent years.

Augmented reality is the integration of digital content with the physical environ-
ment. In this technology, user sees the real-world objects with additional informa-
tion that are augmented by creating a virtual object. Virtual objects are created by
computers to enhance user’s sensory perception. Users can not differentiate between
real world and virtual world which is augmented by computers.

Mixed reality is fusion of real world and digital world. Mixed reality creates
new environments and visualizations and enables interaction amongst the elements
of both real and digital worlds in real time.
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Fig. 1 Relationship between
AR, VR, and MR

3 Relationship Between Augmented Reality (AR), Virtual
Reality (VR), and Mixed Reality (MR)

Virtual reality (VR), augmented reality (AR), and mixed reality (MR) are not the
same; Virtual reality is the umbrella term used to describe the other two technologies.

VR brings you into the digital world, AR superimposes digital content over
physical world around us, and MR combines virtual world with the physical world.

VR limits the view of the world whereas AR opens the field of vision with many
more possibilities. MR is the abstract concept of VR and AR.MR is not a technology
rather a combination of both VR and AR.

For better explanation, VR, AR, and MR are depicted in Venn diagram as in
Fig. 1. Mixed reality is the area that is common ground to augmented reality and
virtual reality.

4 Differences Amongst VR, AR, and MR

Table 1 given below summarizes the difference between VR, AR, and MR.
To summarize the relationship between VR, AR, and MR—if one needs a special

device to experience the reality, then it is VR and if mobile/tablet/computer vision is
used, then it is AR. Alternatively, if a device such as HoloLens is required to scan the
physical objects around one’s surroundings and interaction with both the physical
and virtual objects in real time is possible, then it is MR.
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Table 1 Characteristics of AR, VR, and MR

Characteristics VR AR MR

User aware of the physical world ✓ ✓

Augments the physical world with digital content ✓ ✓

User can interact with the physical world and virtual world in real time ✓ ✓

Fused holograms with the physical world ✓

Physical objects and virtual objects can interact with each other in real-time ✓

Brings you into a virtual world ✓ ✓

Replaces the physical world around you ✓

User fully immersed with virtual environment ✓

Fully artificial environment ✓

Special hardware devices are required to experience ✓ ✓

Aims at enhancing human experience by providing deeper interaction ✓ ✓ ✓

5 Drivers and Trends

In past few years, immersive technologies have been refined and transformed
into powerful tools that are driving innovation and transforming businesses across
industry verticals such as manufacturing, utilities, education, health care, entertain-
ment, and so on.

Following are key drivers for the growth of immersive technologies:

5.1 Cost-Effective Solutions

Using immersive technologies, cost effective solutions are being developed in
various industry verticals. For instance, in aviation industry, training solutions are
being created to train maintenance engineers and pilots where virtual environments
are created which are like real-world environments using AR and VR. Trainings
using AR/VR solutions are very cost effective as compare to the training using
actual aircrafts. Immersive technology-based solutions reduce cost significantly in
numerous manufacturing and utilities processes. Many large corporations such as
Boeing, Caterpillar, BMW, Ford, AGL Energy, National Grid and so on have been
using AR/VR for years and have created solutions that are saving cost and time in
many ways.
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5.2 Short Learning Curve

Immersive technologies-based solutions are easy to use and intuitive in nature. The
researchers opine that the crunch of resources that manufacturing and utilities indus-
tries are witnessing due to large number of skilled resources retiring is leading to
creation of innovative solutions for hastening the learning curves for new recruits.
The new generation of workers has grown up with the digital devices and is fond of
digital interfaces. Organizations are making their jobs intuitive by providing tools
that they are comfortable with. An added advantage is the fact that these tools make
learning curve very short. Therefore, rate of adoption of immersive technologies
will be higher for the new generation of workforce in manufacturing and utilities
industries

5.3 Reduction in Maintenance Time

Timely maintenance is important for any machine to work without interruption.
Immersive technology-based solutions enable technicians and engineers to find out
errors and fix them quickly. Timely maintenance reduces machine downtime and
thus increases the productivity of the production line it is a part of. BMW [1] has
developed AR–VR solutions to help technicians which enable them to gain faster
access to technical information. BMW’s Technical Information System (TIS) allows
technicians to access all technical data required to fix any issues with a BMW car
without having to the shop floor.

5.4 Better Remote Assistance

For the longest time, no one could imagine how immersive technologies would
improve field services and remote assistance. Sometimes, for complex issues service,
a technician may need help from an expert or engineer remotely. BMW [1] has
provided TSARAVision Smart Glasses to their dealers and workshops; using TSAR-
AVision, technicians can connect with experts who are at remote locations via a
hands-free video link and can fix the fix issues faster and in a more efficient manner.
Experts can project step-by-step technical information inside the technician’s glasses
and can also take screen shots for better visibility and understanding.

According PwC report [2], VR and AR combined sales forecast to $150 billion by
2020 and AR alone can hit to $120 billion. Further, this report suggests that AR and
VR applications will mostly be used in product design and development. Other VR
and AR applications will be developed for repair, maintenance, skills development,
worker safety, and field services. According to another report by Allied Market
Research [3], market size of AR and VR was $11.35 billion in 2017 which they
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forecasted to become $571.42 billion by 2025, growing at a CAGR of 63.3% from
2018 to 2025.

All the efforts that have been put into research and thought leadership in immersive
technologies have started paying off in past few years. Innovation in computer vision
and hardware devices enabled immersive technologies are adding immense value to
business and taking user experience at new levels.

6 Some Use Cases of Interest

6.1 Design and Development

There are several stages in product development life cycle. Immersive technolo-
gies have potential to enable almost every stage of product creation. For instance,
in automotive industry, converting a concept to final product is a rigorous process
which includes the involvement of different stakeholders and several revisions in the
initial concept before freezing the design of the car and takes several months and
years in some cases. Using immersive technology-based solutions, manufacturers
can re-imagine this entire process. AR/VR/MR solutions can increase the collabora-
tion between stakeholders, and they can visualize the final product easily in a more
intuitive way. This will also enable stakeholders to share their feedback and advice
quickly which will reduce the rework and increase productivity.

Automotive companies are leveraging immersive technologies to make design
processes more efficient. For instance, Ford [4] has developed an immersive system
Ford immersive vehicle environment (FIVE) which converts designs (CAD—
computer-aided design) into a virtual vehicle. This enables engineers to view the
interior and exterior down to half a millimetre. This solution allows collaboration
with other stakeholders across geographies; designers can discuss and take their
requirements and feedback within the tool which saves costs significantly, including
for essentials like travel and co-location and above all, saves time.

6.2 Quality Assurance

Quality assurance (QA) is one the key use cases of immersive technologies. Some
manufacturers around the world have already started exploring these technologies
for quality inspections. Quality engineers in an automotive manufacturer plant can
take pictures of parts or assemblies to compare with the pictures provided by an AR
overlay. AR solution can enable QA engineers to easily identify parts which are out
of specification(s). This can improve the inspection process significantly as well as
quality of the end-product.
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6.3 Automation

Many strategists, technologists, and industry thought leaders believe that immersive
technologies and automation are competing, but in a positive way. Augmented reality
solutions provide information to workers based on the data collected from (Internet
of things (IoT) sensors which gathers information about the environment of the
device. With evolution of emerging technology areas such as artificial intelligence,
augmented reality, and Internet of things, one can imagine and create solutions which
could not be envisioned earlier. One can ask an employee with a certain skill to work
on an activity and by augmenting her/him with AI using AR and IoT, the employee’s
skill levels can be elevated. The researchers envisage that with more automation in
the industry, workers will move up in skill matrix and AR will be the key enabler in
automation.

6.4 Talent Development

Creation of training material in traditional way is very time consuming. It is also
pertinent to mention that conventional learning methods are also unexciting for the
new generation of workers in most industries. Immersive technology-based solutions
are an excellent choice for training. AR solutions enable trainers to create AR expe-
riences rather than creating lengthy documents. Using sensors and computer vision,
audio and visuals are captured including manufacturing and utilities processes. AR
solutions also connect workers in the plant with an expert who can be at remote
location. These solutions even give flexibility to employees who are going to retire
and want to continue to work.

6.5 Safety

In manufacturing and utilities industries, safety is very critical and of utmost impor-
tance. Everybody who works in plants, power generation units, distribution centers,
and so on must be ready for emergency situations such as runaway, chemical leaks,
explosions and so on. Several other scenarios such as plant shutdown or machinery
upgrade have heightened security and safety requirements. Immersive technology-
based solutions can be very effective for these scenarios by providing virtual envi-
ronments for practice. Every worker can be trained for emergency situations and
behavior appropriate to respond to such situations can be taught easily and intu-
itively. Immersive digital twins could be a milestone for training where physical
environments cannot be made available.
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7 Approach for Creating an Immersive Application

This section outlines an approach that can be followed for creating an immersive
application. It is a high-level approach but provides a clear path to create an immersive
application.

7.1 Discovery

This is the first and foundational step which is started with the definition of business
goals and use cases. Next steps of this phase are selection of devices and software
development kits (SDKs) based on the business needs and use case followed by the
technical requirements analysis.

7.2 Design

This is related to the design of immersive experience which includes user flows,
storyboarding, user experience (UX), and creation of prototype. This provides a feel
to the user on how product/application will look like.

7.3 Asset Creation

This includes the creation of 3D objects, videos, audios, graphics, and animations
according to the stories finalized in previous step.

7.4 Build and Test

In this phase, developers create custom application using assets created in previous
step and write code to implement the use case/story. Simulators can be used to test
the developed use case.
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8 Representative Architecture

Figure 2 shows a representative architecture to create an augmented reality appli-
cation [5]. Here, the researchers have considered an AR mobile application.
This architecture will help AR architects and developers to understand different
components/layers/services of the said AR mobile application.

8.1 Application

This layer consists of the entire logic related to application. For instance, a remote
assist application, this includes presentation components (3D objects, scenes, and so
on), business rules, and cross-cutting concerns.

8.2 AR Services/Components

This layer consists ofAR service components. Registration and interaction are related
to the detection of position of physical world elements. Tracking service provides
geographical (longitude and latitude) information to registration service. Registra-
tion services align physical and virtual content/objects in the same space. Without
knowing where physical objects are in space and where they are moving (tracking), it
is not possible to overlay digital content on physical objects. Display service accesses

Fig. 2 AR mobile application—Representative architecture
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the camera and shows captured images. Also, display services match camera param-
eters of physical objects with virtual ones and render digital content on physical
objects. Once the content is rendered properly, a user can start interacting with it.

8.3 Device Component Libraries

Although these libraries are not part of AR application, they play a critical role in the
working of the AR application. This includes OS libraries which enable developers
to access the functionality of different device components such as camera, sensors,
and so on. For instance, Google Android Application Programming Interface (APIs)
is used to access the camera on android-based devices.

8.4 Development Tools

Selection of right SDKs and tools sets are essential for any software applica-
tion and same applies to immersive applications as well. Following are some key
considerations for selecting the right SDKs:

8.4.1 Application Type

One should decide the type of application that needs to be created. For instance,
in augmented reality space, there are two types of applications; location-based and
marker-based. Location-basedARmobile applicationworks by detecting user’s posi-
tion with the help of global positioning system (GPS) and overlays digital content
on physical objects whereas marker-based AR mobile application works on image
recognition concept. Images captured by a user’s camera are analyzed against the
markers stored in the application and such an application overlays digital content on
physical object.

8.4.2 Platform

In case of a native application, platform selection (Android, iOS, Windows) decision
is critical.

8.4.3 GPS Support

Without geolocation support, a location-based application cannot be created. So, one
needs to consider this parameter while selecting the SDKs.
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8.4.4 Cost

If application is for a simple demonstration or R&D (research and development)
purpose, open-source SDKsmay be considered. Some available SDKs have different
licensingmodels such as free, commercial, enterprise, and soonwhich canbe selected
based on the use case.

8.4.5 Image Recognition & Tracking

This is a key capability. SDKs must have these features which allow applications to
recognize images, objects, and places.

Some of the leading SDKs available in the market are Vuforia, Google ARCore,
Apple ARKit, ARToolKit, Wikitude, Maxst, Microsoft MixedReality ToolKit.

9 Recommendations and Conclusions

Immersive technologies (AR, VR & MR) have moved beyond R&D phase to the
center stage in manufacturing and utilities industries. It is quite evident from drivers
and trends that industries across the board have started building strategies for creating
immersive experiences. The researchers recommend a deeper inspection of the use
cases mentioned in this paper, given the benefits of using immersive experiences.
The researchers believe that immersive technologies are going to be key enablers in
digital transformation journeys for industries across the spectrum. The researchers
have also discussed an approach and representative architecture as well as some
development tools selection considerations for creating immersive applications.

Immersive technologies are going to become much bigger than what is currently
being visualized. These technologies are going to revolutionize the way we interact
with computers (phone, computer, television, and so on) in a big way.
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Non-parametric Frontier Analysis
Models for Relative Performance
Evaluation

Shubham Gupta, Vinod Kumar Yadav, Santosh Ghosh, and D. Saravanan

Abstract Data envelopment analysis (DEA) model was introduced nearly half a
century ago for evaluation of relative efficiency of entities having homogeneous set
of input and outputs. Classical DEA has been applied to wide and diverse fields of
research since its inception, due to its applicability to universal problems without any
prior knowledge of functions of entities understudy or the interrelation between the
inputs and outputs. However, it has certain shortcomings and several extensions of
the basic DEAmodel have been introduced in the literature. This paper discusses the
basic concept of the classical DEAmodels, its advantage and disadvantages vis-à-vis
more recent extensions of this model.

Keywords Data envelopment analysis · Classic DEA model · Return to scale

1 Introduction

Since its introduction by Charnes et al. [1] in 1978, data envelopment analysis (DEA)
has gained popularity as an effective mathematical tool for computing relative effi-
ciency of homogenous decision-making units (DMUs). It is a simple, but extremely
important development in the field of relative performance evaluation, as it enables
the generation of performance indices, slack (deficit) analysis of DMUs, having
multiple inputs and outputs, without having any information regarding the under-
lying functional relation between the inputs and outputs. It has been applied to wide
and diverse fields of study by research from around the globe, viz. power genera-
tion [2], power transmission and distribution utilities [3], banking [4], education [5],
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hospitals [6], sports [7], supply chain [8], agro-industry [9], and many new fields are
adopting it day by day. Recently, DEA method is being applied in some very novel
and innovativeways aswell. For example, it has been applied for analyzing, indexing,
and evaluating experimental results pertaining to performance of photovoltaic cells
[10, 11] under different environmental conditions, very recently.

Several DEA models have been proposed by researchers so far. However, the
application of traditional or classical DEAmethod in real-world problems still domi-
nates the literature, though lack of discrimination in efficiency ranking is a concern
pertaining to these models [10–12]. Thus, to overcome this issue, many authors
suggested various extensions in basic DEA models, which are additive model [13],
cross-efficiency model [14], multi-criteria DEA [15], slack-based model [16], free
disposal hull model [17], and super efficiency model [18] improved DEA model by
Shannon’s entropy [10, 11].

In the present paper, aspects of fundamental DEA models like constant return to
scale (CRS), variable return to scale (VRS), their limitations andweight assignment to
parameters. However, the present work is not intended to provide complete coverage
of literature as it is voluminous [19–21]. The remaining paper is organized as follows:
Sect. 2 explains themathematical modeling of classical DEAmodels (radial and non-
radial). The result and discussion of a case study are presented in Sect. 3 followed
by the conclusion in Sect. 4.

2 Mathematical Model of DEA

Earlier, DEA did not get much attention due to the limitation of its assumption of
constant return to scale (CRS). Many economists preferred to resort to statistical
methods over the DEA for performance assessment. Later on, Banker et al. [22]
included convexity constraint in the basic CCR model to assert the variable return to
scale (VRS) property. The concept of VRS can be understood through the production
function graph (Fig. 1) at ease.

From Fig. 1, it may be noted that for a DMU the ratio of Y2/Y1 is greater
than X2/X1, it is said to be the increasing return of scale (IRS), while on the other
hand Y3/Y2 is less than X3/X2, is said to be the decreasing return of scale (DRS).
Mathematically, the same can be expressed as:

If
∑n

j=1 λ j < 1, implies increasing return of scale.
If

∑n
j=1 λ j > 1, implies decreasing return of scale.

Where
∑n

j=1 λ j = 1 is a convexity constraint in BCC model and implies that
DMU is efficient.
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Fig. 1 Production function

3 DEA Methodology

3.1 CCR DEA Model

To measure the relative efficiency of n DMUs: DMU j ( j = 1, 2, . . . , n) using
similar m inputs xi j (i = 1, 2, . . . , m) to produce s outputs yr j (r = 1, 2, . . . , s), the
mathematical formulation is given as

Maxθ0 =

s∑

r=1
vr yro

m∑

i=1
ui xio

(1)

s.t.

s∑

r=1
vr yr j

m∑

i=1
ui xi j

≤ 1, j = 1, 2, . . . , n (2)

ui , vr ≥ 0 ∀i and r (3)
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In (1) to (3), vr and ui are themultiplierweights to outputs and inputs, respectively.
The above model can be written in its dual form, which is as follows:

Envelopment version of input-oriented CCR model:

Minθi (4)

s.t.

n∑

j=1

λ j xi j − xioθi ≤ 0∀i (5)

−
n∑

j=1

λ j yr j + yro ≤ 0∀r (6)

λ j ≥ 0∀ j (7)

Envelopment version of output-oriented CCR model:

Maxθo (8)

s.t.

n∑

j=1

λ j xi j − xio ≤ 0∀i (9)

−
n∑

j=1

λ j yr j + θo yro ≤ 0∀r (10)

λ j ≥ 0∀ j (11)

where θi and θo are the efficiency score in case of input-oriented and output-oriented
models. λ j , is the dual variable for jth DMU. The DMU is said to be efficient when
score obtained from the above model is equal to 1.

3.2 BCC DEA Model

BCC model is a variable return to scale model proposed by Banker et al. [22].
The addition of convexity constraint (15) allows DMUs to become efficient despite
operating at different scales. The BCC efficiency (technical) can be evaluated by
solving the following linear program (LP):
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Envelopment version of input-oriented BCC model:

Minθi (12)

s.t.

n∑

j=1

λ j xi j − xioθi ≤ 0∀i (13)

−
n∑

j=1

λ j yr j + yro ≤ 0∀r (14)

n∑

j=1

λ j = 1 (15)

λ j ≥ 0∀ j (16)

Envelopment version of output-oriented BCC model:

Maxθi (17)

s.t.

n∑

j=1

λ j xi j − xio ≤ 0∀i (18)

−
n∑

j=1

λ j yr j + θo yro ≤ 0∀r (19)

n∑

j=1

λ j = 1 (20)

λ j ≥ 0∀ j (21)

The efficiency evaluated through above model is also known as technical effi-
ciency. Here, if (15) is substituted by

∑n
j=1 λ j ≤ 1 than model assumes non-

increasing return to scale (NIRS) or
∑n

j=1 λ j ≥ 1 assumes non-decreasing return
to scale (NDRS).
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3.3 Additive DEA Model

This non-radial DEA model is introduced by Charnes et al. in [13]. Radial and
non-radial are two ways to evaluate in DEA. BCC and CCR models are either input-
oriented (the inputs are reduced by keeping the outputs constant) or output-oriented
(the outputs are maximized keeping the inputs constant), called as radial models.
The additive model combines orientations, viz. input and output in a single DEA
model. This model suggests reducing input and increasing output simultaneously for
inefficient DMUs to move to the efficient frontier.

A CCR or BCC model can be modified into an additive model. Here, a BCC
model altered in an additive model presented as:

Max P0 =
m∑

i=1

S−
i +

s∑

r=1

S+
r (22)

s.t.

n∑

j=1

λ j xi j − xio + S−
i = 0,∀i (23)

n∑

j=1

λ j yr j − yro − S+
r = 0,∀r (24)

n∑

j=1

λ j = 1 (25)

λ j ≥ 0; S−
i ≥ 0; S+

r ≥ 0 (26)

where S−
i and S+

r are the input (excess) and output (deficit) slacks, respectively, and
for zero slacks, the DMUo is said to be additive-efficient.

4 Results

To illustrate the methodology presented in paper, a data set for 27 DMUs each
having two inputs (x1 & x2) and two outputs (y1 & y2) is taken from [23], which is
summarized in Table 1. It is noted that, the data is used for example purpose only; no
comparison has been done in this paper with the originally published results by the
authors. The efficiency results are obtained through application of each DEA model
is presented in Table 2. Columns 2 and 3 present CCR efficiency scores for input-
oriented (IO_CCR) and output-oriented (OO_CCR) models, respectively. Results
computed from the input (IO_BCC) and output-oriented (OO_BCC) BCC models



Non-parametric Frontier Analysis Models … 451

Table 1 Data set having 27 DMUs [23]

DMUs x1 x2 y1 y2

1 7.2 0.15 60 1.35

2 4.8 0.05 6 1.1

3 5 1.27 45 1.27

4 7.2 0.025 1.5 0.66

5 9.6 0.25 50 0.05

6 1.07 0.1 1 0.3

7 1.76 0.1 5 1

8 3.2 0.1 15 1

9 6.72 0.2 10 1.11

10 2.4 0.05 6 1

11 2.88 0.5 30 0.9

12 6.9 1 13.6 0.15

13 3.2 0.05 10 1.2

14 4 0.05 30 1.2

15 3.68 1 47 1

16 6.88 1 80 1

17 8 2 15 2

18 6.3 0.2 10 1

19 0.94 0.05 10 0.3

20 0.16 2 1.5 0.8

21 2.81 2 27 1.7

22 3.8 0.05 0.9 1

23 1.25 0.1 2.5 0.5

24 1.37 0.1 2.5 0.5

25 3.63 0.2 10 1

26 5.3 1.27 70 1.25

27 4 2.03 205 0.75

are presented in the 4th and 5th columns, respectively. Finally, the additive efficiency
score (ADD) is appended. In this paper, the evaluated results are not intended tomake
any conclusions regarding DMUs like which is most efficient or least efficient ones.
The purpose is to discuss the different aspects related to the classical DEA model.

From Table 2, it may be noted that the efficiency measures assessed by OO_CCR
are greater than or equal to one, which is equal to the ratio of 1 to efficiency computed
by IO_CCR. It may be justified by (1) in Sect. 2, where θi and θo denote denomi-
nator and numerator (in multiplier form). IO_CCR and OO_CCR dictate the overall
efficiency while IO_BCC and OO_BCC portray the technical efficiency. The weak
discrimination amongDMUs can be thoroughly investigated from the results asmore
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Table 2 Efficiency scores obtained from different DEA models

DMUs IO_CCR OO_CCR IO_BCC OO_BCC ADD

1 1 1 1 1 1

2 0.9097 1.0993 0.9074 0.9167 0.2219

3 0.5288 1.8909 0.6667 0.843 0.843

4 1 1 1 1 1

5 0.5924 1.6882 0.5938 0.7384 0.699

6 0.4824 2.0731 0.8649 0.6888 0.0834

7 1 1 1 1 1

8 0.7825 1.2779 0.7829 0.8571 0.7849

9 0.3814 2.622 0.3912 0.8204 0.1776

10 1 1 1 1 1

11 0.6713 1.4896 0.6766 0.8024 0.6731

12 0.1024 9.769 0.1419 0.1257 0.1076

13 1 1 1 1 1

14 1 1 1 1 1

15 0.6125 1.6326 0.6237 0.7823 0.7809

16 0.6035 1.657 0.6039 0.801 0.634

17 0.4045 2.4719 1 1 1

18 0.3652 2.7381 0.3668 0.7458 0.1841

19 1 1 1 1 1

20 1 1 1 1 1

21 0.8515 1.1743 1 1 1

22 0.8333 1.2 0.9132 0.8333 0.0637

23 0.6943 1.4403 0.9234 0.858 0.6418

24 0.6361 1.572 0.8465 0.7343 0.6016

25 0.5533 1.8072 0.5562 0.7932 0.2626

26 0.581 1.7211 0.7707 0.9035 0.9035

27 1 1 1 1 1

than one DMU is found efficient in all models of classic DEA; a major setback of
classical DEA models.

“A CCR efficient DMU is also a BCC efficient but a BCC efficient DMU is not
necessary to be a CCR efficient” can be verified from the results given in Table 2.
Due to having same efficiency frontier, a BCC efficient DMU is also an additive-
efficient. Table 3 shows the RTS properties for all 27 DMUs, which are evaluated
using concept mention in Sect. 2.

The correlation between input and output parameters have been drawn in Fig. 2. It
is said that correlation coefficient should be positive to maintain isotonic relationship
[24].
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Table 3 Return to scale

DMUs RTS DMUs RTS DMUs RTS

1 CRS 10 CRS 19 CRS

2 IRS 11 IRS 20 CRS

3 DRS 12 IRS 21 DRS

4 CRS 13 CRS 22 IRS

5 IRS 14 CRS 23 DRS

6 IRS 15 IRS 24 IRS

7 CRS 16 DRS 25 DRS

8 IRS 17 DRS 26 DRS

9 DRS 18 DRS 27 CRS

Fig. 2 Correlation between
input and output parameters
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5 Conclusions and Future Trends

This paper exhibits the different classic models of DEA. The aim here to review
different aspects of traditional DEA models, viz. CRS, VRS, and their limitations,
etc. However, the applications of DEA are immense and it is hard to cover all in a
paper. In recent, multiplier restriction models, multilevel modeling, fuzzy logic, and
stochastic models, etc., are in trends among researchers and economists. A lot of
research still indispensable in the future for betterment.
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Designing of Adaptive Depth Control
for Autonomous Underwater Vehicle
Using Type-2 Fuzzy Logic Controller

Devjani Bhattacharya and C. Puttamadappa

Abstract Adaptive depth control for an autonomous underwater vehicle is presented
in this research. The response of an underwater system is moderate compared to air
monitoring systems. The slow response is due to the speed constraints and high
density of water. Establishing an accurate control technique for AUV is a difficult
task due to the nonlinearity of hydrodynamic elements. The depth control analysis
was done using PID control and type-2 fuzzy logic controller (Type-2 FLC). Type-
2 FLC is used to tune the PID controller. The dynamic functionalities of an AUV
are determined by using six degrees of freedom differential equations of motion
keeping fixed earth as reference. Modeling and analysis of AUV are presented in the
research and simulation of the model is done using MATLAB. Precise results for
depth analysis are obtained using type-2 FLC.

Keywords Autonomous underwater vehicle · PID controller · Fuzzy logic
controller

1 Introduction

Underwater vehicles are gaining popularity due to increasing research on underwater
operations. Many researchers have concentrated their inclinations on the develop-
ment of underwater vehicles which allows them to investigate the sea operations
from the surface. These vehicles are employed to carry out various exercises such
as surveillance under the sea, ocean data sampling and observation. Irrespective of
their operating characteristics, i.e., either controlled by cable or autonomous vehi-
cles, it is essential to come up with different control strategies to obtain aspired
vehicle movements [14]. Underwater surroundings instigate various complexities in
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controlling and navigation strategies and make communication of underwater vehi-
cles a problematic task. The important distinction between an autonomous under-
water vehicle (AUV) and remotely operated vehicle (ROV) is that ROV is associ-
ated with a command station using a tethered cable. The tethered cable secures the
power supply data communication signals allowing the operators to track, control and
access the vehicle information. AUV is provided with a battery as power supply and
SONAR to accomplish the given assignment eliminating the need of operator, which
continually requires complex control strategies. It must be sufficiently straightfor-
ward to make sure there is efficient online execution of various control strategies.
Still, simultaneously, the control strategies need to cope up with abrupt vehicle or
territorial association [2]. In recent times, AUV is turning out to be increasingly more
well known since it canwork and traverse through utmost depths, which is helpful for
offshore applications. While simultaneously, it is a cost-effective fit for carrying out
surveillance and disposal operations in the NAVY. The concept of AUV consists of
two vehicle groups such as flight vehicles and hovering vehicles. Flight vehicles are
widely applied in related search operations, location tracking and object monitoring,
whereas hovering vehicles find its usage in the investigation andmanual work-related
projects [2]. Different control strategies were developed depending upon the math-
ematical model of an underwater vehicle. Besides, due to the nonlinear behavior of
the marine system due to fluid–vehicle interaction, it is not desirable to develop an
accurate and predictive model for the underwater system. In an underwater vehicle,
the operation of navigation, guidance, and control (NGC) possess multiple states of
sophistication based on various autonomy levels [3]. The navigation system is one of
the important elements in the control structure. The navigation framework gives an
estimation of the position, velocity vehicle behavior corresponding to system inertia
which is placed at the control station. Widely used algorithm to accomplish the navi-
gation system is the Kalman filter (KF) algorithm [5]. KF is an estimating algorithm
which is factually ideal corresponding to a quadratic error function which enables
the operator to approximate the vehicle state. One more important component of
the control structure shown in Fig. 1 is the control system. It consists of a cluster
of algorithms required for balancing the vehicle state to provide instructions to the
vehicle to act according to the commands or instructions initiated in the path planning
system. Controlling an underwater vehicle is not an easy task as they are extremely
nonlinear, and the nonlinearity affects the communication of a marine system with
the physical surroundings [6].

Underwater systems are used substantially in marine engineering, wherein under-
water vehicles arewidely used inmarine research and expedition of oil and natural gas

Fig. 1 Integration of FLC with PID controller



Designing of Adaptive Depth Control for Autonomous Underwater … 457

[1]. There are basically two types of underwater systemswhich are remotely operated
vehicles (ROV) and autonomous underwater vehicles (AUV). The important distinc-
tion between an AUV and ROV is that ROV is associated with a command station
using a tethered cable. The tethered cable secures the power supply data communi-
cation signals allowing the operators to track, control and access the vehicle infor-
mation. AUV is provided with a battery as power supply and SONAR to accomplish
the given assignment eliminating the need of operator, which continually requires
complex control strategies [3]. Empirical modeling, along with a superior controller
design, was developed to secure the dynamic functionality of a newly developed
ROV [6]. The model was designed for adaptive depth control of ROV systems and
is based on single input FLC. The designed framework created for SIFLC was tuned
using a PSO algorithm.

There are various techniques proposed to develop suitable control architecture
to improve the performance of the underwater system [7]. Conventional controllers
like PID controllers are used extensively in developing a robust control methodology
to accelerate static and dynamic functionality for the underwater system. A control
strategy for underwater systems using a fuzzy logic controller was proposed by [12].
FLC uses simple rhetorical variables instead of numerical factors, which does not
need a well-characterized mathematical model. An adaptive design employing FLC
for depth controlling in AUV is presented by [4]. The dynamic functionalities of an
AUV are determined to employ six degrees of differential equations keeping body
and earth fixed as reference. A prototype designed using reduced order technique
was developed for a diving approach using depth plane dynamics and a proper dual
loop controlling technique. The proposed model is executed by integrating FLCwith
a phase lead dynamic compensator to obtain required tracking point and favorable
performance under various disruptions which occur in marine territories [11]. A
survey of the latest technological advancements in underwater navigation systems is
presented by [10]. The study also focuses on future scope and challenges associated
with it. Enhancements in sensor technologies formarine navigation have enabled vast
research on AUV. This review focuses on technological improvements in stochastic
algorithms developed especially for underwater navigation systems. Future difficul-
ties in submerged vehicle navigation paths are reviewed in this paper, including an
ideal survey, terrestrial estimation and mid-water navigation. Application of FLC in
controlling pitch and depth of an underwater vehicle is discussed by [13]. The FLC
discussed in this paper has six degrees of control system to measure speed and depth
of an underwater vehicle.

In this work, a design for autonomous underwater vehicles is presented using
a fuzzy logic controller (FLC). The response of an underwater system is moderate
compared to airmonitoring systems. The slow response is due to the speed constraints
and high density of water. Establishing an accurate control technique for AUV is a
difficult task due to the nonlinearity of hydrodynamic elements [8]. To solve the
problem of nonlinearity, it is essential to design a stable, secure and performance-
oriented control strategy to enhance static and dynamic functioning of the system.
There are various techniques available to develop suitable control architecture to
improve the performance of the underwater system [10]. Conventional controllers
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like PID controllers are used extensively in developing a robust control method-
ology to accelerate static and dynamic functionality of the system. But, in basic PID
controller, essential parameters are tuned manually by a proficient controller. The
techniques used in PID controllers are effective onlywhen themathematicalmodel of
the system is known [11]. A new technology known as fuzzy logic controller (FLC)
is designed for AUV, which has high-quality precision. FLC uses simple rhetorical
variables instead of numerical factors, which does not need a well-characterized
mathematical model. FLC is an essential technique employed to solve the problems
of nonlinearity and to reduce the complexity of the system [9].

2 Design, Analysis and Modeling

Controlling an underwater vehicle is not an easy task as they are extremely nonlinear,
and the nonlinearity affects the communication of a marine system with the physical
surroundings. In this work, a design of depth and speed control for autonomous
underwater vehicles is presented using a type-2 fuzzy logic controller (FLC). Type-2
FLC is used to tune the PID controller. The dynamic functionalities of an AUV are
determined by using six degrees of freedom differential equations of motion keeping
fixed earth as reference.

2.1 Depth Subsystem Modeling

The analysis and modeling of the system for depth analysis are described below. The
modeling of the system is done by keeping (X-Y plane) as reference.

The motion equations for heave and pitch are:

m(w − uoq) = Z (1)

Iy q = M (2)

where Iy is the moment of inertia of the body along y axis, ‘m’ is the mass of the
body, ‘q’ is the component of angular velocity vector for along axis, ‘w’ is the weight
of the body, ‘uo’ is the state of motion of body at time t.

The heave external force Z and pitch moment M are made up of mass containing
hydrodynamics, deflection of elevator plane, linear damping and the cross flow drag.
Along with these properties, there is a righting moment due to distance between
center of mass and buoyancy.

BGz = zG − zB . There is positive buoyancy of the vehicle �B = B − mg that
acts in Z – axis.
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Z = Zẇẇ + Zq̇ q̇ + Zww + Zqq + Zδδs + �B (3)

M = Mẇw + Mq̇q̇ + Mww + Mqq − .
mg(zG − zB) sin(θ) + Mδδs

M = Mẇẇ + Mq̇q̇ + Mww + Mqq − mgBG Zθ + Mδδs (4)

where B = Buoyancy, g = acceleration due to gravity, δs = angular displacement of
the control surface, θ = pitch angle, m = mass of the body, Z = external force.

From the analysis of kinematics in x-z plane, assuming a small pitch angle,

θ = q (5)

ż = −θuo + w (6)

By substituting Eqs. 3 and 4 into Eqs. 1 and 2, similarly, combining 5 and 6, we
obtain a state space representation with state variables w(t), q(t), Θ(t) and z(t);

⎡
⎢⎢⎣

ẇ

q̇
θ̇

ż

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

C11 C12 C13 0
C21 C22 C23 0
0 1 0 0
1 0 −u0 0

⎤
⎥⎥⎦

⎡
⎢⎢⎣

w

q
θ

z

⎤
⎥⎥⎦ +

⎡
⎢⎢⎣

d1
d2
0
0

⎤
⎥⎥⎦δs +

⎡
⎢⎢⎣

e1
e2
0
0

⎤
⎥⎥⎦�B (7)

Considering value of C21w as constant and heave velocity is not fluctuating, the
linear model shown in Eq. 7 is reduced to:

⎡
⎣

q̇
θ̇

ż

⎤
⎦ =

⎡
⎣

C22 C23 0
1 0 0
0 −u0 0

⎤
⎦

⎡
⎣

q
θ

z

⎤
⎦ +

⎡
⎣

d2
0
0

⎤
⎦δs +

⎡
⎣

C21w + e2�B
0
0

⎤
⎦ (8)

The pitch dynamics is defined by following equations

θ = q (9)

q = C22q + C23θ + d2δs + Cb (10)

Cb = C21w + e2�B (11)

The modeling of the subsystem for depth analysis is determined in Eq. 11,
assuming that AUV is positively buoyant.



460 D. Bhattacharya and C. Puttamadappa

2.2 Modeling of AUV

The analysis and modeling of an AUV is based on Newton Euler equations. Two
coordinate points are taken into account as reference. The body of the vehicle fixed
frame is considered to be placed in the body of the vehicle and the coordinate points
are measured with a fixed frame as reference known as inertial frame. This consists
of six coordinates for determining velocity (three translational velocity and three
rotational velocity) along X, Y and Z, respectively.

The fixed frame is entitled as

Vector V = [uvwpqr ]T , where v1 = [uvw]T are the translational veloci ties along

X, Y, Z direction respectively

Where, u = surge, v = sway and w = heave velocity.

V2 = [pqr ]T are the rotational veloci ties

Where, p = roll, q = pitch and r = yaw motions.
Similarly, the fixed frame with earth as reference contains six coordinates. These

coordinates represent the orientation and position of the AUV. The earth fixed frame
is given by:

V ector η = [xyzφθψ]T where η1 = [xyz]T (posi tion coordinates) and

η2 = [φθψ]T are the rotational coordinates

The initialization point of the body fixed coordinate is assumed to be the center
of mass of an AUV and the translational motion is determined by Newton’s second
law F = ma

The rotational movement of the AUV is monitored by using Euler’s mathematical
relation:

Mc = Icẇ + w × Ic, where F and Mc are external f orces and moments

According to Newton’s and Euler’s mathematical equalization, the six degrees
of motion equation for AUV are reframed using coordinates defined for body fixed
frame.

m
[
u̇ − vr + wq − xg

(
q2 + r2

) + yg(pq − ṙ) + zg(pr + q̇)
] =

∑
xext

m
[
v̇ − wp + ur − yg

(
r2 + p2

) + zg(qr − ṗ) + xg(qp + ṙ)
] =

∑
Yext

m
[
ẇ − uq + vp − zg

(
p2 + q2

) + xg(r p − q̇) + yg(r p + ṗ)
] =

∑
zext
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2.3 Design of PID Controller

In this methodology, PID controller is used to measure speed and response of the
AUV. PIC controller consists of two loops: an inner loop (to measure the pitch of
the vehicle) and an outer loop (to measure the depth of the vehicle). The transfer
function of an inner loop is of second-order, and the response is fast, whereas the
reaction for the outer loop is slow. To obtain an adequate output, corresponding to
response time and control, PID controller techniques are implemented for the inner
loop as well as for outer loop.

2.4 Fuzzy Logic Controller

FLC is used to synchronize the voltage generated across the controller, for excess
energy dissipation and for charging and discharging of energy-storing batteries. The
FLC consists of three parts which are fuzzification, interference engine and defuzzi-
fication. One of the advantages of using a FLC instead of conventional controller
is that it calculative less acute and it enhances imprecise mathematical modeling.
FLC consists of semantic variables as inputs and produces a specific precise output
after defuzzification. A technique of center of gravity is employed for the process
of defuzzification of the generated output. In this work, a fuzzy logic controller is
used to tune PID controller. A control variable is defined for error analysis: error
(e) which is the difference between estimated depth and achieved depth) and this
is estimated after applying input and error change (�e). In this study, type-2 fuzzy
logic controller is implemented. Type-2 FLC consists of a rule base, fuzzifier, inter-
ference engine and defuzzifier. It also consists of interval kind of fuzzy sets to notify
input and output of an AUV. It is used to simplify the computation of the controller.
Initially, the input values are subjected for fuzzification and singleton fuzzification
is advantageous due to its reliability and its proneness toward embedded processors
(Fig. 2).

In this research, FLC is integrated with PID controller to track speed of AUV and
tomeasure depth and pitch of the vehicle. The block diagram for integration is shown
in Fig. 3. The systematic modeling of type-2 FLC is a difficult task as the output
cannot be determined in a closed form because of KM-type reduction in FLC. The
proposed approach will reduce the parameter dependency which needs to be tuned
to achieve desired results.
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Fig. 2 Simulink model for AUV

Fig. 3 Depth analysis using PID controller and Type-2 FLC
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3 Simulation Results

3.1 Simulink Model for AUV

See Fig. 2.

3.2 Analysis of Depth Control for AUV for Positive
and Negative

See Fig. 3.

3.3 Output of Vehicle Path Determined by Fuzzy-PID
Controller

See Fig. 4.
The three- and four-way points were used to analyze the stability of the vehicle.

To check the vehicle stability, we add one more way point (four-way points) to check
its stability.

Fig. 4 Vehicle path determined by Fuzzy-PID controller for four-way points
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Fig. 5 Vehicle path determined by Fuzzy-PID controller for three-way points

4 Conclusions

The main aim of this study was to design an effective depth control technique for
autonomous underwater vehicles. In the research, analysis and modeling of AUV
was done for depth analysis using PID controller. Type-2 fuzzy logic controller was
integrated with PID controller for tuning the controller. FLC was implemented to
track the speed of AUV and to measure depth and pitch of the vehicle. From the
simulated results as shown in Fig. 5, it is shown that the precise depth control was
obtained using type-2 FLC compared to output using PID controller. The vehicle path
is also analyzed by using three-way points and four-way points. For future scope,
pitch control analysis can be done using the proposed research.
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Improvement in Maintenance Practices
for Enhancing the Reliability of SMS
Mould Oscillators

Rajul Misra, Kshitij Shinghal, and Amit Saxena

Abstract In the continuous casting of steel, the continuously cast strand withdrawn
from the mould consists of a thin outer shell surrounding a molten core (because
only a thin layer of steel adjacent to the walls of the mould undergoes a solidification
process). There is friction between the shell and the mould where the shell has a
tendency to stick to the mould. The shell is relatively weak because it is very thin
and at very high temperature. Utmost care is required to limit the stress which is
applied to the shell in order to withdraw the strand from the mould. Excessive stress
will cause the shell to rupture. Rupture of the shell inside the mould is bad for
the surface quality of the strand while rupture outside of the mould will result in a
breakout, i.e. an escape of the molten core. Therefore, mould oscillators are provided
to prevent the sticking and reduce the friction-resistant force between the solidified
shell and themould castings. These oscillators are very critical for continuous casting
of steel. Generally, an oscillator comprises of a motor drive which is coupled to a
reducing gearbox where the gear output shaft is coupled to an eccentric rotating shaft
for oscillation of the mould. This eccentric rotating shaft is simply supported on two
bearings. Problem in oscillator directly affects the production and quality of the steel.
The SMS maintenance team of JSPL was facing chronic problems in all of its six
mould oscillators. The common problem was the abnormal sound from the gearbox.
More often, the coupling bolts of gearbox andmould oscillators were getting sheared
off. Sometimes, the oscillator bearings were getting damaged. In addition to it, the
vibration level on DE side of motor was high. Due to poor reliability of mould
oscillators, the steel’s productivity and quality were getting affected. But a small
change in the maintenance strategy of mould oscillators minimized their vibration
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levels and reduced the noise intensity from their gearboxes. Since last eight months,
the reliability of mould oscillators has improved a lot and all are running without any
breakdowns.

Keywords Mould oscillator · Vibration test · SMS mould · Fault detection

1 Introduction

Continuous casting, also called strand casting, is the process whereby molten metal
is solidified into a “semi-finished” billet, bloom or slab for subsequent rolling in the
finishing mills.

Molten metal is tapped into the ladle from furnaces. From the ladle, the hot metal
is transferred to tundish [1, 3]. Metal is drained from the tundish through shroud into
the top of an open-base copper mould. Refer to Fig. 1 which shows the schematic
diagram of strand casting.

The mould is water-cooled to solidify the hot metal directly in contact with it.
In the mould, a thin shell of metal next to the mould walls solidifies while the bulk

of metal within the walls of the strand is still molten. There is friction between the
shell and the mould where the shell has a tendency to stick to the mould. The shell is
relatively weak because it is very thin. Rupture of the shell inside the mould is bad
for the surface quality of the strand while rupture outside of the mould will result in
a breakout, i.e. an escape of the molten core. Therefore, to withdraw the strand from

Fig. 1 Schematic diagram
of strand casting
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Motor
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RPM-992
VVF Drive

Gearbox
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Fig. 2 Mould oscillator

the mould, the stress (on the strand) is applied in a very controlled way otherwise
the excessive stress will cause the shell to rupture [2, 5].

Therefore, the mould is oscillated in a controlled manner with the help of a mould
oscillator. This prevents the sticking of the shell to themould. Besides, it also reduces
the friction between the shell and the mould for smooth strand casting. Generally, an
oscillator comprises of a motor drive which is coupled to a reducing gearbox where
the gear output shaft is coupled to an eccentric rotating shaft for oscillation of the
mould [4, 6, 7]. This eccentric rotating shaft is simply supported on two bearings.
Figure 2 illustrates the mould oscillator assembly.

Therefore, the mould oscillator is very critical for strand casting of steel [8].
Problem in an oscillator directly affects the production and surface quality of the
steel [9–11].

2 Problem Description

Six mould oscillators were newly installed. After running for six months, problems
started to surface. Bolts of coupling sheared off in three oscillators. In some cases, the
motor and gearbox bearings got damaged. In one oscillator, the gearbox base bolts
were broken. When checked, it was found that five out of the six oscillators were
having high vibration levels. There was high-intensity abnormal sound from almost
all the gearboxes. In three oscillators, the temperature of gearbox output bearing was
relatively much higher than the other similar bearings. Besides, there was abnormal
sound from bearing blocks of three oscillators. Due to frequent problems in the
oscillators, their reliability had decreased. Production and surface quality of strands
were getting affected.
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3 Impact of the Problem

• Frequent problems mean poor reliability of the oscillators which will ultimately
lead to production loss.

• Increased vibration level in oscillator will create more stress on the shell of strand
casting. More stress will rupture the shell which will affect the surface quality of
the strand casting.More importantly, rupture of shell outside themouldmay result
in a breakout, i.e. an escape of the molten core. Thus, the dimensional quality of
the strand casting will be poor resulting in huge production loss on account of
rejections.

• Maintenance cost will increase on account of frequent repairs and replacements.
• Breakdowns result in asset loss to the company on account of damage to bearings,

couplings and other vital components.
• Frequent and unplanned maintenance activities on urgent basis demoralize the

maintenance team.

4 Problem Analysis

Since all the six mould oscillators were having problems, it was certain that some
common factors were responsible. The case had to be studied thoroughly so that
meaningful solution to the problem could be provided.

To start with, the existing health status of all the mould oscillators were evaluated
through a series of activities as mentioned in Table 1.

From the preliminary study, it was found that the possible reasons responsible for
abnormality in the mould oscillators were:

(a) Misalignment
(b) Weak structural base
(c) Lubrication issue

Table 1 Activities to assess the existing health status of mould oscillators

S. No. Activity Observations

1 Vibration measurement In five oscillators, vibration level was high on motor bearings.
In four oscillators, vibration was relatively high at gearbox
input bearing

2 Temperature
measurement

In three oscillators, temperature at motor DE bearing and at
gearbox input bearing was high

3 Visual inspection In four oscillators, jerks observed at gearbox output bearing
and at oscillator bearing blocks

4 Sound monitoring In almost all the oscillators, there was abnormal sound from
gearbox bearings. In three oscillators, abnormal sound
observed at motor DE bearings. Besides, there was abnormal
sound from the bearing blocks of three mould oscillators
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(d) Eccentric force
(e) Bearing deterioration
(f) Bearing loose in housing.

Vibration signature analysis of motor and gearbox bearings indicated that
misalignment and weak base were the prime reasons for the abnormality. Refer
to the Figs. 3, 4 and 5 where bearing vibration signature of three oscillators has been

Fig. 3 Vibration signature of motor DE bearing of mould oscillator # 3

Fig. 4 Vibration signature of motor DE bearing of mould oscillator # 6
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Fig. 5 Vibration signature of gearbox input bearing of mould oscillator # 5

shown. Observed symptoms have been given in each graph.
It is important to note that the reasons like bearing looseness in housing, increased

bearing temperature and bearing deteriorationwere the cascading effects of the prime
reasons.

In almost all the oscillators, there was high-intensity abnormal sound from the
gearboxes. Reasons could be coupling misalignment, poor gear teeth meshing condi-
tions, bearing loose in housing and bearing deterioration. But there were no peaks in
the vibration signature of gearbox bearings which could be related to gear meshing
problems. So, gear teeth meshing was proper.

Physical jerks could be observed at the gearbox output bearing. There was an
abnormal sound from the oscillator bearing blocks which could be correlated to
eccentric force owing to cam arrangement for oscillatory motion. However, the
sound was prominent in three oscillators only. The possible reasons could be
coupling misalignment, bearing looseness in housing, bearing deterioration and poor
lubrication.

During physical inspection, it was observed that all the oscillators were mounted
on a common channel base with vertical supports missing at three points. The
structural base appeared weak.

5 Root Cause of the Problem

There were many possible reasons for the chronic problems in oscillators. But
misalignment and poor base strength were the prime reasons. However, the other
reasons were also duly considered with the same seriousness.
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Following steps were taken to determine the root cause(s) of the oscillator
problems:

Step # 1 Vibration characteristics of structural base were studied to assess the
adequateness of base rigidity. All the oscillators weremounted on a common channel
base.But at somepoints, it appeared that the vertical supportsweremissing.Vibration
measurement of the base was done.

It was found that the base vibration readings ofmould oscillator # 6were very high
compared to the base vibration readings of mould oscillator # 5. Vibration reading
at point # E was four times greater than the vibration reading at point # A. Refer
to Figs. 6 and 7 which show the comparative vibration readings on the base of two
oscillators.

Fig. 6 Base vibration
(oscillator # 5)

Fig. 7 Base vibration
(oscillator # 6)
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Table 2 Vertical alignment readings (Initial)

Angularity (mm/100 mm) Offset (mm)

Permissible limit (1000 RPM) 0.09 0.12

Alignment readings found 0.69 0.77

Alignment status NOT OK NOT OK

Correction 0.7 mm shim to be added to
motor front feet

2.5 mm shim to be added to
motor rear feet

Table 3 Horizontal alignment readings (initial)

Angularity (mm/100 mm) Offset (mm)

Permissible limit (1000 RPM) 0.09 0.12

Alignment readings found 0.54 0.14

Alignment status NOT OK NOT OK

Correction 1.5 mm shifting of motor at its
front feet towards north

3.0 mm shifting of motor at its
rear feet towards north

On physical inspection of base, it was found that wherever the vertical supports
were missing, there the vibration readings were high. Here, the base of oscillator #
6 was not supported from beneath.

Step # 2 Laser technologywas employed to check the coupling alignment tolerances
of all the oscillators. It was found that all the oscillators were misaligned. Tables 2
and 3 show the alignment readings between motor and gearbox for oscillator # 3.
It could be seen that oscillator # 3 was grossly misaligned. Similarly, the alignment
readings between gearbox output bearing and oscillator bearing block were found
high.

It was observed that most of the oscillators were offset misaligned. This meant
that the level of motor base and gearbox base was not in proper level with respect to
the base level of oscillator bearing blocks. Therefore, vertical misalignment was to
be corrected in common for all the oscillators.

Step # 3 It was found that the bearings which showed high temperature were the
bearings of oscillators which were highly misaligned. So, misalignment could be
the reason for temperature build-up at the bearings and alignment correction could
resolve the problem of heating.

Step # 4 On gearbox output bearing, physical jerks could be observed. Since cyclic
eccentric force was inherent in the system due to oscillatory motion, the gearbox
output shaft bearing and the oscillator bearing blocks were the most affected. There-
fore, jerks on these bearings could be felt. Intensity of jerks was high in the oscil-
lators where coupling was grossly misaligned. Therefore, it could be the repeated
jerks which were responsible for creeping misalignment in the system.
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6 Corrective Actions

6.1 Base Strengthening

Based on the base vibration readings, relatively weak points were identified on the
structural base. Base strengtheningwas done by providing vertical supports wherever
required. The structural basewas integrated by abridging the gaps in the base structure
by providing ribs and by welding.

6.2 Inspection of Bearings and Suitable Corrective Actions

The bearings which showed the symptoms of looseness and deterioration were
inspected. One motor bearing was replaced. In two bearings, re-lubrication was
done.

6.3 Alignment Correction

All the oscillators were aligned one-by-one with laser technology. First, the align-
ment correction was done for the coupling between the gearbox output shaft and
the oscillator bearing block bearing. Then, the alignment correction was done for
coupling between motor and gearbox input bearing. At two instances, base grinding
was done on gearbox side. In one case, the base hole was enlarged to accommodate
the lateral shifting of motor.

7 Results

Vibration level on motor bearings is reduced from 9.8 to 2.5 mm/s. Similarly, the
readings on gearbox input bearings decreased from 5.9 to 1.8 mm/s.

Overall vibration level structural base was found in the range of 25–50 microns
(µ).

For last one year, all the six oscillators are running without any breakdowns. Their
reliability and availability have increased.
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8 Preventive Measures

• All the six oscillators have been included in the predictive schedule of vibration,
temperature and sound monitoring. The vibration data collected are trended and
analysed through advanced vibration software to detect the budding problem in
the system so that timely corrective action could be taken.

• Thermal imaging of motor, gearbox and oscillator bearing blocks being done on
monthly basis to detect the temperature build-up.

• In case of increase in abnormal sound from gearbox or increase in vibration
level, the alignment of coupling between the gearbox output shaft and oscillator
bearing block is checked through laser technology. Since the gearbox output
bearing experiences the maximum jerk due to eccentric force of oscillation, there
is always a chance of lateral shift of gearbox and alignment getting disturbed.

• In case of increase in vibration level at motor bearings only, thermal profile study
and bearing signature analysis are done. Suitable corrective actions are taken
based on the thermal status, vibration level and bearing sound.

• Lubrication of bearings and oscillator unit are being done through preventive
maintenance schedule.

9 Conclusions

When there is a recurrent problem in a system, then its maintenance strategy needs
to be reviewed. The possible reasons for the problem need to be discussed, and root
cause analysis of the problem must be done. Once the root cause is known, solution
to the problem becomes easy. Emphasis must be given to formulate and implement
a preventive strategy to avoid the recurrence of similar or potential problems in the
system. With systematic maintenance approach and effective condition monitoring
techniques, the recurrent problems will be permanently eliminated.
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Test Bench of Automotive Component
of an Electric Vehicle for Electrical
Parameter Measurement

Sonu Raut, Prema Daigavane, and M. B. Shaikh

Abstract In this paper, a novel and economical test bench of automotive component
of an electric vehicle (EV) has been developed to measure the electrical parameters.
This test bench provides the flexible testing and monitoring system to ensure the
quality and traceability on the production line. This paper briefly describes the hard-
ware and software implementation of the test bench. The automotive component is
subjected to different electrical parameters tests such as low voltage short circuit test,
high voltage insulation test and low voltage connection test. The tests parameters are
displayed on supervisory control and data acquisition (SCADA) and human–machine
interface (HMI) screen.

Keywords EV · SCADA · HMI · PLC · Servo motor · ETB component

1 Introduction

The electric vehicles are predicted to be the next disruptive market force for trans-
portation and technology. The primary reasons for the introduction of EV’s into
the market is the concern over greenhouse gas emissions and their contribution to
global warming. The EV has significantly proved to be cleaner and safer for the
environment. Also, EV’s are 75% efficient at turning input energy into the moving
energy. Due to the increased demand for EV’s in the market, it has encouraged the
automakers to get better at making them by using newer ideas and innovations. This
can be only achieved by improving the technology and materials used to make EV.
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Hence, to provide the same quality testing and monitoring capabilities for the EV,
there is a need for the platformwhere the components are to be tested before its serial
production.

Therefore, a novel and economical test bench of automotive component of an
EV has been developed to measure the electrical parameters. The test bench ensures
the quality and traceability on the production line by providing the flexible testing
and monitoring system. The test bench is equipped with hardware assembly to hold
the automotive component in stable condition at the time of test conduction. The
automotive component which is to be tested is the electrical test bench (ETB) cover.
The different tests are carried out on the ETB cover. The tests can be performed
in two modes either autotest or manual test. The autotest is performed in SCADA,
whereas the manual test is performed in HMI. The SCADA and HMI interfaces with
programmable logic controller (PLC) through communication protocols. The PLC
modules are fed by the real-time information from sensors through analog and digital
cards.

2 Hardware Design and Development

2.1 Fixture Assembly

The fixture assembly is bolted to the test bed. It is provided with an assembly to hold
the component in place at the time of test conduction (Fig. 1).

Fig. 1 Isometric view of fixture assembly
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Fig. 2 ETB component holding arrangement

2.2 ETB Component Holding Arrangement

This arrangement includes the motorized mechanism, which consist of two servo
motors, one rotating shaft, four guiding pipes for lifting movement and two sheet
metal plates. A servo motor is a rotary machine. It is used for controlling of the
angular position, velocity and acceleration (Fig. 2).

2.3 Fixture

Thefixture is capable of holding the two automotive components at a time. Thefixture
is provided with the slots for connections at respective position to the component
(Fig. 3).

Fig. 3 Isometric view of the fixture
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Fig. 4 ETB cover

2.4 ETB Cover

ETB cover is the automotive component which is to be tested against different elec-
trical parameters. The connector area of the component consists of the ten terminals
on which the electrical tests are to be done. The tests are done on different sets of
combination of the terminals (Fig. 4).

3 Software Development

When the automotive component is placed on the fixture, the operation of the fixture
assembly of test bench gets started. The start command is given through SCADA.
After receiving the start command to servo drive, it sets the operation to the servo
motor. The servo motor lifts the rotating shaft and clamper upwards, then stops at
its desired position and rotates the shaft to 90 °. As soon as the clamper clamps the
automotive component, the electrical parameter testing gets started. The tests can be
performed in two modes either autotest or manual test. The autotest is performed in
SCADA, whereas the manual test is performed in HMI (Fig. 5).

3.1 Operation in SCADA

First, the autostart input command is given through SCADA, and then the fetched
input data interfaceswith PLC.ThePLCmodules are fed by the real-time information
from sensors through analog and digital cards. The PLC holds the command which
is fetched from SCADA and uses it according to the operation cycle. Then, the data
is switched to insulation tester meter, here, the making and braking of the contractors
occurs. Also, different electrical parameters are tested. Then, the occurred result and
output data is transferred to PLC. The PLC then displays the output data on the
SCADA screen (Figs. 6 and 7).
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Fig. 5 Test bench for electrical parameter measurement

Fig. 6 Flowchart of autotest

3.2 Operation in HMI

The manual selection of the required test is done in HMI. The operation of the test
to be carried out is similar to that of SCADA. The final results are displayed on the
HMI screen (Figs. 8 and 9).

4 Measured and Calculated Parameters

The following are the electrical tests to be carried out on the ETB component:
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Fig. 7 SCADA screen

Fig. 8 Flowchart of manual test

4.1 Low Voltage Short Circuit Test

• The acceptance criteria: when the current flow for the given time within the spec-
ified limits then the resistance offered should be more than 5 MOhm (>5M� =
O.K). If the condition is satisfied, then the automotive component is correct (O.K),
otherwise, the automotive component is faulted (not O.K) (Fig. 10) (Table 1).

• Implementation notes
• The terminals should be electrically isolated.
• No repeating of tests after the test is not O.K.
• The test starts when the test voltage is reached.
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Fig. 9 HMI screen

Fig. 10 Terminals of ETB cover

Table 1 Test parameters for
low voltage short circuit test

Test parameter Rating

Test voltage 5 V

Test current Max. 1µA

Release time <100 ms

Test time >500 ms
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Table 2 Test parameters for
high voltage insulation test

Test parameter Rating

Test voltage 1000 V

Test current Max. 100µA

Test time 1 s

• Conductors located next to each other must have a different potential during the
test.

• Test combination (terminals): The test to be carried out in connector area can be
connected in total five combinations. The combinations are as follows: 1–3, 3–5,
5–6, 6–4 and 3–4.

4.2 High Voltage Insulation Test

• Acceptance criteria: when the current flow for the given time within the speci-
fied limits then the resistance offered should be equal to or more than 10MOhm
(≥10MOhm = O.K). If the condition is satisfied, then the automotive compo-
nent is correct (O.K), otherwise, the automotive component is faulted (not O.K)
(Table 2).

• Implementation notes:
• All conductors are connected against all others.
• No repeating of tests after the test is not O.K.
• The test starts when the test voltage is reached.
• Conductors located next to each other must have a different potential during the

test.
• Test combination (terminals): The test to be carried out in connector area can be

connected in total ten combinations. The combinations are as follows: 1–3, 1–5,
1–4, 1–6, 3–5, 3–4, 3–6, 5–4, 5–6 and 4–6.

4.3 Low Voltage Connection Test

• Acceptance criteria: When the current flow for the given time within the specified
limits then the voltage offered should be less than 1 V (<1 V=O.K). This voltage
is possibly depending on equipment andmaterial. If the condition is satisfied, then
the automotive component is correct (O.K), otherwise, the automotive component
is faulted (not O.K) (Table 3) (Fig. 11).

• Implementation notes
• All conductors are series connected.
• No repeating of tests after the test is not O.K.
• The test starts when the test voltage is reached
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Table 3 Test parameters for
low voltage connection test

Test parameter Rating

Test current 5A

Test time 2 s

Fig. 11 Testing concept

5 Results and Conclusions

In this paper, the hardware and software development of test bench for electrical
parameter measurement of the automotive component is introduced in detailed. The
tests are carried either automatically ormanually throughSCADAandHMI.Also, the
different types of tests which are performed on the automotive component are studied
briefly. These tests results helped in the identification of the correct automotive
component. Further, this test bench can be used at industrial level for the accurate
examination of the different components or parts of the electric vehicles (Fig. 12).
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Fig. 12 Screen showing the tests results
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Measurement of Torque Using Leakage
Flux for Induction Motors in Electric
Vehicles by Non-invasive Method

Shweta S Hooli, Anusha Vadde, Krishnan Manickavasagam,
and Govind R. Kadambi

Abstract This paper proposes a non-invasive method of predicting health moni-
toring of a three-phase Squirrel Cage Induction Motor (SCIM). A 15 kW SCIM is
modelled using Finite Element Analysis (FEA) for performing magnetic analysis
to design a restraining coil. Since, torque developed depends on magnitude of flux,
an electronic system is designed to display the torque. Health condition of SCIM
is predicted based on torque magnitude. A typical implementation of the proposed
scheme on 15 kWSCIM revealed a satisfactory correlation between the experimental
and simulation results. The proposed approach aids to monitor the SCIM in Electric
Vehicles (EVs) without physical intervention.

Keywords Finite element analysis (FEA) · Squirrel Cage Induction Motor
(SCIM) · Finite element method (FEM) · Totally enclosed fan cool (TEFC)

1 Introduction

Induction motors find their widespread utility across various system applications in
the industries. The robustness, simple construction, efficiency and reliability have
made the Squirrel Cage Induction Motor (SCIM) commonly used drives. Many
studies are being carried out over decades to improvise its efficiency and reduce
losses.
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The magnetic field analysis with Finite Element Method (FEM) is used in the
practical design of electrical machines [1]. To detect stator winding fault, rotor faults,
rotor slot harmonics, and speed leakage, flux sensor coils are used in [2]. An external
coil is placed on the frame of an induction motor to identify the air gap harmonics.
Prediction of rotor speed of an induction motor from the e.m.f of an external coil
using spectral analysis techniques is presented in [3]. A frequency-domain detection
of stator winding faults is performed by comparing the stator current and the stray
flux using the spectrum analysis for a normal induction machine in static as well as
in dynamic conditions of with and without torque [4].

A novel harmonic current injection method to optimize air gap and yoke flux
density distribution for multiphase motor are discussed in [5]. The stray flux in the
vicinity of an electrical machine is attributed to the magnetic state of the machine
and can be affected by the presence of a fault in the machine. Analysis of magnetic
flux distribution of SCIM is complicated and hence simple models are required to
analyze the effect of an internal fault on the stray flux [6].

Field analysis is used in [7] to provide an accurate evaluation of magnetic field
distribution and mechanical performance of the induction motor. A new air-gap
flux-based technique is proposed in [8] for Turn-to-Turn Fault (TTF) detection and
identification of defective region in inverter-fed induction motors. Stray load losses
in the end-region, leakage fluxes and losses, are investigated for a high-power cage
induction motor. The study is performed at locked rotor, no-load and rated load
conditions using a 3-D FEM approach [9]. A model is presented in [10] to capture
magnetic stray fields outside the machine to reduce the electromagnetic signature.

Ship propulsion, aircraft, health care centers and other specific applications insist
on the suppression of the effect of electromagnetic signatures outside the electrical
machines. The International Agency for Research on Cancer (IARC) reviewed the
health effects of static, electric fields, magnetic fields and concluded that Power
Frequency Magnetic Field (PFMF) is possibly carcinogenic to humans. Exposure of
PFMF) above0.4µT(4mG) increases the chanceof childhood cancer [6].Calculation
of stator end-winding leakage inductance and influence of the excitation frequency of
the stator current on the leakage inductance is explained in [11]. A survey of existing
broken rotor bar fault detection techniques, classification based on fault signature,
various monitoring conditions and signal processing techniques for the detection
process is discussed in [12]. The field quantities in a longitudinal plane along the
axis of an Axial Flux Machine (AFM) are calculated using both the FEM and the
Fourier approach in [13]. A novel sensorless method for the induction motor control
is proposed in [14]. Electric vehicles are having the potential to reduce the threat of
global warming and expected to become a viable alternative to traditional vehicles
[15]. At the same time, exposure of PFMF on human beings [6] is also a major
concern and leads to a necessity to carry out to predict the leakage flux inside and
outside of the SCIM.Amethod for estimating the torque from themeasurement of the
stator current without mechanical sensors is presented in [16]. From the spectrogram
of the stator current, slip and rotational speed are estimated in stationary or operating
conditions. In the proposed method, the only restrained coil is inserted in the fins
of motor to capture leakage flux from the casing of SCIM. As a novel approach an
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electronics circuit is designed with restrained coil used to estimate the torque without
current measurement. This arrangement can be utilized with any electric motor with
slight modification in programming of microcontroller.

From the literature review presented above, it is inferred that most of the authors
have concentrated only on the estimation of the stray magnetic flux and its inter-
ference with the nearby particles. In this paper, a method is proposed for reduction
of leakage flux at casing of SCIM by placing a restraining coil on its fins. Impact
on electric field and magnetic field distribution inside and outside of the SCIM by
placing a restraining coil in the fins has been analyzed.

In this paper, leakage flux inside and outside of 15 kW SCIM is predicted using
FEA. A restraining coil is designed to generate induced e.m.f from the flux external
casing of SCIM.

The main objectives of the proposed method are as follows:

• To analyze the performance of a SCIM using FEM
• To analyze both electric and magnetic flux distribution inside and outside the

SCIM with restraining coil
• To compute the torque from flux by providing restraining coil on the surface of

fins
• To predict the health condition of SCIM without physical intervention.

2 Block Diagram

Induction motor is an important component integrated with commercially avail-
able equipment and industrial processes. Many research studies are available in the
literature on monitoring of induction motors to ensure a high degree of reliability.
Induction motor applications are found in many industries and include a wide range
of rated power. The leakage flux outside SCIM can be utilized to generate e.m.f with
the help of restraining coil. Figure 1 indicates the proposed approach to arrive at the
specifications of restraining coil.

The designed restraining coil is analyzed by placing it around the fins of SCIM
using FEA simulation.

3 Determination of Leakage Flux Using FEA

The main focus of this paper is to monitor the motor by the computation of torque.
To compute the torque, prediction of magnetic flux at varying distances external to
the casing of SCIM is required. Design specifications of a 15 kW SCIM are given
in Table 1. Frequency, current and number of turns are the variable inputs for FEA
analysis. The number of turns and current input for different load conditions of SCIM
is calculated using dimensions and specifications of SCIM. The material assigned
for different parts of SCIM for the analysis is given in Table 2.
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Fig. 1 Block diagram representation of the proposed approach

Table 1 Specifications of the
15 kW Induction Motor

Type M2BAX160MLB4 (IE1)

Voltage 415 V

Rated current 28.18 A

No-load current 11.72 A

Power 15 kW

Pole 4 no.

Rated speed 1461.8 rpm

No-load speed 1498 rpm

Efficiency 90%

Power factor 0.822

Torque 97.98 Nm

Ambient temperature 25 °C

Stator temperature rise 70 °C

Temperature tolerance class B

Insulation class F

In this paper, closed type rotor bar is considered for the modelling and analysis
of SCIM. The flux distribution in open type and closed type of rotor is almost the
same [8]. Leakage flux distribution inside and outside of SCIM using FEA can be
obtained for any given specifications of SCIM.

4 Design of Restraining Coil

The stator coil, restraining coil on the fin and outer frame of the SCIM is imitating
the transformer action. SCIM stator induced emf E1 and induced emf in restraining
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Table 2 Material assigned
for the Motor Parts

Motor parts Materials Electrical
conductivity
(S/m)

Relative
permeability

Rotor bars and
stator slots

Copper 5.998 × 107 1

Rotor Aluminum
6061

3.72 × 107 gh1

Stator Steel AISI
4340

1.6 × 106 30

Casing Low carbon
steel

5.51 × 106 1797.9241

Outer
environment

Air 0 1

coil around the fin is E2 is written as

E1 = 4.44 f ∅1 N1 (1)

E2 = 4.44 f ∅2 N2 (2)

Using the turns ratio:

∅1

∅2
= N2

N1
(3)

Equation (3), ∅1—average stator flux inside the SCIM is 0.3975 wb. ∅2—average
stator leakage flux around the fin of SCIM is 0.3975 wb. N1—number of turns per
phase in stator of SCIM is 108. This is obtained from datasheet of 15 kW SCIM.
N2—total number of turns around the 32 fins of SCIM. Using (3), N2 is calculated
as 68.54 turns for 32 fins.

SCIM is used with distributed winding in the stator. Location of the restating coil
around all the fins is not possible due to space-constrained between fins. Even though
space is available, if the restraining coil is placed around all the fins, the motor will
exhibit transformer property. The main aim of the work is to extract leakage flux
for displaying torque. From the simulation, it is assumed that six restraining coils
are placed around the fins at every 60° along the circumference of SCIM. From the
known values, the number of turns required for one fin (68.54 turns/32 fins) is 2.14
turns per fin.
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5 Analysis of Magnetic Field Distribution in SCIM

Modelling of SCIM involves designing stator slots, rotor bars and shaft assembly.
SCIM is modelled based on the design specifications mentioned in Table 1. A two-
dimensional view of 15 kW SCIM with stator slots and closed type rotor bar is
presented in Fig. 2. Simulation model of SCIM is developed with and without
restraining coil placed on fins to measure leakage flux inside and outside of the
casing of motor.

The magnetic leakage flux distribution inside and outside of SCIM at a section of
100 mm without and with restraining coil at one of the phase of ‘A’ is represented
in Figs. 3 and 4 respectively.

Simulation was also carried out with the placement of a restraining coil on all
the 32 fins of the chosen SCIM with a rating of 15 kW. The magnetic leakage
flux distribution with and without the restraining coil on all the fins at a section
corresponding to an incremental axial length of ‘180 mm’ is shown in Fig. 5.

Simulation of leakage flux distributionwas carried out at points, which are exterior
to the rim of the casing, but still coinciding with the plane of the rim of SCIM. The
points of observation for simulation were on circles, which are external to the casing.
The radial distances of separation between the circles of observation measured with
respect to the rim of the casing of SCIM are at 6, 12, 18, 24, 50 and 100 mm. The
leakage flux was averaged over 100 points measured on the circles of observation.
The results of the leakage flux distribution on exterior circles with respect to rim of
the casing were shown in Fig. 6. It can be observed that the leakage flux was reduced
by placing a restraining coil placed over all fins of SCIM.

Fig. 2 2-Dimensional model of 15 kW SCIM
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Fig. 3 Leakage flux distribution inside and outside of SCIM without restraining coil at a section
of 100 mm

Fig. 4 Leakage flux distribution outside the SCIM with single restraining coil at a section of
100 mm

The leakage magnetic flux distribution at any distance external to casing is
obtained by analyzing average flux at a hundred points on different distances away
from SCIM. From this observation, fractional reduction in leakage flux in percentage
is

Avg ∅reduction = Avg ∅WRC − Avg∅WORC

Avg ∅WORC
∗ 100 (4)
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Fig. 5 Leakage flux distribution outside the SCIM with restraining coil placed over all fins at a
section of 100 mm

Fig. 6 Leakage flux distribution outside the SCIM at considered distances with and without
restraining coil on all fins

where

Avg ∅reduction Average leakage flux reduction
Avg ∅WRC Average leakage flux with restraining coil
Avg ∅WORC Average Leakage flux without restraining coil

From (4), leakage flux is reduced by a factor of 73% by placing a restraining coil
on all the 32 fins of the motor.
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6 Analysis of Electric Field Distribution in SCIM

In the previous section, the focus was on the distribution of flux both inside and
outside the casing of SCIM. In this section, the emphasis is on the impact of placement
of restraining coil on electric field distribution inside the motor. The induced voltage
on the casing of themotor has phase displacement, which is similar to supply voltage.
The induced voltage outside the SCIM is shown in Fig. 7a. The desired or specified
voltage distribution is illustrated in Fig. 7b. In this research study, induced voltage
from R, Y and B phase at each fin is obtained as 0.4 V as shown in Fig. 8b and each
phase have six fins carrying six restraining coils. Therefore, induced e.m.f obtained
in each phase is computed as 2.4 V (6 × 0.4). The restraining coil is designed to
generate 3 V. But through simulation, the voltage at the terminals of restrained coil
is 2.4 V. The difference in the design and simulated value voltage at the restrained
coil can possibly be attributed to the leakage flux present after inserting restraining
coil also.

The amount of induced voltage at the terminals of restraining coil depends upon
magnitude of leakage flux. In this study, restraining coil is designed for an induced
voltage of 3 V. The corresponding electric field is shown in Fig. 8a. The same design
procedure is followed for an induced voltage of 6 V to analyze the variation of
the electric field inside the motor. When the induced voltage at the terminals of
restraining coil is increased to 6 V, the electric field inside the motor is also increased
as shown in Fig. 8b. The lowest value of electric field norm is considered to calculate
the impact of electric field on SCIM from Fig. 8a, b.

Fig. 7 a Stator and rotor induced voltage inside and outside the SCIM b Induced voltage at casing
of the SCIM
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Fig. 8 a Electric field norm for designed model of 3 V b Electric field norm for designed model
of 6 V

Increment in electric field norm (V/m):

E =
(
2.44 − 1.63

2.44

)
∗ 100 = 33.196%

When the induced voltage is 6 V the electric field inside the motor is increased
to 2.44 V/m from 1.63 V compared to the induced voltage of 3 V. When the induced
voltage is 6 V, there is a possibility of restraining coil extracting power from the
supply due to transformer action. Hence, the voltage extracted by the restraining coil
is restricted up to 3 V only.
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7 Electronic System for Torque Measurement

In real-time, measurement of torque is obtained from the speed is measured by
tachometer usingmathematical equations.According toFaraday’sLawsof induction,
the amount of leakage flux is proportional to load current and load current is function
of torque. Hence, by capturing leakage flux, speed and torque can be measured and
displayed directly using an electronic system designed as given in Fig. 9.

Fig. 9 Electronic system for torque display
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7.1 WCS Current Sensor

The current sensor is connected in series to the restraint coil, to measure the current
and generate a corresponding voltage. The generated voltage signal is given to the
controller for processing. The sensor must relate to power supply and ground. Output
terminal is configured as shown in Fig. 9.

7.2 Load Cell

The load cell (U2) is used to capture the amount of load connected to the motor. The
physical quantity is converted to voltage by load cell. Output of load cell is connected
to amplifier HX711 (U1) to amplify the signal.

7.3 Geniuno UNO

The Geniuno Uno is Ardinuo ATmega328P board with 6 analog and 14 digital i/o
pins operating with 5 V. It has onboard power-up facility with ground connection
and reset option. In this circuitry three analog and six digital pins are utilized. The
program is written to process the inputs for obtaining speed and torque as output.

7.4 LCD for Torque

LM016L is a 16 × 2 liquid crystal display mounted to display the output speed and
torque value. It has eight digital input, power up and reset option. The measured
torque and speed are in Table 3 using the leakage flux from the casing of SCIM.

Table 3 Measured Torque
and Speed Values

Sl.no Induced EMF (V) Torque (Nm) Speed (RPM)

1 0.38 97.27 1461

2 0.285 54.24 1471

3 0.19 24.34 1460

4 0.095 5.92 1490

5 0.076 3.99 1492
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Fig. 10 Decision making on health of SCIM based on torque

8 Health Monitoring of Induction Motor in EV

The knowledge of this torque reveals failures or malfunctions and thus can be
exploited in monitoring systems for preventing unscheduled maintenance shutdowns
or to determine the dynamic performance and the efficiency of the energy conversion
process [16]. Direct measurement of speed and torque can be displayed while the
motor is running. Addition of restraining coil is used to predict the speed and torque
without mathematical calculations. The speed and torque can be used to find health
of the SCIM by knowing the standard value of starting and maximum torque. The
health condition is predicted as if the starting torque is less than the specified value
then SCIM required service. If the torque exceeds the maximum torque value than
the specified value, then SCIM load is maximum. The specified values of starting
and maximum torque of SCIM in EV must be provided by the manufacturer to the
consumer. Health monitoring of SCIM using torque is given by Fig. 10 and the deci-
sion can be displayed if the programming is added. This is the future scope of the
work.

9 Conclusions

Magnetic analysis of a 15 kW, SCIM is performed with and without the restraining
coil using COMSOL software. The analysis of leakage flux inside and around the
SCIM using is presented in this paper. This research leads to predict the harmful
effect of leakage flux on human beings when SCIM is used as drives in EVs. The
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simulation results prove that a 73% reduction in leakage flux outside the SCIMwhen
restraining coils is placed on all thefins.Restraining coil is designed for displaying the
torque using electronic system, when the SCIM is in operation. Torque is measured
from leakage flux of SCIM using an electronic system. Health condition of motor
is predicted by comparing the magnitude of starting torque and maximum torque of
the SCIM with torque displayed. The health condition can also be displayed using
intelligence techniques in the future. This will reduce the burden on the physical
human intervention of monitoring of SCIM in EV.
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Fuzzy Logic-Based Intelligent PID
Controller for Speed Control of Linear
Internal Combustion Engine

K. Sandeep Rao, V. N. Siva Praneeth, and Y. V. Pavan Kumar

Abstract Internal combustion (IC) engines are widely used in many applications
such as automobiles, light aircraft systems, ships/boats, and diesel generators. In
order to effectively cater the needs of all these traditional as well as modern appli-
cations such as hybrid electric vehicles, the engine speed should be controlled
smoothly and rapidly. Usually, proportional-cum integral-cum derivative (PID)-
based controller is used for controlling the speed according to the requirement.
However, there are some limitations exist with the conventional offline tuning
methods available for PID gain parameter design such as restricted to nonlinear
changes and poor disturbance rejection due to having constant gain values irre-
spective of system condition. Besides, the identification of suitable tuning method
for a given system is another tedious job. By keeping all these points in view, this
paper proposes an intelligent and online tuning method for PID gain parameters
using fuzzy logic theory. Instead of tuning the gain parameter values offline, the
proposed fuzzy-PID (FPID) tunes the PID gain values online, i.e., the PID gain
values are continuously updated according to the system condition. So, this improves
the controller ability to reject the disturbances. The system is modeled and simu-
lated usingMATLAB/Simulink software. The results proved that the proposed FPID
controller provides better transient and steady-state speed response of the IC engine
under all conditions.
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1 Introduction

Linearized internal combustion engine (LICE) generates power by burning the fossil
fuels such as petrol, gas, and oil . LICE should generate the required power irre-
spective of the disturbances and provide the required speed. However, the control
over the speed is very crucial in order to manage the speed according the required
output. In this process of control, there are different combinations of conventional
controllers available such as PI, P, PD, and PID. [1]. A suitable controller is selected
depending upon the system behavior and necessity. Among all the controllers, PID
controller is the most commonly used controller [2]. The efficacy of the controller
depends upon the suitable selection of its gain parameters. There aremany traditional
procedures which are existing to design the PID controller gain parameters, but these
traditional methods are “offline” design methods. The controller gain parameters are
initially tuned, and then, the controller is put into the system operation. So, these
offline methods are limited with respect to the following points [3, 4].

• As the controller gain parameters are designed prior to its operation in real-time,
the controller becomes unaware of practical disturbances. Hence, these methods
possess very poor disturbance rejection capacity.

• The controller cannot suffice for variable inputs (change of user inputs) due to
the retention of constant controller gain parameters, which were designed for one
input. Further, these methods are applicable to only linear variations of the error.

• Most of the traditional methods are applicable for either open-loop or closed-loop
systems. The methods applicable for both types of systems are very limited.

• Another key limitation is, even though there are many methods, the method iden-
tified as best to tune the gain parameters of one given plant, cannot be generalized,
i.e., it may not work same for another plant. So, the best suited method has to be
identified for each and every practical system. Hence, the searching of suitable
tuning method for a given plant is a key job in overall system control operation.

The considered application in this paper, i.e., LICE, is inherently nonlinear
in nature [4, 5]. So, the traditional PID controller design methods cannot give
better results for LICE control, which needs some intelligent and “online” tuning
approaches. To use the traditional tuning methods given in [6–9], it approxi-
mates the system behavior to linear. On the other hand, artificial intelligent-based
online controllers such as fuzzy logic controller that uses fuzzy theory for process
control were discussed in [10–13]. However, these methods have to be improved to
obtain superior time-domain transient response parameters to operate the considered
systems more robustly with respect to the disturbance conditions. Besides, these
methods were not validated under real-time disturbances.

By keeping all these points in view, this paper proposes an intelligent and online
tuning method for PID gain parameters using fuzzy logic theory. Instead of tuning
the gain parameter values offline, the proposed fuzzy-PID (FPID) tunes the PID
gain values online, i.e., the PID gain values are continuously updated according
to the system condition. Hence, this proposed FPID possesses the advantages of
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both fuzzy controller and the traditional PID controller, and thereby, improves the
controller ability to reject the disturbances.

2 LICE System Description and Controller Modeling

2.1 System Model Description

LICE is the one of the heat engines, which is used in many automobile applications,
power generation systems, etc. Its plant model can be derived as a linear model
by using the four-cylinder or six-cylinder configuration [14]. This paper uses six-
cylinder configuration for developing the system model, whose schematic is shown
in Fig. 1.

For the system model development, the nonlinear IC engine parts shown in Fig. 1
are approximated to a linear model by assuming the following conditions. The total
block diagram is shown in Fig. 2.

FUEL SPARK

PUMP ENGINE 
POWER

INERTIA SPEED

THROTTLE
BODY

EGR 
COMMAND

MANIFOLD
FILLING 

LOAD 
TORQUE

Command 
Control

Fig. 1 Schematic model of nonlinear combustion engine system

Fig. 2 Block diagram of LICE system
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Table 1 Model parameters of LICE system

S. no Parameter Variable Values Units

1 Gain of spark advance on torque Gi 13.372 ft-lbf/psi

2 Gain of delayed fuel on torque Gs 36.61 ft-lbf/lbm

3 Manifold time constant Tp 0.215 s

4 Rotating inertia time constant TR 3.988 s

5 Gain to adjust polar term of inertia KR 67.21 rpm/ft-lbf-s

6 Function of gas constant KP 0.7768 lbf-h/lbm-in2-s

7 Pumping feedback gain KN 0.98 lbm/rpm-min

8 Exponential delay time T 0.0333 s

Reference
Input

Output
0. 12 1
0. 69261

+s
31 . 73

0. 89

3. 89 1
762 . 654

+s

Fig. 3 LICE system simulation model for the controller development

• Throttle body is assumed as one-dimensional, adiabatic, and reversible process
of flow of gas, which means that there is no loss or transfer of heat.

• In manifold filling, uniform pressure between throttle and all valves at constant
temperature is assumed. By taking these considerations, a linear first order relation
is obtained between the manifold pressure to flow rates.

• The engine is treated as pump. By doing this, the product of engine displacement
and engine speed becomes equal to mass flow rate.

The modeling specifications are given in Table 1. By substituting these values,
block diagram shown in Fig. 2 is converted to the modeling diagram as shown in
Fig. 3, from which, the total closed-loop transfer function is derived as given in (1).

759.997s + 3578.052

0.83s2 + 766.077s + 3579.052
(1)

2.2 System Control by Conventional Control Methods

There are many conventional tuning methods available for tuning the PID controller
gain parameters [15]. Among these, the important methods are open-loop transient
response (OLTR) methods and ultimate cycles (UC) methods that are further classi-
fied as shown in Fig. 4. These methods are sufficient for the effective design of most
of the linear systems. However, there are certain limitations as explained follows.
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Ziegler-Nichols 
method

Modified 

Ultimate Cycle
Methods

Ziegler-Nichols 
method

Pessen 
Overshoot 

method

Pessen Integral 
method

Tyreus-Luyben 
method

Ziegler-Nichols 
method

Wang-Jang-
Chan method

Chien-Hornes-
Reswick OLTR Methods 
method

Cohen-Coon 
method

Skogestad 
method

Fig. 4 Different OLTR and UC methods to tune controller parameters

OLTR methods are the fundamental methods developed for PID controller gain
parameters’ tuning. These are simple and base to the next-generationmethods, which
draws an open-loop curve of the system to calculate the transient response index
parameters such as stationary gain, dead time, time constant, and slope of the curve.
Using these parameters, the controller gains will be calculated as per the relations
given in [15]. These methods are simple to implement but only useful to estimate
proportional gain and integral time, but cannot be used for the calculation of derivative
time. Another major limitation is the procedure of estimation, where the controller
parameters are estimated using open-loop response rather than closed loop. Hence,
the OLTR methods cannot be used where there is a strict necessity of PID controller
[16].

Another group of methods for PID tuning is UC methods, where closed-loop
response is used for the controller gain parameter tuning instead of open-loop
response used in OLTR methods. So, UC methods may work better than the OLTR
methods. In the UC methods, ultimate cycles or sustained oscillations have to be
obtained by adjusting the closed-loop gain value of the system [17]. This gain value
at which the ultimate cycles exist is called “critical gain.” The time period of the
oscillation needs to be calculated, and by using these critical gain and critical time
period, PID controller gain parameters are calculated as per [15]. With respect to the
literature mentioned in [15–18], among various UC group methods, Ziegler–Nichols
(UZPID) closed-loop method gave better output for different systems. So, this is
considered to validate the proposed FLPID in this paper. The major limitation of
UC methods is that all types of systems may not produce sustained oscillations, for
which UC methods cannot be used.
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3 Description of Proposed FPID Controller

The proposed FPID controller overcomes the drawbacks of the conventional PID
controller with the help of artificial intelligence-realized using fuzzy logic concepts.
The main advantages of the proposed FPID controller over UZPID are [19, 20],

• FPID controller can map the nonlinear input and outputs in the range of member-
ship functions.Hence, this controller gives better response for LICE as it possesses
inherent nonlinear behavior.

• The behavioral performance of the system is sufficient in generation of member-
ship functions and other parameters in case of FPID. There is no specific need for
mathematical modeling of a system which is required in case of PID controller.

Various parts of the controller realization are shown in Fig. 5. In the development
of proposed FPID, there are three main steps involved. The first step is fuzzification
process, where the domain of the input/output data is transformed, i.e., the crisp
data is converted into fuzzy set data. In this transformation, each input/output will
be converted into its own membership function, which graphically represents the
given data. Different types of membership functions such as triangular, trapezoidal,
Gaussian are used. Triangular membership function is used for the implementation
of the proposed FPID as it is the most commonly used one for periodic data sets. The
second step is developing the fuzzy interface structure (FIS). In this FIS, the input
and outputs are converted into membership functions. The inputs and outputs are
related using set of mapping rules, which replicate how the decisions are taken by
the humans, i.e., for a certain action what type of response need to be given. Fuzzy
logic controller’s efficiency depends on establishment of these rules with the correct
relation of inputs and outputs. Table 2 shows the rules implemented for the proposed
FPID controller, and Table 3 shows their input and output ranges identified.

The third step is defuzzification, which is the inverse process of the fuzzification.
In this process, the fuzzy set values are converted into the output values. There are
various methods for converting the rage of output values into a single output value,
such as centroidmethod, bisector method, andmiddle of themaximum technique. As
shown inFig. 6, the proposedFPIDcontroller is implemented using one input variable

Inputs to 
System

Fuzzification 

Fuzzy 
Interface 
System

Defuzzification 

Outputs to 
System

Fig. 5 Steps involved in implementing fuzzy logic controller
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Table 2 Rules for relating
the inputs and outputs
variables

Input Output

KP KI KD

MPV KP1 KI1 KD1

NPV KP2 KI2 KD2

ZEV KP3 KI3 KD2

NNV KP4 KI3 KD3

MNV KP5 KI1 KD3

Table 3 Input and output
ranges considered for
generating FIS rules

Membership functions Data ranges

Input variable Deviation MPV [0.1 0.2 0.3]

NPV [0 0.1 0.2]

ZEV [−0.1 0 0.1]

NNV [−0.2 −0.1 0]

MNV [−0.3 −0.2 −
0.1]

Output variables KP KP1 [0.0025 0.003
0.0035]

KP2 [0.008 0.009
0.01]

KP3 [0.0038 0.0048
0.0058]

KP4 [0.0012
0.00220.0032]

KP5 [0.008 0.009
0.01]

KI KI1 [0.04 0.045 0.05]

KI2 [0.05 0.06 0.07]

KI3 [0.02 0.03 0.04]

KD KD1 [0.02 0.03 0.04]

KD2 [0.03 0.04 0.05]

KD3 [0.045 0.05
0.055]

(i.e., error variable) and three output variables (i.e., PID gain values—KP, KI , KD)
with the use of triangular membership function. Whenever a disturbance is injected
into the system, the response of the system undergoes underdamped in nature. The
deviation from desired response is divided into segments, namely maximum positive
value (MPV), normal positive value (NPV), zero value (ZEV), i.e., normal value,
normal negative value (NNV), and maximum negative value (MNV) as shown in
Fig. 7. The corresponding controller gain values are also represented in ranges. All
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Fig. 6 Inputs and outputs for generating FIS of proposed FPID controller

1

Time (s)

ZEV

NPV

Instant of 
disturbance

MPV

NNV

MNV

Fig. 7 Response of the system when subjected to a disturbance

the ranges of input/output with respect to the proposed segments are given in Table 3.
The overall simulation model including conventional and proposed models is shown
in Fig. 8.

4 Simulation Results

As the main objective of the proposed FPID controller is to achieve superior perfor-
mance compared to the conventional PID, especially during disturbances, various
test cases referred in Table 4 are implemented to validate the FPID. As mentioned
in Sect. 2.2, conventional UZPID, which is providing better system characteristics
among the conventional methods, is implemented to validate the proposed FPID
method. The PID gain values obtained by UZPID method are KP = 0.0699, KI =
0.1856, and KD = 0.006. The efficacy of conventional UZPID controller and the
proposed FPID controller for the speed control of LICE system are compared with
respect to the system behavior obtained during transient-state and steady-state with
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Disturbance Model

Proposed FPID Controller

Conventional PID Controller

P

I

D

N

in out

Fuzzy Logic
Controller

 >= 30
 > 89

Reference
Input

Output

Output1

Output2

121.0
16296.0

+s 198.3
456.267
+s

13.37

0.98

198.3
456.267
+s

13.37
121.0

16296.0
+s

0.98

1.57

PID(s)

PID(s)

Fig. 8 Simulink model of LICE system with conventional and proposed controller

Table 4 Test cases implemented for LICE system analysis

Test case no. Disturbance (or variation) condition

1 Ideal condition (zero variation)

2 Positive step variation with 20% of output

3 Negative step variation with 20% of output

4 Repeating sequence interpolated variation

5 Uniform random number variation

6 Sinusoidal variation

7 Band-limited white noise variation

8 Repeating stair sequence variation

disturbances. The cumulative quantitative resultswith respect to various time-domain
performance indices are given in Tables 5 and 6.

The comparative simulation results are shown from Figs. 9, 10, 11, 12, 13, 14,
15, 16, 17, and 18. These results include both time-domain transient analysis as well

Table 5 Performance of conventional UZPID and proposed FPID during transient state

Method Raise time (in
s)

Peak time (in
s)

Delay time (in
s)

Settling time
(in s)

Peak
overshoot (in
%)

Conventional
UZPID

0.321 1.45 1.627 3.203 66.34
(oscillatory)

Proposed
FPID

1.18 5.13 1.663 8.082 10.48
(smooth)
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Table 6 Performance of conventional UZPID and proposed FPID during steady state

S. no Type of
disturbance

Time
(sec)

Conventional UZPID
method

Proposed FPID method Superior
method

% Peak
overshoot

% Peak
undershoot

% Peak
overshoot

% Peak
undershoot

1 Step
disturbance of
positive 20%

30 20 17.4 20 1.1 FPID

45 0 0 0 0

60 0 0 0 0

75 0 0 0 0

89 17.4 20 1.1 20

2 Step
disturbance of
negative 20%

30 17.4 20 1.1 20 FPID

45 0 0 0 0

60 0 0 0 0

75 0 0 0 0

89 20 17.4 20 1.1

3 Repeating
sequence
interpolated
disturbance

30 10 6.7 10 1.1 FPID

45 0 0 0 0.5

60 0 0 0 0

75 0 0 0 0

89 6.7 10 1.1 10

4 Uniform
random
number
disturbance

30 8.2 5.8 8.2 0.7 FPID

45 0 0 0.5 0

60 10 6.7 10 1.1

75 17.4 20 1.1 20

89 5 2.3 5 0.3

5 Sinusoidal
disturbance

30 2.5 0.12 2.5 0.12 FPID

45 0 0 0 0.7

60 0 0 0.7 0

75 0 0 0 0.7

89 6.7 10 1.1 10

6 Band-limited
white noise
disturbance

30 2.3 5 0.3 5 FPID

45 18 15.6 18 0.9

60 6.2 9 0.8 9

75 2.3 5 0.3 5

89 3 2.2 3 0

7 Repeating
sequence stair
disturbance

30 20 17.4 20 1.1 FPID

45 5.8 8.6 0.8 9

60 3 2.2 3 0

75 2 1.8 2 0

(continued)
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Table 6 (continued)

S. no Type of
disturbance

Time
(sec)

Conventional UZPID
method

Proposed FPID method Superior
method

% Peak
overshoot

% Peak
undershoot

% Peak
overshoot

% Peak
undershoot

89 15.6 18 0.9 18

Fig. 9 LICE response with conventional UZPID and proposed FPID for test case-1

Fig. 10 LICE response with conventional UZPID and proposed FPID for test case-2

as frequency-domain stability analysis. From Figs. 9, 10, 11, 12, 13, 14, 15, and 16,
various plots of the response are represented as given follows.

• Plot ‘A’ represents the response of the systemwith conventionalUZPID controller.
• Plot ‘B’ represents the response of the system with proposed FPID controller.
• Plot ‘C’ represents the characteristics of disturbance injected into the system.
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Fig. 11 LICE response with conventional UZPID and proposed FPID for test case-3

Fig. 12 LICE response with conventional UZPID and proposed FPID for test case-4

Figure 9 shows the response when there is no disturbance. Different types of
disturbances with sample time 15 s are injected at 30 s and removed at 89 s into the
system in its steady state. Figures 10 and 11 show the simulation results obtained for
test case-2 and test case-3, respectively. At the time when the disturbance is injected,
both the conventional UZPID controller and proposed FPID controller are rectifying
the disturbance, but UZPID controller leads to oscillatory transient behavior high
peak-over and undershoot when compared to proposed FPID controller. Similarly,
repeating sequence, uniform loads, and sinusoidal current drawn loads are applied
in test cases 4–6. The corresponding results are shown in Figs. 12, 13, and 14. In
test cases 7 and 8, band-limited white noise and repeating sequence stair type of
disturbances are injected into the system. The corresponding results are shown in
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Fig. 13 LICE response with conventional UZPID and proposed FPID for test case-5

Fig. 14 LICE response with conventional UZPID and proposed FPID for test case-6

Figs. 15 and 16. The disturbances are introduced at 30 s and removed at 89 s. In all
these cases, the proposed FPID controller is providing smooth response with less
transient time in addressing the disturbance when compared to conventional UZPID
controller.

From the stability plots of UZPID and FPID as in Figs. 17 and 18, the phase
margin for UZPID is calculated as 99.9°, and phase margin for FPID is 138°. As the
phase margin for FPID is more than that of UZPID, the proposed FPID controller
gives more stability to the system than the conventional UZPID controller. Further,
from Table 5, it can be observed that the peak overshoot is more in case of UZPID
(66.34%) when compared to FPID (10.48%). Similarly, from Table 6, it is clearly
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Fig. 15 LICE response with conventional UZPID and proposed FPID for test case-7

Fig. 16 LICE response with conventional UZPID and proposed FPID for test case-8

seen that the proposed FPID controller provides better response to the system in all
disturbances when compared to the conventional UZPID controller.

5 Conclusions

Theconstraintswith the conventional PIDcontroller for controlling the speedofLICE
such as poor disturbance rejection, poor transient response, and poor stabilitymargins
are addressed and satisfactorily improved in this paper with the proposed fuzzy-PID
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Fig. 17 Frequency response with conventional UZPID controller for test case-1

Fig. 18 Frequency response with proposed FPID controller for test case-1

(FPID) controller. The cumulative achievements of the proposed controller are given
as follows.

• The proposed FPID provides better closed-loop performance and thereby reduces
the oscillatory behavior in transient state.

• The proposed FPID improves key time-domain performance indices, i.e., peak
overshoot and undershoot. The reduction of these values protects the loads
connected to the LICE.

• The proposed FPID controller has commendably reduced the effect of various
disturbances on the system behavior when compared to the conventional
controller.
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• Besides, the proposed FPID controller produces more stability margins when
compared to the conventional controller, and thereby, enhances the system
stability.

Hence, it could be concluded that the proposed FPID controller is a better
controller to control the speed of aLICE smoothly according to the user requirements.
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Abstract In recent advancements, different types of embedded IoT devices are
connected with the wired or wireless network and continuously access the internet
for communication. Cybercriminals are finding vulnerabilities on IoT devices and
compromise them to launch massive attacks (e.g. DDoS, Spamming, MITM, RFID
Skimming) to destroy the network. IoT devices having default authentication creden-
tials are an easy target. To avoid cybercriminals,we need amore sophisticated authen-
tication mechanism embedded with existing security measures. Digital signature has
become an integral part of IoT to restrict illegal users. The digital signature veri-
fication process is a time-consuming operation and not advisable in IoT however
we can minimize the time of verification through some optimization schemes. This
paper summarizes all the existing digital signature implementation aspects in IoT
and states their technological properties as well as features and loopholes.
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1 Introduction

Kevin Ashton introduced the term Internet of things (IoT) in 1982 to establish an
interface between human beings and virtually interconnected devices [1]. IoT is
a network of interconnected sensors and smart network devices having different
communication protocols and communication medium. IoT may include various
types of networks topologies having different types of communication technolo-
gies like Worldwide Interoperability for Microwave Access (WiMax), Low Power
Wireless Personal Area Network (LoWPAN), Near Field Communication (NFC),
Radio Frequency Identification (RFID), Wireless Sensor Network (WSN), Wireless
Fidelity (Wi-Fi). It is assumed that IoT will grow up to 50 billion devices by 2020
that will further grow up to 125 billion devices by 2030 [2]. Various applications
like Smart Health monitoring, Smart Home appliances, Smart City and Smart Power
Grid have millions of devices and generate a massive volume of data. Sensors are
used to monitor various physical conditions like temperature, sound, pressure, light,
speed, etc. Fig. 2 shows the basic structure of IoT.

IoT devices use the internet for communication hence vulnerable to external
threats. Cybercriminals can attack the IoT device and use them as a bot. Further,
these devices can be used as botnets to destroy communication of a victim network.
Botnets are major threats for IoT. Botnets are nothing but compromised internet-
connected IoT devices. Attackers can use these compromised devices as a botnet to
launch DDoS attacks. Aidra, Bashlite, Linux/IRCTelnet, Hajime, Linux, Wifatch,
Brickerbot and Mirai are some popular IoT botnets. Hajime is one of the IoT botnets
who target IoT devices via Telnet and gains access by brute-forcing default creden-
tials. Although defaults credentials of devices like routers must be changed before
use, however, this could be ignored. These devices are an easy target for cybercrim-
inals. TLS, SSL and Digital Signature Certificate standards can be used for security
from such threats [3–6].

Digital signatures are gaining legal acceptance over the traditional hand-written
signatures. it works on public-key cryptography which is designed to protect the
genuineness of a digital document. Digital signature schemes have been proposed to
get overcome the security problems in authentication, confidentiality, and Integrity
related problems in IoT. Many digital signature schemes have been proposed earlier
like RSA, DSS, and Al-Gamal digital signature schemes. Using a digital signature
for a secure authentication process would certainly prevent the IoT devices to be
compromised easily. Figure 1 represents the base model of the digital signature
algorithm. The digital signature is proof that the coming message or command is
from an authentic source [7–11] (Fig. 2).

This paper has been divided into eight sections. Section 1 represents the basic
structure of the IoT and the requirement for the digital signature has been found for
security-related issues. Section 2 explains the related work done previously by the
researchers to implement digital signature algorithms like RSA, DSA, EdDSA, Short
Signatures (BLS) including their algorithms. Section 3 represents the latest digital
signature implementationwith its technical introductions. Section 4 demonstrates the
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Fig. 1 Digital signature model

problem statement. Sections 5 and 6 represent the proposed solution and performance
analysis details respectively. Section 7 summarizes the findings of the paper, as well
as Sect. 8, which holds the conclusion about this survey paper.

2 Related Work

2.1 RSA Based Signature Scheme

The method which uses public-key cryptography, developed by Rivest, Shamir and
Adelman in 1977 is known as RSA. A digital signature scheme with public-key
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Electronic Devices

More than 2 billion IoT Devices

Fig. 2 Internet of things (IoT) basic structure

cryptography has been introduced in 1976 by Whitfield Diffie and Martin Hellman.
Sender’s private key is used to create an RSA digital signature. RSA based digital
signature scheme has two basic steps [12].

• Signature generation through the private key of the signer.
• Message verification through the corresponding public key.

A signature generated by the first stepwill always verify the second step. Old RSA
implementations are vulnerable to some attacks. Dan Boneh and others identified an
attack on RSA. This attack was based on doing faulty calculations. The private
key can be obtained from the faulty signatures by injecting random faults in RSA
calculation. For protection from the Fault Based Attacks, Mihir Bellare and Phillip
Rogaway suggested two provably secure scheme for RSA in 1996.

• The Optimal Asymmetric Encryption Padding (RSA-OAEP)
• The Probabilistic Signature Scheme (RSA-PSS)

Encryption and decryption functions are inverse of each other for RSA
public/private key triple (e, d, n).

Public key f (m) = me mod n
Private key g(m) = md mod n

Then,

f (g(m)) = m and g( f (m)) = m
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RSA-PSS is now able to handle Fault Based Attacks by encoding random values
in the signature. Those random values could not be extracted from the signatures.
Coron andMandal have also proved that it is impossible to get the private key through
fault-based attacks [13].

2.2 Digital Signature Algorithm (DSA)

A DSA digital signature is generated using some set of parameters like data that
requires to be signed, private key ‘x’, secret key ‘k’ per message, and hash function.
The same digital signature can be verified using the same domain parameters and
public key ‘y’, data to be verified and the same hash [14].

Components of Global Public-Key

• ‘P’- A prime number of n bits where n is a multiple of 64 and 512 ≤ n ≤ 1024
• ‘q’- A 160-bit prime factor of p–1
• ‘g’-= h(p–1)/q mod p, where h is any integer with 1 < h < p–1, such that (h(p–1)/q

mod p) > 1

Private Key
‘x’ is a random or pseudorandom integer with 0 < x < q.

Public Key
‘y’ = gx mod p

Secret Key
A random or pseudorandom integer with 0 < k < q.

Sign

r = (
gk mod p

)
mod q

s = [
k−1(H(M) = xr)

]
mod q

Signature = (r, s)

Verify

w = (
s ′)−1

mod q
u1 = [

H
(
M ′)w

]
mod q

u2 = (
r ′) w mod q

v = [(
gu1yu2

)
mod p

]
mod q

Test : v = r ′
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2.3 Elliptic Curve El-Gamal Digital Signature Scheme

TaherEl-Gamalwas the firstmathematicianwhoproposed a public-key cryptosystem
based on a discrete logarithm problem (DLP). ECDSA is a variant of RSA and DSA.
It offers the small key size as well as significant improvements in the generation and
verification timings with the small requirement of bandwidth, processing capability,
and storage space. This digital signature scheme has the same form as the public key
and private key.

Key Generation

• Entity T selects a random integer ka from the interval [1, n–1] as a private key.
• the public key is computed as T = ka G.
• The public key is stored on the public key server.

Signing Scheme

• Random integer k is selected from the interval [1, n–1].
• Computes R = kG = (xR, yR) where, r = xR MOD n, if r = 0 then go to step 1.
• Compute e = h(M), where h is a hash function {0, 1} * → Fn.
• Computes s = k−1(e + rkT ) mod n; if then go to step 1 (R, s) is the signature

message.

Verifying Scheme

• Verify that s is an integer in [1, n–1] and R = (xR, yR)∈ E(Fq).
• Compute V 1 = sR.
• Compute V 2 = h(M) G + rT, where r = xR
• Accept only if V 1 = V 2.

Elliptic curve ciphers require less computation power, communication bandwidth
memory and require a high level of mechanical abstraction for abstraction. Cryp-
tographic implementation in smaller chip sizes is highly required the ECDSA to
reduces the heating problem in chips and power consumption [15].

2.4 Edwards-Curve Digital Signature Algorithm (EdDSA)

This signature scheme is a variant of Schnorr’s signature system with (possibly
twisted) Edwards curves which provides high performance on a variety of platforms.
EdDSA does not require the use of a unique random number for each signature. It
is more effective for side-channel attacks and hash function collisions do not break
this system hence it is collision resilience [16].
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Key Setup

• Compute H(k) = (h0, h1,… h2b-1).
• a = (h0,…, hb-1).
• b = (hb,…, h2b-1).
• Compute public key A = aB.

Signature Generation

• Compute ephemeral key r = H (b, M).
• Compute ephemeral public key R = rB.
• Compute h = H (R, A, M) and convert to integer.
• Compute S = (r + ha) mod l.
• Signature pair is (R, S).

Verification Stage

• Compute h = hash(R + A + M) mod q
• Compute P1 = s*G
• Compute P2 = R + h*A
• Check if P1 == P2

The signing and verification process of EdDSA is simpler, faster and more secure
than ECDSA. Unlike ECDSA the EdDSA signatures do not provide a way to recover
the signer’s public key from the signature and the message [17].

2.5 Short Signature Scheme

A short signature is about half the size of the DSA signature with the same level
of security and promisingly used in the low-bandwidth communication environ-
ment. RSA, DSA, and ECDSA provide relatively long signature which is undesirable
[19, 20]. The short signature scheme provides 160-bit signature length which is the
smallest among signature sizes produced by RSA, DSA, and ECDSA. BLS based
short signature scheme has been proposed by Boneh et al. in 2001 [18]. Bilinear
pairing ‘e’ and elliptic curve group elements as signatures are the components of
BLS signature [21].

Key Generation
Select a number x as your private key in the range [0, r-1]. The public key shared is
gx.

Sign
Given the private key x and some message m, the signature is given by

(H(m))x .
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Table 1 Advantages and disadvantages of some widely used digital signatures [22]

Signature scheme Advantage Disadvantage Signing speed

RSA • Fearless key distribution
• Large networks have a
smaller number of keys

• Slow operation
• High computation cost
• Vulnerable to
multiplicative attacks

Slow

DSA • Short signature length
• Lower signature
computation time

• Less storage requirement

• Signature verification must
have complicated
remainder operators

Moderate

ECDSA • No application
performance issues

• Fast signing and verifying
process

• Support for national
information protection
standards

• A chance of error that
makes it possible to select
a private key value and
identical signatures for
different documents can be
obtained

• Requires a random number
per signature

Moderate

EdDSA • High speed
• High performance
• Independence of the
random number generator

• Can be hacked by large
quantum computers

Fast

BLS [23] • Short signatures
• Better performance
• Simplified computing
• No need for random
number

• Many signature blocks can
be combined into a single
signature

• Pairing is hard and not
efficient

• Security proof is hard

Fast

Verify
To verify that the signature is valid, we check that

e((H(m))x, g) = e(H(m), gx), given gx, g.

The major drawbacks of the short signature scheme (BLS) are pairing is hard as
well as inefficient and security proof generation is also harder than other algorithms
(Table 1).

3 Digital Signature Schemes in IoT

Digital signatures are getting used in e-commerce, banking, software systems, and
an effective technique to verify authenticity and non-repudiation of the message. All
these sectors have versatile computing devices connected through a network, need
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Table 2 Different digital signature schemes implemented in IoT for security

Digital signature scheme Year Proposed by Technique used

Shortened Complex Digital
Signature Scheme (SCDSA)
[24]

2018 Mughal, M. A., Luo,
X., Ullah, A., Ullah, S.,
& Mahmood, Z.

A lightweight Shortened
Complex Digital Signature
Algorithm (SCDSA) for
providing secure
communication between
smart devices in
human-centered IoT

Lamport Signature Scheme
[25]

2018 Abdullah, G. M.,
Mehmood, Q., & Khan,
C. B. A.

Lamport signature scheme,
which is quantum-resistant,
for authentication of data
transmission and its
feasibility in IoT devices.

Proxy Blind ECDS
Algorithm [26]

2018 Harini N, Kamakshi
Devisetti R N, Aruna D

Elliptic Curve Cryptography
(EEC) based on proxy blind
signing procedure

Cloud-Based Digital
Signature Application [27]

2018 Sahar A. El-Rahman,
DaniyahAldawsari,
OmaimahAlrashed,
Ghadeer Alsubaie

a digital signature mobile
applicationwhere it provides
a cloud-based digital
signature with high security
to sustain with the growth of
IoT.

Elliptic Curve Digital
Signature Algorithm [28]

2016 B. Sindhu, R. M.
Noorullah

Used the standards of the
Elliptic Curve digital
signature scheme.

a very strong authentication scheme to verify the identity proof and genuineness of
transmitted data. Many digital signature schemes have been proposed by researchers
to mitigate the security-related vulnerabilities in IoT.

In Table 2, we have illustrated some newest digital signatures with their tech-
nical summary. These digital signature techniques certainly deliver us new improved
algorithms that provide better security than earlier algorithms. Still, these digital
signature algorithms need to be verified for their hidden drawbacks to present an
improved and completely secure Internet of Things network. This improvement is
also necessary to make its users fearless about security-related risks in IoT.

4 Problem Statement

Secure communication is the key requirement between two communicating IoT
devices. The owner of the IoT network may need to upgrade the firmware of IoT
devices to deploy some security patches. It is to be ensured that data transmission is
to be done within a secure and authenticated environment.
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In many cases, cybercriminals may compromise the communicating device and
use them as a lot to launch future attacks to harm a specific target system. Patching
or executing a malicious program can lead to severe damages or losses if the device
is deployed in a critical environment such as smart power grids, nuclear facilities,
trafficmanagement systems or flightmanagement systems. So, this is highly required
to verify the authenticity of the receiver before transferring the confidential data or
installing the important patches.

There are several digital signature schemes such as DSA, ECDSA, EdDSA but
the problem with these cryptographic signatures they are very much insecure and
vulnerable to be broken by a quantum computer [10]. There should be a stronger,
complex and unbreakable algorithm for the digital signature scheme so that the
security of IoT devices can be ensured.

5 Proposed Solution

An existing digital signature system must not vulnerable to attackers. An attacker
can launch Fault Based Attacks and Bleichenbacher Attack in old RSA based digital
signature schemes to obtain the private key. RSA-PSS may be a solution to this
attack. It has been proven that the signature generated by RSA-PSS could not let the
attacker extract the private key. Performance-related issues can be minimized using
batch processing and multithreading approaches.

ECDSA has less impact over EdDSA and is a newer technology than EdDSA.
EdDSA provides high performance on platforms and does not need a random number
for each signature. It is enough strong against side-channel attacks. EdDSA provides
collision resilience, meaning that hash-function collisions do not break this system.
Table 1 presents that EdDSA is the best select digital signature scheme on various
factors like performance, complexity, and speed. EdDSA has minimum disadvan-
tages among DSA, RSA, ECDSA, BLS based short signature schemes. This digital
signature scheme is desirable in the IoT network for the protection of the authenticity
of messages. The only drawback of the EdDSA scheme found that it can be hacked
through large quantum computers.

6 Performance Analysis

DSS is considered to be stronger than El-Gamal since in this scheme the secret
number k is harder to obtain from r because of the reduction mod q. The verification
step in DSS is also faster than the corresponding step in El-Gamal, since there are
fewer modular exponentiations to perform, and this is an important practical consid-
eration. Performance analysis shows the RSA has the worst performance regarding
signature generation time (7.8 ms) and BLS has the worst performance in the signa-
ture verification phase (0.8.6 ms). The outcome of this paper can affect the selection
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Table 3 Digital Signature Schemes characteristics

Signature scheme Key size (bits) Signature size
(bytes)

Signature
generation time
(ms)

Signature
verification time
(ms)

RSA 1024 128 7.8 0.4

DSA 1024 384 3.5 4.5

ECDSA 160 64 3.1 8.2

EdDSA 256 512 0.08 0.16

BLS 100 20 2.2 8.6

Fig. 3 Digital signature generation time comparison

of the digital signature scheme of the sophisticated software network system seeking
security-related issues (Table 3).

Performance analysis has been done onvarious factors like key size, signature size,
signature generation time, and signature verification time. EdDSA has the minimum
signature generation time (0.08 ms) and signature verification time (0.16 ms) having
256 bits of key size and 512 bytes of signature size. Figure 3 demonstrates the chart
of signature generation time comparison and Fig. 4 displays the signature verification
time comparison for all five selected algorithms.

7 Conclusions

The meticulous survey of the different digital signature schemes reflects their advan-
tages in terms of performance, correctness, complexity, suitability in IoT platform
and stability against security threats found as a major challenge for IoT network.
Performance improvement is the key challenge in implementing digital signature in
IoT. This survey opens up the need for a detailed study of practical threats and related
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Fig. 4 Digital signature verification time comparison

analysis. This can help create a generic, concrete and usable authentication scheme
based on the digital signature.

8 Summary

Authors have analyzed different types of digital signature schemes like EdDSA, RSA
based digital signature, Lamport Signature Scheme, and Secure Proxy Blind ECDS.
The working technique, advantages, security strength with limitation and drawbacks
have been discussed briefly. A few problems of existing digital signature schemes
for securing the IoT network have been identified like performance, complexity, and
storage related. Authors find EdDSA has the top performance regarding the signature
generation andverificationprocesses. EdDSAcanbe adopted for IoTas the optimized
digital signature scheme. RSA signature can be selected if the signature generation is
getting performed on the client-side. This will certainly affect the server performance
as the signature verification process takes minimal time among all five selected and
benchmarked digital signatures.
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Low Power and Highly Reliable 8-Bit
Carry Select Adder

Pritty and Mansi Jhamb

Abstract In today’s enhanced technological advancements, a carry select adder
performs an indispensable integral part of the complex processing of data. It exhibits
promising results in minimizing cost and power consumption. The logic operation
of it has simulated over 90 nm CMOS technology of spice tool at 0.8 V. These
works present a Carry select adder using multiplier and adder circuits. In proposed
designs, extra circuitry is eliminated and leads to a reduction in 43.995% of power
consumption, 93.912% of time delay, and 97.515% of energy. The transistor count
of the proposed carry select adder is 61.788% less than that of the conventional carry
select adder. The power, delay, energy of it has been compared with state-of-art
carry select adder. This advanced circuit of adder shows highly efficient and reliable
performance.

Keywords Adder · Carry select adder · Multiplexer · Ripple carry adder · XOR
gate

1 Introduction

The development of CMOS technology continues to drastically minimize power
consumption, time delay, and transistor count of integrated circuits (ICs) [1]. The
enhanced bit counts have increased the transistor counts, power, and decreased speed.
The power dissipation has further three types as under Static power (Pstat), Short
circuit power (Pshort), Dynamic power (Pdyn).

Ptotal = Pstat + Pshort + Pdyn (1)
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where Ptotal is the total power consumed in a particular design.
The static power is dissipated because of unnecessary leakage current when the

transistor is switched off. However, dynamic power has dissipated when parasitic
components are switched from on to off or off to on. During the current flowing from
VDD to VSS, short circuit power takes place [2].

The propagation delay is calculated using the following formula:

Tprop = (N − 1) ∗ (Tcarry + Tsum) (2)

T prop is the total propagation delay
N is number of bits
T carry is a time delay for output carry of adder
T sum is a time delay for output sum of adder [3]
The calculation of energy (E) is done using the product of power and time delay.

The equation is as follows:

E = P ∗ Tprop (3)

Therefore, the reduction of power consumption, energy, and delay is obligatory
for a circuit operation [4]. Addition, accumulation, and multiplication are the neces-
sary basic functioning of various digital signal processing (DSP) systems. The addi-
tion is the essential logic operation for DSP, control system, and digital system [5].
Full adder applications such as Voting systems, ALU, multiplication, and graphics
are related to complex arithmetic computation. The wide range of adder circuits has
used for addition, such as carry look-ahead adder, ripple carry adder (RCA), (carry
skip) CS adder, carry select adder (CSLA). The simplest, fastest design of adders is
RCA and CSLA that have significantly decreased the time delay [6]. For sum oper-
ation 2 XOR gates and for carry operation 3 AND, 1 OR GATES are used to operate
for the conventional adder. In contrast, in RCA, the sum operation has performed by
full adder blocks [7]. The carry propagates from one full adder block to another to
generate the final carry output. The n bit full adder blocks are used to perform the N
bit RCA operations [8]. CSLA can be designed using various methods. First method,
It was designed using RCA, 5 bit BEC, and Multiplexer (MUX) circuits [9]. It can
also be designed using RCA, modified BEC (4 bit and 3 bit), and 8:4 MUX or 6:3
MUX [10]. Area-efficient CSLA, high speed, and low-power CSLA are few exam-
ples of CSLA that has designed as per need of application [11]. The second method,
it can be architecture using RCA, AND gate, XOR gate and MUX [12]. The third
method, it can also be designed utilizing RCA, D-latch and MUX blocks [13]. Other
methods for CSLA are using parallel prefix adder [14], asynchronous CSLA, and
synchronous CSLA [15]. The proposed CSLA is designed using three RCA of 4 bit
each and five 2:1 MUX circuits. Three transistor XOR gates and multiplexers have
applied for the schematic design of the full adder. 2:1 MUX block has been drawn
using pass transistor logic/transmission gates [16]. The area, transistor count, and
time delay have further reduced by eliminating extra circuitry. It can be designed for
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different requirements, i.e., High-speed, performance, highly efficient, low power,
etc. for different applications [17–19].

Theorganizationof the remainingpaper is as follows. Section2 covers information
related to state-of-art methods of CSLA design. Section 3 includes the implementa-
tion of the proposed CSLA. It also contains schematics and layout of adder, CSLA,
and MUX. Section 4 of the paper includes tables, results, and comparison graphs of
it. Section 5 covers the conclusion of the article.

2 State-of-Art Methods

2.1 CSLA Using BEC

The design of CSLA generates multiple carries at different stages, and final sum
output is generated by carry using as select line. CSLA uses the pair of RCA. Binary
to excess-1 converter (BEC) and one RCA with multiplexer is utilized for design
Fig. 1. Many CSLA design using this technique is proposed such as design of the
area and power-efficient modified carry select adder [8], low power area-efficient
carry select adder [11], area-efficient carry select adder [10]. In all these papers,
BEC or XOR gate has changed. In [8], Each BEC used 4 bit and NOT, AND, XOR
gates used for it. The logical expressions of binary to excess convertor (4-bit) are:

X0 = (B0)
′ and X1 = B0 ⊕ B1 (4)

X2 = B2 ⊕ (B0 + B1) and X3 = B3 ⊕ (B0 + B1 + B2) (5)

This paper gives the area reduction, power reduction; delay overhead (each value
in percentage). Its drawback that it does not gives an idea related to transistor count,
power delay product (PDP/energy). In [10], BEC has modified by using 3-bit BEC,

Fig. 1 Block diagram for CSLA using BEC [8]
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Fig. 2 Block diagram for CSLA using D-latch [13]

4-bit BEC. Transistor count in [10], it is above 250 transistors for 16-bit CSLA and
196 for 8-bit CSLA. Similarly, the CSLA design of [9] does not give the exact value
of transistor count and leads to a reduction in power, delay, PDP/energy.

In [11], CSLA is designed using full adder, BEC (XOR, AND, NOT gates) and
multiplexer. This design used approx. 295 transistor counts for 16-bit CSLA and 188
transistor counts for 8 bit CSLA. Overall, this technique leads to reduce transistor
count, power, delay but up to an extent only.

2.2 CSLA Design Using D-Latch

In this CSLA circuitry, BEC has replaced by D-Latch. N bit D-latch has required
for N bit CSLA design. An enable (en) input is used in D-latch and RCA for the
calculation of outputs.

When en = 0, then RCA calculates outputs for carry-input zero. When en =
1, then RCA calculates outputs for carry-input one. D-latch has used for storing
first operation output Fig. 2. Multiplexer has used for comparison of RCA output
for carry-input = 1 and D-latch store data. It leads to a reduction in delay, power
consumption, PDP, and area.

3 Implementation of CSLA

The full adder circuit can explain as: the adding of two inputs with Carry-in gives
the Sum and Carry, where

S = (A ⊕ B) ⊕ Cin (6)
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XOR

a b

Fig. 3 a XOR gate b multiplexer

Cout = A.B + Cin (A ⊕ B) (7)

The 1-bit adder has designed by XOR and multiplexer circuits. Five multiplexer
circuits are designed using two transistors only. The primary way to design the 1-bit
adder by XOR gate and multiplexer has displayed in Fig. 4. The gate and multiplexer
XOR circuits are building blocks in full adder design.

The arithmetic addition operation of the adder leans on the performance of the
XOR, multiplexer circuits. The design must have minimal transistors used to imple-
ment the XOR block for low power consumption Fig. 3. The MUX circuit of the
multiplexer has adopted in the proposed design to generate optimized and carried
output sum Fig. 3. The transmission gates have been used as multiplexers 2: 1. The
transmission gate has benefits for the CSLA: it accelerates the carry/sum as a buffer
by the side of the sum/carry series/blocks. Also, it provides a better oscillation of the
output voltage.

The adder design, which utilized 2 XOR gates and a multiplexer circuit, requires
eight transistors. Choose a wide-width ratio of transistors. When A and B both inputs
are low or zero, the circuit produces low logic or zero as output. When the inputs A
is zero and B is one, then the transistor MS2, P is on, MS1, N and MS1, P is off.
They provide high logic or one in XOR output. When the input A equals to high,
and B low, MS2, P is disabled, MS1, N is activated, and MS1, P leads to provide the
output as one or high. When A is one and B is one, then the circuit provides zero as
an exit. Then, this circuit works like an XOR circuit. The complete summing circuit
of 8 transistors has been designed using the 2 XOR circuits and a 2: 1 multiplexer
Fig. 4. In this circuit, the summation output has generated by two XOR gates and
the output has produced by a 2:1 multiplexer block or a MUX circuit of transmission
gates. Extra circuitry has eliminated from RCA3, which leads to a reduction in the
reduction in 12 transistors.

It provides better performance than the circuits of the previous full adder and gets
less use of the area due to the decrease in the number of transistor counts. The addition
of 2 or more binary (1 or 0) numbers can be done using RCA. RCA is designed by
connecting 1-bit cascaded adders with the C1 of the 1-bit adder linked to the C0
carry-out of the previous adder design and so on. Figure 5 depicts the combination
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Fig. 4 Design of 1-bit adder
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Fig. 5 Design for 4-bit RCA

of 4 1-bit adder circuits (FA) which result in sum and carry output of it. The RCA
has been implemented using a whole summing cell with eight transistors based on
the transistor logic. An XOR gate and 2:1 multiplexer are used to form 1-bit adder
as presented in Fig. 8. The sum (A ⊕ B ⊕ Cin) is produced by two XOR circuits.
Examining the truth table of the adder using Boolean algebra expression summarized
that if XOR of A and B are correct, then Carry is complement of Sum.When XOR of
A and B are low, Carry is equal to A input (or B input) and sum is equal to low. The
carry select adder formed of one MUX circuit and two RCA in Fig. 6. The addition
of A and B of n bits in the carry selection adder has done with two RCA, to obtain
the outputs twice, once with the consideration that the carry-in is equal to zero and
the other considering that will be equal to one. The two results have obtained, final
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Fig. 6 Block diagram for 8-bit CSLA

Fig. 7 Schematic of 8-bit modified CSLA

carry has selected, as well as the final sum, with the multiplexer once the final carry
has calculated Fig. 7.

4 Result and Discussion

The schematic diagrams and layouts of each CSA block have been designed
in the spice schematic editor and L-edit. Subsequently, schematic diagram and
layout of CSA can be formed by integrating the individual blocks as presented in
Figs. 7, 8, 9, 10, and 11. The optimized scheme has simulated using the 90 nm
CMOS technology in the spice tool. The scheme has been designed and simulated.
The output waveform of CSLA has been displayed in Figs. 12 and 13.

It shows the final result of C7 S7 S6 S5 S4 S3 S2 S1 S0. Table 1 shows the
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Fig. 8 Full adder layout

Fig. 9 Layout of RCA

Fig. 10 Layout of 8-bit CSLA
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Fig. 11 Layout of modified CSLA

Fig. 12 Output waveform for 8-bit CSLA

mathematical and Figs. 14, 15, 16, and 17 shows graphical presentation of power,
delay, PDP, and transistor count of multiplexer, adder, RCA, CSLA, modified CSLA.
Modified CSLA is compared with previous CSLA designs using power consump-
tion, propagation, energy parameters. These comparisons have shown in Table 2
mathematically, and Figs. 15, 16, and 17 graphically.
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Fig. 13 Output waveform for 4-bit RCA1

Table 1 Measured parameters of implemented designs

Circuits Number of
transistors

Power (in µW) Time delay (in ps) PDP (energy) (in
fJ)

MUX 2 0.000191 30.262 0.005

Adder (1 bit) 8 0.0801 0.050 0.004

RCA (4 bit) 32 15.977 244.38 3.904

CSLA (8 bit) 106 84.7518 94.197 7.983

Modified CSLA
(8 bit)

94 72.5271 103.158 7.481

2 8 
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MUX Adder(1 bit) RCA(4 bit) Proposed CSLA(8
bit)

Proposed Mod-
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NUMBER OF  TRANSISTORS

Fig. 14 Transistor count of implemented designs

5 Conclusions

The state-of-art CSLA had utilized either two blocks of RCA using 1-bit adder (8
transistors) or one block of RCA with the help of 1-bit adder (8 transistors) and
binary to excess one convertor or D-latch. This paper had simulated the carry select
adder using a 1-bit adder (8 transistors) and carry select adder further modified by
removing XOR gates used in RCA3 block. The results of carry evaluation block
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Fig. 15 Power comparison of implemented designs and different CSLAs

Fig. 16 Time delay comparison of implemented designs and different CSLAs

Fig. 17 Power delay product comparison of implemented designs and different CSLAs

with carry-in one have derived from carry-in 0 with an effectively designed multi-
plexer circuit. The proposed CSLA has better performance than state-of-art CSLA in
case of delay, transistor count, and energy. The output results depicted 72.5271 µW
average power and 103.158 ps average delays for proposed CSLA. The CSLA design
works with improved speed when XOR circuit from RCA3 block is eliminated. The
proposed circuit presented minimal Transistor count with reduce in PDP and power.
At VDD = 1 V, CSLA depicted value of PDP 7.481 fJ and power 72.5271 µW.
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Table 2 Comparison table for different CSLA designs

Circuits Number of bits in
each input

Power (in µW) Time delay (in ns) PDP (Energy) (in
fJ)

High-speed
CSLA [3]

8 551.6 1.692 933.307

Low-power
CSLA [3]

8 271.6 5.48 1488.368

conventional
CSLA [9]

8 203.9 1.719 350.5

modified CSLA
[11]

8 188.4 1.958 368.5

CSLA [8] 8 187.58 1.976 370.8

CSLA using
reversible logic
[17]

8 180 17.2 3096

CSLA [9] 8 147.4 2.18 321.3

Proposed CSLA 8 84.751 0.094 7.983

Proposed
Modified CSLA

8 72.527 0.103 7.481

The proposed work also compared with state-of-art CSLA designs. It has observed
43.995% reduction in power dissipation, 93.912% reduction in propagation delay,
and 97.515% reduction in PDP/energy. The no of transistor or transistor count has
also minimized as compared to previous designs of CSLA. This design of CSLA
leads to highly reliable and efficient performance.
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SAGNAC-Error Calculation in Two-Way
Satellite Time and Frequency Transfer

Vimla Sharma, Charu Prabha, and Mirza Mohammad Zaheer

Abstract TWSTFT techniques are employed for time interval measurements of two
different atomic clocks or timescales located far apart. There are various methods of
time and frequency transfer between timing labs. Among all-time transfer methods,
TWSTFT is very precise time transfer method for geographically apart but visible
from common GEO satellite stations. In this paper, we have discussed the errors
included in the process of TWSTFT and also derived and calculated the mathe-
matical value of the SAGNAC effect delay and the ionospheric delay. Among all
the delays, SAGNAC effect delay and the ionospheric delay are considered to be
the most complicated in terms of calculation and are responsible for the increased
inaccuracy in TWSTFT.

Keywords TWSTFT · SAGNAC · Synchronization

1 Introduction

India has build-up its own regional satellite navigation system “Navigation with
Indian Constellation (NavIC)”. The heart of any navigation system is a precise time
measurement system. More precise are measurements of time, more accuracy will
be provided to the user in terms of navigation. To cater to the time measurement
requirement, Indian SpaceResearchOrganization (ISRO) has established two IRNSS
Network Timing facilities IRNWT-I and IRNWT-II with the associated TWSTFT
facility at geographically apart locations i.e. Bangalore and Lucknow, respectively.
IRNWT facility maintains the navigation time and metrological time. A similar
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type of TWSTFT facility is also established at NPL Delhi, India. IRNWT facilities
maintain time interval measurements between both IRNWT timescales, i.e. IRNWT-
I, IRNWT-II and NPL Delhi timescales using these TWSTFT facilities [1].

Time transfer techniques are required to maintain the traceability between the
timing labs geographically separated apart. Time transfer is amethod used to compare
time scales or frequency standards which are separated geographically. Time transfer
is needed for many reasons. Instantaneous measurements of widely separated clocks
can be made to monitor the performance of time scales through the intermediary of
the clocks being compared. One can also be interested in making comparisons of
advanced frequency standards, such as caesium fountains, and/or checking the long-
term stability of such standards. Time transfer is done using the following commonly
known methods namely:

1. Common view time transfer
2. All in view time transfer
3. TWSTFT

2 TWSTFT

Among the above three methods, TWSTFT has been accomplished to be the most
precise method for time and frequency transmission as the accuracy in this prescript
is better than 1 ns.

TWSTFT utilize geostationary spacecraft as a relay station and delivers stable and
precise time transfer. It is the most accurate method for time transfer as almost all the
delays cancel out due to analogy. The only disadvantage of thismethod is the increase
in cost as both the ground stations require transmission and receiving equipment.
BIPM (International Bureau of Weights and Measures) near Paris, France apply
these techniques in coordination with other national laboratories to collate atomic
timescale standards for the calculation of the International Atomic Time Scales (TAI)
and Universal Coordinated Time (UTC) [2].

The working principle of TWSTFT is very simple. Both the TWSTFT terminals
simultaneously transmit signals at the same moment to a geostationary satellite.
These signals are transmitted back by the geostationary satellite and received at the
TWSTFT facility on the ground. Then the time elapsed between the time of signal
transmission and the time of signal reception is calculated at both the TWSTFT
stations separately. Both the stations require spread spectrum modems to exchange
information through communication satellites. At the transmitting station, 1 PPS
(one pulse/second) signal is superimposed into an intermediate frequency (IF), up
converted into radio frequency (RF), amplified and then transmitted to the spacecraft.
Over receiving station, radio signal (RF) is therewith amplified, down-converted to
an intermediate frequency (IF) and demodulated by the modem in order to produce a
received 1 PPS. Thus, the time interval between the local 1 PPS and received 1 PPS
is measured at each station [2, 7] through Time Interval Counter (Fig. 1).
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Fig. 1 Block diagram of TWSTFT [2]

The uncertainty in TWSTFTmeasurement is because of some atmospheric effects
and delays which are [2, 3, 7]:

2.1 SAGNAC Effect

As explained by the experiment conducted by French scientist Georges SAGNAC in
1913, due to the diurnal motion of the satellite, the uplink geometric path becomes
unequal to the downlink geometric path. This is known as the ‘SAGNAC effect’. The
TWSTFT terminal on the ground and the spacecraft both orbit around the equatorial
rotation axis of the planet earth. This movement of both spacecraft and planet earth
takes placewhen the signals are transmitted fromTWSTFT terminal to the spacecraft
and back over TWSTFT. It is proportional to the equatorial projection of the area
of the four-sided plane figure (a quadrangle), whose vertices are centre of the earth
and the positions of the stations on the surface of the earth also the position of the
satellite with respect to the earth’s surface. Thus, it is a function of the positions of
stations 1 and 2 and the satellite.
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2.2 Ionospheric Delay

Ionospheric delay (which occurs when a signal enters the ionospheric layer) is depen-
dent upon both the uplink and downlink frequencies, the TEC (total electron content)
and the elevation. The total electron content is defined as the total number of electrons
integrated between two points, along a tube of one meter squared cross-section, i.e.
the electron columnar number density and is expressed in electrons/m2.While calcu-
lating the ionospheric delay, one needs to know the uplink frequency and downlink
frequency of both the TWSTFT terminals 1 and 2, the TEC of both the stations 1
and 2 and the elevation both the stations 1 and 2.

2.3 Tropospheric Delay

Other than ionospheric layer, tropospheric layer also affects the propagation of the
signal to and from the satellite. But the tropospheric delay ismostly less than 10ps and
therefore the delay caused due to the tropospheric layer is negligible. It is frequency
independent (negligible) at the frequencies used for satellite communication.

2.4 Satellite Error

The error in the transponder of the satellite or in any internal subsystem of the satellite
can also cause uncertainty. Therefore, this error should be known before the satellite
is launched.

2.5 Earth Station Delay

The errors in the ground equipment have to be determined in each station. For
example, the difference between the transmitting and receiving section inclusive
the D/C and U/C converters, Modem, Power amplifiers, Antenna , cables connected,
etc. The equipment delay closely depends upon temperature.

3 Calculation of Errors

Out of all the causes of inaccuracy in time synchronization through TWSTFT, the
SAGNAC effect delay is the most complicated one in terms of calculation. This is
because of its dependence on unusual factors. The SAGNAC effect delay calculation
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requires a geometric analysis of positions of the stations, earth’s geometric centre
position and the geometric satellite positions. The other factors affecting the accuracy
of TWSTFT such as the earth station delay and the satellite error could be easily
measured. Also, the tropospheric delay doesn’t have much effect on TWSTFT.

3.1 SAGNAC Effect Delay Calculation

If the clock pulse is transmitted from station A to station B, then the SAGNAC delay
in the time is given as [3, 6, 7]

= (2ωAr/c2) (1)

where

ω: Earth angular velocity in radian/second
c: Specified light’s speed in meter/second

‘Ar’ is the area prescribed by the projections onto the equatorial plane by the lines
connecting the earth’s centre and the satellite to the two earth stations.

3.2 Calculation of ‘Ar’

In a Geocentric coordinate system, the earth’s centre is considered as the origin. Let
the following variables denote (Fig. 2):-

Fig. 2 Location of TWSTFT terminals K1 and K2 on the earth’s surface
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Fig. 3 Projection of area of triangles SK1K2 and CK1K2 on the equatorial plane

XA: Geocentric x-coordinate of station A
YA: Geocentric y-coordinate of station A
XB: Geocentric x-coordinate of station B
YB: Geocentric y-coordinate of station B
Xs: Geocentric x-coordinate of satellite S
Ys: Geocentric y-coordinate of satellite S

Now, as the satellite used in the method of TWSTFT is geostationary, both points
C and S would lie on the equatorial plane [6].

Assuming the Equatorial plane to be the XY plane and the earth’s centre at the
origin, the projection of the area covered by the triangles SK1K2 and CK1K2 on
the equatorial plane is shown in the following figure. The area of the quadrilateral
CK1SK2 is the required value of ‘Ar’ (Fig. 3).

The area of Quadrilateral CK1SK2 is the sum of the area of the triangles CK1S
and CK2S. Now the area of the triangles could be calculated by the method of cross
product of two vectors.

Position vector of K1: X1ax + Y 1ay

Position vector of K2: X2ax + Y 2ay

Position vector of S: Xsax + Ysay

(As it is projection on equatorial, therefore, the Z value from equatorial plane will
be considered as zero)

Area of quadrilateral CKASKB

= 1/2 |C K A × C S | + 1/2 |C S × C K B |
= 1/2

∣
∣
(

X Aax + YAay
)

x
(

Xsax + Ysay
)∣
∣ + 1/2

∣
∣
(

Xsax + Ysay
)

x
(

X2ax + Y2ay
)∣
∣

= 1/2 [Xs(YB − YA) + Ys(X A − X B)]
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Hence, the value of ‘Ar’ is given as

Ar = 1/2 [Xs(YB − YA) + Ys(X A − X B)] (2)

Therefore, the SAGNAC error between station A and station B can be formulated
from Eqs. (1) and (2) as

SCAB = ω [Xs(YB − YA) + Ys(X A − X B)]/c2

Converting the Geocentric coordinates to Geodetic Coordinates [4, 5],

X A =
{

a Cos
[

tan−1
{

(1− f ) tan
[

LATgeodetic(K A)
]}]

+ HT(K1)Cos
[

LATgeodetic(K A)
]

}

Cos [LOT (K A)]

YA =
{

aCos
[

tan−1
{

(1− f ) tan
[

L AT geodet(K A)
]}]

+ HT(K1)Cos
[

LATgeodet(K A)
]

}

Sin [LOT(K A)]

X B =
{

a Cos
[

tan−1
{

(1 − f ) tan
[

LATgeodetic(K B)
]}]

+ H T (K2)Cos
[

LATgeodetic(K B)
]

}

Cos[LOT(K B)]

YB =
{

aCos
[

tan−1{1− f ) tan[L AT geodetic(K B)]}]
+ H T (K2)Cos[L AT geodetic(K B)]

}

Sin [L OT (K B)]

Xs = R Cos [LAT(S)]Cos [LOT(S)]

Ys = R Cos [LAT(S)]Sin [LOT(S)]

where

c: Specified light’s speed = 299792458 m/s
ω: Earth angular velocity = 7.2921 * 10-5 rad/s
f : Flattening of the planet Earth ellipsoid = 1/298.257222
a: Planet earth semi-major axis or equatorial radius = 61378137 m
R: Radius of Satellite’s orbit = 42164000 m
LAT (K): Latitude of the TWSTFT terminal (radian)
LOT (K): Longitude of the TWSTFT terminal (radian)
HT (K): Altitude of TWSTFT terminal (meter).
For geostationary satellites LAT(s) = 0° N
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4 Results

Calculation results of SAGNAC error for the TWSTFT stations placed anywhere,
i.e. station A and station B.

Location of station A:

LA geodetic (1) = 26.91° E
HT (1) = 6378165.34 m
LAT (1) = 80.956° N
LOT (s) = 55° E
B. Location of station B
LA geodetic (2) = 12.89° N
HT (2) = 6378836 m
LAT (2) = 77.37° E
LOT (s) = 55° E

Substituting the values, we get-
SCAB = 89.44 ns
It may appear that SAGNACerror will be cancelled out in TWSTFT but SAGNAC

error depends upon the path travelled by the signal. Error due SAGNAC effect will
differ in polarity for signal travelling fromTWSTFT terminalA to TWSTFT terminal
B as compared to signal travelling from TWSTFT terminal B to TWSTFT terminal
A.

5 Conclusions

TWSTFT is a two-way time transfer method that makes a geostationary spacecraft
work as a relay station. This method provides stable and accurate time transfer. Peri-
odic time transfers are required tomaintain traceability between IRNWT time scales.
All errors contributing in the process are to be precisely calculated and accounted
for. It is seen that among all contributing errors SAGNAC effect plays a significant
role. In a systemwith an accuracy of the order of 1 ns, error of values around 89.44 ns
becomes crucial. The precise coordinates of the TWSTFT terminal enable the fine
computation of the corrections due to the SAGNAC effect at each site.
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Evaluation of Sector-Based Routing
Approach in Mobile Ad Hoc Networks

Palanisamy Vigneshwaran and Satkunarajah Suthaharan

Abstract Infrastructure and ad hoc network architectures are the two major archi-
tectures that can use wireless networks. Unlike infrastructure architecture using the
centralized base station, mobile ad hoc network (MANET) is an infrastructure-less
architecture which can be connected without any centralized control. In MANET,
a mobile device can be connected with another device within the appropriate radio
range that is typically 30MHz to 5 GHz. Therefore, MANET is considered as a
self-organizing network where each node acts as a participant and a router. Sector-
based routing is a method in MANET which can be used to separate the positions
of every node in a network topology. In addition, a specific node called server node
can be assigned among the nodes in each sector. The server node is responsible to
reserve the path resources and to maintain the information for its associated nodes
and links. The performance of sector-based routing depends on the number of nodes
available in the sector. Further, the routing approach in sector-based MANET can be
considered in various scenarios using server nodes. Our research in this paper is to
evaluate the efficiency of the sector-based routing in MANET considering several
scenarios. Further, we address the variation of the performance while the number of
nodes changes with several routing methods in sector-based MANET. In this paper,
we investigate the detailed simulation experiments on a different number of nodes
and various scenarios of sector-based routing in MANET. Our findings are as fol-
lows. (1) The average collision rate is significantly lower in sector-based routing
when compared to MANET. (2) The resource efficiency in sector-based routing is
considerably higher. (3) Unlike in a small number of nodes, the higher number of
connections can be allowed in a high number of nodes distributed in a sector.
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1 Introduction

The wireless networks of the mobile nodes can be classified into two types such
as infrastructure architecture and ad hoc network architecture [1, 2]. In infrastruc-
ture architecture, mobile devices can be connected with a wireless network where a
mobile node communicates with a geographically fixed base station. In this network,
the wireless link is dedicatedly connected between the mobile node and the central-
ized base station [3, 4]. On the other hand, mobile ad hoc network (MANET) is
an infrastructure-less multi-hop mobile network in which each node communicates
with each other either directly or indirectly as existing in the typical communica-
tion networks [5]. Particularly, the device can directly communicate with each other
devices within the radio frequency range of 30MHz to 5 GHz; in contrast, interme-
diate nodes can be deployed for the communication where the nodes are located out
of the radio range. In addition, MANET is the wireless ad hoc network in which each
node has an independence to move freely in any direction; hence, a new node can
join and an existing node can leave the network at any time without any limitations
[6, 7]. Therefore, the MANET is the infrastructure-less and self-organizing wireless
networks mainly used for mobile nodes, and each node in a network acts as a par-
ticipant as well as router. Furthermore, people and vehicle with hand-held wireless
devices can be interconnected in areas where proper communication infrastructures
are unavailable [8]. Due to the mobility of the nodes, there are some essential char-
acteristics incorporated with the MANET. Firstly, mobility of the nodes causes a
change of the topology constantly, and thus, it follows the dynamic and autonomous
network topology. Further, this topology exists only for a small amount of time until
the next movement of the devices. The main drawback of this characteristic is unlike
protocols used in wired networks, different and compatible protocols must be used
for the MANET. Bandwidth usage is another significant constraint of MANET in
which nodes can be connected using wireless links, and thus, the lower capacity of
bandwidth can be achieved when compared with the wired transmission. Similarly,
storage capacity is also limited in MANET.

Figures1 and 2 show the MANET with four mobile devices and several dynamic
links. In Fig. 1, node A and node B are considered as source and destination, respec-
tively. At time t = t1, nodeA and nodeB are connected through an intermediate node
C. At time t=t2, similarly, source node A and destination node B can be connected
through two intermediate nodes which are node D and node C as shown in Fig. 2.
Therefore, MANET always follows the dynamic topology in which all nodes and
links can be changed the location frequently. Particularly, routing and path discovery
are the essential parts of the MANET as the routing can be performed similarly to
the network topology dynamically [9].

All the routing solutions have beenproposed in order tomake sure the efficient data
traffic between source and destination. Position-based routing is a novel approach
which has been proposed for quality of service and received significant attention in
the distributed environment used with the server architecture [10]. This approach is
based on the geographical locations of the mobile nodes [11]. In this approach, the
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Fig. 1 Dynamic network
topology at time t = t1 in
MANET

Fig. 2 Dynamic network
topology at time t = t2 in
MANET

Fig. 3 Dynamic network
topology in traditional
MANET

ad hoc network is divided into sectors. Therefore, this approach can also be called as
sector-based routing. Each sector contains various numbers of nodes as the network
topology follows the dynamicnetwork environment. Eachdivided sector ismonitored
andcontrolledby anode called server node.The server node is responsible tomaintain
the information regards to the associated nodes and links. Further, reservation of
resources and multiple path selection are the main responsibilities of a server node
in a sector.

Eleven mobile nodes and ten wireless links are shown in Figs. 3 and 4. In Fig. 3,
a dynamic network topology just before the sectorization is shown. To implement
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Fig. 4 Dynamic network
topology in sector-based
MANET

the sector-based MANET, ten nodes shown in Fig. 3 are sectorized in four regions
shown in Fig. 4. All the server nodes S1, S2, S3, and S4 shown in Fig. 4 contain the
information of the corresponding nodes and the links. The performance of sector-
based routing in MANET depends on the number of nodes it contains. To ensure the
method, a certain number of nodes can be handled by the server node of a particular
sector. In addition, routing approach in sector-based MANET can be realized in
various scenarios using server nodes of each sector. To the best of our knowledge,
this study has not been addressed in an appropriate way. In this paper, we investigate
the efficiency of the sector-based routing in MANET considering several scenarios.
Further, we address the variation of the performance while the number of nodes
changes with several routing methods in sector-based MANET.

This paper is organized as Sect. 2 presents of related work on MANET. In Sect. 3,
the methodology of sector-based MANET is explained. Section4 evaluates the per-
formance study. Finally, the conclusion is discussed in Sect. 5.

2 Related Work

In this section, we discuss the relevant study carried out by other researchers. In [12],
author describes the wireless routing protocol (WRP) as one of the path-finding algo-
rithms which have the shortest path algorithm. There is some information used to
estimate the shortest path such as length and hops from the source node to the destina-
tion node. Distance table, routing table, link cost table, and message retransmission
list are the four aspects where each node can consist of routing. Dynamic source
routing (DSR) is explained in [13]. It is particularly proposed to use multi-hop wire-
less ad hoc networks of mobile nodes. Two stages in DSR are considered, and those
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Fig. 5 Sector-based mobile
ad hoc network topology in
which source and destination
are the Server nodes (1-hop)

are route discovery and route maintenance. In the route discovery process, a control
packet travels from source to destination to discover the paths and to arrange the
path for sending original data, whereas, in the route maintenance stage, the entire
paths are maintained to ensure the successful transmission of the data. In [14], the
author explains the features of zone routing protocol (ZRP) for the reconfigurable
wireless networks. In this approach, zones are predefined based on the availability of
network nodes; thus, the number of hops is calculated. Each node contains routing
information about its associated nodes which are located in a particular zone. This
is because of reducing the network overhead caused by proactive routing protocols.
Authors in [15] used the arbitrary waypoint mobility model to calculate the length
of the path in MANET. In this study, they found path duration and MANET design
parameters as specific features. Protocol for routing in interest-definedmesh enclaves
(PRIME) for combined routing in MANETs has been addressed and tested in [16].
In this literature, meshes are initiated and disabled by the occurrence of interest in
individual destination nodes. In [17], the authors describe two aspects such as query
delay and data availability in order to balance the incompatible features using data
replication techniques.

3 Methodology

In this section, several scenarios in sector-based mobile ad hoc network are shown
in Figs. 5, 6, 7, and 8 with a dynamic network topology of four sectors, sixteen
nodes, and some dynamic links (solid lines show the particular dynamic links for the
illustration). These dynamic links can be changed frequently, because of the real-time
mobility of the nodes. For illustration, it is assumed that sixteen nodes are equally
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Fig. 6 Sector-based mobile
ad hoc network topology in
which source is a Server
node (2-hop)

Fig. 7 Sector-based mobile
ad hoc network topology in
which destination is a Server
node (2-hop)

distributed in four sectors (the number of nodes in a sector may be varied based on the
mobility of the nodes). Since each node has the capability to move anywhere at any
time, a node’s sector to sectormobility also considered. Specifically, one node in each
sector will be selected as a server node which has the correspondence of all nodes in
the particular sector. Thus, the server node will have the details (say, configuration
details) of all nodes in a sector. Since the configuration details are saved in the server
nodes, the signal can be propagated to the destination in an efficient manner. It is
important to note that, before the mobility of the entire nodes, server node will be
reassigned as a normal mobile node. Similarly, after the mobility, a new node will
be assigned as a server for each sector. In Figs. 5, 6, 7, and 8, server node S1 is
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Fig. 8 Sector-based mobile
ad hoc network topology in
which two Server nodes are
the intermediate nodes and
those are not a source node
and a destination node
(3-hop)

corresponding to node A, node B, and node C in Sector 1. During a small amount of
time of mobility, Server 1 can be connected to the other three corresponding nodes.
Similarly, all other server nodes S2, S3, and S4 are connected and corresponding to
their nodes in Sector 2, Sector 3, and Sector 4, respectively. In addition to that S1,
S2, S3, and S4 are interconnected to represent their sectors (not all the connected
links are shown in the figures). This is because all the nodes in all sectors should go
through their corresponding server nodes to ensure the sector-based routing.

In this paper, we address four methods to support sector-based MANET as shown
in Figs. 5, 6, 7, and 8. We consider the same topology to illustrate the methods. In
Fig. 5, server node S1 from sector 1 and server node S2 from sector 2 are considered
as a source node and destination node. There are no intermediate nodes used to
transmit the data as S1 and S2 are the server nodes and able to connect directly from
sector 1 to sector 2, and hence, the number of hop from source to destination is 1.
In the second method (shown in Fig. 6), we consider S1 in sector 1 and E in sector
2 as a source and destination nodes, respectively. In order to implement the sector-
based MANET, destination node E must have the communication to its associated
server node, which is S2. Therefore, source node S1 can transmit the data to node
E through server node S2 in sector 2. Particularly, the intermediate node of this
method will be a server node and the number of hops is 2. Similarly, two hops and
an intermediate server node S1 in sector 1 are considered in the third method as
shown in Fig. 7. In this method, node A and node S2 are the source and destination
nodes, respectively. To establish a connection from node A to server node S2, node
A should communicate with the server node S1 which is in sector 1. Finally, node
A and node E are considered as source and destination nodes shown in 8. In this
method, both the nodes are non-server nodes. Both nodes should communicate with
their corresponding server nodes S1 and S2. Therefore, the transmission is enabled
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Algorithm 1 Assign wireless link between two nodes in MANET using sector-based
routing.

Input: G = (V, E ), V :mobile nodes, E : wireless links, Sr : Server nodes, Request i = (S, D)
Output: Finding wireless path between two nodes.
1: Step-1
2:Assign all mobile nodes in to n sectors.
3: Step-2
4:Assign a server node for each sector.
5: Step-3
6: Find wireless path between source S and destination D.
7: if bandwidth for a wireless path is available then
8:   if S = Server (SrS) and D = Server (SrD) then
9:      Allow the transmission.

10: else
11:        if S ! = Server (SrS) and D = Server (SrD) then
12:           Identify the corresponding server (SrS) for the source node.
13:          Assign SrS as an intermediate node between S and D.
14:         Allow the transmission.
15: else
16:         if S = Server (SrS) and D ! = Server (SrD) then
17:            Identify the corresponding server (SrD) for the destination node
18:            Assign SrD as an intermediate node between S and D
19:            Allow the transmission
20: else
21:            if S! = Server (SrS) and D ! = Server (SrD) then
22:               Identify the corresponding servers (SrS) and (SrD) for the source and destination

nodes respectively
23:                Assign SrS and SrD as intermediate nodes between S and D
24:                Allow the transmission
25: end if
26: end if
27: end if
28: end if
29: else
30:      Block the transmission
31: end if

A–S1, S1–S2, and S2–E. Thus, two intermediate nodes S1 and S2 are used with 3
hops.

To implement the methods illustrated above, we propose an algorithm shown in
Algorithm 1. The input of this algorithm is graph, nodes, links, source, destination,
and server node. Aim of this algorithm is to find the wireless path between two nodes.
Four methods illustrated above are incorporated into the algorithm.



Evaluation of Sector-Based Routing Approach in Mobile Ad Hoc Networks 569

Table 1 Resource efficiency achieved in traditional MANET

No. of nodes Resource efficiency (b/s/Hz)

5 0.000390042

10 0.000126662

15 0.000206905

20 0.000101785

25 0.000200225

30 0.000132417

4 Performance Study

Simulation of the traditional routing technique of MANET and the sector-based
routing in MANET is considered in this performance study. The evaluation of the
sector-based routing in MANET in several criteria such as (a) average collision rate,
(b) resource efficiency, (c) transmission speed, and (d) number of connections admit-
ted is measured in this study. Source node and destination node of each connection
follow a uniform distribution. Dynamic network topology with various numbers of
mobile nodes such as 5, 10, 15, 20, 25, and 30 is taken for this study. Totally ten
bandwidth resources using wavelength divisionmultiplexingmethod are considered.
Transmission between two mobile nodes follows Poisson distribution and holding
time of requests follows an exponential distribution with unit mean. Connection
establishment is performed in a dynamic network environment. Each experiment is
evaluated with a large number of connection request arrivals.

In this study, several mobile nodes are taken into consideration. This is because
to properly observe the fine behaviour of traditional and sector-based MANETs,
while increasing the number of nodes. Hence, more connectivity of mobile nodes
in MANET can be provided. In Fig. 9, average collision rate obtained in sector-
based MANET is compared with the average collision rate obtained in traditional
MANET. Similarly, with the same number of nodes resource efficiency in sector-
basedMANETand resource efficiency in traditionalMANETare compared as shown
in Fig. 10. Due to the values obtained in resource efficiency in traditional MANET
are smaller, a table containing such values is shown in Table1. In Fig. 11, the trans-
mission speed of sector-based MANET is compared against the transmission speed
of the traditional MANET. Further, the comparison of the number of connections
admitted in the sector-based MANET and the number of connections admitted in
traditional MANET are shown in Fig. 12. This comparison is particularly performed
only for 3-hops from the source node to the destination node, because of including
typically two server nodes in each sector. In addition, we compare the number of con-
nections admitted in sector-based MANET individually for 1-hop (server-server), 2-
hop (source-server-destination), and 3-hop (source-server-server-destination). This
is because to observe the patterns of admitted connections in various hops, while the
number of nodes is varied.
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Fig. 9 Performance of sector-basedMANET and traditional MANET in terms of average collision
rate
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Fig. 10 Performance of sector-based MANET and traditional MANET in terms of resource effi-
ciency

This performance study is considered in twofold. Firstly, the comparisons of
sector-based MANET against traditional MANET and secondly, the admission of
connections in a different number of hops in sector-based MANET are considered.
The reduction of the average collision rate in sector-based MANET is shown in
Fig. 9. In this comparison, it can be observed that the reductions are 0.1107, 0.1892,
0.1848, 0.201, 0.0025, and 0.0007 in 5, 10, 15, 20, 25, and 30 nodes, respectively. It
is noted that the significant reductions have been achieved in less number of nodes. In
Fig. 10, resource efficiency in sector-basedMANEToutperforms the notable increase
compared with traditional MANET. Particularly, this difference can be observed
in 25 and 30 nodes. The resource efficiency of traditional MANET is very low
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Fig. 11 Performance of sector-based MANET and traditional MANET in terms of transmission
speed
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Fig. 12 Performance of sector-based MANET and traditional MANET in terms of number of
connections allowed

and near to zero as shown in Table1. Further, the performance of the transmission
speed of traditional MANET is realized in all number of nodes when compared to
transmission speed achieved in sector-basedMANET shown in Fig. 11. However, the
maximum transmission speed achieved by the traditional MANET and the sector-
based MANET are 2.5092 Mbps and 1.6467 Mbps, respectively, at the number
of nodes 15; hence, these transmission speeds are comparable. In Fig. 12, unlike
in the low number of nodes like 5 and 10, more number of connections can be
admitted in the high number of nodes (20, 25, and 30) using sector-based MANET.
In contrast, a small number of nodes can be deployed to admit more connections in
traditional MANET. It can be observed that for the number of nodes 15, both the
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Table 2 Number of connections admitted in various hops in sector-based MANET

No. of nodes 1-hop 2-hop 3-hop

5 104 4 0

10 528 41 1

15 987 108 9

20 1430 236 28

25 1796 425 66

30 2162 550 103

traditional MANET and the sector-based MANET are performing approximately
the same value. Secondly, various numbers of hops are compared in sector-based
MANET shown in Table2. In this comparison, a high amount of connections can be
admitted in 1-hop when compared to 2-hop and 3-hop, using sector-based MANET.
This amount of connection increases along with the number of nodes in all 1-hop,
2-hop, and 3-hop. Specifically, 1-hop (server node to server node) connection has
the highest amount of connection at the number of nodes 30.

5 Conclusions

In this paper, we addressed various scenarios on sector-based routing in mobile ad
hoc networks (MANET) and the behaviour of sector-based routing when the number
of nodes in a sector varied. We evaluated the performance in various aspects such
as average collision rate, resource efficiency, transmission speed, and the number
of connections. Firstly, we compared sector-based MANET against the traditional
MANET in our study. In this comparison, significant changes have been observed
in the performance of sector-based MANET. Specifically, the average collision rate,
resource efficiency, and the number of connections admitted in sector-basedMANET
outperform when compared it against traditional MANET. Further, the admission of
connections in the different number of hops in sector-basedMANET is considered. In
this comparison, it is clearly observed that more number of connections can be admit-
ted when a sector contains more nodes. Even though a high number of connections
can be admitted, when the hop number is equivalent to one, that is server-to-server
connection between two sectors.
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Printed Slot Wideband Rectangular
Dielectric Resonator Antenna

Sovan Mohanty and Baibaswata Mohapatra

Abstract In this paper, a high performance wideband dielectric resonator antenna
is investigated. It is observed that wide bandwidth and multi-band operations can
be realized with a hybrid structure by amalgamating wide slot patch antenna and
dielectric resonator antenna which are resonating at nearby frequencies. Further
wide bandwidth can be realized by reducing the dielectric constant of the substrate
to 3.38 and by using thick and relatively bigger dielectric material of dimensions
23.5 × 36.25 × 9.8 mm3, εr = 10.2 as the radiating structure. Here, the width of the
slot is being enhanced to 19.5 × 32 mm2 and an open-ended micro-strip feed line
with fork-shaped opening is placed within the slot to provide impedance matching.

Keywords Dielectric resonator antenna (DRA) · Dielectric waveguide model
(DWM) · Finite element method (FEM)

1 Introduction

Modern technology demands high speed communication, computation and control
with high sensitivity, selectivity, and fidelity. High speed complex circuitry demands
wide bandwidth, minimum internal noise, and highly precise measurement tech-
niques. It is quite challenging to understand the impact of dynamic engineering
environment and design necessary circuits to cope up with challenges like nonlin-
earity, inhomogeneity and distributed parameters analysis, etc. Apart from this the
designed circuit has to survive in a real-world environment like external radio inter-
ference, static electricity, lightning, power line interference, etc. Cellular system
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including upcoming 5G technology, high speed microprocessor, and medical elec-
tronics employ microwave and millimeter wave devices at their core. At this range of
operation dielectric becomes an efficient candidate for energy transmission and radi-
ation rather than normal conductor like Ag, Au, Cu, etc. [1]. DRA has high radiation
efficiency, high gain, and high directivity, strong control over bandwidth and physical
structure, minimum tolerance error, high noise handling capability and can be easily
integrated with the latest technology [2]. Bandwidth enhancement technique mainly
concern with impedance bandwidth of the DRA which can be defined as the range
of frequency over which antenna is perfectly matched with the feeding element
such that VSWR lies less than 2.0 or 1.5 [3]. The factors which are responsible
to improve impedance bandwidth are the impedance matching networks. Matching
network should beplaced closed to the radiating structure [4].Here, higher impedance
bandwidth can be realized by (i) increasing the thickness of the substrate [5], (ii)
using dielectric material with low permittivity in the substrate [6], (iii) increasing
the physical size of the DRA, (iv) reducing the Q-factor of the radiator [7], (v) using
hybrid structure in which two resonators are coupled in such way that their frequency
response lies close to each other [8], (vi) using larger air gap between the feed and
the DRA [9], (vii) right positioning of the open-ended feed line within the slots [10],
(viii) using stacked configuration [11], (ix) exciting multimode rather than using
lower-order mode only [12], (x) Controlling the size of the slot [13] and (xi) using
antenna array structure [14].

Printed slot wideband dielectric resonator antenna is designed and discussed in
this paper. This structure is a hybrid design based on the effective resonance of two
resonators formed by patch geometry and RDRA. It provides multi-band and wide-
band response from 2.75 to 3.26 GHz resonating at 3 and 3.92–7.68 GHz resonating
at 4.4 GHz. This antenna is a suitable candidate for commercial applications
like imaging systems, spectrum sensing, and indoor and outdoor wideband-based
communication systems.

2 Method of Analysis

A high degree of control over the bandwidth is possible by controlling the aspect
ratio of the DRA. Aspect ratio can be effectively controlled in rectangular dielectric
resonator antenna rather than in any other structure. Dimension of the RDRA can
be determined by using dielectric waveguide model (DWM) which is based on both
Marcatili’s and effective dielectric constant (EDC) approximation [15]. It is used to
calculate the resonant frequency andquality factor of theRDRA.Following equations
describe the sinusoidal variations of the field within the dielectric and exponentially
decaying far field [16].

k2
x + k2

y + k2
z = εr k2

0 (1)
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(
kzd

2

)
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√
k2
0(εr − 1) − k2

z (2)

kx = mπ

a
(3)

ky = nπ

b
(4)

F = 2πa f0
c

√
εr (5)

fGHz = 15F

acmπ
√

εr
(6)

where εr relative dielectric permittivity, a, d, b = length, width and height of rect-
angular resonator, k0 = free space wave number, kx0, ky0 = decay constant of field
along x and y direction, m, n = number of extrema along x and y direction of wave
number inside the waveguide.

3 Antenna Design

Figures 1, 2a, b and 3 show printed slot wideband RDRA. The DRA is placed over
the etched portion of the ground plane to take the advantage of finite ground plane.
Generally, narrow slot results in the formation of narrowband device. Here, band-
width can be improved by proper interaction of fork-shaped micro-strip transmission
line, comparatively wide slot and DRA with high dielectric constant. The proposed

Fig. 1 Structure of printed slot RDRA
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Fig. 2 a Geometry of the RDRA, b side view geometry of the printed RDRA over the substrate

DRAs patch and feeding geometry is shown in Fig. 3. The radiating structure is
having a dimension of 0.47λ × 0.72λ × 0.19λ at 6 GHz. It uses Arlon AD 1000
™ as dielectric with permittivity 10.2 and loss tangent tanδ = 0.003. Antenna is
placed over a substrate made up of Arlon 25 N™with εr = 3.38 and tanδ = 0.002. It
has dimension of 0.87λ × 0.84λ × 0.016λ at 6 GHz. Again thicker dielectric size is
preferred to reduce the inductive effect and to improve the impedance bandwidth. Top
of the substrate is coated with perfectly electrical conductor to reduce the physical
height of the antenna by half based on image theory [1]. A slot of dimension 0.39λ
× 0.64λ is etched and DRA is placed exactly over the slotted portion as shown in
Fig. 3. The presence of slot over half wavelength increases numbers of modes which
lead to certain spurious distortions which is observed at the input characteristics of
the antenna.

4 Results and Discussion

The simulation tool used in this work is Ansys HFSS 14.0 which is based on finite
element method (FEM). Figure 4 shows the plot of return loss w.r.t frequency from
2 to 8 GHz. The 10 dB return loss is found to be over the frequency range of 2.75
to 3.26 GHz with bandwidth 18.36%. Another band is found to be from 3.92 to
7.58 GHz with bandwidth 63.65%. Return loss response shows multiple nulls which
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Fig. 3 Top view geometry of the printed RDRA over the substrate

Fig. 4 Reflection coefficient plot of rectangular DRA
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implies this antenna operates at several resonant mode due to interaction with fork-
shaped micro-strip transmission line, etched slot RDRA and coupling between them.
Geometrical parameters of the fork shape and types of the feeding structure basically
determine the impedance bandwidth.

Figure 5 shows radiation characteristics of the RDRA w.r.t the impedance band-
width. The electric and magnetic field along yz and xy plane when φ = 90° & φ =
0°, respectively, with θ = 90° at the 6 GHz frequency (Fig. 6).

Figures 7 and 8 show the radiation pattern of the antenna in E and H plane at the
operating frequency of 6 GHz. Higher level of cross-polarization occurs due to the

Fig. 5 VSWR versus frequency

Fig. 6 E and H field along yz and xy plane
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Fig. 7 E-plane co- and cross-polarization

Fig. 8 H-plane co- and cross-polarization
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presence of wider slot and amalgamation of RDRA, wide slotted patch, finite ground
plane and fork-shaped transmission line which inherently depends upon operating
frequency.

Figure 9 shows 3D plot of gain in dB along the spherical co-ordinate system. It
is observed that maximum gain occurs in the direction of φ = 180° (Fig. 10).

Fig. 9 3D gain plot of RDRA

Fig. 10 E and H field in the proposed RDRA
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5 Conclusions

In this paper, a novel printed slot wideband rectangular dielectric antenna has been
proposed. In this design, wide bandwidth can be realized by employing a hybrid
structure which is resonating to nearby frequencies. The proposed antenna provides
stabilized impedance bandwidth of 18.36% from 2.75 to 3.26 GHz and 63.65%
from 3.92 to 7.58 GHz with stabilized gain of 5 dB. This wideband antenna is
suitable for imaging systems, spectrum sensing, indoor and outdoor wideband-based
communication systems.
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Design and Analysis of Different Full
Adder Cells Using New Technologies
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Abstract CMOS transistors are most widely used for the design of computer-
ized circuits, when scaling down the nanometer technology these devices faces the
short channel effects and causes I-V characteristics to depart from the traditional
MOSFETs, so the researchers have developed the other transistors technologies
like CNTFET and GNRFET. Carbon nanotube field-effect transistor is one of the
optimistic technologies and it is a three-terminal transistor similar to MOSFET.
The semiconducting channel between the two terminals called source and drain
comprises of the nanotube which is made of carbon. Graphene nano-ribbon field-
effect transistor is the most optimistic technology here the semiconducting channel
is made of graphene. When contrasted with barrel-shaped CNTFETs, GNRFETs
can be prepared in situ process, transfer-free, and silicon compatible, thus have no
passage-related and alignment problems as faced in CNTFET devices. This paper
presents different 1-bit Full Adder Cells(FACs) like TG MUX-based FAC (TGM),
MN MUX-based FAC (MNM), proposed TG Modified MUX-based FAC (TGMM)
and another proposed MNModified MUX-based FAC (MNMM) are designed using
different technologies likeCNTFETandGNRFETat 16 nm technologywith a supply
voltage of 0.85 V and simulation is done by using Synopsys HSPICE tool and the
proposed designs are best when compared to the TGM and MNM FACs in terms of
Static and Dynamic powers Dissipations and Delay.
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1 Introduction

The booming demand for low power in very large-scale integration (VLSI) can be
seen at distinctive block levels, such as process technology, circuit, structure, and the
layout level. The FACs are the fundamental building blocks of the ALU circuits. The
different FACs are designed by using the multiple threshold voltages for different
transistors in the design [1]. Majority function or threshold function gives the output
as logic ‘1’ when more number of inputs are ‘1’ based on the logic level the multiple
threshold voltages are obtained. The diameter of the CNT is controlled by varying
the chirality vector based on the diameter the threshold voltage could be varied [2].
GNRs can be prepared in situ process, transfer-free and silicon compatible, thus have
no passage-related and alignment problems as faced by CNTFET devices [3].

The TGM FAC [4] is designed by using the 25 transistors, MNM FAC [5] is
designed by using the 26 transistors, proposed TGMM FAC is designed only by
using the 23 transistors and another proposedMNMMFAC is designed only by using
the 18 transistors. This paper is structured as follows Sect. 2 presents the Review of
CMOS, CNTFET and GNRFET. Section 3 tells about the design of different FACs.

Section 4 shows the comparative analysis of different FACs. Section 5 is done
with the conclusion of the paper.

2 Review of CMOS, CNTFET and GNRFET

TheCMOS transistor is the basic andmostwidely used for the designof computerized
circuits, As nanometer of the transistor is decreasing, chip thickness and working
frequency are enlarged, making power utilization in battery-worked handy devices
a significant concern. CNTFET shows a considerable advantage over the CMOS.
Both P-type and N-type CNTFET transistors have the analogous mobility. Sizing
of transistors in complex advanced devices based on CNTFETs would be simple
compared toCMOSdevices.Considering the properties like electrical characteristics,
for example, ballistic transport and low Off-Current of CNTFETs empowers rapid
and low power circuit structures [2].

In CNTFETs, the edge potential of the transistor is relying upon the width of
the CNTs by varying the chirality vector the threshold voltage can be altered. CNTs
play a vital role in the design of the integrated circuits in the future due to their
uncommon electrical and mechanical properties as compared with CMOS devices.
CNT transistors are divided into two types of single wall (SWCNT) and multi-wall
(MWCNT) [6]. Single wall CNTFET consists of one barrel whereas the multi-wall
has more than one barrel. The structure of the CNTFET is shown in Fig. 1. The
carbon nanotubes materials are quiescent devices to substitute si in the low power.

Channel length of a CNTFETs could be decreased to five nanometers before
tunneling temperature brings an undesirable drop in currents. Diameter of a CNTFET
is similar to the arrangement of the amount of tubes [7].Graphene is a two-
dimensional layer of carbon atoms having 2D honeycomb lattice. Themost attractive
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Fig. 1 CNTFET transistor structure

feature of graphene is high carrier mobility which renders faster switching times and
GNRs are ultra-thin sheets of graphene support one-dimensional ballistic transport
of charge carriers. Graphene is categorized into two types monolayer, bilayer or
multilayer graphene. In the bilayer graphene band-gap can be induced to make it
semiconducting.

GNRFET has emerged to replace the traditional silicon transistors in scaled tech-
nologies [8]. Since these devices are very small and the effect of course variation
on the circuit performance is very large. The most researched are carbon nanotube
FETs (CNTFETs) and Graphene nano-ribbon FETs (GNRFETs), When contrasted
to barrel-shaped CNTs, GNRs can be prepared in situ process, transfer-free and
silicon compatible, thus have no passage-related and alignment problems as faced
by CNTFET devices. The GNRFET transistor structure is shown in Fig. 2.

In GNRFET number of dimmer lines determine the width. There are two sorts of
GNRFETs Schottky barrier (SB) GNRFET and MOS like GNRFET [9]. SB type
uses metal to shape contacts along these lines keeping away from fundamental
extra doping. In any case, the SB type GNRFETs offer particularly less Ion to Ioff
proportion when contrasted and the MOS-type GNRFET.

3 Design of Different FAC’s Using New Technologies

This section discusses the design of different 1-bit FACs like TG MUX-based FAC
(TGM), MN MUX-based FAC (MNM), proposed TG Modified MUX-based FAC
(TGMM) and another proposed MN Modified MUX-based FAC (MNMM) are
designed using different technologies like CNTFET and GNRFET.
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Fig. 2 GNRFET transistor structure

3.1 TG MUX-Based FAC (TGM)

TheTGM1-bit FAC is designed using theCNTFETandGNRFET technologies.Here
the FAC consists of transmission gates. The circuitry consists of different levels, in
the first level NOT logic operation, the second level AND and OR logic operation
to them A, B inputs are given, the third level will be having XOR/XNOR logic
operation and finally fourth level MUX’s logic operation, to the MUX’s logic C is
given as input and output from the MUX’s are SUM and CARRY. The CNTFET
design parameters are pitch: 6 nm, tubes: 3, Kox: 16, Hox: 4 nm, Lg: 16 nm, Cb:
100 nm and Efo: 0.6.

The TGM 1-bit FAC is designed by using the GNRFET technology with the
GNRFET transistors. The different design parameters for GNRFET technology are
nRib: 6, N: 6, Tox: 0.6 nm, dop: 0.001, L: 16 nm and Tox2:20 nm. The total numbers
of transistors used for the design are 25. The TGM1-bit FAC inGNRFET technology
is shown in Fig. 3.

3.2 Proposed TG Modified MUX-Based FAC (TGMM)

The block diagram describes the implementation of the FAC, the block diagram is
shown in Fig. 4. The FAC is implemented in different levels, in the first level NOT
logic operation, the second level AND and OR logic operation, the third level will be
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Fig. 3 TGM 1-bit FAC in GNRFET technology

Fig. 4 Block diagram of proposed TGMM 1-bit FAC

having XOR/XNOR logic operation and finally fourth level MUX’s logic operation.
In this proposed design the modification is made in the MUX design.

The proposed TGMM 1-bit FAC is designed using the CNTFET and GNRFET
technologies. Here the FAC is implemented by transmission gates. The circuitry
consists of different levels, in the first level NOT logic operation, the second level
AND and OR logic operation to them A, B inputs are given, the third level will
be having XOR/XNOR logic operation and finally fourth level MUX’s logic opera-
tion, to the MUX’s logic C is given as input and output from the MUX’s are SUM
and CARRY. Design parameters for the Proposed TGMM CNTFET 1-bit FAC are
pitch:6 nm, tubes:3, Kox:16, Hox:4 nm, Lg:16 nm, Cb:100 nm and Efo:0.6.
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Fig. 5 Proposed TGMM 1-bit FAC in GNRFET technology

The proposed TGMM 1-bit FAC is designed by GNRFET technology with the
GNRFET transistors and the design parameters are nRib: 6, N: 6, Tox:0.6 nm,
dop:0.001, L:16 nm and Tox2:20 nm. The total numbers of transistors used for
the design are 23. The proposed TGMM 1-bit FAC in GNRFET technology is shown
in Fig. 5.

3.3 MN MUX-Based FAC (MNM)

The MNM 1-bit FAC is designed using the CNTFET and GNRFET technologies,
The MNM 1-bit FAC is shown in the below Fig. 6. The operation of the MNM 1-bit
FAC has majority function or threshold function it gives output as logic ‘1’ when
more number of inputs are ‘1’ based on the logic level themultiple threshold voltages
are obtained. The circuitry consists of different levels, in the first level majority logic
operation to them A, B inputs are given, the second level NAND logic

operation, the third level will be having XOR/XNOR logic operation and finally
fourth levelMUX’s logic operation, to theMUX’s logic, A andC is given as input and
output from the MUX’s are SUM and CARRY. Here the total numbers of transistors
used for the circuit design are 26. The CNTFET design parameters are pitch:6 nm,
tubes:3, Kox:16, Hox:4 nm, Lg:16 nm, Cb:100 nm and Efo:0.6.
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Fig. 6 MNM 1-bit FAC in CNTFET technology

The MNM 1-bit FAC is designed by GNRFET technology with the GNRFET
transistor. The different design parameters for GNRFET technology are nRib:6, N:6,
Tox:0.6 nm, dop:0.001, L:16 nm and Tox2:20 nm.

3.4 Proposed MN Modified MUX-Based FAC (MNMM)

The block diagram describes the implementation of the ProposedMNMM1-bit FAC,
the block diagram is shown in Fig. 7. The operation of the proposed FAC has the
majority function or threshold function it gives output as logic ‘1’ whenmore number

Fig. 7 Block diagram of proposed MNM 1-bit FAC
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Fig. 8 Proposed MNM 1-bit FAC in CNTFET technology

of inputs are ‘1’ based on the logic level the multiple threshold voltages are obtained.
The first level is majority logic operation, the second level NAND logic operation;
the third level will be having XOR/XNOR logic operation and finally fourth level
MUX’s logic operation. In this proposed design themodification is made in theMUX
design.

The MNM 1-bit FAC is designed using the CNTFET and GNRFET technologies.
The Proposed MNMCNTFET 1-bit FAC is shown in the Fig. 8. The operation of the
FAC have the first level is majority logic operation to which A, B inputs are given,
the second level NAND logic operation, the third level will be having XOR/XNOR
logic operation and finally fourth level MUX’s logic operation, A and C is given as
input and output from the MUXs are SUM and CARRY. Here the total numbers of
transistors used for the circuit design are 18. The CNTFET design parameters are
pitch:6 nm, tubes:3, Kox:16, Hox:4 nm, Lg:16 nm, Cb:100 nm and Efo:0.6.

The proposed MNM 1-bit FAC is designed by GNRFET technology with the
GNRFET transistor and the design parameters for GNRFET technology are nRib:6,
N:6, Tox:0.6 nm, dop:0.001, L:16 nm and Tox2:20 nm.

4 Comparative Analysis of Different 1-Bit FAC’s

This section discusses the comparative analysis of different 1-bit FACs like TG
MUX-based FAC (TGM), MN MUX-based FAC (MNM), proposed TG Modified
MUX-based FAC (TGMM) and another proposed MN Modified MUX-based FAC
(MNMM) are designed using different technologies like CNTFET and GNRFET.
These designs are simulated using Synopsys HSPICE tool at 16 nm technologies
with
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Fig. 9 Simulation waveform for TGM GNRFET 1-bit FAC

0.85 V supply and the performance parameter values of Propagation Delay,
dynamic and static powers are tabulated in Table 1.

4.1 TG MUX-Based FAC (TGM)

The analysis of TGM 1-bit FAC with CNTFET and GNRFET technologies which
are discussed in Sect. 3 are simulated and analyzed. Simulation results of TGM
GNRFET 1-bit FAC are shown in Fig. 9. The operation of the circuit is obtained as
per the functionality of the FAC truth table.

4.2 Proposed TG Modified MUX-Based FAC (TGMM)

The analysis of proposed TGMM 1-bit FAC with CNTFET and GNRFET technolo-
gies which are discussed in Sect. 3 are simulated and analyzed. Simulation results
of the proposed TGMM GNRFET 1-bit FAC are shown in Fig. 10. The operation of
the circuit is obtained as per the functionality of the FAC truth table.
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Fig. 10 Simulation waveform for proposed TGMM GNRFET 1-bit FAC

4.3 MN MUX-Based FAC (MNM)

The analysis of MNM 1-bit FAC with CNTFET and GNRFET technologies which
are discussed in Sect. 3 are simulated and analyzed. Simulation results of MNM
CNTFET 1-bit FAC are shown in Fig. 11. The operation of the circuit is obtained as
per the functionality of the FAC truth table.

Fig. 11 Simulation waveform for MNM CNTFET 1-bit FAC
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Fig. 12 Simulation waveform for proposed MNMM GNRFET 1-bit FAC

4.4 Proposed MN Modified MUX-Based FAC (MNMM)

The analysis of MNMM1-bit FACwith CNTFET and GNRFET technologies which
are discussed in Sect. 3 are simulated and analyzed. Simulation results of MNM
CNTFET 1-bit FAC are shown in Fig. 12. The operation of the circuit is obtained as
per the functionality of the FAC truth table.

From Table 1, TGM GNRFET FAC has 5% better speed performance than TGM
CNTFET FAC. Dynamic Power Dissipation of TGM GNRFET FAC is 28% less
thanDynamic PowerDissipation of TGMCNTFETFAC. Static PowerDissipation of
TGMGNRFET FAC is 25% less than TGMCNTFET FAC, whereas TGMCNTFET
FAC having more Power Dissipation than TGM GNRFET FAC.

TGMM GNRFET FAC has a 27% better speed performance than TGMM
CNTFET FAC. Dynamic Power Dissipation of TGMM GNRFET FAC is 17% less
than Dynamic Power Dissipation of TGMM CNTFET FAC. Static Power Dissipa-
tion of TGMMGNRFET FAC is 19% less than TGMMCNTFET FAC Static Power
Dissipation.

MNM GNRFET FAC has a 99% better speed performance than the MNM
CNTFET FAC. Dynamic Power Dissipation of MNM GNRFET FAC is 11% less
than the MNM CNTFET FAC. Static power Dissipation of MNM GNRFET FAC
is 5% less than that of the MNM CNTFET FAC, From the overall comparison the
MNM GNRFET based FAC is a better one.

MNMM GNRFET FAC has a 99% better speed performance than the MNMM
CNTFET FAC. Dynamic Power Dissipation of MNMM GNRFET FAC is 7% less
than theMNMMCNTFETFAC. Static powerDissipation ofMNMMGNRFETFAC
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is 11% less than that of the MNMM CNTFET FAC, From the overall comparison,
the MNMM GNRFET based FAC is a better one.

Finally from the table it is clear that TGMM GNRFET FAC is better than TGM
GNRFET FAC and MNMM GNRFET FAC is better than MNM GNRFET FAC.
GNRFET technology is better when compared to CNTFET technology.

5 Conclusions

This paper presents the Design and Comparative Analysis of different FACs using
CNTFET andGNRFETTechnologies and the design is simulated using the Synopsys
HSPICE tool at 16 nm technology with a supply voltage of 0.85 V. The performances
of all these designs are compared in terms of Propagation Delay, Static Power Dissi-
pation andDynamic Power Dissipation. The TGM1-bit FAC is analyzed in CNTFET
and GNRFET technologies. The TGM 1-bit FAC is designed by using 25 transistors
whereas in the TGMM FAC which is newly designed by using only 23 number of
transistors. The TGMM FAC is designed by modifying the MUX logic circuitry.
The MNM 1-bit FAC is analyzed in the CNTFET and GNRFET technology and it is
designed by using 26 transistors. TheMNMM1-bit FAC is analyzed in the CNTFET
and GNRFET technologies and it is designed by using only 18 number of transis-
tors. Thus, proposed designs TGMM and MNMM FACs are best in terms of power
dissipations, delay, and the transistor count.
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An Efficient Hardware Architecture for
Deblocking Filter in HEVC

P. Kopperundevi and M. Surya Prakash

Abstract This paper proposes a new hardware architecture for deblocking filter in
a high efficiency video coding (HEVC) system. The proposed hardware is designed
by using mixed pipelined and parallel processing architectures. The pixels are pro-
cessed in the stream of two blocks of 4× 32 samples in which edge filters are applied
vertically in a parallel fashion for the processing of luma and chroma samples. These
pixels are transposed and reprocessed through the vertical filter for horizontal fil-
tering in a pipelined fashion. Finally, the filtered block will be transposed back to
the original direction. The proposed filter is implemented using Verilog HDL, and
the design is synthesized using the GPDK 90nm technology library. Experimental
results show that the proposed deblocking filter architecture achieves similar or up to
two times higher throughput compared with the existing architectures while occu-
pying a moderate chip area and consuming relatively low logic power. The proposed
architecture supports the real-time deblocking filter operation of 4k× 2k @60 fps
under the clock frequency of 125MHz with a gate count of 110K.

Keywords Deblocking filter · Application-specific integrated circuit · Hardware
architecture

1 Introduction

HEVC is an international standard for video compression, developed by a working
group of ISO/IECMoving Picture Experts Group (MPEG) and ITU-T Video Coding
Experts Group (VCEG), jointly published as ISO/IEC 23008-2 and ITU-T Recom-
mendation H.265 in April 2013 [1]. It is stated that the performance of HEVC is
identical as that of former H.264/AVC with 50% reduced bit rate [2]. This reduction
in bit rate is mainly due to the introduction of more flexible and adaptive basic cod-
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ing units (CUs). In H.264/AVC, a picture is divided into 16 x 16 sample fixed size
macroblocks, but in HEVC, a picture is divided into 16× 16, 32× 32, or 64× 64
samples coding units. Subsequently, these CUs can be divided into predictive units
(PUs) and act as a root of the quadtree transform. Each transform quadtree child
node defines a transform unit (TU). The video compression efficiency achieved in
HEVC standard is not a result of any single feature but rather a combination of several
encoding tools. One of those tools is the deblocking filter (DF). The DF is intended to
reduce the blocking artifacts due to block-based coding. The computational complex-
ity of HEVC is less when compared to the H.264/AVC. It consumes one-fifth of the
overall computational complexity of the HEVC video codec. Some consumer elec-
tronics for video applications require high-definition quality videos to be processed
with low power dissipation and high-speed specifications. To meet these needs, it is
essential that the algorithms related to HEVC standard are implemented on hardware
by developing computationally efficient architectures. Therefore, the development of
an efficient architecture on application-specific integrated circuit (ASIC) and field-
programmable gate array (FPGA) is of great importance before making commercial
prototypes. The hardware implementations of DF by making use of parallel pro-
cessing, pipelining, and memory reuse techniques in real-time applications have a
higher demand for reducing power dissipation and execution time. In this work,
an efficient DF architecture is designed to filter video frames by partitioning each
frame into the 32× 32 block, and then, filtering operation is performed on its mul-
tiple edges without considering the previous blocks. The deblocking architecture is
inspired by an unified cross unit mentioned in [3]. In this, each block is filtered in
two steps: (i) Parallel edge filtering is performed on eight edges of 4× 8 adjacent
multiple sample grid blocks in one sub block of 8× 32. (ii) Multiple 8× 32 sub
block filtering operation in a 32× 32 block. The largest coding unit (LCU) 64× 64
block is processed based on quarter-LCU. The proposed design is synthesized using
Xilinx 12.5 at 125MHz and implemented in ASIC using the 90nm library, and the
RTL simulations of deblocking architecture are verified using ModelSim SE 6.5b.
The proposed hardware ensures that it is capable of decoding 60 full UHD video
frames per second. The proposed work results in a moderate area as well as power
due to the hybrid parallel and pipeline processing architecture and also architecture-
independent optimizations of equations.

The rest of this paper is organized as follows: Overview of DF algorithm is pre-
sented in Sect. 2. Section3 provides information related to conventional architec-
tures of the DF in HEVC. Proposed DF hardware architecture is presented in Sect. 4.
Implementation results and comparisons with the existing techniques are presented
in Sect. 5.

2 Deblocking Filter Algorithm

The deblocking filter is applied to all samples adjacent to a PU or TU boundaries
which are aligned on an 8× 8 sample grid except at picture boundary. Unlike in H.
264 /AVCwhere deblocking filter is applied on 4 x 4 sample grid, in HEVC deblock-
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Fig. 1 Processing stages of
a deblocking filter

ing filter is applied on vertical boundaries first followed by horizontal boundaries on
8 x 8 sample grid. Figure1 illustrates the overall deblocking filter processing steps.
Thus, it processes through the stages of boundary judgement, boundary strength (BS)
calculation, and finally filtering decision and operation.

2.1 Boundary Judgement

The initial step in deblocking filter is to proceed with whether the current boundary
belongs to a boundary of PU, TU, CU. The filtering should not be applied to the
current boundary if either of them exits. Figure3(b) shows the horizontal boundary
to be filtered, as the vertical boundary is analogous.

2.2 Boundary Strength and Filtering Parameters

In HEVC, calculation of boundary strength reflects how strong the filtering is needed
for the boundary. The value of BS is an integer ranging from 0 to 2, and it depends
on transform parameter, motion vector (MV), reference frame, and coding informa-
tion. The filtering operation is performed when BS > 0 and BS > 1 for luma and
chroma samples, respectively [4]. Table1 shows the different criteria for evaluating
the boundary strength values of the edges required for filtering. Thresholds values
of β and tc are decided from the predefined table, according to the BS value and the
quantization parameter (QP) of P and Q blocks.
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Table 1 Boundary strength calculation

Condition BS value

Any one of the P and Q blocks is an intra block 2

At least one of the P and Q blocks has transform coefficients 1

Absolute difference between the motion vectors(MVs) that belongs
to the P and Q blocks is more are equal to one integer luma sample

1

Motion prediction in the P and Q blocks indicates different
reference picture or total number of reference motion vectors
is different

1

Others 0

2.3 Filtering Decisions and Operation

Filtering of boundary is not requiredwhen estimation of BS value is zero. Deblocking
filtering is performed for blockboundarieswith an associatedboundary strengthvalue
greater than zero and for which Eq. (1) holds.

|p20− 2p10+ p00| + |p23− 2p13+ p03|+
|q20− 2q10+ q00| + |q23− 2q13+ q03| < β

(1)

The filtering is processed further based on the value of tc and β, those are threshold
values obtained based on quantization parameter (QP). HEVC has two modes of
deblocking filter, i.e., strong filtering mode and normal filtering mode. The deblock-
ing filter switches between the strong and the normal filtering mode on the basis of
the signal characteristics for each block boundary of 4× 8 samples.

3 Related Works

Few works have been reported on developing the hardware architecture for deblock-
ing filter. For HEVC, as used in H.264/AVC, the deblocking filter (DF) is applied to
8× 8 blocks instead of 4× 4 blocks. Sequential dependency occurswithH.264/AVC
block edge filtering as the block size is 4× 4. This is the major difference between
H.264/AVC and HEVC deblocking filters. It is therefore possible to achieve more
parallelism with HEVC deblocking filters [3]. As a consequence, several efforts
have recently centered on developing effective parallel architecture for HEVC fil-
ter deblocking [4–11]. In Ozcan et al. [6], the first HEVC DF hardware uses two
data paths in parallel. In which, it performs edge filtering decisions and operations
simultaneously in order to increase its performance.
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It was found that the architecture achieves the throughput of 1920 × 1080@30 fps
at 86 Mhz when implemented by ASIC 90nm CMOS technology with a gate count
of 16.4K (without including on-chip memory). In [7], the hardware architecture
for deblocking filter based on interleaved processing is presented. The design is
the outcome of the reduction in intervening data storage of pixel blocks which can
process 4k @30 fps. In [8], a new parallel zigzag order processing scheme is used to
enhance the parallelism by dissolving the data dependency between adjacent filtering
operations. This architecture supports 1080p HD processing at 60fps. Further, Shen
et al. [9] presented an efficient architecture that processes a block of 32× 32. In order
to possess efficient handling of data access for both vertical and horizontal filtering,
it uses memory interlaced technique, and it is a four-stage pipelined architecture.
The hardware was synthesized in 0.13µm technology, with a gate count of 75K. It
achieves a throughput of 4k× 2k@30 fps at 200MHz clock frequency. A four-stage
pipeline architecture was introduced by Shen et al. [12] to filter a 64× 64 block. It
has been synthesized in 65nm technology with a gate count of 103.3K operating at
200MHz. Finally, Hsu et al. [10] proposed a six-stage pipelined two-line deblocking
filter with high processing throughput and low latency, in which it is capable of
decoding 4k× 2k resolution at 60 fps under the clock frequency of 100MHz with a
gate count of 466.5K. It is evident from the literature that the designof highprocessing
technology is of great significance. Hence, an efficient architecture is proposed in
this work in terms of throughput.

4 Proposed Hardware Architecture

The proposed hardware architecture for the deblocking filter is shown in Fig. 2. It
consists of an input-output buffer for storing boundary parameters, filtering param-
eters, and input-output samples. Block memory is used for storing the transposed

Fig. 2 Proposed hardware architecture of deblocking filter
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block pixels, eight edge filters in which it filters the samples parallely, multiplexer
to select the edges at particular timing instant.

The proposed architecture is designed based on the fact that a video frame, i.e,
an image is partitioned into 32× 32 blocks. Each 32× 32 block is first divided into
four rows of 8× 32 blocks. Each 8× 32 block contains two rows of 4 x 32 blocks.
Two adjacent 4× 8 samples are selected as an input to each of the edge filters
from the block of 8× 32 samples via multiplexer. Then, these samples are filtered
horizontally by taking eight parallel edge filters. Since one adjacent 4× 8 block
filtering is independent of other edge filtering, filtering operations are performed
using parallel edge filters. Eight edges present in 8× 32 block are filtered using
edge filters and then transposed using transpose block, and output is stored in block
memory. The same procedure is followed for filtering the four rows of 8× 32 block
for horizontal filtering in a pipelined manner. Unified cross unit [3] approach is used
in order to avoid an extra edge filter and also to reduce the delay. For horizontal
(vertical edge) filtering and vertical (horizontal edge) filtering, separate units of edge
filters are used. The proposed architecture processes a complete LCU in the form
of quarter-LCU. The subsequent sections explain individual models of deblocking
filter.

4.1 Input and Output Buffer

Horizontal andvertical filters are providedwith the information about filtering param-
eters, boundary parameters as well as filtering samples from the input-output buffer.
These parameters are sent synchronously with respect to the clock for each 4× 8
sample to the edge filters.

4.2 Edge Filter

The adjacent samples of size 4× 8 from two rows of 8× 32 sub block in 32× 32
block are the input to the edge filters in which it performs parallel filtering oper-
ation on the entire 32× 32 block. The filtering parameters and boundary strength
values are sent to edge filters synchronously with reference to clock from the buffer.
The edge filters are designed by using the HEVC standard equations that are sub-
jected to architecture-independent optimizations, such as equations that facilitate
the reuse of the same operations multiple times. Further, multiplication operations
are replaced with shift-add operations, and since parallel edge filters are employed,
these architecture-independent optimizations along with these shift-add operations
will lead to low chip area.

The flowchart explains the operation of edge filter that is applicable to filter the
vertical edge is shown in Fig. 3a. The filtering operation for the horizontal edge is
analogous. Edge filter operation will take place only if BS > 0 is satisfied. Edge
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Fig. 3 Edge filter operation (a). Example for two 4× 4 with block with horizontal edge (b).
Conditions 1–7 for edge filter (c) operation

filter performs the chroma filtering block when the following two conditions are
met. (i) The particular boundary should belong to chroma block. (ii) The value of
BS should be equal to two. Otherwise, further conditions have to be evaluated as
shown in Fig. 3c. Specifically, condition (1) examines the pixels at first and fourth
rows/columns of an edge to decide whether the filtering operations need to continue.
If (1) is satisfied, as well as (2)–(7), strong filtering will be applied to that particular
edge. Furthermore, if (1) is satisfied, but (2)–(7) are not, (8) is checked, if it is
satisfied, it implies to apply normal filtering. Finally, (9) and (10) are examined to
perform operations in the second level of pixels, i.e., to decide whether to modify
two pixels or one pixel at each P and Q block, respectively. If any of those conditions
fails, it leads to no filtering operation.

4.3 Transpose Block

Once the edge filter operation is completed (vertical egde), the transpose operation
of these samples is performed by considering 4× 8 block as input via multiplexer
and obtain 8× 4 as output. The output of transpose block is stored in block memory
of size 32× 32. The same transpose block operation is carried out at the output of
vertical filter (horizontal edge) block to get back to the original orientation. Two
such transpose blocks are used to transpose 32× 32 blocks in terms of eight 4× 8
samples as input at regular instances of time.
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4.4 Control Unit

The control unit architecture is relatively simply due to the distinct data flow nature
of deblocking filter. It monitors the edge filter operations of deblocking filter.

5 Implementation Result and Comparison

The proposed hardware architecture is implemented using Verilog HDL, andModel-
sim SE 6.5b is used for simulation purpose. Gate-level synthesis is performed using
Cadence RTL Compiler for which 90nm technology libraries are used. Physical
design is performed using Cadence SOC Encounter. The proposed design consists of
a mechanism to decode 64× 64 LCU in the form of quarter-LCU. The proposed DF
hardware architecture achieved low power and moderate area due to architecture-
independent optimizations of standard HEVC equations, such as equations reformu-
lations to facilitate the reuse of many operations using the same operators, replacing
multiplications with add/shift operations, and also hardware-specific optimizations,
such as determining the sizing of registers and operators, the number of datapaths
in parallel, balancing of operating stages, and scheduling. Table2 shows the perfor-
mance comparison of our hardware architecture with existing architectures, and the
postlayout result for the proposed deblocking filter is shown in Fig. 4.

When compared to the architectures proposed by Ozcan et al. [6] and Le et al.
[8], the throughput of our architecture is high due to the reduction in the number
of cycles/LCU of our architecture. However, the architecture of Oczan et al. [6]
is designed in such a way that it can process only luma samples with a resolution
of 1080p @30 fps. Furthermore, the proposed design supports identical resolution

Table 2 Comparison with previous designs

Ozcan et al.
[13]

Fang et al.
[4]

Le et al. [5] Shen et al.
[3]

Hsu et al.
[14]

Proposed
work

Process
(nm)

90 90 65 130 90 90

Technology ASIC ASIC ASIC ASIC ASIC ASIC

Gate count
(NAND2
x1)

16.4K 30K 41.77K 75K 30K 110.3K

Frequency
(MHz)

108/86 141.5 226 28 100 125

Resolution 1080p 4k× 2k 1080p 4k× 2k 4k× 2k 4k× 2k

LCU size 64× 64 16× 16 32× 32 32× 32 64× 64 32× 32

Throughput
(fps)

30 30 60 30 60 60
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Fig. 4 Postlayout result of deblocking filter

as well as throughput as that of architecture given in [10] with moderate increase
in hardware resource utilization. This is due to the fact that our design consists of
parallel as well as pipelined architecture. The design in [7, 9] occupies lesser amount
of area but much reduced throughput compared with our proposed DF.

Table3 shows the results of power estimation. Power analysis for the proposed
architecture is estimated using Xilinx Xpower analyzer tool where the design is
mapped to virtex 6 FPGA board with a speed grade of −3. A DF hardware power
consumption can be split into three main categories: logic power, clock power, and
signal power. Logic power is the amount of power dissipated in the parts where com-
putations take place. Clock power is due to clock tree used in the FPGA. Signal power
is the power that is dissipated between logic blocks in routing tracks. Our architecture
consumes up to three times low logic power when compared with architectures pre-
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Table 3 Power consumption
results of the proposed
architecture

Category Power (mW)

Clock 46

Logic 3

Signals 5

IOs 2

Total 56

sented in [6, 14, 15]. This is due to the fact that our hardware architecture is designed
in such a way that it has a balanced path delay, and thus, it leads to minimum glitches
in circuit, ultimately leads to low power consumption.

6 Conclusions and Future Works

This paper describes design and implementation of a HEVC deblocking filter. We
have employed a methodology to design an optimized hardware by using mixed
pipelined and parallel processing architectures, unified cross unit approach, and
also architecture-independent and hardware-specific optimizations from the original
HEVC standard equations. Simulation results are verified with MATLAB models.
Experimental result illustrates that our architecture achieves similar or up to two times
throughput than the state or art architecture, with moderate amount of chip area and
power consumption. The proposed DF can be used for real-time applications which
demands decoding of 4k× 2k resolution at 60fps. The future work concerns in the
design of area-efficient architecture.
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Differentiator-Based Universal TAM
Filter Topology Using Operational
Floating Current Conveyors

Ashmin Gangal, Varun Bhanoo, and Neeta Pandey

Abstract This work puts forward a universal transadmittance mode (TAM) filter
topology based on a differentiator approach using an analog building block known
as operational floating current conveyor (OFCC). The proposed topology uses three
OFCC blocks, two grounded capacitances, and three grounded resistances. This
circuit has a number of advantages which make it highly suitable for a number of
applications. All the passive elements of the circuit are grounded which make it
highly favorable from fabrication point of view. The circuit has high input as well
as high output impedance. The proper impedances of the circuit make it suitable for
interfacing between voltage mode and current mode circuits. The pole frequency of
the circuit is electronically tunable using MOS transistor-based implementation of
grounded resistances. SPICE simulations using 0.5 µm technology parameters from
MOSIS (AGILENT) are provided.

Keywords Electronically tunable · OFCC · Transadmittance filter · Universal filter

1 Introduction

In continuous time signal processing, analog filters play an important part of partial
or total suppression of any undesirable portion from a signal, and therefore, it is
a field of continuous research. There are different modes of analog filters, namely
voltage mode (VM), current mode (CM), transadmittance mode (TAM), and tran-
simpedancemode (TIM). Among all these filters, TAMfilters have significant impor-
tance. TAM filters accept voltage input and deliver the filtered current output. This
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property of TAM filters is used in interfacing circuits between voltage mode and
current mode. This conversion from voltage to current can also be combined with
signal processing feature in this stage itself for efficient usage in later stages. One
of the other applications of TAM filters is the receiver baseband block used in
radio systems [1]. There are a number of TAM filters [1–22] reported previously
in the literature. All of the reported filters are realized using the following active
blocks: second-generation current conveyor (CCII) [1], differential difference current
conveyor (DDCC) [2], operational floating current conveyor (OFCC) [3], voltage
differencing transconductance amplifier (VDTA) [4, 12, 13, 15, 17, 21], current
controlled current conveyor transconductance amplifier (CCCCTA) [5, 14], multiple
output second-generation current controlled conveyor (MOCCCII) [6, 9], differen-
tial voltage current conveyor transconductance amplifier (DVCCTA) [7], current
differencing transconductance amplifier (CDTA) [8], current conveyor transconduc-
tance amplifier (CCTA) [10], digitally current controlled differential voltage current
conveyor (DCCDVCC) [11], current feedback operational amplifier (CFOA) [16],
dual output-operational transconductance amplifier (DO-OTA) [18], operational
transconductance amplifier (OTA) [19], third-generation current conveyor (CCIII)
[20], and operational amplifier (OP-AMP) [22].

Following are the features of previously reported TAM filters:

• The filters reported in [1, 4, 11–14, 16, 18, 20–22] provide less than or equal to
three filtered responses.

• More than three ABB are used in [11, 16, 18].
• Floating components are used in [1, 2, 8, 10, 11, 13–16, 20–22] making the circuit

unfavorable for fabrication purposes.
• Proper input and output impedance are not achieved in [1–3, 8, 10, 14–16, 19, 20,

22].

TAM filters reported [1–22] in the recent past use either a differentiator-based
approach or an integrator-based approach. Differentiator-based filters are useful in
applications such as biomedical instrumentation [23] and linear control systems [24]
and thus, a few differentiators-based TAM filters are reported previously [1, 14, 22]
but have limitations such as improper impedances, limited availability of filtered
outputs, and existence of floating elements in the circuit. The proposed work focuses
on a differentiator-based approach having advantages such as proper impedances
employing only grounded elements providing all the five responses along with the
feature of electronic tunability of the pole frequencies.

This paper has six sections including the introduction. Section 2 describes the
analog building block (ABB) used, i.e., OFCC. Section 3 presents an OFCC-based
differentiator used later to obtain the proposed universal filter. Section 4 describes
the proposed OFCC-based universal TAM Filter. Section 5 describes the simulation
results. Conclusions drawn are discussed in Sect. 6.
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Fig. 1 OFCC symbolic
notation

2 The OFCC

OFCC [25–27] is an ABB having a total of seven terminals out of which, two are
input terminals and rest five are output terminals. Its symbolic notation is shown in
Fig. 1.

The two input terminals of the OFCC block, X and Y, have low and high input
impedance, respectively, making it appropriate for current and voltage inputs, respec-
tively. Output port W is a low output impedance port having voltage equal to the
multiplication of open-loop transconductance gain Zt and the current at port X. All
other output ports have high output impedance where Z1 and Z2 copy the current
of port W with no phase shift, while Z3 and Z4 copy the current of port W with a
180° phase shift. The port relationships of the block denoted by terminal equations
are given in (1).

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

IY

VX

VW

IZ1

IZ2

IZ3

IZ4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0
1 0 0 0 0 0 0
0 Zt 0 0 0 0 0
0 0 1 0 0 0 0
0 0 1 0 0 0 0
0 0 −1 0 0 0 0
0 0 −1 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

VY

IX

IW

VZ1

VZ2

VZ3

VZ4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(1)

3 Differentiator Using OFCC

Differentiator is a vital building block which is useful in signal conditioning applica-
tions and to design higher-order filters depending upon the application. OFCC-based
differentiator is shown in Fig. 2. It consists of an OFCC block, a resistance, and a
capacitance. The functionality of the circuit is described in Eq. (2).
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Fig. 2 Differentiator using
OFCC

Vout

Vin
= s RC (2)

4 Proposed Filter

The proposed filter is designed using threeOFCCblocks, out of which the first OFCC
block acts as the gain stage cascaded with two OFCC-based differentiators which are
described in Sect. 3. The filter is depicted in Fig. 3 and is capable of producing all
the five responses—low pass (LP), high pass (HP), band pass (BP), band reject (BR),
and all pass (AP) response whose transfer functions are given in (3)–(7), respectively,
where the denominator D(s) is described in (8).

ILP
Vin

= −
1

R1 R2 R3C1C2

D(s)
(3)

Fig. 3 Proposed universal TAM filter
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IHP
Vin

= − s2/R1

D(s)
(4)

IBP
Vin

= −
s

R1 R3C2

D(s)
(5)

IBR
Vin

=
s2

R1
+ 1

R1 R2 R3C1C2

D(s)
(6)

IAP
Vin

= −
s2

R1
− s
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The filter is characterized by the pole frequency (ωo), bandwidth (BW), and the
quality factor (Qo) as described in (9)–(11), respectively.

ωo = 1√
R2R3C1C2

(9)

BW = 1

R3C2
(10)

Qo =
√

R3C2

R2C1
(11)

The grounded resistances in the circuit can be realized using MOS-based resis-
tance [28]. Electronic tunability in the proposed circuit is performed by changing the
gate voltage of the MOS-based resistances, which results in the change of the cut-off
frequency of the filter responses.

5 Simulation Results

The proposed universal filter is designed using CMOS implementation of OFCC [29]
fromMOSIS (AGILENT) 0.5µm technology parameters. The schematic is depicted
in Fig. 4, and the aspect ratio of the transistors is taken from [29]. VDD and VSS in
the CMOS implementation are considered as ±1.5 V and the bias voltages (Vb1 and
Vb2) are considered as ±0.8 V. Simulations are performed using SPICE.

The AC analysis is done using the resistance values as R1 = R2 = R3 = 1 k� and
the capacitance values as C1 = C2 = 10 nF. The magnitude responses of the LP, HP,
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Fig. 4 CMOS implementation of OFCC

Fig. 5 LP, HP, and BP
response
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Fig. 6 BR response
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and BP are shown in Fig. 5. The magnitude response of BR filter is shown in Fig. 6.
The AP response is shown in Fig. 7.

To illustrate the electronic tunability pole frequencies of the filter, resistances (R2

and R3) are varied by changing the voltages in the MOS transistor-based resistance
in a low pass response whose results have been shown graphically in Fig. 8. The
simulation results of the electronic tunability experiment are given in Fig. 9.

Frequency spectrum analysis is done to check the efficiency of the proposed filter.
It is carried out using a mixed frequency voltage input of amplitude 50 mV and
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Fig. 8 Electronic tunability
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having frequencies 2, 20, and 100 kHz. The frequency spectrum of all the output
currents is depicted in Fig. 10. As observed in Fig. 10, all the responses adhere to
the expected frequency spectrums.

To check the effect of mismatch in passive components, statistical analysis
is performed using Monte Carlo statistical analysis using the resistance nominal
values as R1 = R2 = R3 = 1 k� and the capacitance nominal values as C1 = 20 nF,
C2 = 10 nF. To study this effect, HP response has been simulated with 5% Gaussian
deviation in all the resistances, in all the capacitances and in both the resistances
and capacitances present in the circuit whose frequency response after 40 runs are
depicted in Figs. 11, 12, and 13, respectively.
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Fig. 10 Frequency spectrum analysis for mixed frequency voltage input along with all output
filtered response currents

Fig. 11 Simulated HP response with 5% variation in all resistances

6 Conclusions

This paper proposes a universal TAM filter topology based on a differentiator
approach using OFCC as the ABB. It provides all the five filtered responses as
current outputs. All the passive elements of the circuit are grounded which makes it
highly favorable from fabrication point of view by reducing the parasitic capacitances
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Fig. 12 Simulated HP response with 5% variation in all capacitances

Fig. 13 Simulated HP response with 5% variation in all resistances and capacitances

that make the circuit more favorable for integrated circuit (IC) implementations. The
pole frequency of the circuit is electronically tunable using MOS transistor-based
implementation of grounded resistances. The circuit has high input and high output
impedance. The proper impedances of the circuit make it suitable for interfacing
between VM and CM circuits. The functionality of the proposed filter has been
verified by SPICE simulations.
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Information Hiding Using Private
Content-Based Random Encryption
and Data Reduction for RGB Images

Amit Kumar Shakya, Ayushman Ramola, and Anurag Vidyarthi

Abstract In this research work, we have successfully reduced the content present in
red-green-blue (RGB) image for secure transmission, for this purpose, we have used
a private content-based image encryption (PCBIE), model. The PCBIE model works
on three basic steps image encryption followed by first-order statistical parameter
calculation for the encrypted image and original image andfinally a comparison of the
obtained parameters with the original image parameters. Through this methodology,
one can easily prevent the original identity of the image. Here, we have taken four
different categories of images and performed encryption on them, in the result, we
have obtained that identity of the image is totally hidden and one can identify the
original image only on the basis of the parameter value. The first-order statistical
parameter includes the mean, variance, and standard deviation.

Keywords Private content · Encryption ·Mean · Variance · Standard deviation

1 Introduction

Data robbery is one of the potential threats in the current World, as trillions of giga-
bits of data are generated every day [1]. Today, with the advancement of technology,
everything has become online and this has activated a new group of cyber robbers that
are engaged in the activity of cyber mugging and unethical hacking [2]. Several inci-
dents are reported daily where someone confidential data is robbed for the purpose
of ransom. Nowadays, several organizations are engaged in creating advanced soft-
ware’s so that problems related to data theft can be stopped or prevented. In this
research work, we have been motivated by such advanced software creators who are
creating software to prevent data fromdigital robberywehavedeveloped an algorithm
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so that our data (images) can be easily hidden and does not reveal their original iden-
tity. They can only be identified on the basis of their first-order statistical parameters,
and finally, a comparison between the original and encrypted images is performed
only on the basis of these parameters. Several scientists have been working on the
scheme of data hiding through private content-based image query [3] and advanced
private content-based image query [4]. Besides this data hiding techniques include
spatial domain data hiding [5], prediction error expansions [6], transfer domain data
hiding [7, 8], steganalysis [9], DWT-based data hiding [10], LSB coding [11], digital
watermarking [12], etc., in literature, some image compression based on region of
interest is also considered as an data hiding scheme [13, 14]. In this research work,
we have first all created encrypted images from the original images, followed by
plotting of histograms for original and encrypted image, and finally, a comparison is
made in between statistical parameters for original and encrypted images.

2 Mathematical Relation of First-Order Statistical
Parameters

First-order statistical parameters include mean, variance, and standard deviation the
mathematical representations of the formulas are listed in Eq. (1–3), where N is
the total number of pixels within an image, μ represents the mean value, x is the
statistical parameter, e.g., for an 8-bit image it will have 28 values.

2.1 Mean (μ)

It is the measure of the central tendency of a probability distribution of the image
pixels widely distributed within an image.

μ = 1

N

last=N−1∑

first=0

x[first]−[last] (1)

2.2 Variance (σ )2

It is themean difference between the average values of the image pixelwith individual
pixel value.
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σ 2 = 1

N − 1

last=N−1∑

first=0

(
x[first]−[last] − μ

)2
(2)

2.3 Standard Deviation (σ )

It is the representation of how pixel values are spread within an image.

σ = 2

√√√√ 1

N − 1

last=N−1∑

first=0

(
x[first]−[last] − μ

)2
(3)

These parameters are calculated for the original image and the encrypted image
and later compared with each other and similarity in terms of numerical values is
obtained from the image pixels.

Flowchart of the proposed methodology

See Fig. 1.

3 Experimental Results

In this experiment, we have taken six different RGB images which are shown in
Fig. 2. The images include Lena and Mandril which are taken from Digital Image
Processing, Third Edition, Gonzalez and Woods [15]. The Red Planet, Jupiter,
Asteroid and Moon are the courtesy of European Space Agency ESA [16].

Now, the images are converted into their encrypted version by arranging pixels in
the original image in a random manner so that every pixel gets at a new coordinate
location. The obtained image represents a noisy picture which does not reveal the
original identity of the image. Thus, for the original image, their encrypted versions
can be used and can be transmitted to a new place without revealing the original
identity of the image. Thus, for secure transmission purposes, these images can be
used. The encrypted version of the images is shown in Fig. 3.

Now, the histogram plot for both original and encrypted images is plotted together
where the original image contains a total number of pixels and the encrypted image
contains only “Ten” percent pixels. The histogram for the original and encrypted
image both are shown in Fig. 4. Later, the first-order statistical parameters are
computed for both original and encrypted images. The parameters may attain the
same value for both original and encrypted image, respectively, the change in the
statistical parameter values can be obtained from Tables 1 to 2.
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Ist Order Statistical 
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Fig. 1 Flowchart of the proposed methodology

Fig. 2 a Lena (Color 512), b Mandril (Color 512), c Red Planet, d Jupiter, e Asteroid, f Moon

Now, the comparison of the first-order statistical parameters is performed to obtain
the numerical similarity in the first-order statistical parameters.

Tables 1 and 2 represent the statistical parameter values for both original and
encrypted images which show similarity in the feature value.
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Fig. 3 a Encrypted Lena, b encrypted Mandril, c encrypted Red Planet, d encrypted Jupiter,
e encrypted Asteroid, f encrypted Moon
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Fig. 4 Histogram signature plot for the original and encrypted version of a Lena (Color 512),
b Mandril (Color 512), c Red Planet, d Jupiter, e Asteroid, f Moon
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Fig. 4 (continued)
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Table 1 First-order statistical parameters for original image

S.No Image Total pixels Mean Variance Standard deviation

1 Lena 262,144 124.043 10.7258 3.27502

2 Mandril 262,144 122.091 10.4112 3.22663

3 Red Planet 196,245 35.8831 8.78709 2.96430

4 Jupiter 786,432 64.4904 8.04031 2.83554

5 Asteroid 786,432 73.4906 10.4829 3.23773

6 Moon 786,432 48.3714 8.71656 2.95238

Table 2 First-order statistical parameters for the encrypted image

S. No Image Total pixels Mean Variance Standard deviation

1 Lena 26,214 123.996 10.7193 3.27403

2 Mandril 26,214 122.156 10.4164 3.22744

3 Red Planet 19,624 36.002 8.80579 2.97622

4 Jupiter 78,643 64.4339 8.0198 2.83192

5 Asteroid 78,643 73.6827 10.4732 3.23623

6 Moon 78,643 48.4295 8.72467 2.95375

4 Conclusions

The outcome of this research work is the development of a new methodology for
data hiding. The prevention of data robbery is also prevented through this approach.
The methodology is easy and the encryption is easy. The limitation of this approach
is if two or more images develop the same type of statistical features, then it may get
difficult to identify the original image.

Acknowledgements The authors are thankful to the European SpaceAgency (ESA) for the satellite
images used in this research work.

References

1. Kettimuthu R, Liu Z, Wheeler D, Foster I, Heitmann K, Cappello F (2018) Transferring a
petabyte in a day. Elsevier Future Gener Comput Syst 88(1):191–198

2. Ibarra J, Jahankhani H, Kendzierskyj S (2019) Cyber-physical attacks and the value of
healthcare data: facing an era of cyber extortion and organised crime, pp 115–137

3. Shakya A, Ramola A, Kandwal A, Chamoli V (2018) Privacy-preserving random permutation
of image pixels encipheredmodel fromcyber attacks for covert operations. In: Communications
in computer and information science I end, vol. 905. Springer, Singapore, Dehradun

4. Shakya A, Ramola A, Pokhariya H, Kandwal A (2019) Fusion of IoT and machine learning
approach to prevent confidential data from digital crimes and cyber mugging for covert



632 A. K. Shakya et al.

transmission. In: Lecture notes in electrical engineering. Springer, Singapore, Sikkim, pp
563–579

5. Fangjun H, Xiaochao Q, Joong K, Jiwu H (2016) Reversible data hiding in JPEG images. IEEE
Trans Circ Syst Video Technol 26(9):1610–1621

6. Hu X, Zhang W, Li X, Yu N (2015) Minimum rate prediction and optimized histograms
modification for reversible data hiding. IEEE Trans Inf Forensics Secur 10(3):653–664

7. Ramola A, Shakya A (2017) Private content-based image query system using statistical
properties. In: IEEE international conference on innovations in control, communication and
information systems (ICICCI), vol. 1. Noida, pp 1–6

8. Wang L, Pan Z, Zhu R (2017) A novel reversible data hiding scheme using SMVQ prediction
index and multi-layer embedding. Springer Multimed Tools Appl 76(I):26225–26248

9. Xia Z,Wang X, Sun X, Liu Q, Xiong N (2016) Steganalysis of LSBmatching using differences
between nonadjacent pixels. Springer Multimed Tools Appl 75(4):1947–1962

10. Weng C-Y (2019) DWT-based reversible information hiding scheme using prediction-error-
expansion in multimedia images. Springer Peer-to-Peer Network Appl 1–10

11. PapadopoulosN, PsannisK (2018) Sequentialmultiple LSBmethods and real-time data hiding:
variations for visual cryptography ciphers. Springer J Real-Time Image Process 14(1):75–86

12. Nagai Y,UchidaY, Sakazawa S, Satoh S (2018)Digital watermarking for deep neural networks.
Springer Int J Multimed Inf Retrieval 7(1):3–16

13. Tang Z, Xu S, Yao H, Qin C, Zhang X (2019) Reversible data hiding with differential
compression in encrypted image. Springer Multimed Tools Appl 78(8):9691–9715

14. Shakya A, Ramola A, Pandey D (2017) Polygonal region of interest-based compression
of DICOM images. In: IEEE international conference on computing, communication, and
automation (ICCCA), vol. 1. Noida, pp 1035–1040 (2017)

15. Gonzalez R, Woods R (2008) Digital image processing, 3rd edn. Pearson
16. Observatory E Breakthrough watch and the European Southern Observatory achieve “first

light” on the upgraded planet-finding instrument to search for Earth-like planets in the nearest
star system. In: ESA. Available at: https://www.eso.org/public/news/eso1911/

https://www.eso.org/public/news/eso1911/


An Algorithm Design for Anomaly
Detection in Thermal Images

Chhavi Mishra, T. Bagyammal, and Latha Parameswaran

Abstract Anomaly detection is useful in diverse domains including fault detection
system, health monitoring, intrusion detection, fraud detection, emotion recognition,
cancer detection, animal rescue, detecting ecosystem disturbances, and event detec-
tion in sensor networks. Thermal image is a widely used night vision technology.
Anomaly detection using thermal image features has been proposed in this work.
Three major classes of features, namely textural features, color features, and shape
features, have been extracted. Correlation model has been used for detecting anoma-
lies. Thermal image of perishable objects has been analyzed, and the evaluation result
confirms the hypothesis. It is found that using a set of features while using correlation
as similarity measure the achieved average recall is 76.06%.

Keywords Thermal images · Anomaly detection · Correlation

1 Introduction

Thermal imaging method is useful to capture radiation of the objects and create
the image out of it. Thermal camera is basically a heat sensor that captures and
record small differences in temperature [1]. Thermal imaging is a means of conva-
lescing visibility of objects in a dark environment by finding out the objects infrared
energy and creating an image based on that information. In those environments (back-
ground) where objects cannot be easily differentiated, thermal camera easily detects
them and they appear as distinctive objects in a thermal image; because objects are
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seldom at the alike temperature as other objects around them. One of the biggest
advantages is that it can see through smoke, fog, haze, and also, it can penetrate
solid obstructer to some extent to capture images [2]. Thermal cameras have been
in notice mainly for wildlife and armed forces applications. Over the time, resolu-
tion and image quality of thermal camera have increased which opens wide use in
different fields such asmanufacturing industry andmedical industry. [2]. Out ofmany
applications of thermal imaging, our focus is anomaly detection which is useful in
different domains, such as fault detection, gas leakage detection, system healthmoni-
toring, cancer detection, emotion recognition, intrusion detection, fraud detection,
animal rescue, event detection in sensor networks, and detecting ecosystem distur-
bances [9].

2 Related Works

Many researchers have worked on thermal images for a variety of applications. A
few are listed in this section. In [1], the authors have given description of thermal
camera and its ability to capture images. Thermal images are usually grayscale in
nature where objects in white are hot and cold are black objects. Depth of gray
indicates the variations between the hot and cold. In [2], the authors have described
how thermal images can be used for identifying the objects in a complex background.
When observed through a thermal imaging camera, warm objects stand out fine in
opposition to cool backgrounds; human and other warm-blooded animals become
effortlessly noticeable in the environment, be it day or night. When an object is
hidden behind some obstacle or at the back of another object, change detection
techniques based on visual imagery fails. The authors have developed an object
detection method using the record of heat signature. Average filter and median filter
were used to remove noise from thermal images. Otsu’s threshold algorithmwas used
to extract the required segment. Outer boundary of the thermograph was detected
using Canny edge detector. Viola–Jones object detection framework for matching the
sample input with the features stored in the database was done [2]. In [3], the authors
have described a model for anomaly detection in medical images using correlation.
Anomalies from electrocardiograph (ECG) signal had been detected using threshold.

They have proposed a similarity-based function between signal attributes for the
correlation, to consolidate the previously detected anomalies. Correlation algorithm
that detects the different relation between the medical image anomalies has been
proposed. Unnoticed hidden defects may cause the failure of the component which
may lead to colossal damage to life and property [4]. In [4], algorithm to detect
detects in metals using image processing-based concepts using IR images have been
proposed. Images containing two types of defects, namely holes in pulsed thermog-
raphy images and cracks in lock-in thermography, are considered. The proposed
method consists of (1) Canny edge detection which includes the following steps: (i)
video-to-frame conversion, (ii) preprocessing to reduce noise, iii) principal compo-
nent thermography, (iv) Segmentation of defects, and (2) thresholding-based defect
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detectionmethod uses the following steps: (i) histogramequalization, (ii)morpholog-
ical opening and background subtraction, (iii) thresholding. Metals with flat bottom
holes defects are detected by Canny edge detector-based methodology. Defects such
as cracks that occur during welding are detected using thresholding-based method-
ology. In [5], algorithm to detect breast cancer in thermal images at an early stage
has been proposed. The image is classified based on the features extracted from the
region of interest to normal or abnormal using a deep neural network (DNN) clas-
sifier. Uncertainty in the output of DNN is further analyzed using support vector
machine (SVM) classifier.

In [6], authors have proposed a method to distinguish orange fruit in sweet citrus
tree using thermal images. Steps performed are (i) temperature to grayscale image
conversion, (ii) contrast enhancementwith a fuzzy intensification operator, (iii) image
segmentation using minimum fuzzy divergence value and fruit detection using circle
Hough transform. The proposedmethod gives better result for recognition of isolated
fruit when compared to grouped fruits. In [7], authors proposed an algorithm for
pedestrian detection in thermal infrared images with limited annotations. The main
idea is to adapt the plenty of color images associated with bounding box annota-
tions to the thermal domain for training the pedestrian detector. Algorithms used
were VGG16 and RNN. In [8], authors have proposed an algorithm for segmentation
of foot from infrared image using Otsu thresholding and morphological operations
under three different image acquisition setups. Proposed algorithm was analyzed
using the three measures such as Jaccard index, false positive rate, and false negative
rate in comparison with the result of manual segmentation. From the segmentation
done under each imaging conditions, it was found that, morphological operations
combined with Otsu thresholding performed well at par with the ground truth or
the manually segmented image. In [9], thermal image processing algorithms for
damage detection of dual-phase high-performance steel material and damage anal-
ysis have been discussed. First-order and second-order derive features of the image
were studied. Second-order derivative gave successful result, and the correlation
coefficient trend was used to identify the amount of damage. The higher is the
coefficient, the lowest is the damage. In [10], the authors presented how to detect
human using infrared image processing technique. Combination of the pixel-gradient
and body parts processing and three-phase classification process (head modeling,
human modeling, and classifier) has been proposed to lessen the false detection. The
presented algorithm has been tested on thermal images taken in a real environment.
Some limitations of the model have been reported, as problem with detection groups
of the overlapped people, and identification of some poses are not included in the
dataset. In [11], the authors have proposed an algorithm for scene change detection
by analyzing the linear relationship that exists between the corresponding regions
saliency and wavelet features. The quality of thermal infrared radiation and imagery
creates certain challenges to image analysis algorithms. Thus, it can be inferred that
study and analysis of thermal imagery are a potential area of research.

Given a set of thermal images of the same scene object taken at varying time
interval, objective of the proposed work is to detect changes or anomalies in objects.
In order to detect changes, feature extractionmethods have been applied. Threemajor
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classes of features, namely textural features, color features, and shape features, have
been extracted. Correlation model has been used for detecting anomalies.

3 Dataset Description

3.1 Image Acquisition

For preparing a dataset, thermal images are captured using fluke thermal camera.
The camera version is Tis40 which is used to create a dataset.

3.2 Dataset Generation

The dataset is collected in a controlled environment; the dataset collected consists
of thermal images of different objects which has an element of heat and has charac-
teristics of temperature variation. For experimentation, thermal images of perishable
items (objects) have been collected as shown in Fig. 1. Thermal imageswere obtained
at varying time stamps. Thus, each image has a time stamp of different time sequence
such as apple has a time range starting from time 1 to time 2 on various dates. A
dataset consisting of 3000 + thermal images has been constructed for this study of
anomaly detection.

Fig. 1 Sample dataset at different time stamps
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In Fig. 2, first five images of apple are taken at 5 pm and the apple is 5 days older
is shown, and in next five images are of first day images that are taken at 10 am.
Similarly, images are taken on various date and time. Thermal image of banana and
flower is shown in Figs. 3 and 4, respectively. Figure 5 shows the grayscale thermal
image of few objects from the dataset. Table 1 shows grayscale thermal image and
normal image of objects at varying date/time intervals.

4 Proposed Anomaly Detection Algorithm

4.1 Architecture

Architecture of the proposed work on anomaly detection with an objective to detect
if the image has anomalies is shown in Fig. 6. The proposed algorithm has steps as
given below:

Algorithm:

(1) Capture the heat emission of various objects as thermal images at various
date/time intervals.

(2) Preprocess the thermal images and extract texture, color, and shape signature
features.

(3) Detect anomalies in thermal images using correlation model.
(4) Validate results with ground truth values.

4.2 Feature Extraction

Feature extraction entails reducing the amount of resources required to describe
a large set of data. Features extracted in this proposed algorithm include textural
features, color features, and shape features.

4.2.1 Textural Features

i. Graylevel difference statistics (GLDS)

GLDS [7] is based on the estimation of the probability density P(i) of image pixel
pairs at a given distance d = (dx, dy) having a certain absolute graylevel difference
value i. Statistical measures computed on the basis of GLDS are given in Eqs. 1, 2,
3, and 4.

Mean: Mean indicates the average value in a GLDS matrix.

Mean(μ) =
m∑

i=1

i P(i) (1)
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Fig. 4 Thermal images of flowers

Apple gray scale 1st image Banana gray scale 1st image 

Apple gray scale 2nd Image Banana gray scale 2nd image 

Rose  gray scale image  Banana gray scale3rd image  

Fig. 5 Grayscale thermal images of objects
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Table 1 Table of different objects with time

29th July
4:39 PM

30th July
1:44 PM

31st July
11:50 AM

2nd August
4:13 PM

29th July
3:47

29th July
4:38PM

Contrast: Contrast is the difference between high illumination and low illumina-
tion value.

Contrast =
m∑

i=1

i P(i) (2)

Variance: Variance measures how far a set of data is spread out. Variance is the
average of the squared distances from each point to themean. Zero variance indicates
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Fig. 6 Architecture of the proposed algorithm

that all the data values are identical.

Variance =
m∑

i=1

(P(i) − μ)2P(i) (3)

where µ denotes the average value.
Entropy: Entropy measures information content. It shows the randomness of

intensity distribution. The higher the entropy, the less energy is available in the
image.

Entropy =
m∑

i=1

P(i)log2P(i) (4)

ii. Graylevel co-occurrence matrix (GLCM)

Texture can also be analyzed using GLCM [8]. It is a statistical method to examine
texture that considers the spatial relationship of pixels. The GLCM dimension is n
× n matrix where n is number of gray levels in the image. GLCM features used are
contrast, variance, entropy, and energy which is given in Eqs. 5, 6, 7, and 8.

Contrast: It shows the amount of local variations present in the image. For uniform
images, this value is zero; as variation increases, this value also increases.

Contrast =
N−1∑

i, j=0

Pi j (i − j)2 (5)

Variance: Variance is defined as the sum of the difference between intensity of
the center pixel and its neighborhood. It is also known as second central moment.

Variance =
N−1∑

i, j=0

Pi j (i − μ)2 (6)
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Entropy: Entropy is ameasure of information content. Itmeasures the randomness
of intensity distribution.

Entropy =
N−1∑

i, j=0

−ln
(
Pi j

)
Pi j (7)

Energy: The texture energymeasure (TEM) is computed by summing the absolute
values in a local neighborhood.

Energy =
N−1∑

i, j=0

(
P2

i j

)
(8)

iii. Wavelet transform

In addition to extracting features in textural domain, frequency domain features have
been extracted. Wavelet features are useful as they have inbuilt capability to de-
noise image. Wavelet transform decomposes the low-frequency content of the image
into different levels which helps in feature extraction of noisy data [9]. The output
of the wavelet transform is wavelet coefficients, and from the obtained coefficients
mean, variance, standard deviation, skewness, kurtosis are computed as features of
the images.

iv. principal component analysis (PCA)

PCA features help to analyze the image geometry and extract its geometrical features.
First “r” eigenvalues of the image are extracted to form the feature vector. A matrix
is computed that summarizes how the variables in the given image are related to
one another. The main idea of (PCA) is to reduce the dimensionality of a dataset
consisting of many variables correlated to each other. The principal components are
the eigenvectors of a covariance matrix, and hence, they are orthogonal [10]. In this
proposed work, the first few eigenvalues are extracted as features for analysis.

4.2.2 Color Features

Color moments are measures that characterize color distribution in an image. The
first-order, second-order, and the third-order color moments have been proved to be
capable and successful in representing color distributions of images [11]. Also, color
moments compactly represent features compared to other color features [11]. If the
value of the ith color channel at the jth image pixel is pij, then the color moments
used are calculated based on Eqs. 9, 10, 11, and 12.

Mean: Gives the average color in the image.
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Ei = 1

N

N∑

J=1

Pi j (9)

Standard Deviation: This is the second color moment, obtained by taking the
square root of the variance of the color distribution.

δi =

√√√√√ 1

N

⎛

⎝
N∑

j=1

(
Pi j − Ei

)2
⎞

⎠ (10)

Skewness: It is used to measure the amount of asymmetric content in
the color distribution.

si =

√√√√√ 1

N

⎛

⎝
N∑

j=1

(
Pi j − Ei

)3
⎞

⎠ (11)

Kurtosis: It is a used to measure how extreme the tails are in comparison with
the normal distribution

Kurti = E

[(
Pi j − Ei

δi

)4
]

(12)

4.2.3 Shape Features

Fourier descriptors are a technique used in image processing to characterize the
boundary shape of a image segment. The first few terms in a Fourier series provide
the foundation of this descriptor. The global and local features of the shape can be
obtained using a few coefficients of the Fourier descriptors. Centroid distance gives
both global and local features of the shape signatures. Fourier descriptor extracts
contours by applying fast Fourier transform (FFT) [9]. Fourier descriptors are used
for contour representation of object in object detection module [13].

Texture, color, and shape features extracted from a sample thermal image are
shown in Table 2.

4.3 Algorithm to Find Anomaly

In this proposed work, mathematical model, correlation model, has been used to
detect changes between the given images from the features extracted. Correlation
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Table 2 Texture, color, and shape feature of a sample thermal image

Mean Entropy Variance Contrast AM Max_prob Homogeneity

114.1 −1.9 × 108 6. × 1011 33,897,566 844,383 201 114.11

112.7 −1.9 × 108 6. × 1011 33,701,178 745,755 250 37,664

97.4 −1.6 × 108 7. × 1011 29,750,506 326,123 255 29,946

105.8 −1.8 × 108 7. × 1011 3,213,371 511,201 255 36,472

97.4 −1.6 × 108 7. × 1011 29,750,506 326,123 255 29,946

113.37 −1.9 × 108 6.66 × 1011 33,824,542 644,877 253 32,075

107.07 −1.8 × 108 6.95 × 1011 32,390,750 608,565 255 37,636

113.73 −1.9 × 108 6.64 × 1011 33,906,060 769,691 215 35,410

113.37 −1.9 × 108 6.66 × 1011 33,824,542 644,877 253 32,075

112.44 −1.9 × 108 6.71 × 1011 33,663,828 645,929 255 36,019

114.6 −1.9 × 108 6.58 × 1011 33,950,380 813,825 201 32,887

113.3 −1.9 × 108 6.66 × 1011 33,764,128 718,499 196 35,479

107.53 −1.8 × 108 6.94 × 1011 32,536,342 700,991 246 45,914

111.7 −1.9 × 108 6.75 × 1011 33,452,104 820,449 247 38,474

GLCM mean GLCM variance GLCM skew GLCM Kusrtosis

403 89,023,077 2.8 × 108 1.54 × 1012

13068 76,684,784 3.34 × 108 1.45 × 1012

−6079 52,768,247 90,998,165 1.49 × 1012

−4312 60,904,912 1.49 × 108 1.50 × 1012

7025 78,917,735 2.94 × 108 1.56 × 1012

403 89,023,077 2.8 × 108 1.54 × 1012

−6079 52,768,247 90,998,165 1.49 × 1012

8252 79,494,284 4.21 × 108 1.48 × 1012

−45076 68,597,856 1.13 × 108 1.68 × 1012

−2303 80,195,895 1.27 × 108 1.55 × 1012

−7647 75,359,077 1.36 × 108 1.54 × 1012

−979 87,215,733 3.85 × 108 1.61 × 1012

−4252 79,972,768 3.41 × 108 1.68 × 1012

−5817 65,569,357 2.36 × 108 1.51 × 1012

shows how strongly the two variables x and y are related to each other, and it is
represented by r; it ranges from –1 to +1 [12]. Correlation is computed as given in
Eq. 13.

r = N
∑

XY − (∑
X

)(∑
Y

)
√[

N
∑

X2 − (∑
X

)2][
N

∑
Y 2 − (∑

Y
)2]

(13)
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where
N = Number of pairs of values
�XY = Sum of products of X and Y value
�X = Sum of X values
�Y = Sum of Y values
Σ X2 = Sum of squared X values
ΣY 2 = Sum of squared Y values
If the correlation is high it can be inferred that there is no changes in the given

pair of images, if correlation is low it may be inferred that there may be changes in
the given image pairs.

5 Experimental Results

The features extracted include color features, shape features, and texture features for
all the images. Correlation has been computed between the ground truth image and
the received test image(s). Based on the correlation, a threshold has been determined
experimentally and all images which have a correlation less than the threshold have
been identified as images which may contain anomalies or changes compared to
the original, ideal ground truth image. Correlation of a few sample images in the
dataset with ground truth image is shown in Table 3. Table 4 shows correlation of a
few banana images in the less anomalous dataset with ground truth image values of
highly anomalous data.

Table 3 Correlation of a few sample images in the dataset with ground truth image

ACA ACB ACC ACD ACE ACF ACG

0.999 0.999 0.999 0.743 0.966 0.986 0.947

0.999 0.999 0.999 0.736 0.962 0.984 0.942

0.999 0.999 0.999 0.738 0.963 0.985 0.944

0.999 0.999 0.999 0.739 0.963 0.985 0.944

0.999 0.999 0.999 0.738 0.963 0.985 0.944

0.998 0.998 0.998 0.712 0.952 0.977 0.931

0.999 0.999 0.999 0.737 0.969 0.984 0.944

0.999 0.999 0.999 0.737 0.963 0.984 0.943

0.999 0.999 0.999 0.746 0.967 0.987 0.949

0.999 0.999 0.999 0.742 0.965 0.986 0.946

0.999 0.999 0.999 0.772 0.966 0.946 0.948

0.999 0.999 0.999 0.756 0.971 0.989 0.953
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Table 4 Correlation of a few banana images in the less anomalous dataset with ground truth image
values of highly anomalous data

0.991 0.985 0.534 0.983 0.544 0.991 0.544

0.459 0.429 0.993 0.421 0.999 0.573 0.999

0.982 0.990 0.295 0.991 0.301 0.953 0.300

0.458 0.429 0.989 0.422 0.999 0.574 0.999

0.996 0.997 0.479 0.997 0.486 0.994 0.486

0.455 0.425 0.985 0.417 0.991 0.568 0.991

0.973 0.981 0.247 0.383 0.252 0.936 0.252

0.458 0.430 0.990 0.422 0.999 0.574 0.999

0.975 0.984 0.261 0.985 0.266 0.941 0.266

0.455 0.426 0.984 0.418 0.993 0.570 0.992

5.1 Anomaly Detection Using Threshold

If the computed correlation is greater than the defined threshold (T ), then the data
is normal otherwise the data is said to have anomaly. A correlation model has been
built with the ground truth image and is shown in Fig. 7, where x-axis and y-axis
correspond to the number of images and the correlation coefficient value, respectively.

Figure 8 presents the correlation values for images of each of the class. Empiri-
cally, the value of threshold has been fixed at T = 0.8. Based on the observationmade
with the correlation model and the ground truth images, the value of threshold has
been set to 0.8. Figure 9 shows the correlation graph for banana object with Fourier
descriptor feature. Result for the anomaly detection is given in Table 6. Based on
the observation and experimentation, an average recall of 76.06% has been obtained
based on the features extracted and recall is defined in Eq. 14 [6].

Fig. 7 Correlation graph
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Fig. 8 Correlation graph for banana object

Fig. 9 Correlation graph for banana with Fourier descriptor feature

Table 6 Summary of the anomaly detection result

Image type Number of images Ground truth Number of images identified as anomaly

Apple 660 350 240

Banana 550 240 310

Flowers 2000 120 60
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Recall =
∣∣{anamoly objects}∧{identi f iedanamoly objects}∣∣

|{anamoly objects}| (14)

6 Conclusions

This thesis has aimed to detect anomalies in objects using its thermal images.Changes
of the object at varying time/date interval have been studied with the objectives to
detect if the objects (in images) have anomaly. An average recall of 76.06% has been
achieved. Deep learning architecture can also be studied to detect changes in the
given image dataset, in order to improve computation time and find exact location
of anomaly.
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AIDS Detection Using Genomics Signal
Processing Techniques on DNA

Darshankumar C. Dalwadi, Vatsal Shah, Harsh Navadiya,
and Yagnik Mehta

Abstract AIDS is a most dangerous disease that is developed in the person having
HIV virus. HIV stands for human immunodeficiency virus. Lakhs of people suffer
from these diseases, and ultimately, they died due to AIDS. So, it is necessary to
detect these diseases in an early stage.Genomics signal processing dealswith advance
research in genetics. So, by applying various GSP techniques, it becomes easier to
predict one of the most hazardous diseases AIDS. In this paper, we have represented
the binary mapping of the raw genomic data to convert into digital data and on
applying the fast Fourier algorithm as well as the discrete wavelet transform in our
algorithm to predict abnormalities present in the coding region of DNA of the gene of
HIV infected cell. The purpose of this research is to provide an accurate prediction
of HIV infected cell to the researcher’s so that the life efficiency of any patient
suffering from these deadly disease increases. We have implemented the algorithm
on MATLAB 2015a which consists of signal processing toolbox. The proposed
algorithm is tested for several DNA sequences present in normal genes as well as
HIV infected genes of Homo sapiens chromosomes available in the National Center
of Biotechnology Information (NCBI) database.

Keywords Fast Fourier transform · Genomic signal processing · DNA · AIDS and
its causes · Discrete wavelet transforms · Binary mapping · NCBI database

1 Introduction

Fast Fourier transform is an algorithm that reduces the complexity of computing N-
point discrete Fourier transform of the discrete sequences or binary sequences. The
discrete Fourier transform converts the discrete sequences or binary sequences into
frequency domain. This method is useful in many fields, but the computation of this
method by using the equation directly becomes slow. So, these transforms compute
the DFT very faster. FFT computes DFT matrix as a product of zero factors. The
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fast Fourier transform is much more accurate then discrete Fourier transform. The
equation of the fast Fourier transform is

N/2−1∑

n=0

aeven
n e−2π jnk/(N/2) + e− j2πk/N

N/2−1∑

n=0

aodd
n e−2π jnk/(N/2) (1)

where N stands the number of points in FFT and is known as twiddle factor. Fast
Fourier transform is used in various applications like recording, sampling of the data,
fast algorithm for discrete sine and cosine transform, fast Chebyshev approximation,
solving difference equations and computation of the isotopic distribution.

Genomic signal processing can be defined as the analysis, processing, and use of
genomic signals to gain biological knowledge, and the translation of that knowledge
into the system-based application that can be used to diagnose and treat genetic
disease [1]. The purpose of the genomic signal processing is to combine the principles
and techniques of signal processingwith the understanding of the genomics to detect,
classify, control, statistical and dynamical modeling of the gene networks. It is a
fundamental discipline that brings the model-based analysis of the gene. Application
of genomic signal processing is tissue classification and discovery of the signaling
pathway both based on the expressed macromolecule phenotype of the cell. The
accomplishment of these applications is done by signal processing techniques such
as fast Fourier transform, discrete wavelet transform, and discrete Fourier transform.

DNA was first discovered by Francis Crick and James Watson at the Cavendish
Laboratory at Cambridge University. It is a double-helical structure comprises four
nucleic acids, Adenine (A), Cytosine (C), Guanine (G), Thymine (T) a deoxyribose
andphosphate group.TheAdenine is connectedwithThyminebyhydrogenbond, and
the Guanine is connected with Cytosine by a hydrogen bond. Both polynucleotides
of DNA contain some biological information in it. This information is replicated
when the polynucleotides get separated. RNA is produced by DNA through the
transcription process. DNA usually occurs as linear chromosomes in Homo sapiens.
The set of chromosomes makes up the human genome. The genome has 3 billion
base pairs of DNA. The biological information that is carried by DNA occurs in a
piece of sequences of DNA called genes. Transmission of the genetic information
occurs via complementary base pairing. The helical structure of the DNA is shown in
Fig. 1. DNA molecules store the digital information that shapes the genetic scheme
of living organisms [2]. By understanding the structure and properties of DNA, one
can predict the genetic diseases.

HIV is a virus that targets our immunity system cells which protects our body
from diseases. As soon as it targets to the immunity system, our immunity of the body
to resist the diseases decreases. If the HIV is not detected for the longer, it causes the
disease known as AIDS. AIDS stands for acquired immune deficiency syndrome.
Symptoms of these hazardous diseases are fever, weight losses rapidly, profuse night
sweats, extreme and unexplained tiredness, prolonged swelling of the lymph glands
in the armpits, groin, or neck, diarrhea that lasts for more than a week, sores of
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Fig. 1 Helical structure of
DNA [3]

the mouth, anus, or genitals, pneumonia, red, brown, pink, or purplish blotches on
or under the skin or inside the mouth, nose, or eyelids, memory loss, depression,
and other neurologic disorders. HIV virus is a major component of the AIDS. So,
it is necessary to understand how these HIV virus spread the virus spreads through
various sources like blood, breast milk, semen, rectal fluids, and vaginal fluids. So,
one should take care of these following things. HIV is not transmitted through water,
air, shaking hands, mosquito bite, etc., when HIV infected cells get interact with the
body, then it damages some cells of brain, kidney, GI tract, kidney, as well as oral
keratinocytes and epithelial cells. The infected cells grow rapidly, and as a result, it
completely destroys our immunity system, and as a result, the person suffers from
the various diseases mentioned above. Figure 2 shows the interaction of these HIV
infected cells with the CD4 cell which is responsible for the protection of the body
from the various diseases (Figure 3).
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Fig. 2 HIV interaction with normal cell [4]

Fig. 3 Haar wavelet transform [5]

A wavelet is a mathematical technique that is used to abstract particular data
from many types of data. Discrete wavelet transform means the transform which
divides the signals into two orthogonal sets of the wavelets. The first discrete wavelet
transform was invented by Alfred Haar. If an input has 2n numbers, the Haar wavelet
transformsmay be considered to pair up the input values, storing their differences and
passing the sum. This process is repeated recursively to prove the next scale which
leads to 2n−1 differences and a final sum. Now, another wavelet transform is most
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commonly used, and it was discovered bymathematician Ingrid Daubechies in 1988.
This wavelet transform is known as Daubechies wavelet transform. This formulation
is based on the use of recurrence relation to generating progressively finer discrete
wavelet samplings of an implicit mother wavelet function, where each resolution is
twice that of the previous scale. We have used here Haar wavelet transform, and the
formula of the Haar wavelet transform is

yn = Hn xn (2)

where: Hn is a Haar Matrix
yn is an output
xn is an input signal.

The NCBI stands for National Center for Biotechnology Information which
consists of information regarding genes genomic data and biomedical information. It
consists of genes not limited up to humans but all organisms. It also consists of infor-
mation regarding protein chains as well as gene expression, taxonomy, and sequence
analysis. One can easily access the genomic data in order to predict the disease. The
front end of the NCBI Web site is shown in Fig. 4.

2 Literature Review

Prediction of cancer cell using DSP technique was proposed by Satapathi et al. [6].
They have described the DFT algorithm on the coding region of the DNA in order to
predict the cancerous cell. DFT means discrete Fourier transform, it means to apply
the discrete time Fourier transform at particular sample of the signal, so here, the
author has first of all mapped the bases of the DNA (A, C, G, T) to the binary, it
means the A and T are converted to binary value 0, and C and G are converted to
binary sequence 1. After that Discrete Fourier Transform is applied to the binary
sequence. Then, by plotting the power spectrum density (PSD) on DFT of cancer
cell and normal cell, they have predicted cancer cell. They have applied the IIR filter
to denoise the PSD signal. If the ratio of mean amplitude and mean frequency is
greater than 1, then the cell is normal, otherwise it is cancer cell.

DWT-based cancer identification using EIIP was proposed by Chakraborty and
Gupta [7]. They have mapped the DNA bases (A, C, G, T) to the 0.1260, 0.1335,
0.0806, 0.1340. This method is known as the EIIP mapping method. Then, they
have applied the discrete wavelet transform to the signal. Discrete wavelet transform
is unique algorithm in order to do feature extraction of the signal and to find out
the statistic of the signal. If the ratio of mean amplitude of the signal and standard
deviation of the signal is greater than 1, then normal cell, otherwise it is cancer
cell. Figure 3 shows the discrete wavelet analysis of signal. And different level of
decomposition of the signal is shown in Fig. 3. In our research, we have done binary



656 D. C. Dalwadi et al.

Fig. 4 NCBI Web site [5]

mapping of the DNA sequence which converts into digital signal. On applying fast
Fourier transform and discrete wavelet transform on binary coded DNA sequence,
we have predicted the HIV infected gene. We have use the FFT because it computes
faster than DFT ultimately which improves our research more accurate.
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Table 1 Binary mapping of
DNA

DNA components Binary equivalent Decimal value

Adenine 00 0

Cytosine 01 1

Guanine 10 2

Thymine 11 3

3 Binary Mapping of DNA Sequence

As we know that DNA consists of four chemical elements, they are A (Adenine), C
(Cytosine), G (Guanine), and T (thymine). So, binary mapping means mapping of
these elements into the binary one. This is one of the most important elements in our
research. Table 1 shows the binary mapping of DNA. By using these binary mapping
concepts, we have predicted the cancer cell. We have mapped the DNA sequence to
its binary equivalent using MATLAB 2015a.

4 Our Methodology of Research

• The method that we have applied in the prediction of the HIV infected cell is as
follows:

• First, take a DNA sequence of HIV infected gene as well as the normal gene from
the database available on the NCBI Web site.

• Then, apply the binary mapping into the DNA sequence.
• Thereafter, find the fast Fourier transform of the converted binary sequence for

analysis.
• Find out the discrete wavelet transform of the resultant binary coded DNA

sequence for statistical analysis.
• Determine the ratio of the median of amplitude () by standard deviation (S) of the

binary DNA sequence
• If is greater than 3.5, then the predicted cells are HIV infected cell.
• If is lesser than 3.5, then the predicted cells are normal cell.
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5 Flowchart of Research Process
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Fig. 5 CNNTB HIV infected gene

6 Fast Fourier Analysis of the Normal Cell and HIV
Infected Cell

From these results, we have concluded that there are many peaks in the waveform of
the HIV infected gene, while there are fewer peaks in the normal gene, this means
that the HIV infected gene containsmore noise compared to the normal gene (Figs. 5,
6, 7, 8, 9 and 10).

7 Statistical Analysis of the Normal Gene and HIV Infected
Gene

From the statistical analysis, we can say that if the ratio median of signal by standard
deviation is greater than 3.5, then the predicted cell is HIV infected gene. Otherwise,
the predicted cell is normal gene. Tables 2 and 3 justify the same.
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Fig. 6 HBA1 normal gene

Fig. 7 HLA-DRB HIV infected gene
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Fig. 8 HBG1 normal gene

Fig. 9 HLA-C HIV infected gene
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Fig. 10 Globin normal gene

Table 2 HIV infected gene

Sr. No Name of the gene Median (M) Standard deviation (S) M
S

1 CTNNB1 2.5 0.6435 3.885

2 HLA B 2.5 0.5672 4.407

3 HLA-C 2.5 0.5478 4.5637

4 HLA-DRB1 3 0.8258 3.6328

5 MTOR 2.25 0.6173 3.6449

Table 3 Normal gene

Sr. No: Name of gene Median (M) Standard deviation (S) M
S

1 HBA1 2.5 0.7973 3.135

2 HBA2 2.5 0.7811 3.200

3 HBG1 2 0.922 2.169

4 HBG2 2.25 0.7912 2.843

5 GATA 2 0.7033 2.8437

6 GLOBIN 2 0.911 2.195
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8 Conclusions

In the present work, an effective algorithm has been developed in MATLAB which
consists of signal processing toolbox. And the most important is the mapping of the
DNA sequences, and the mapping technique that is used here is binary mapping.
A combination of the fast Fourier-based spectral analysis and wavelet-based tech-
niques was found to be more accurate due to their attractive properties, such as local
feature extraction time-frequency domain representation, multi-resolution, scala-
bility, denoising, and also compressing of big sample data or sequences of data.
Fast Fourier analysis technique has been applied to raw genomic data for detection
of the location of exon region of DNA. So in the future, it has a great scope in early
diagnosis and prognosis of AIDS. We experimentally found that if we find the ratio
of change in mean by standard deviation of the HIV infected cell, then the value
of that ratio is equal to either normal cell’s ratio or cancer cell’s ratio. This was the
reason that the HIV infected cells are not detected, so in our algorithm, we have
determined the ratio of median of the signal by the standard deviation. So, in future,
there will be great scope of developing effective drugs for curing these diseases.
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Semantic Segmentation-Based Image
Inpainting Detection

Nitish Kumar and Toshanlal Meenpal

Abstract Image manipulation detection has evolved as a very challenging prob-
lem in the field of multimedia forensics. Object removal from the image is one
of the most used manipulation operations in the image. Object removal accom-
plished by exemplar-based image inpainting makes image visually pleasing and
physically plausible without any noticeable trace. So, detection of inpainted region
has always been a challenge for researchers. In this paper, we have proposed a seman-
tic segmentation-based approach to detect the inpainted region in an image. This is
a deep learning-based approach which uses fully convolutional network. We have
achieved a remarkable result in the detection of inpainted region. For training and val-
idation of our results, we have created inpainted image database. We have evaluated
our results on different performance metrics.

Keywords Inpainting detection · Forgery detection · Image inpainting · Image
forensics

1 Introduction

Nowadays, with the increase in usage of mobile phones, computer and Internet,
capturing and sharing images of each moment have become one of the important
parts of everyone’s life. People are using a lot of image editing tools for beautifica-
tion of photos like cropping, brightness changing, colour enhancement, background
replacement, adding or removing any object from the image. So, we can define image
editing or image manipulation as any change done on digital images with the help
of any software [15]. These image manipulation techniques can be used unethically
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by forger to deliver fake information. Image forgery is a part of image manipulation
which focuses on changing the graphic content of image likemorphing, compositing,
enhancing, etc. Compositing is a sub-category of image forgerywhich is rephrased as
image tampering [13]. Image tampering is used either for adding a new object in the
image or for removing an object or some part of an image. Always there is an original
image behind a tampered image. Tampered part of image can be easily identified by
visually comparing the tampered image to the original, whereas it is very difficult
to identify the tampered region without using the original image. Blind forensic has
always been challenging when the tampering clues are visually imperceptible.

Tampering can be done on any kind of images whether it is real-world image or
computer-generated. Adding, removing or modifying some objects from images are
themain target of image tampering. Image tampering can be categorized based on the
source and composition of the new content in tampered region. They are classified
as copy-move, cut-paste and erase-fill. Copy-move [3] can be done by copying the
region from the image and pasting at the region to be tampered in the same image.
It is one of the most common method of object removal from an image. Cut-paste
[9] can be achieved if the new content at the tampered region is entirely from the
different source of image. Image splicing is most commonly used word in case of
cut-paste [7]. Erase-fill [11] can be achieved by removing the object and filling the
region by elementary patches from the untampered part of image. Image inpainting
is the most commonly used terminology for erase-fill.

Image inpainting [10] is one of the effective image editing technique used for
restoring damaged or missing parts of image using known information. Image
inpainting makes the target region visually pleasing. Some of the common applica-
tion of image inpainting are scratch removal, crack removal, missing blocks recovery,
object removal, etc. But when inpainting can be exploited for unethical motives, it
is difficult to analyse whether the image is original or with modified image content.
Figure1 shows the example of modified image with the help of image inpainting
without any visible clues of tampering. To deal with such kind of problem inpainting
forensics is required for image investigation. Two important forensic tasks need to

Fig. 1 Image Inpainting example in case of object removal
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be examined: the given image has been inpainted or not; if yes, we need to find the
region of inpainting in the image.

In this paper, we have presented a deep learning model for image inpainting
detection. In our proposed model, we have used a fully convolutional network which
detects the inpainted and uninpainted mask of given image. Other sections of this
paper are arranged as follows. Section2 explains the previous work done on image
inpainting and its detection. Section3 explains the inpainting database and proposed
methodology for inpainting detection. We have explained our results in Sect. 4 and
in Sect. 5 concluded our work.

2 Related Work

Image inpainting has been proposed for the content correction or restoring damaged
area in an image [5]. Image inpainting can be used for removing unwanted object
in case of image tampering. Neighbouring texture is being used for filling the holes.
Based on region filling approach, image inpainting has been categorized into two
groups. First group is diffusion-based inpainting in which local structure is being
smoothly propagated from exterior of the holes to interior [1]. This approach is well
suited for filling small holes and keeps the shape of structure present in neighbour-
hood. However, this method does not performwell in case of recovering larger areas.
Second group is exemplar-based inpainting in which patches have been copied from
the known part of the image and stitched together to fill the holes [4]. This approach is
called as blockduplication approachwhich is similar to copy-movewhereweperform
region duplication. Block duplication is visually more imperceptible as compared to
region duplication.

Since the improved inpainting technique leaves behind no perceptual artefacts,
inpainting forensic has become challenging field for researcher. Earlier blind inpaint-
ing detection was first proposed by Wu et al. [14] which was based on zero-
connectivity labelling (ZCL) and fuzzy membership. ZCL was used in suspicious
region to provide matching degree of the blocks and fuzzy membership had been
computed to identify tampered region. The main drawback of this method was man-
ual selection of suspicious region. Chang et al. [2] proposed a two-stage searching
algorithm for accelerating search of suspicious patches to overcome the above draw-
back. False-alarm in this case had been filtered by multi-region relations. Because of
similar patches detection accuracy was still limited. This work was further improved
[8] using central pixel mapping for patch search and false-alarm patches had been
removed by fragment splicing detection.

Since convolutional neural network (CNN) has been used widely in the field of
image processing and computer vision and achieved a great success, researchers
have started adopting CNN in the field of forensics for better performance. Zhu et
al. [17] had proposed CNN-based architecture for inpainting forensics for the first
time. Encoder-decoder-based CNN network had been used, and for better training
of CNN, a label matrix had been used. For calculating the effective loss, weighted
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cross entropy had been used. Experimental results had achieved better performance.
Motivated with these works we have aimed to design an effective detection algorithm
for exemplar-based inpainting.

3 Methodology

For better understanding of our work on inpainting forensic, first we have briefly
explained the exemplar-based image inpainting. Using this technique, we have cre-
ated inpainted image database. Then we have explained the proposed architecture of
deep learning-based inpainting detection.

3.1 Exemplar-Based Image Inpainting

Image inpainting is a method used for effectively repairing damaged areas, scratches
or missing region in an image. Goal of this method is to make inpainted image
visually pleasing and physically plausible as much as possible. Different approaches
have been used to achieve better inpainting result like diffusion-based approach,
exemplar-based approach, etc. Since exemplar-based approach typically gives better
inpainting results, here we are going to use this approach. This approach inpaint the
region by inwardly propagating the patches from the known region into unknown
region, so we also use the name patch-based approach. Hence, our work is focused
on patch-based inpainting forensics.

Here we have explained in Fig. 2 stepwise patch-based image inpainting which
has been proposed by Criminisi et al. [4]. Figure2a represents the original image
with Ω as the unknown region, ∂Ω as its contour and � as the whole known region.
In Fig. 2b, suppose p is having the highest priority in the interior of ∂Ω and image
patchΨ p has been selected as the patch to be inpainted which is centred at p. Now in
the known region � similar patch has to be searched by using any recognized patch
matching rule. Image patchΨ q has been found out as the most matching patch ofΨ p

as in Fig. 2c. At last we need to replace the patch region Ψ p with the region of Ψ q

and the unknown region has been updated as shown in Fig. 2d. Hence, the unknown
region has been filled by iteratively performing the above steps.

3.2 Inpainted Image Database

Inpainted image database is required for performing inpainting forensics task. Since
there is no specific database available for inpainting detection, we have used the
above methodology to create database for inpainting. Here we have usedMIT Places
database [16] for randomly selecting 2000 images of different category having sizes
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Fig. 2 Steps of exemplar-based image inpainting: original image with unknown region Ω (a),
selection of target patch Ψ p centred at p in the interior of ∂Ω (b), Searching of most likely patch
Ψ q for Ψ p (c), Region filling of Ψ p and updating the contour ∂Ω (d)

256 × 256. We have removed the objects of irregular shapes and different sizes
from the image by manually selecting the boundary to create the target region for
inpainting. Sizes of the removed objects are varying from 2 to 40% of image size.

We have shown some of the images of database created for image inpainting in
Fig. 3. Figure3a is the original image, Fig. 3b is the image after removing object
from it. Black region in the image shows the target region to be filled by inpainting.
Figure3c is the mask of removed object and Fig. 3d is the final inpainted image.
During inpainting detection this mask image will act as ground truth for validation
of detected inpainted region.
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Fig. 3 Image inpainting for object removal: original image (a), cropped image after object removal
(b), mask of removed object (c), inpainted image (d)

3.3 Inpainting Detection

To deal with inpainting detection task, we have to come across blind inpainting
detection. In blind detection task, we do not have any information regarding size,
shape or location of inpainted region neither we are having the original image for
comparing. Inpainting decision on either image is inpainted or not can be taken
completely based on image itself. Suppose we have been given an image M of width
and height (W × H ) for inpainting forensics. Our aim is to divide pixels mi j of input
image M into two classes inpainted and uninpainted pixels. To check whether the
pixels of image M are inpainted or not, we create another matrix N of same size as
M which represent the probability that each pixels of image M is inpainted. Values
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of each element ni j of matrix N vary from [0,1]. We can say matrix N as inpainting
probability matrix (IPM). We can define IPM as:

N = F(M) (1)

where F is the unknown function to be learned from training.
We can form 1 − N as another matrix of probability having pixels of M, those

are uninpainted. So, IPM can be used to estimate two outputs from the given image,
and hence, we can predict the inpainted region in the image.

3.4 CNN-based Inpainting Detection

Wehave used convolutional neural network (CNN)-based architecture for the inpaint-
ing forensics. CNN architecture is used for learning features of image content instead
of manipulation information. Since image inpainting mainly depends on image con-
tent and it is a global operation. A label matrix X is formed by assigning a class
label for every pixel of input image Mwhich has been used for training the database.
Label matrix X can be defined as

Xi, j =
{
1 (i, j) ∈ Ω

0 elsewhere
(2)

whereΩ represents the inpainted region of input image.Wewill use this label matrix
along with input image samples (M, X) of database for training of CNN.

We have designed the fully convolutional network (FCN)-based architecture
which is based on convolution and deconvolution. In this model, some of the repre-
sentation used are: convolutional layers as Conv2D, max pooling layers asMaxPool-
ing2D and deconvolution layers as Conv2DTranspose. This architecture is made up
of 20 layers as shown in Fig. 4. Here, the first 5 blocks consists of first 13 layers and
these are part of VGG model [12]. We have the input image of size 224 × 224 × 3
to the model and binary image of same size is output of this model.

In the first layer of the model, we have applied convolution with kernel size
3 × 3 × 3. 64 kernels have been used in this layer. We get output of first layer as 64
feature maps having size 224 × 224. We have used rectified linear units (Relus) as
the activation function in all the layers except in the last layer where we have used
softmax function. In second layer, we are having input as 224 × 224 × 64 and we
have applied the convolution with same number of kernel and we get the output of
same size as layer 1. After layer 2 we apply the max-pooling with 2 × 2 window
size and step size of 2. After max-pooling we get output as 112 × 112 × 64. Two
Conv2D layers along with 1 MaxPooling2D have been marked as block 1 of VGG
model. Similarly, we have marked the block 2 to block 5 of VGG model. After that
we have applied 2 Conv2D layers andwe have 4096 featuremaps of size 7 × 7. Since
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Fig. 4 Proposed inpainting detection architecture based on fully convolutional network
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our expected output is 2 binary image of same size as input, we have performed the
upsampling operation. We have used the deconvolution operation which helps in
upsampling. Deconvolution operation has been represented as Conv2dTranspose in
our proposed model. After deconvolution we have 2 feature maps of size 28 × 28.

In this model, we have also used 2 skip connection which is similar to residual
neural network [6]. There are some information which is acquired from the initial
layers and is required for reconstruction during upsampling.With the help of skipping
layers, information of primary layers is fed to the later layers. In skip connection,
same input can be fed to 2 different layers. Pool 3 and pool 4 layers have been taken
from block 3 and block 4, respectively, as skipping layers and made up of same size
as the output of deconvolution layer stated above. All these feature maps of same
size obtained from three different layers have been added. And at the last layer we
used the deconvolution to make our output of 2 layers with size 224 × 224. In the
two-output layer, one will represent the binary inpainted mask and another will be
uninpainted binary mask.

4 Experiments and Results

4.1 Training Databse

We have created inpainted image database of 2000 colour images of size 256 × 256.
Inpainted region in the database is of irregular shape and size varying from 2 to
40% of image size. Out of 2000 images, we have randomly selected 1600 images for
training and 400 images for testing. Since we have taken the input of proposed model
is 224 × 224 so first we resized our database images to this size and then applied for
training. We have formed the ground truth label matrix of utilized tampered region
for each inpainted image. Weighted cross entropy has been used as a loss function as
the inpainted region is comparatively small with respect to uninpainted region in the
training samples. Stochastic gradient decent has been used for iteratively updating
the CNN parameters. We have a set of training parameters of stochastic gradient
decent. The learning rate has been taken as e−2. The momentum value is 0.9. The
weight decay has been fixed to 5−4. The batch size is taken as 8.

4.2 Testing and Results

We have randomly selected 400 colour images from the database for the validation
of our proposed architecture. These images have not been considered for training.
We have achieved better detection results on irregular shapes as compared to existing
detection approach [2]. Performance of detection by our proposed model has been
shown in Fig. 5, where first column represents the original images, second column



674 N. Kumar and T. Meenpal

Fig. 5 Inpainting detection result: original images (1st column), inpainted images (2nd col.), pre-
diction results (3rd col.), reference masks (4th col.)

represents inpainted images, third column represents detected inpainted region and
fourth column represents the reference mask. As we can see, the inpainted region is
large, and still we have achieved better detection results.

Our proposed inpainting detection results have been evaluated based on some of
the standard performance metrics such as precision, recall, F1 score and intersection
over union (IoU). These parameters have been calculated based on true positive (TP),
false positive (FP) and false negative (FN). These parameters have been defined as
follows:

1. Precision (P): It is defined as the ratio of number of TP to the sum of number of
TP and FP as explained in Eq.3.

P =
(

TP

TP + FP

)
(3)

2. Recall (R): It is defined as the ratio of number of TP to the sum of number of TP
and FN as explained in Eq.4.

R =
(

TP

TP + FN

)
(4)
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Fig. 6 Performance analysis based on average precision (AP), average recall (AR), average F1
score (AF1) and mean intersection over union (MIoU)

3. F1 Score (F1): It is defined as the harmonic mean of P and R taking both into
account. It can be calculated as product of 2 times of P and R divided by sum of
P and R as explained in Eq.5.

F1 = 2.(
P · R

P + R
) (5)

4. Intersection over union (IoU): It is a metric defined to calculate the percentage
overlap between the predicted output and target mask. It is calculated as the
intersection of number of pixels of predicted mask and target mask to the union
of number of pixels of both the masks.

We have two labels as the output of proposed model; first label represents the
inpainted region and the second label represents the uninpainted region. Since we
have two different output labels, we have calculated the average precision (AP),
average recall (AR), average F1 score (AF1) and mean IoU on the tested result. We
have achieved a remarkable result as 78.9% of AP, 71.15% of AR, 74.83% of AF1
and 70.3% of mean IoU as shown in Fig. 6. In this analysis, IoU is very important
metric which shows the similarity between the detected mask and target mask and
we have achieved the target result quite satisfactorily.
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5 Conclusions

Image inpainting is one of the image manipulation technique. This paper has pre-
sented the newapproach towards the detection of image inpainting.Wehave proposed
the semantic segmentation-based CNN model for the detection of target inpainted
region. For performing training and validation of proposed model, we have created
inpainted image database and tested our model having irregular shaped inpainted
region. We have achieved a remarkable accuracy in detection measured by some
standard metrics like 78.9% of average precision, 74.83% of average F1 score and
70.3% of mean average intersection over union. As a future work, this model can be
trained to make it robust for other manipulation operation as well like copy-move
and splicing.
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An Enhanced Depth Approximation
Model for Haze Removal Using Single
Image

Suresh Raikwar and Shashikala Tapaswi

Abstract Contrast of images which are captured in poor weather (i.e., hazy, foggy,
rainy and cloudy) degrades due to optical and physical properties of light and
atmospheric particles. This degradation lessens the performance of computer vision
assisted systems. The weight of degradation at a pixel depends upon depth of the
pixel from camera. Therefore, accurate depth estimation of a pixel is essential to
improve quality of image. This paper presents color attenuation prior-based depth
approximation model to approximate depth of a pixel from the camera using a sin-
gle degraded image. The proposed method observed that the depth of a pixel from
the camera is directly proportional to the difference of the saturation from the sum
of brightness and hue. Visual quality and quantitative metrics are used to compare
results of the proposed method with prominent existing methods in literature.

Keywords Fog · Haze · Atmospheric light · Atmospheric scattering ·
Transmission

1 Introduction

Performance of surveillance systems, object recognition in outdoor systems, intelli-
gent transportation systems, trafficmonitoring using outdoor vision systems is highly
interrupted by poor weather. Computer vision assisted systems work effectively only
if input is noiseless. Image captured in mediocre weather degrades due to absorption
and scattering of light by the particles present in atmosphere (such as fog, haze, and
smoke), which fade color and contrast of the captured image. Camera receives sum
of reflected light and scattered light as radiance of a pixel [2]. It is observed that
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amount of scattered light is more than absorbed light [28]. Thus, removal of fog
or haze (dehazing) is highly essential. Main task of dehazing is to improve qual-
ity of degraded image using atmospheric scattering model [2, 21]. The quantity of
degradation at a scene point depends upon depth of the scene point from camera. [2].

Histogram equalization and contrast stretching are generally used to enhance
degraded images earlier. However, these methods focus on improvement of bright-
ness and contrast, whichmake thesemethods unable to produce ideal dehazed images
[4, 5, 19].

Methods in [2, 22, 23, 29] are based on atmospheric scatteringmodel and generate
quality results. However, the performance of these methods depends upon filtering
approach. Due to inappropriate filtering or inexact depth estimation, these methods
do not restore degraded edges.

It is observed that the depth of a pixel from the camera is directly proportional to
the difference of the saturation from the sum of brightness and hue. Therefore, an
enhanced model to approximate depth of each pixel is proposed. Original edges are
preserved, and degraded edges are restored by the proposed method. Visual quality
of results which are obtained by the proposed method is validated qualitatively and
quantitatively.

Work in literature is presented in Sect. 2. Introduction to atmospheric scattering
model and problem formulation is presented in Sect. 3. Mathematical foundation of
the proposed work is discussed in Sect. 4. In Sect. 5, the proposed work is modeled
mathematically. The process to restore original clear day image from hazy image is
given in Sect. 6. Result analysis based on visual quality and quantitative metrics is
discussed in Sect. 7. In Sect. 8, conclusion is presented.

2 Related Work

Concentration of haze changeswith unknowndepth of each scene point, whichmakes
dehazing a tiring task. Objective of dehazing is to recover unknown scene depth using
degraded image. Dehazing is mainly classified into three categories based on type of
input; (1) extra information based [14, 20], (2) multiple images based [11–13, 17,
18], and (3) single image based [1, 2, 21, 22, 29].

Extra information-based methods need some additional input like cues of depth,
which are obtained through different camera positioning [14, 20]. Due to extra need,
thesemethods are not good for real-time applications.Multiple image-basedmethods
[17, 18] require more than one image of a scene, which are taken at varying degree of
polarization.However, thesemethods need extra hardware,which increases hardware
cost and other expenses.

Thus, single image-based methods [1, 2, 21, 22, 29] have been proposed, which
solves problem of dehazing by putting many constraints. Performance of these meth-
ods depends upon strong assumptions and priors. In [21], a method tomaximize local
contrast is proposed, which is based on an observation that haze free images have
more contrast than hazy images. However, this method produces blocky artifacts due



An Enhanced Depth Approximation Model … 681

to window-based filtering. In [1], it is assumed that transmission and local surface
shading are not correlated. However, method in [1] performs poorly in dense haze.

A most prominent work is proposed in [2]. In [2], it has been observed that one
of the color channel of outdoor haze free images has very low intensity in non-
sky region, which is used to estimate transmission. However, this method performs
incorrectly in the presence of sky region, or an object brighter than atmospheric light.

More fast method is presented in [29], which estimates scene depth to recover
scene transmission. This method is fast and handles sky regions to certain extent.
However, it loses a few edges and does not recover degraded edges in certain hazy
conditions due to inaccurate estimated depth.

3 Problem Formulation

Color and contrast of images change due to scattering of light reflected from scene
point by atmospheric particles. Type, size, orientation, and distribution of particles
decide severity of scattering [10]. Figure1 shows the process of image formation
in outdoor environment. A light beam reflected from surface of an object is attenu-
ated due to atmospheric scattering. Camera receives fraction of non-attenuated light
(direct attenuation) and attenuated light (airlight), which is described by atmospheric
scattering model [10, 13]. Mathematical expression of atmospheric scattering model
is given in Eq.1.

I2(y) = I1(y) ∗ Tr(y)
︸ ︷︷ ︸

Direct Attenuation

+Ar ∗ (1 − Tr(y))
︸ ︷︷ ︸

Airlight

(1)

where y is position (usually coordinate) of a scene point, intensity of degraded image
at position y is I2(y), intensity of original clear day image at position y is I1(y), Ar
is atmospheric light, transmission at position y is represented by Tr(y), and given by
Eq.2.

Tr(y) = e−γDep(y) (2)

Fig. 1 Image formation based on optical model
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where scattering coefficient is γ , Dep(y) is depth of a pixel at position y from camera.
If atmosphere contains homogeneous and little particles in size, then γ and Ar will
be constants. Approximation of I1(y), Tr(y), and A from single degraded image
I2(y) is the main goal of dehazing. If Dep(y) is known, then Tr(y) can be obtained
using Eq.2. Obtained Tr(y) can recover image I1(y) using Eq.1.

4 Mathematical Foundation of the Proposed Model

Information about depth of a scene point is not contained in single image. Thus,
dehazing is challenging due to unknown depth. To restore clear day image, depth
recovery is essential. The proposed work is influenced by color attenuation prior
[29] to approximate depth. According to [29], the depth of a pixel increases with
increased difference of saturation and brightness at same pixel. The results produced
by [29] are good; however, this method loses existing edges due to lack of accuracy
in depth estimation. This inspired the proposed work to introduce an enhanced depth
approximation model. Method in [29] works in HSV color space which can be best
described by following transformation equations [7].

H(y) =

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

1
6 ∗

(

g′(y)−b′(y)

δ(y)

)

, if r ′(y) = MAX(y)

1
6 ∗

(

2 + b′(y)−r ′(y)

δ(y)

)

, if g′(y) = MAX(y)

1
6 ∗

(

4 + r ′(y)−g′(y)

δ(y)

)

, if b′(y) = MAX(y)

(3)

S(y) = δ(y)

MAX(y)
, V (y) = MAX(y) (4)

MAX(y) = max(r ′(y), g′(y), b′(y)), M I N (y) = min(r ′(y), g′(y), b′(y))

where [r ′(y), g′(y), b′(y)] are normalize triplets representing r, g, b color intensities
of input image at location y, and δ(y) = MAX(y) − MIN(y). Saturation, brightness,
and hue of input image at location y are represented by S(y), V (y), and H(y),
respectively.

Equation1 represents that original clear day image I1(y) is degraded due to, (1)
multiplicative reduced transmission Tr(y) and (2) additive airlight Ar(1 − Tr(y)). It
is proved that the transmissionTr(y) depends upon depth Dep(y) of each scene point.
Thus, the degradation increases with depth. Therefore, additive airlight increases
with depth due to which M AX (y) and MIN(y) start approaching to airlight. At long
distance, transmission will be zero and airlight will be maximum. Therefore, Tr(y)

and MIN(y) will be almost same. Thus, δ(y) will decrease with depth and can be
expressed as a function of depth Dep(y) as shown in Fig. 2
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Fig. 2 δ(y) as function of
depth Dep(y)

Figure2 shows δ(y) as a function of depth Dep(y). Two solid lines represent
values of MIN(y) and MAX(y) at varying level of depth Dep(y). Difference of
MAX(y) and MIN(y) is the value of δ(y) and represented by dashed lines. It can be
observed that increased airlight causes increase in MAX(y) and MIN(y) intensity.
However, at very long distance MAX(y) and MIN(y) will be almost equal due to
reduced transmission and increased airlight. Thus, δ(y) decreases with depth which
causes saturation S(y) to decrease and brightness V (y) to increase. Therefore, [29]
considered difference of brightness and saturation as a function of depth.

However, it can be observed from Eq.3 that hue H(y) increases with depth due
to reduction in δ(y). This implies that hue H(y) and brightness V (y) are positively
correlated with depth while saturation S(y) is negatively correlated.

Consider objects which are not too close to camera and not too far from camera.
For these objects, maximum difference of V (y) − S(y)will be one, which is not true
estimation of depth by [29]. Thus, difference of brightness and saturation is unable
to estimate true depth. However, the value of H(y) + V (y) − S(y) will be more for
same objects. Therefore, the model in [29] and the proposed model are combined to
estimate the scene depth more accurately. This combination can be best represented
by a combination of hue, brightness, and saturation as:

depth(y)α(hue(y) + brightness(y) − saturation(y)) (5)

5 Mathematical Modeling

Mathematical model of the proposed enhanced depth approximation model is
described as:

D(y) = (c1 + c2B(y) + c3H(y) − c4S(y))/α + ε(y) (6)
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where D(y) is depth, B(y) is brightness, H(y) is hue, S(y) is saturation, c1, c2, c3
and c4 are linear coefficients, α is used to normalization constant and ε(y) is random
image to represent random error of the model.

5.1 Computation of Linear Coefficients

Linear coefficients are computed with an objective to improve structural similarity
index (ssim), which measures variance of mixed effect of contrast, structure and
luminance of two images [16, 26].

ssim( j, k) = l( j, k) ∗ c( j, k) ∗ s( j, k) (7)

where l( j, k) is luminance, c( j, k) is contrast, s( j, k) defines structure of two images
j and k. Formulas to compute the value of l( j, k), c( j, k), and s( j, k) are defined as:

l( j, k) = 2μjμk + C1

μj
2 + μk

2 + C1
, c( j, k) = 2σjσk + C2

σj
2 + σk

2 + C2
s( j, k) = σjk + C3

σjσk + C3
(8)

where μj , μk are local mean of images j and k, respectively, σj , σk are standard
deviations of images j and k, respectively, σjk is cross covariance. The value of
ssim( j, k) = 1 is possible, if and only if l( j, k) = 1, c( j, k) = 1, and s( j, k) = 1.
Thus equating l( j, k) = 1, c( j, k) = 1, and s( j, k) = 1.

(μj − μk)
2 = 0, (σj − σk)

2 = 0, σjσk = σjk (9)

It can be inferred from Eq.9 that ssim between two images will be high if squared
difference of those images is low. Thus, linear coefficients are computed such that
squared difference(error) is minimized. Therefore, ordinary least square estimation
(OLS) is used to compute linear coefficients. Generalized regression for Eq.6 can be
expressed as:

Di (y) =
(c1

α
+ c2

α
Bi (y) + c3

α
Hi (y) − c4

α
Si (y)

)

+ εi (y) (10)

where Di (y) dependent variable of regression and represents random depth of
i th sample. Brightness, hue, and saturation of i th sample are represented by
Bi (y), Hi (y), and Si (y), respectively. Random error of i th sample is εi (y).

It is assumed that the random error εi (y) is based on normal distribution with σ 2

variance. If c1
α
, c2
α
, c3
α
and c4

α
are replaced by β0, β1, β2 and β3, respectively in Eq.10,

then
Di (y) = (β0 + β1Bi (y) + β2Hi (y) − β3Si (y)) + εi (y) (11)
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where βi ≤ 1 for (i = 0, 1, 2, 3). Using Eq.11, the sum of square of errors s is given
by following equation.

s =
num
∑

k=1

(Di (y) − (β0 + β1Bi (y) + β2Hi (y) − β3Si (y)))2 (12)

where num are number of samples used in OLS. The following equations are derived
by equating partial differentiation of Eq.12 to zero (i.e., ∂s

∂β0
= 0, ∂s

∂β1
= 0, ∂s

∂β2
= 0

and ∂s
∂β3

= 0).

num
∑

k=1

Di (y) = numβ0 + β1

num
∑

k=1

Bi (y) + β2

num
∑

k=1

Hi (y) − β3

num
∑

k=1

Si (y) (13)

num
∑

k=1

Di (y) ∗ Bi (y) = β0

num
∑

k=1

Bi (y) + β1

num
∑

k=1

Bi (y)2

+β2

num
∑

k=1

Hi (y) ∗ B(y) − β3

num
∑

k=1

Si (y) ∗ Bi (y) (14)

num
∑

k=1

Di (y) ∗ Hi (y) = β0

num
∑

k=1

Hi (y) + β1

num
∑

k=1

Bi (y) ∗ Hi (y)

+β2

num
∑

k=1

Hi (y)2 − β3

num
∑

k=1

Si (y) ∗ Hi (y) (15)

num
∑

k=1

Di (y) ∗ Si (y) = β0

num
∑

k=1

Si (y) + β1

num
∑

k=1

Bi (y) ∗ Si (y)

+β2

num
∑

k=1

Hi (y) ∗ Si (y) − β3

num
∑

k=1

Si (y)2 (16)

Solution of Eqs. 13, 14, 15, and 16 gives values of β0, β1, β2 and β3. Linear
coefficients c1, c2, c3 and c4 can be obtained if α is known. As discussed that α is
used to normalize depth. Thus, it can be obtained as:

α =
{

1 i f d(y) ≤ 1

dmax otherwise
(17)

where dmax is maximum of scene depth D(y).
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5.2 Data Preparation for Regression Analysis Using
Ordinary Least Square Estimation Method

Ground truth of the depth is unavailable due to constraint of nature (Depth of an
object in a scene may change over time). Thus, 200 images captured in fine weather
of outdoor scenes (mountains, animals, trees, etc.) are used to prepare sample space.
For each sample image, depth Di (y) is obtained randomlyusingGaussiandistribution
with parameters μ = 0, σ 2 = 0.5. Experiments have been conducted to select value
of σ 2 to bring proper diversity in the depth map. It is found that σ 2 = 0.5 is sufficient
to bring proper diversity. Atmospheric light Ar is randomly obtained using uniform
standard distribution. Hazy images with respect to each clear day image are prepared
using Eq.2. Curve of Eq.11 is fitted on this sample space using Eqs. 13, 14, 15, and
16. This curve fitting gives values of linear coefficients (c1 = 0.0122, c2 = 0.9592,
c3 = 0.9839, and c4 = 0.7743).

6 Properties of the Enhanced Depth Approximation Model
and Scene Restoration

6.1 Edge Preserving Property

Existing edges are preserved and degraded edges are recovered by enhanced depth
approximation model. Gradient of Eq.6 will be as in Eq.18 [9].

	D(y) = c2	B(y) + c3	H(y) − c4	S(y) + 	ε (18)

where 	ε = 0 according to principle of OLS Eq.18 proves that gradients of D(y)

depend upon gradient of B(y), H(y), and S(y), which indicates presence of edge in
D(y) if and only if there is an edge in B(y), or H(y), or S(y). Figure3 shows effect
of hue on color attenuation prior. It can be noticed fromFig. 3f, g that edges preserved
by the proposed model are more accurate. Peak signal-to-noise ratio(psnr ) obtained
by the proposed model proves its accuracy.

6.2 White Regions Handling

Due to additive airlight, amount of whiteness increases in degraded image. Thus,
differentiation of real white objects from atmospheric light becomes difficult. The
proposed method may approximate wrong transmission in the presence of white
objects in the scene. Presence of white objects results in increased brightness, low
saturation, and moderate hue.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 3 Hazy image (a),Ground truth of clear day image (b), Edges inFig. 3a (c), Edges inFig. 3b (d),
Approximated depth using method in [29] (e), Edges in Fig. 3e (psnr = 62.85) (f), Approximated
depth obtained by the proposed method (g), Edges in Fig. 3f (psnr = 63.71) (h)

In [2, 29], the problem of white region is solved by assuming that pixels are
locally at same depth. Minimum filter is used by these methods to refine depth map
locally. However, minimumfilters results in loss of existing edges as shown in Fig. 3f.
Therefore, median filter is used by the proposed method, which solves problem of
white object upto a level and preserve existing edges. Thus, the refined transmission
is expressed as:

Tr (y) = medxεωr (y)Tr(x) (19)

where Tr (y) is refined transmission, ωr(y) is window of size y × y, and Tr(x) is
approximated transmission. To reduce blocking artifacts which are introduced due
to window-based operation, refined depth map is further smoothed using guided
filter [3].

6.3 Restoration of I1( y)

Atmospheric light Ac in each c color channel is estimated usingmethod of [2], where
cε(R, G, B). The proposed method further takes minimum of atmospheric light of
each color channel as global atmospheric light, which is given by Eq.20.

Ar = min
cε(R,G,B)

(Ac) (20)

where min is a function to compute minimum of given values, Ar is global atmo-
spheric light. Equation6 is used to approximate scene depth D(y), transmission is
obtained using Eq.2 and refined using Eq.19. Once Ar and T r(y) are obtained then
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Eq.1 can be used to restore image I1(y). The value of γ is critical in restoration of
I1(y). Low value of γ generates residual haze and its high value increases dehazing
level, which darkens the dehazed image. Thus, the proper value of γ is vital for
restoration. The proposed work considered γ = 1.

7 Experimental Analysis

TheMATLAB version R2014a is used to implement the proposed method. Waterloo
IVC dehazed image data set(WID) [6] is used to verify effectiveness of the proposed
method. This data set consists of 25 hazy images of outdoor scenes. Results obtained
by the proposed method are compared with method in [2, 8, 22, 23, 25, 29].

7.1 Qualitative Evaluation

Figure4 shows comparison of the results based on visual quality. Figure4b shows
that method of [2] generates artifacts near depth discontinuities and color distortion
in sky region. Figure4c shows the results obtained in [23]. It can be observed from
Fig. 4c that results are dark due to overestimation of transmission. Results obtained in
[8] are promising as shown in Fig. 4d. However, method of [8] is time consuming due
to regularization. Method of [22] obtains better results, which are shown in Fig. 4e.
However, this method produces wrong results in dense haze. Method of [29] is fast.
However, this method wrongly estimates depth in the presence of white object as
shown in Fig. 4f. Method in [25] is fast in comparison with other methods. However,
results obtained by method in [25] are not visually pleasant as shown in Fig. 4g. The

(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 4 Comparison of visual quality Hazy image (a), [2] (b), [23] (c), [8] (d), [22] (e), [29] (f),
[25] (g), and proposed method (h)
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(a) Hazy Image (b) γ = 1 (c) γ = 1.2 (d) γ = 1.5

Fig. 5 Effect of varying γ on restored images. Hazy image (a), are restored images (b–d)

proposed method obtains better visual results as shown in Fig. 4h. It restores natural
colors in sky region as well as in non-sky region.

Furthermore, Fig. 5 shows the effect of varyingγ on restored images. Image shown
in Fig. 5a is restored with varying values of γ = [1, 1.2, 1.5] using the proposed
method. Restored images are shown in Fig. 5b–d. It can be observed that darkness
of restored images increases with increased value of γ . Thus, adaptive γ is essential
for accurate dehazing.

7.2 Quantitative Evaluation

The proposed method is validated using quantitative metrics to measure strength
on the basis of restored edges, structure, and texture. Metrics e and r are computed,
which quantifies the strength of the proposed method to restore and preserve edges
[24, 27] using WID data set. Increasing values of e and r indicate improved quality
of results.

Obtained values of metrics e and r for images shown in Fig. 6 are given in Tables
1 and 2. The proposed method performs well in comparison with method in [2, 8,
22, 23, 29] on the basis of obtained values of e and r .

(a) (b) (c) (d) (e) (f)

Fig. 6 Images used to compute parameters e and r as given in Tables1 and 2, respectively
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Table 1 Comparison on the basis of e of images shown in Fig. 6 [15]

e [23] [2] [22] [29] Proposed
method

(a) 1.11 0.47 0.51 0.62 1.52

(b) 0.30 0.10 0.80 0.13 0.19

(c) 4.47 3.15 2.88 2.74 3.12

(d) 0.99 2.12 2.73 1.58 1.87

(e) 1.55 2.08 2.33 1.01 2.28

(f) 0.79 0.72 0.75 0.95 1.74

Avg. 1.53 1.44 1.55 1.18 1.79

Table 2 Comparison on the basis of r of images shown in Fig. 6 [15]

r [23] [2] [22] [29] Proposed
method

(a) 1.79 1.08 1.15 1.47 1.48

(b) 1.41 0.95 0.96 1.14 1.15

(c) 2.46 1.84 1.50 1.82 3.98

(d) 1.58 3.11 3.76 2.53 4.44

(e) 2.27 2.83 3.01 2.23 3.34

(f) 1.93 1.50 1.50 2.50 2.10

Avg. 1.91 1.89 1.98 1.95 2.75

8 Conclusions

An enhanced depth approximation model has been proposed. The proposed depth
approximationmodel is based on an observation that depth of a pixel from the camera
is directly proportional to the difference of the saturation from sum of brightness and
hue. Transmission obtained by the proposed method is further refined using local
median filtering, which helps in preserving existing edges. Accuracy of the proposed
model is proved on the basis of visual quantity and qualitative metrics. However, the
proposed method is based on homogeneous scattering of light. Thus, this issues will
be part of future work.
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Energy-Efficient and Secured Mobile
Agent Itinerary Approach in Wireless
Sensor Network
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Abstract In wireless sensor network, mobile agent (MA) paradigm is the substitute
which has many advantages over client–server paradigm. As energy consumption
is the major issue for research in WSNs, MA-based paradigm has been a boon in
resolving this. In spite of sending data from all nodes to sink, mobile agent itself
migrates to all the sensor nodes and collects data which results in minimized energy
and bandwidth consumption. But for better efficiency, it is required to plan the
itinerary in a best way so that MA can collect data from source nodes efficiently.
Many algorithms have been given by researchers which consider all sensor nodes
to be visited by MA which is incompetent, and none of the algorithm considers the
detection of malicious node and preventing mobile agent to migrate to malicious
nodes. Proposed algorithm, first stores the device signature of all intended partici-
pating sensor nodes, cluster formation, and eventually by authenticating the nodes
based on fingerprints an itinerary for MA will be designed. Cluster head nodes are
traversed excluding MNs in CHs itinerary, and data will be aggregated from benign
nodes only.
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1 Introduction

Wireless sensor network (WSN) is one of the emerging technologies for collecting
data in different real-time sensitive applications at high level. A device which is tiny
in size, low powered, and at low cost is used in WSNs for sensing the physical or
environmental conditions which is known as sensor nodes (SNs). These nodes then
communicate the sensed data to the sink and sink to the intended user or client at
remote site according to the application’s requirement [1].

After sensing, SNs need to send data to sink, for that purpose a traditional client–
server based model is earlier used which is implemented as: each sensor node in
the network via multi-hop routing sends the complete sensed data to the sink. But
it has many drawbacks, and hence, it is considered as inefficient in many ways.
Sensor nodes are resource constrained device as limited battery, and due to human
unreachable deployed networks, it is difficult to replace the batteries. This is the
reason that managing power somehow in SNs is the important issue.

Another major drawback is in large-scale network, when large amount of data
is processed to sink over a wireless link. In this, due to shared bandwidth, there is
possibility that low bandwidth links may not handle the enormous data transmission
[2].

To counter these problems another technology, mobile agent-based paradigm has
come to light and accepted by many researchers for limiting the data transmission by
each sensor node and preventing the critical resources like battery and bandwidth. In
MA-based paradigm instead of each sensor nodes sending data to sink, a processing
element migrates to each node for the phenomena of data gathering. This processing
element is mobile agent, and it is a software entity or a program encoded in a data
packet to perform a specific function and roams for gathering data after processing
at nodes [3].

Energy-efficient agent migration is of major concern but besides that another
serious problem is the security of MAs against compromised or malicious nodes
in the dynamic network. In mobile agent-based model, each mobile agent has been
providing an execution environment by the sensor nodes in the particular itinerary.
Unknowingly,when sensor nodes are getting compromised by any internal or external
malicious node, that malicious adversary node can severely spoil the execution of
an agent by accessing the security keys and actual information can be affected by
modifying or corrupting mobile agent’s state information or code, by preventing the
agent’s processing code execution, or denying agent service requests [4].

In order to prevent the intrusion of such malicious node, integrity protection and
symmetric key authentication only are not enough, reliability of nodes should be
determined and avoid the compromised nodes during MA itinerary planning or the
agent’s visit to source nodes. For this, device fingerprinting technique [5] is used for
the authentication of nodes and only allowing those authenticated nodes to be visited
by the agent for collecting the data [6].
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Main technical contributions of this paper are as:

1. Fingerprint-based framework for evaluating the authentication of nodes.
2. Cluster head selection on the basis of density impact factor and clusters formation.
3. An energy-efficient and security-aware itinerary planning approach based on

fingerprints and cluster heads.

The result of proposed approach with the existing local closest first approach
using performance parameters is compared.

2 Related Work

In wireless sensor network, forMA-based paradigm discovering an efficient itinerary
or route for MA migration is the major research area for the efficient data collection
from large number of source nodes or sensor nodes. Extensive research has been
done in recent years for the same. The selection of set of SNs and sequence to be
visited in an itinerary plays very crucial part and affects noticeably the accuracy and
quality of data aggregation. Various proposed algorithms related to mobile agent
itinerary planning [4, 7] are studied.

Chen et al. [8] have given routing protocols in wireless sensor networks and
conclude that in wireless sensor networks, client–server model is themost commonly
used for data aggregation fromsensor nodes, inwhich every node transmits the sensed
data itself to sink node via multi-hop. Due to the reason that data transmission takes
place in huge amount to the sink, this model becomes inefficient with the growing
network size. Then mobile agent-based model has been proposed by many authors
as the energy-efficient solution. But it has been noticed that in this model to plan the
route or itinerary for agent is the challenging issue.

First solution for this issue was given by Akkaya et al. [9] and Qi et al. [10].
Two heuristic algorithms have been proposed; in LCF, an agent has been dispatched
by the sink and then agent looks for the next node which can be selected on the
criteria that distance between the current node and next node to be selected must be
the shortest and so on for remaining nodes. Whereas GCF works as initially mobile
agent dispatched from sink and checks for the next sensor node closest to the sink
every time. GCF chooses the source nodes in its itinerary based on global network
distance matrix not based on local location of nodes.

An algorithm almost similar to LCF has been designed by Kwon et al. [11] called
(MADD) mobile agent-based directed diffusion algorithm which is almost similar to
LCF but differs only when selecting the first node after sink, it is done in such a way
that chose the farthest node as the initial one after the sink instead of considering the
nearest one.

In [12],Wu et al. have given an approach for determining the itinerary for amobile
agent based on genetic algorithm. To design a static itinerary usingGA, global knowl-
edge of network topologymust be known prior. In terms of energy consumption, LCF
and GCF can be defeated by this genetic algorithm in performance. Approaches in
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[10] and [12] perform adequately for normal size networks, but for the maintenance
of global topology information, each node has to report its state to sink which leads
GA to suffer loads of communication overhead.

Konstantopoulos et al. [13] and Venetis et al. [14] proposed two efficient
approaches: first as (IEMF) itinerary energy minimum for first-source selection and
second itinerary energy minimum algorithm (IEMA). IEMF employs as after sink it
selects the first-source node in itinerary as the one with the lowest estimated energy
cost of its subsequent route among other routes and then uses the LCF approach
for further remaining route planning. When IEMF gets iterated k times for energy
efficiency enhancement, it is then considered as IEMA approach. In general, IMEF
signifies the prominence of selecting the first node to be visited. Energy costs of
different alternatives are estimated for the selection of first node, and decision is
made on the basis of minimum energy cost. IEMA iterations are performed on the
basis of choosing the next node with optimal energy from remaining nodes.

Mobile agent paradigm is major research area but matter in this is planning the
migration protocol, for mobile agents. Initially, two algorithms for itinerary planning
problem are proposed in [15] local closest first (LCF) and global closest first (GCF)
algorithms. In LCF, the MA begins from the sink node and moves to the closest or
nearest SN based on the current location of the MA. In GCF, mobile agent selects
the next node which is most nearer to the sink node. LCF gives poor performance as
it considers the far nodes to be visited in last. On the other hand, GCF incurs very
long routes.

A number of researchers have worked and proposed many protocols to solve
this problem, but all protocols proposed that MAs visit all SNs, and this leads to
consumption of more energy. But in MAPA protocol [16], routes are planned for
MA which includes only CHs in the itinerary. By planning itinerary for MAs among
CHs based on minimum spanning tree, the CHs located near to each other are added
to the same itinerary. MAPA protocol gives better performance as compared to the
protocols proposed previously as it consumes less energy and takes less time for
MAs data collecting tasks. In this protocol, consumption of energy is minimized and
it also consumes lesser time as data is collected from CH’s only.

Authors in [17] have presented the problem of static itinerary-based agent migra-
tion protocol inWSN.ETMAMhas presented an integrated solution for reliable agent
migration within network. In ETMAM, next node is selected based on both energy
and trust. In addition, ETMAMuses agent to reduce itinerary length and trusted node
on basis of trust value. It finally comes out with the trust and energy-aware routing
protocol for mobile agents.

Authors in [18] dealt with the issue of MA itinerary planning in WSN and briefly
reviewed the various itinerary planning approaches, i.e., both for the single agent
and for the multi-agent networks. In this approach, previous node asks for infor-
mation packet from all neighbors, calculates information gain, and then selects the
subsequent node of MA migration. The proposed approach dealt with two impor-
tant aspects of MA-based paradigm: accuracy and information gain and is therefore
advantageous over the existing approaches in terms of task duration and energy
usage.
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3 Proposed Work

In this section, a mobile agent itinerary planning algorithm for data aggregation in
wireless sensor network which is secured and energy aware is proposed. Proposed
idea aims to avoid the internal attacks such as denial-of-service (DOS) attack, selec-
tive forwarding attack, flooding, and blackhole attack by planning an itinerary. This,
for mobile agent will also preserve the resources of sensor nodes, energy is one of
them which is a major constraint for wireless sensor network.

In order to reduce the energy consumption of sensor nodes as when mobile agent
migrates to all the nodes in network, then each and every node has to be active and
itinerary is formedusing each node; therefore, there iswastage of energywhich can be
rectified using the MAmigration only to the cluster heads so that lifetime of network
can be prolonged. For that purpose firstly, we divide our network into clusters and
later on with the help of routing mobile agent only to the cluster heads network life
may be extended up to an extent. As wireless sensor networks are prone to attacks
[19], mostly to internal attacks. Internal attacks are those when any legitimate node
acts illicit and make use of compromised nodes for forwarding the data to wrong
destination or can drop the packets which lead to the disruption of network. To avoid
the participation of compromised nodes in itinerary and data aggregation, we use the
authentication of sensor nodes based on fingerprinting of devices which is extracted
using the physical parameters of sensor nodes, that is, MAC addresses, received
signal strength, clock skew which are known as unique signature of the device or
node.

The procedure for designing an MA itinerary which is based on cluster heads
and fingerprints-based authentication is as at the starting of nodes deployment in
network we will first extract the node signature which are defined as the unique
features of nodes. When signatures of all the nodes are stored in a set, it is known
as fingerprint set, which is basically can be understood as registrations of nodes are
done and fingerprints are forwarded to sink node. After this, on the basis of impact
factor density and remaining battery of nodes cluster heads are elected from the
network. Then each node by calculating and comparing transmission range of nodes
with cluster head’s transmission range. Now when we are done with the clustering,
further itinerary is planned for MA’s migration to aggregate the data in an efficient
way. In this part, whenMA is dispatched to the first cluster head using LCF approach,
it first verifies for its signature if matching with the registered fingerprints. And if it
is, then MA is migrated through this authenticated node, and CH notifies its cluster
members to send the sensed data and their signature to identify the illicit node or
authenticated node. While in the other case, if signatures of individual nodes does
not matched, then node is considered as compromised or malicious node, and MA
excludes that malicious CH and does not follow that node in itinerary. Eventually
when MA has reached all the CHs in network, it begins migrating back to the sink
and collecting data from CHS that are involved in itinerary at the time of discovering
the route.
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In thisway,MA itinerarywhich is formed through authenticated cluster heads only
and bypassing the compromised nodes is used. Also data is being collected through
registered nodes only. Following flowchart is demonstrating the flow of proposed
work step by step in the next section.

3.1 Phases of Proposed Work

In the following scenarios, different phases of the proposed algorithms have been
presented with the help of diagrams. First we would have network topology of sensor
nodes deployed in the network monitoring area, and sink is located at center of this
monitoring region. Our proposed approach forMA itinerary planning consists of four
phases as Phase 1: Fingerprint extraction and storing at sink node, Phase 2: Cluster
head selection and cluster formation, Phase 3: Fingerprint and clustering-based MA
itinerary planning, and Phase 4: Data aggregation by MA.

A network model assumed for this work, a wireless sensor network having ‘i’
number of sensor nodes distributed at random in a square area and sink at the center
of monitoring network area. Sink and SNs both have specific transmission range but
sink is more powerful and intelligent than SNs. Also, sink is equipped with more
computational capabilities and energy. Network model is shown in Fig. 1. In this
model, sink is supposed to be the more powerful and has the needed information
regarding SNs, that is, their position with the coordinates with the help of GPS or
localization phenomenon [20].

Fig. 1 Network topology of i SNs and sink node
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3.2 Fingerprint Generation of SNs and Stored at Sink

After setting up network topology, next task for sink to have all unique physical
characteristics of sensor nodes. And with the help of all node’s physical properties
which are known as sensor node signature sink node will generate a set of all node’s
signature which is called as device fingerprints and noted as FSN. This fingerprint
will be used by the mobile agent in further process for comparing the fingerprints
so that only benign or trusted node can participate in the itinerary planning which is
our sole purpose.

Algorithm 1: Physical features extraction from sensor nodes

In Algorithm 1, different physical characteristics like SNs Mac address, received
signal strength distribution (RSSD), clock skew (difference between clock running
speeds of SNs) can be used as unique features of an individual node.

Using these device signatures, we can create a unique id or fingerprint for all the
SNs so that these nodes can be identified as the one which are intentionally deployed
by user for an application. The output of Algorithm 1 is as FSN will be extracted
and stored at the sink node cache and forwarded to the user application server also
for later use (Fig. 2).

3.3 Cluster Head Selection and Cluster Formation

In this part, main idea is to calculate the remaining energy of all the nodes and
distribute density impact factor of all SNs to other nodes. When there is i number
of nodes, each SN will receive (i − 1) impact factor from others excluding itself.
After comparing the battery of each node with threshold say 15% and computing the
density of each node i with the help of Eq. 1, the node with the maximum density
will be elected as the cluster head.

Density impact factor can be calculated as [21]
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Fig. 2 Fingerprints extraction of each SN and stored at sink

I jk = e
−

(
H

j
k −2

)2

2σ2 (1)

where H j
k is the estimation of hop count between nodes j and k and parameter σ

determines how strongly nodes impact each other. Formula for hop count estimation
is given in [22] as

H j
k = d(k − 1, k)

Tmax
(2)

In Eq. (2), d is the distance between k and (k − 1)th nodes and Tmax is the
transmission range of each sensor node. In Algorithm 2, first we will mention how
many cluster heads we are going to select in the network area that is Nc. We are first
calculating the impact factor density of each node with the help of Eq. (1). After
that we have to check the remaining energy of each SN by comparing it with the
threshold, if node’s energy is less than Th, then this node is not the part of further
work and will be eliminated and added to the set faulty nodes and nodes with the
energy greater than Th will be added to the set SNleft. After that we select node i
from group SNleft which will be having the maximum density impact factor value
and elected as cluster head and will be added to the set Sch; after selection of cluster
head nodes, we include all the nodes whose distance from cluster head is less than
its transmission range Tmax, that is, (lch, i) < Tmax and take out these nodes from
remaining SNleft group. In this way as shown in Fig. 3, cluster heads selected and
clusters have been formed.
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Fig. 3 Cluster head
selection and cluster
formation

Input:    Sn - set of Sensor nodes
GN - Gateway or Sink node, MA - Mobile Agent

Output:  Sch , SGroup
Parameters: di : density factor, lij : distance between i and j 

nodes
1. Repeat for each node i in Sn do

 di  0 
2. end loop
3. For all i  Sn do

3.1. For all j Sn do
3.1.1. Calculate dij using(1)
3.1.2. di = di + dij

3.2. end for
4. end for
5. for all i in Sn, compare remaining energy (Ei) of nodes

5.1. If (Ei < Threshold(Th)) 
 CHfaulty <- CHfaulty + i
 Sn(left)      <- Sn – i 

6. For all i in Sn(left) do
6.1. If ( max di ) 

6.1.1. Select i as CH
  Sn(left) <- Sn(left) – CH 
  SCH <- SCH + CH

6.1.2. For i in Sn(left)
Calculate (LCH , i)

6.1.3. if (LCH , i) < Tmax , then
  Sn(left) <- Sn(left) – i 
  Sgroup <- Sgroup + i

6.2. End if
7. End for

Algorithm 2: Optimized clustering and cluster head selection
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This process will be continued to select the cluster heads and clustering again and
again for all SNs until any of the node left from being the part of a cluster.

FromAlgorithm 2, we will get output as two groups SCH and Sgroup, that is, cluster
head nodes and cluster members associated. These will be used in Algorithm 3 for
planning the cluster head itinerary planning. Clustering reduces the number of nodes
taking part in communication, ensures scalability for large number of nodes, and
reduces the communication overhead for both single hop and multi-hop.

3.4 Fingerprinting and Cluster Head-Based Secured MA
Itinerary Planning

In this section, after selecting cluster heads and forming clusters based on the
remaining battery greater than threshold and density of nodes as shown in Fig. 4.
In the process of itinerary planning just like LCF, we first chose the cluster head
node in the range of sink to begin the itinerary with min(u, v) where v is used for all
cluster head nodes and in beginning sink is the u node. Algorithm 3 is used to plan
the itinerary among CHs with the help of weight of cluster heads. Sink calculates
weight of each CH as it has the location coordinates of each node in the network.
Formula from [23] can be used for computing weights between CHs.

W = α ∗ HC Hi (C H j) + (1 − α) ∗ (H C
s Hi + H (C H j)

s ) (3)

where 0 < α <= 1
To generate an itinerary H C H j

C Hi is the hop count estimation between jth and ith
cluster head nodes. Hop count estimation between sink is represented by HC H j

C Hi .

Fig. 4 Fingerprint and cluster head-based MA itinerary
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Algorithm 3: Fingerprinting and cluster head-based secured MA itinerary planning

In Algorithm 3, we begin from the sink node, thenwith the help of weight function
in Eq. 3 find the first cluster head to be visited by MA which has minimum cost.
Thereafter, the CH node with the minimum cost is matched with the fingerprints
stored in FSN at sink. If node has same physical features or node signature as in FSN
then it is considered as the next CH node to be in participating in itinerary; otherwise,
it is known to be as malicious node and excluded from the itinerary. And further this
process gets executed until all the CH nodes will be traversed by MA in itinerary.
All the nodes which are included in itinerary are added in PCH.

In Fig. 4, it is shown first CH is selected on the basis of minimum cost and
fingerprint matching and then MA is dispatched to this path and further path is
constructed in the same way until all the CHs covered.

3.5 Optimized Data Aggregation and MA Migration

After forming clusters and itineraries planned among CHs based on fingerprints, sink
thereafter dispatches MA to CHs in the planned itinerary. Firstly, when MA reached
the CH, CH sends a packet to notify its cluster members for sending the sensed
data and their device signatures to the cluster heads in their range and check the
signatures sent by SNs are matching to FSN or not. If node seems like fingerprints
not matching, data is not accepted by the CH and dropped else data is collected at
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CH from all its ranging nodes. Subsequently, when MA reached to last CH it starts
collecting the data from all the CHs in its itinerary back to the sink using MST [23].
In this way, data is aggregated in secured manner from legitimate nodes only, less
energy of SNs consumed byMA. Eventually data collected byMA fromCH, and that
collected sensed data of all sensor nodes is forwarded to the sink and further to the
user. Optimization of itinerary in proposed itinerary planning is such, this approach
ensures bypassing malicious or compromised CHs in itinerary, resource preservation
as only few CHs are participating in itinerary which saves the energy consumption of
all nodes and leads to longer life of network. Data is being collected by authenticated
sensor nodes only so there is no chance of flooding attacks by compromised nodes.

Algorithm 4: Optimized and secured data aggregation

In Algorithm 4, data is aggregated from benign or registered nodes only and
itinerary is also formed among authenticated cluster head nodes. Initially, when MA
migrates to the cluster head node in the planned itinerary, it notifies all its cluster
members to send the sensed data and their signatures (Fig. 5).
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Fig. 5 Data aggregation from authenticated nodes

And after getting signatures, it matches with the pre-extracted fingerprints if those
are being matched only, then it will accept the data from that sensor node and append
the collected data to MA. This process is continued until MA reached to the sink
node following the planned itinerary.While in other case, it rejects the incoming data
from that malicious node and considers that node as malicious node. In this way,
data is aggregated from secured or benign nodes only and mobile agent migrates
only through authenticated cluster head nodes which ensure the secured and energy-
efficient planning of MA migration route or itinerary.

4 Simulation and Results

In the proposed algorithm, we have formulated the solution formobile agent itinerary
which consider the security and energy for planning the itinerary for mobile agent
when it is going to collect the data from sensor nodes and delivering back to the
sink node. In our proposed work, we use ns2 (network simulator 2) for simulating
the proposed algorithm with the help of network animator. Finally, following the
itinerary which is secured and energy-efficient MA finally delivers the aggregated
data from all cluster heads to the sink node. MA is dispatched by the sink and returns
back to the sink after collecting the data in shown in Fig. 6.
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Fig. 6 Simulation of secured MA itinerary

4.1 Result Analysis

In Fig. 7, the comparison of existing algorithm and proposed algorithm is shown by
using energy consumption parameter. It is clear that in proposed algorithm energy
consumption of all the nodes is lesser than the existing algorithm LCF.

In Fig. 8, the comparison of existing algorithm and proposed algorithm is shown
by using network lifetime parameter. It is clear that in proposed algorithm as energy
consumption of nodes is lesser so lifetime of network is increased as compared to
existing algorithm.

As we are using mobile agent here for gathering data network traffic is reduced
and less overhead in the network. In existing algorithm, MA migrates to each SN
therefore comparatively more overhead. In the proposed algorithm, there is less
overhead as mobile agent visiting only cluster head nodes shown in Fig. 7.

Figure 9 shows that malicious nodes have been detected and avoided to form
itinerary and collect data from CH nodes in the proposed algorithm while in existing
algorithm even not a single MN is detected.

Table 1 shows the comparison of existing algorithm and proposed algorithm
by using three important parameters like energy consumption, network lifetime,
overhead, itinerary length, execution time, security.
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Fig. 7 Comparison of energy consumption

5 Conclusions

Our experiments based on NS2 for ordinary existing algorithm and proposed algo-
rithm classifying network into clusters and by fingerprints matching can detect the
malicious nodes which results in energy-efficient and reliable mobile agent migra-
tion in the network. In the proposed work energy and reliability of nodes, both have
been considered as the criteria for selecting the next node for the migration of agent.
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Fig. 8 Comparison of lifetime of network

It is also notable that with the energy, various attacks can be prevented to be held by
using the fingerprint authentication of nodes. In the presence of malicious nodes in
the network, our proposed algorithm performs better than the existing algorithms.

Henceforth, we conclude that the proposed work in this thesis ensures the energy
efficient and reliable migration of agent through authenticated nodes. Simulation and
implementation results found are acceptable and adequate to consider our proposed
solution being capable of increasing the network lifetime and reliable transfer of
mobile agent.
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Fig. 9 Comparison using MN node detected and avoided

Table 1 Comparison of existing algorithm and proposed algorithm

Parameter Existing algorithm (LCF) Proposed approach

Energy consumption High Low

Network lifetime Moderate Moderate high

Overhead Moderate Very low

Itinerary length Large Very short

Execution time High Moderate low

Security No Security aware
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A New One Time Password Generation
Method for Financial Transactions
with Randomness Analysis

Varun Shukla, Arpit Mishra, and Shubhi Agarwal

Abstract All of us know that one time passwords (OTPs) are a part of life in today’s
scenario. We have to use them for authentication in many applications such as finan-
cial transactions, e-commerce websites, and in various government and nongovern-
ment websites, etc. The strength of any OTP is uniqueness and it must not be
predictable in any case. The method of OTP generation should be simple but safe
enough to avoid any vulnerability. So a simple and unique OTP generation mecha-
nism using RSA (Rivest, Shamir, Adleman) based string is presented in this paper
with complete randomness analysis which also solves the associated problem of
Syndicate bank’s token based OTP procedure.

Keywords Authentication · OTP (One time Password) · Prime factorization · RSA
(Rivest, Shamir, Adleman) · TFA (Two-factor Authentication)

1 Introduction

Authentication is a very important goal of cryptography [1]. In a peer to peer appli-
cation, users (or entities) are supposed to get verified by different methods. Login-
passwordmechanisms, fingerprint and retina detection, all are used for authentication
but OTPs have dominated all the other authentication mechanisms because of many
advantages [2]. One needs not to remember OTP as they are dynamic in nature and
we don’t need to store OTPs as well. Syndicate bank is a well known public sector
bank in India and it is one of the major commercial banks in India. For internet
banking for its users, Syndicate bank has introduced TFA (Two Factor Authentica-
tion) mechanism. In TFA, users are supposed to download and install RSA-Secure
ID application software on their computers provided by the bank [3]. The step by
step procedure is shown in Fig. 1.
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Fig. 1 Showing the steps
involved in TFA mechanism

Step 1:Select Two Factor Authentication
Step 2:Download RSA Secure ID MSI File
Step 3:Install RSA Secure ID Application
Step 4:Import RSA Secure ID Token
Step 5:Generate PIN/Usage of RSA Secure ID Token

The system requirements are Windows operating system for computers and for
smart phones, it is Android 2.1 and above, Apple IOS 4.3 and above, windows phone
7.5 and above. Figure 2 shows the token [3].

First-time users need to generate a 4 digit numerical PIN (Personal Identification
Number) which will be used along with RSA-token for authentication. A message
appears on the screen and users are asked to do so. The message is shown in Fig. 3
[3].

PIN with token will be the password for users for any financial transactions. For
token generation, one needs to run the software. The generated token is timer-based
but there are many problems in this which makes it so complicated. First problem
is that apart from RSA-token, users have to generate a 4 digit PIN which increases
complications. Second, it is a difficult process. A person who is not so tech-savvy
will feel difficult to use it. Third problem which makes it very difficult to use is that
if RSA-Secure ID application software token is corrupted (due to any reason) or lost
or stolen then you have to contact your branch and put a request to re-allow you to
use it. It takes some days to respond and during this period users can’t use internet
banking. It makes it very troublesome specifically for common users who are not so

Fig. 2 Showing the
generated token [3]

Fig. 3 Showing the
necessity of PIN for
first-time users [3]
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tech-savvy. The rest of this paper is organized as follows: In Sect. 2, we discuss the
proposed method. The tabular and graphical analysis is provided in Sect. 3. Security
analysis and advantages are given in Sect. 4. Conclusion and future scope is given
in Sect. 5.

2 Proposed Method

Ourmethod utilizes RSA for cipher string generation which is based on prime factor-
ization problem [4]. RSA is the most reliable encryption algorithm known so far.
One needs to select two prime numbers p and q. These prime numbers must be large
enough for security [5].We have a composite numberN = pq and it is a public param-
eter. Φ(N) is the Euler totient function and it is given as Φ(N ) = (p − 1)(q − 1).
The public key is denoted by e and it can be freely selected but must be coprime
with Φ(N). The private key d is selected in such a way so that ed mod Φ(N ) = 1.
The extended Euclidean algorithm can be used to find d. If m is our message or
plain text and c represent ciphertext then c = me mod n and for decryption we use
m = cd mod n. Our plain text is “session OTP”. We have taken small plain text
for illustration point of view but one can take any plain text. We have converted the
plain text into its corresponding ASCII equivalent. We have added space (ASCII
equivalent 032) in ASCII equivalent of m in order to make a segment of size 16. The
implementation results are as shown in below Table 1.

Nowwe have to generate the HMAC string and we utilize the ASCII value of m as
a key [6]. HMAC (Hash-based Message Authentication Code) generation requires
an initiator text or input string and it is “Hello, let us initiate a session” in our
case. This initiator text is a public parameter. We use SHA (Secure Hash Algorithm)
variants such as SHA1, SHA224, SHA256, SHA384 and SHA512. The string length
of SHA1, SHA224, SHA256, SHA384 and SHA512 is 40, 56, 64, 96 and 128 hex
digits respectively. The first eight odd-numbered numeric values are selected for the

Table 1 Showing the values of all parameters along with the cipher text

Parameters Values

m Session OTP

ASCII of m 115101115115105111110032079084080032032032032032

p 2321045909289471595222517

q 1880778390165347626714757

N 4365372988773317863410346501058120976681102583369

Φ(N ) 4365372988773317863410342299233821521861880646096

e 216 + 1

d 644511482664306020207798222185734120352404857281

c 0282943269350713764949007451533635030620356009870



716 V. Shukla et al.

formation of corresponding OTP. The HMAC strings generated from the ingredients
along with the OTPs are shown in Table 2.

3 Tabular and Graphical Analysis

Now we provide tabular and graphical analysis of all the above generated OTP
as shown in Table 2. The reliability and strength of any OTP is the associated
randomness. Our OTP contains numerals (or symbols) from 0 to 9. We represent the
occurrence percentage of symbols for all SHA variants used (Table 3a–e). We also
represent the occurrence percentage in graphical format for a better understanding
of the readers of this paper (Fig. 4a–e).

From Table 3a–e and Fig. 4a–e, it is clear that the occurrence of all the symbols is
extremely randomwhich makes it very difficult for intruders to predict. For example,
the occurrence of 0 is 15.3846% in SHA1, 20% in SHA256 but 0% in SHA224.
Similarly the occurrence of 7 is 11.5384 in SHA1, 8.8888 in SHA256 but 20.5128
in SHA224 which is comparatively quite high.

4 Security Analysis and Advantages

4.1 Secure Key Due to Prime Factorization

A key is required for HMAC string and OTP. This key is our ASCII equivalent of m
secured by RSA encryption. RSA is the most reliable method so far as it is based on
the prime factorization problem. Tofind prime factors of a composite number (subject
to the condition that p and q. are large enough) is not possible in computationally
feasible time.

4.2 Prime Range Can Be Increased

We have selected the prime number p. and q. in the range 280. to 281 for illustration
purpose only. One can select bigger prime numbers by increasing the range. It will
increase the security level.
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Table 3 Representing occurrence percentage of symbols in different SHA versions

S. No. Algo. Sym. Freq. Occurrence percentage

a

1 SHA1 0 4 15.3846

2 1 3 11.5384

3 2 4 15.3846

4 3 1 3.8461

5 4 1 3.8461

6 5 2 7.6923

7 6 1 3.8461

8 7 3 11.5384

9 8 3 11.5384

10 9 4 15.3846

b

1 SHA224 0 5 0.0000

2 1 1 2.5641

3 2 3 7.6923

4 3 3 7.6923

5 4 4 10.2564

6 5 3 7.6923

7 6 3 7.6923

8 7 8 20.5128

9 8 4 10.2564

10 9 5 12.8205

c

1 SHA256 0 9 20.0000

2 1 2 4.4444

3 2 2 4.4444

4 3 4 8.8888

5 4 4 8.8888

6 5 6 13.3333

7 6 6 13.3333

8 7 4 8.8888

9 8 6 13.3333

10 9 2 4.4444

(continued)
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Table 3 (continued)

S. No. Algo. Sym. Freq. Occurrence percentage

d

1 SHA384 0 6 10.5263

2 1 6 10.5263

3 2 3 5.2631

4 3 9 15.7894

5 4 6 10.5263

6 5 7 12.2807

7 6 4 7.0175

8 7 7 12.2807

9 8 2 3.5087

10 9 7 12.2807

e

1 SHA512 0 7 9.8591

2 1 6 8.4507

3 2 10 14.0845

4 3 7 9.8591

5 4 5 7.0422

6 5 11 15.4929

7 6 8 11.2676

8 7 3 4.2253

9 8 7 9.8591

10 9 7 9.8591

4.3 Primality Test Can Be Changed

We have selected the Miller Rabin primality test but one can select other tests like
Solovay-Strassen or Fermat etc. The reason is that all the above-mentioned tests
provide probable primes and there may be a case of pseudo pme. So the user can
select the algorithm of his own choice.

4.4 Hash-Based Security

Hash-based string generations enjoy the advantages of collision resistance, one-way
trapdoor, etc [7]. We can’t have two different inputs having the same hash. We use
HMAC string generation so it is not vulnerable to length based attacks also [8].
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Fig. 4 a–e Representing
occurrence of symbols
graphically in various SHA
versions
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4.5 Algorithm (SHA) Can Be Changed Any Time

We have used SHA variants for OTP generation but other algorithms like
RIPEMD128 orMD5 (Message Digest 5) can also be used.More options will always
enhance the difficulty level for intruders.

4.6 Avoidance of Brute Force

An intruder who wishes to apply brute force has two options. First one is that he tries
to get ciphertext but it is not possible because it is encrypted and an intruder has to
break hard problemswhich are not possible in computationally feasible time. Second
option is that intruder predicts the same HMAC string which is not feasible because
to guess 56 hex digits (taking SHA224 as an example) where any digit can have
any value from 0 to f in hexadecimal notation is a computationally very expensive
because intruder has to search millions of millions combinations [9].

4.7 Variations in OTP Can Be Possible

We have selected the first eight odd number numeric values for OTP generation but
one can select even number values also. The generation of alphanumeric OTPs is
also possible by the same method. It makes it impossible for intruders to make any
prediction and enhances the security of data communication.

4.8 Kerckhoffs’s Principle Is Satisfied

Dutch cryptographer Auguste Kerckhoff had given a very important cryptographic
principle [10]. According to it, any cryptographic mechanism should be secure if
the key is secure and everything else is public knowledge. It holds true in our case
because if an intruder wants to develop the HMAC string, he needs the key but
the key has been securely transmitted to the receiver using the hardness of prime
factorization.

4.9 SMS Sending of OTP Is not Required

In financial transactions, we need to send the OTP to the client’s mobile and usually
the medium is SMS (Short Message Service). Researchers have shown that SMS
sending of OTP is vulnerable to various security attacks [11, 12]. In the proposed
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method, user himself generates the required OTP for the session and it is verified
by the bank. So our proposed method resists the associated vulnerability of SMS
sending of OTP.

4.10 Acts as a Dynamic or Session-Based OTP

A major problem associated with the traditional password is that they need to be
stored in a system. It poses vulnerability and occupies space too. Since the password
generated from the proposed method is session-based, there is no need to store them.
So if the security of a particular system is in danger, the security of the password is
not compromised [13].

5 Conclusions and Future Scopes

We have proposed a unique method for OTP generation using the strength of prime
factorization problem.Users can generate their own parameters and increase the level
of securitywhenever theywant. The proposedmethod can be used as an improvement
over the Syndicate bank’s TFA mechanism. Brute force analysis is computationally
infeasible for the proposed method and Kerckhoff’s principle is also satisfied. Since
users generate the OTP, the proposed method solves the problem of OTP transporta-
tion or the problem of sending OTP via SMS. The future scope of the paper is very
good because we have implemented SHA variants only but one can implement other
algorithms like MD5, RIPEMD 160, etc.
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Performance Analysis of DCW-Based
Improved TCP Variant for Safety
Message Broadcast in VANETs

Poonam Verma , Somendra Prakash Singh, and Neeta Singh

Abstract Considering highly dynamic nature of a vehicular network, timely dissem-
ination of safety messages is required by vehicles to form and maintain an ad hoc
network. As CAMs are periodically broadcasted, an ample amount of CAMs on the
channel can lead to collision, thus leaving no scope for EDM dissemination. To cope
up with this issue, optimal safety message dissemination is essential for a vehicular
network to perform efficiently. The paper proposes a DCW-based improved TCP
variant for safety message broadcast over the network. The number of backlogged
messages at the nearest RSU is considered as the governing factor for dynami-
cally adapting the CW size at the vehicle’s end. CW size plays an important role in
managing broadcast of safety messages in VANETs. Round trip time is considered
as the key parameter for estimating the number of safety messages at the nearest
RSU. Simulation is performed considering three different vehicle’s transmission
range (200–500 m). It is worth noting that, the proposed I-TCP variant outperforms
the existing fixed CW schemes in terms of congestion probability for all the values
of transmission range. Moreover, it can be evident that, for fixed CW size, lower
transmission range should be preferred over the larger transmission range.
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1 Introduction

Traditionally, VANET can be portrayed into two applications, user-related applica-
tion and safety-related application [1]. Safety-related application incorporates two
sorts of messages: periodic broadcast messages (Beacon message or CAMs: cooper-
ative awareness messages) and accident messages (EDMs: event-driven messages).
Out of seven dedicated short-range communication (DSRC) channels, only one
control channel (CCH) of 10 MHz is dedicated for the use of safety applications
[2]. Moreover, safety-related applications are sensitive to message loss and delay.
As CAMmessages are periodically broadcast at a rate of 10 Hz, CCH is often being
occupied by these messages only, leaving no scope for EDM messages. Neverthe-
less, CAMs carry the core status information of vehicles contributing toward the
network andmanaging their broadcast is also of great importance.Many ofVANET’s
systems use a common channel assessment procedure for both the safety-related
messages (CAMs and EDMs), without considering the fact that both the messages
have different characteristics and need to be handled likewise [3, 4].

Taking into account this issue, the paper presents an improved-transmission
control protocol variant (I-TCP) model. Conventional TCP was meant for wired
networks. On wired networks, there are fewer chances of high delay and congestion
because of outer parameters. On the contrary, wireless connections have a serious
issue of variable and high delay with significant bit error rate (BER). Due to these
characteristics of wireless networks, traditional TCP begins to perform inadequately,
and hence, to manage the issues of wireless connections, research was made in the
field of TCP, and changes were done by the prerequisites to enhance the TCP perfor-
mance. Variants named Tahoe, Reno, New Reno, Vegas, and SACK and numerous
more came into existence [5–7].

Considering this issue, a modified TCP variant is required to cope up with the
highly dynamic nature ofVANET.This paper proposes a dynamic contentionwindow
(DCW)-based I-TCP variant for safety message broadcast. The proposed I-TCP
variant is based on estimating the number of backlogged messages at the nearest
RSU for dynamically adapting CW size at the vehicle’s end. As the backlogged
messages at the RSU are the result of safety message dissemination by vehicle
and their propagation throughout the channel, backlogged safety message can be
considered as the key parameter for evaluating the load over the channel. This is
becausemore the number of backlogged packets,more are the chances of the collision
on the channel, and therefore choosing the CW size at the vehicle’s end according
to the backlogged safety message at the nearest RSU can control collision on the
channel along with providing optimal management of safety message broadcast.

Rest of the paper is structured as follows: Sect. 2 presents some of the related
research work. Section 3 presents some of the key features of our proposed I-TCP
variant for the safetymessage of VANETs. In Sect. 4, the proposed I-TCP is validated
by extensive simulations. Section 5 concludes and summarizes the paper.
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2 Related Work

A good amount of research has been done in the area of VANET for optimizing
the performance of safety application (e.g., CAMs and EDMs dissemination). Using
queueing theory, Yousefi et al. [8] studied connectivity issues within vehicles. In
2013, Mughal et al. [9] concluded that for practical purpose, using power control
strategies and transmission control procedure for determining the prerequisites of
imagined reference point subordinate safety applications, which is not feasible. In
2013, Nagy et al. [10] presented a single server model for IP multimedia subsystem
network. However, the M/M/1 queueing model being used in [10] is not practically
suitable for real-time applications. In 2013 [11], Aly et al. proposed a gateway inte-
grating VANETs, WSNs, and IMSs, presuming all the substances in the system are
known to each other. In 2014 [12], Abd-Elrahaman et al. presented an analytical
model using genetic routing algorithm, but the durability and reliability of the V2V
connections were neglected. Without considering IMS processing time, Marot et al.
[13] calculated the number of hops and time needed to diffuse the information in
2015. In 2015 [14], Qiong et al. proposed an analytical model based on dynamic CW
for safety messages, but the principle of back-off time freezing was not considered
in the model. In 2016 [15], Marot et al. computed RTT without considering message
loss within the network. In 2017 [16], Khalifa et al. analyzed the performance of TCP
variants for data collection in a smart power grid. In 2017 [17], Verma et al. analyzed
network performance by introducing the concept of time-out for CAM messages
wherein based on time-ot, recent CAMs were prioritized over expired CAM. In 2018
[18], Verma et al. presented a one-dimensional Markovian model for IEEE 802.11p
MAC for safety messages. All these models considered either CAM or EDM.

It can be noted from the previous work that vehicular networks are likely to get
congested when the CW size is fixed, due to ample number of CAMs on the CCH.
This perhaps necessitates the need for adapting the CW size in accordance with the
network requirements. Considering the above points, this paper considers backlogged
packet as the governing parameter for improving the network performance in terms
of collision probability, by applying DCW-based Improved-TCP Variant. Detailed
elaboration of the proposed model is presented in the next section.

3 Proposed I-TCP Variant

The provision of acknowledgment is not feasible for safety messages in VANET
(due to their broadcast nature), and hence, the paper assumes the nearest RSU
as the destination for the broadcasted messages. The paper also assumes that the
vehicles arrive according to the Poisson process with a rate λa. The initial CW size
for performing the simulation is considered to be 128. Themin andmax speeds for the
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vehicle areVmin andVmax withmeanμ and standard deviationσ . The inter-distance of
the vehicles at any given time is exponentially distributed which is given by λ [15].
A detailed network architecture for VANET applications using the IP multimedia
subsystem (IMS) as a service controller in the USN environment is considered [15].
Based on the above assumptions, this section describes an approximate analytic
model for VANET. The notations used in the paper are listed below.

Notations Description

Nb Backlogged messages at the nearest RSU

B Vehicle density

T Stationary probability that a node broadcast safety message in a chosen time slot

Th Message transmission delay at vehicle’s end

Tc Message generation time at RSU

Tt Message transmission time

RTT Round trip time; delay experienced by a safety message from being transmitted
from the source node to receiving its response from the core network

TP/RTTmin Minimum RTT from source node to the nearest RSU

Tq Core network’s application execution time

Tcscf CSCF server’s processing time

T ehr EHR server’s processing time

Tasca AS\CA server’s processing time

Tps PS server’ processing time

Ttdb TDB server’ processing time

Contacts Contacts server’ processing time

For reducing the number of backlogged messages at any RSU, merely decreasing
the transmission rate of safety messages (CAMs, in particular) is not an appropriate
solution, as decreasing the CAM frequency can lead to an inadequately updated
network (as high CAM rates are required to keep the network like VANET up-to-
date). Apparently, direct increase or decrease in CAM broadcast rate can affect the
network performance to a great extent. This is because the message that encounters
collision due to direct adaptation of CAM is lost and cannot be retransmitted, due to
lack of acknowledgment for CAMs in VANET (as mentioned in the above section).
Keeping in mind this issue, CW size required at the channel assessment process is
varied without altering the collision probability of safety messages. CW size affects
the waiting time of safetymessages in the queue of a vehicle but eventually is secured
from getting lost due to a collision on the channel, followed by their broadcast.

RTT is the key feature of the proposed scheme as it plays an important role in
evaluating the performance of any application within a communication network. For
VANET, RTT indicates the time taken by an application starting from the source
vehicle, until receiving a response from the core network. This eventually helps to



Performance Analysis of DCW-Based Improved TCP … 729

evaluate the number of backlogged packets (Nb) at the RSU, as here in our case the
nearest RSU acts as the core network. RTT is calculated in two parts: firstly, the paper
calculates the time taken by VANET application in the vehicle-to-vehicle commu-
nication and then the average processing time taken by IP multimedia subsystem
is calculated. For estimating the number of backlogged safety messages (Nb), the
following mathematical expressions are evaluated using [16],

Nb = CW

RTT
(RTT − RTTmin) (1)

where

RTT = Tp + Tq (2)

Tp = E(no.of hops) ∗ Th (3)

Tq = Tc + Tcscf + Tasca + Tehr + Ttdb + Tps + Tcontacts + Tt (4)

|CW | =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

CW − (CW/4), Nb < A1
CW − (CW/8), A1 < Nb < A2
CW − (CW/16), A2 < Nb < A3
CW, A3 < Nb < A4
CW + (CW/16), A4 < Nb < A5
CW + (CW/8), A5 < Nb < A6
CW + (CW/4) A6 > Nb

(5)

Depending upon the Nb estimation, the proposed I-TCP variant dynamically
chooses the CW size in accordance with the threshold limits derived in Eq. (5).

For safety message broadcast, parameters like throughput, packet, delivery ratio
cannot be calculated in VANETs. Therefore, the collision probability is important
for performance evaluation of safety message broadcast in VANETs. Let us denote
the probability of collision Pc experienced by a safety packet being transmitted on
the channel given by [18].

Pc = 1 − (1 + 2β Rτ)e−2β Rτ (6)

Pseudocode developed for the proposed-based improved-TCP variant is stated
below. The algorithm is validated by MATLAB simulation.
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Algorithm 1. Improved-TCP variant algorithm for safety messages

4 Model Validation and Performance Evaluation

The author presents an I-TCP variant for safety message broadcast over the vehic-
ular network. For a vehicular network, contention window (CW) size is an impor-
tant parameter affecting the performance of the network. Based on this, to manage
the backlogged messages at the nearest RSU, CW is dynamically varied without
degrading the network performance in terms of collision probability. This eventually
helps in securing safety messages at vehicle’s end without allowing their loss over
the channel due to a collision. It is also proven from the simulation results that the
overall collision probability of the network is improved, even when the CW size is
decreased.

Due to dynamic nature of the vehicular network, timely dissemination of safety
messages is highly required, to maintain the essence of the network and keep it up-
to-date. At the same time, merely disseminating safety messages without assuring
minimum collision at the channel is not advisable. Therefore, this paper uses the
concept of backlogged messages at the nearest RSU (i.e., receiver end) to adapt CW
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size in order to minimize collision across the channel. Keeping this in mind, a lesser
number of backlogged safety messages are required to assure less collision over the
channel. Therefore, the proposed model adapts the CW size in accordance with Nb,
assuring lower message loss over the channel due to a high transmission rate and/or
fixed CW size.

For the proposed I-TCP variant, initially, CW is kept at a nominal pre-defined
value, so as to minimize the number of backlogged messages (obtained by iterative
simulation of the proposed model). Depending upon this value, Nb thresholds are
defined for further adaptation of CW, varying from 20 (lower limit) to 120 (upper
limit). Every time, Nb is estimated based on RTT value expressed in Eq. (1), the
system checks for the pre-defined Nb threshold limits. This helps in choosing appro-
priate CW depending upon the range within which the calculated current Nb lies.
Hence, based on these threshold limits, defined initially, I-TCP variant chooses the
CW size dynamically over the range of 15–1023, as expressed in Eq. (5). This helps
in reducing the number of backlogged safety messages, thus improving network
performance. Also, when the Nb size is smaller than the affordable limits, the model
decreases theCWsize, allowingmore safetymessages over the channel. This perhaps
improves the overall performance of the networkwithout accelerating the probability
of collision due to an overloaded channel.

For designing the simulation frameworkof the presentedmodel, parameter consid-
eration is listed in Table 1. The simulation scenario is created taking a road of length
3 km. Three different transmission ranges of 200, 350 and 500 m are considered for
vehicles participating in the network. As per IEEE 802.11p standards, safetymessage
are broadcast over CCH having a bandwidth of 10 MHz. Vehicles are assumed to
be moving at a speed of 100 km/hr (considering highway scenario). The size of the
contention window lies between 15 and 1023 for safety messages, as standardized by
IEEE802.11p. The paper has designed an additional algorithm to limit theCWsize of
safety messages to 1023. The initial CW size for performing the simulation is kept at
128. The paper has considered six different threshold levels for choosing appropriate
CW size, in order to improve the performance of the network. Nb threshold values

Table 1 Simulation
parameters

Parameters Value

Road length (L) 3 km

Transmission range (R) 200, 350, 500 m

Number of channel 1

Queue capacity ∞
Bandwidth 10 MHz

Vehicle density (β = λ\L) 0.01–0.1

CW size [15–1023]

CW pre-defined 128

Vehicle speed 100 km/h

Nb threshold (A1–A6) 20–120 safety messages
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Fig. 1 Comparative plot of CW versus vehicle density

lie between 20 and 120. This value is determined by performing iterative simulation
of our proposed work.

Figure 1 depicts the dynamic values of CW selected by the proposed model over
three different transmission ranges varying from 200 to 500m. Different R values are
considered to elaborate the impact of R over the RTT, i.e., larger the range less will be
the RTT and vice versa. The CW size for our proposed model dynamically changes
with the vehicle density. Keeping the CW size fixed over the range of vehicle density
increases the overall delay of the network. This is because, with an increase in vehicle
density, the number of vehicle contending for channel assessment will gradually
increase. For a transmission range of 200 and 300 m, the CW size decreases with
increasing vehicular density. This is because, for lower values of R, the RTT time
increases, as the number of hops required by a safety message to reach the nearest
RSU increases. This eventually reduces the number of backlogged safety message
s at the nearest RSU. Therefore, the proposed model gets the opportunity to allow
more safety messages over the channel by reducing the CW size, in order to improve
the network performance.

On the contrary, it can be clearly seen that, for our proposed work at R = 500 m,
the CW size increases for larger vehicle density. This is because, for a wider range
of transmission, a lesser number of hops are required by a safety message to reach
the nearest RSU, thus reducing the RTT time. This leads to more number of safety
messages at the nearest RSU, thus increasing the chances of the collision over the
channel. Hence, the system requires to reduce the number of safety messages over
the channel, in order to reduce Nb at the nearest RSU. To deal with the situation, the
model allows to adapt the CW size in accordance with the Nb threshold defined. This
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apparently leads to increasing the CW size, in order to lower the Nb at the nearest
RSU, thus reducing any further chances of the collision over the CCH. Moreover,
larger CW size facilitates each vehicle to select CW over a wider range. This also
lowers the collision at the channel, which is the result due to the same random
back-off number selection.

To evaluate the performance of our proposed work, a comparative view between
fixed and dynamic CW in terms of congestion probability is elaborated in Fig. 2.
The simulation is performed over three different transmission ranges varying from
200 to 500 m so as to clearly depict the influence of transmission range over RTT.
Figure 2 shows that the proposed DCW selection scheme outperforms the existing
fixed CW in terms of congestion probability. Considering the dynamic CW shown
in Fig. 1, it can be clearly seen that the CW size has a great impact on the collision
probability. And therefore Figs. 1 and 2 are mutually dependent on each other, as
increase in CW size lowers the collision probability and vice versa.

It is worth noting that forR = 200m, the collision probability increasesmarginally
at higher vehicular density as CW chosen for at vehicular density is smaller (due to
less number of Nb at the RSU). It can be proven from the simulation graph that
at R = 500, the network performance is best, as negligible collision probability is
experienced even at the highest vehicular density. This is because a higher value of
CW is over for this transmission range, due to more number of safety messages at
the nearest RSU.

Moreover, Fig. 2 depicts that for fixed CW size, lower transmission range should
be preferred over larger transmission range, as the collision probability increaseswith

Fig. 2 Comparative plot of congestion probability versus vehicle density
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Table 2 Simulation comparison: fixed CW versus I-TCP at β = 0.07

S. No. Range (m) PC
(
10−6

)
Contention window

Fixed CW I-TCP Fixed CW I-TCP

1. 200 0.1 0.12 128 115

2. 350 0.3 0.1 128 200

3. 500 0.6 0.07 128 490

an increase in the transmission range. This is because more is the transmission range,
lesser would be the number of intermediate hops, thus reducing the RTT time at the
nearest RSU. This eventually leads to more numbers of safety messages over CCH.
At this situation, if the system does not have the provision of CW adaptation, the
collision probability will gradually increase with an increase in vehicular density,
thus degrading the network performance to a great extent. Thus, to maintain the
network performance, dynamic CW is required, in order to adapt to the network
condition. A tabular comparison between the simulation results obtained from fixed
CW and I-TCP is provided in Table 2.

5 Conclusions

The paper proposes a DCW scheme-based I-TCP Variant for safety message broad-
cast in VANETs. The paper considers the number of backlogged safety messages
at the road-side unit (RSU) as the governing factor for dynamically adapting the
CW size at the vehicle’s end (required at the time of broadcast of safety messages).
For estimating Nb, the paper considers round trip time (RTT) as the key parameter
at the nearest RSU. Simulation is performed considering three different vehicle’s
transmission ranges, varying from 200 to 500 m. It is worth noting that, the proposed
I-TCP variant outperforms the existing fixed CW schemes in terms of congestion
probability for all the values of transmission range. Also, it can be evident from
the simulation results that, for fixed CW size, lower transmission range should be
preferred over the larger transmission range.
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A Secure Steganographic Technique
for Medical Images

Phanindra Dheeraj Varma, Shikhar Mishra, and Ankita Meenpal

Abstract Communication and storage of Private/Secret information have become
important parts of our employment or personal life, after the inception of the Infor-
mation age. The development in digital technologies and the Internet caused many
breakthroughs in the realm of data communication. Unfortunately, this advancement
is also offering endless opportunities for attacking the transmission media and steal
confidential data. Therefore, secure transmission of data being robust to attacks is
required and this objective has gained the attention of many researchers. The tech-
nique of hiding information in another information is called steganography. When
digital images are used for concealing the secret information, it is called Image
Steganography. An important challenge in designing a steganographic scheme is to
keep up a good trade-off between features such as robustness, security and impercep-
tibility.Most of themethods proposed in the literature lack either a feature or the trade-
off between them. The proposedmethod combines image encryption, Lifting Scheme
basedWavelet Transform (LS-WT), Discrete Cosine Transform (DCT), and Singular
Value Decomposition (SVD) for providing the trade-off between features. Peak
Signal–Noise Ratio (PSNR), Normalized Cross-Correlation (NCC), and Structural
Similarity Index (SSIM) are used to evaluate the performance of the scheme.
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1 Introduction

Today, advancements in digital communication and innovations in internet technolo-
gies have a great impact on everyday life. The transformation of information into
digital form and its transfer has been boosted on a very large scale. The breakthroughs
occurring are readily accessible to adapt for a specified application. However, the
downside is that this easy access provides limitless opportunities for the attackswhich
aim at stealing private information, particularly in medicine. Hence, the need for the
development of techniques to secure confidential data is of higher importance.

The data security systems are classified into two types, Cryptography and Data
hiding [1]. Cryptographic schemes transformmeaningful private data into ameaning-
less form called ciphertext. They use an algorithm with a secret key for this purpose,
which is called encryption. The secret key is needed at the receiver to extract original
private data from the transmitted ciphertext. This is called decryption and it is impos-
sible without the knowledge of key. As cryptography provides security by converting
the data into a meaningless form, there is always a suspicion about the presence of
data. This suspicion is avoided by data hiding systems. They embed the private data
in a carrier, which can be any digital media file.

Information hiding systems are two types: Steganography and Watermarking.
Steganography aims at hiding the private information in the carrier, known as the
cover file. It is based on the assumption that the visibility of feature confirms the
presence of information, so the goal is to completely hide it [2]. The attacks that
occur on a steganographic system to retrieve the secret data are called steganalysis.
Cryptography and steganography have the same ultimate goal, but their methodolo-
gies differ. Steganography doesn’t change the format of data as cryptography does.
It just hides the confidential data in a cover file, with an aim to make no visible
changes in it. More security is provided when cryptography collaborates with the
steganographic system [3]. Watermarking is similar to steganography, but it embeds
the secret data to provide authentication and restricts unauthorized use.

The basic process in image steganography happens in two stages, embedding and
extraction. Embedding occurs in the transmitter side, in which the secret image is
added into a cover image such that no visible changes occur in it. The resulting image
is called stego image, which is transmitted through the channel of communication.
During embedding, there are some properties to be considered to make the scheme
better. Themost important property is imperceptibility,which determines the strength
of the system in concealing the secret data in cover file in a way to be not recognized
by the naked eye, or statistical analysis. Another important feature is the robustness,
which is the capability of security system to be valid even if a data retrieval attack hits
the stego image. Also, the system should aim at transmitting the maximum amount
of secret information using minimum cover data. Extraction occurs at the receiver
side, in which the embedded secret image is pulled out from the stego image.

The rest of this paper is organized as follows: Sect. 2 briefly discusses the existing
work in the literature, Sect. 3 briefly describes the methods used in the proposed
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algorithm, Sect. 4 provides complete details about the implementation steps of algo-
rithm, Sect. 5 presents the results of experiments and comparisons, and Sect. 6 gives
the conclusion.

2 Related Work

The image steganographic methods are classified in many ways based on references
like the domain of embedding, nature of retrieval and the dimension of the cover
image. With respect to the embedding domain, there are two types of steganographic
techniques: Spatial domain and Transform domain.

2.1 Spatial Domain Steganography

When the secret data are embedded directly into the pixel values of the cover image, it
comes under the spatial domain steganography. Least Significant Bit (LSB) embed-
ding [4, 5] is the most common technique among spatial domain methods. It just
embeds the secret data bits in the LSBs of the cover image pixels. This provides
strong imperceptibility, but steganalysis is easier in this case, thus, less robustness.
Sutaone et al. [6], proposed the LSB embedding at random locations according to
a secret key. This key also determines the order in which secret data are embedded.
The dimension of the cover image is selected according to that of secret image.
Rajendran et al. [7] generated a chaotic sequence using logistic map function and
the embedding is carried out in LSBs according to that sequence. Methods based on
Pixel Value Differencing (PVD) [8, 9] and Pixel Intensity Modulation (PIM) [10]
are proposed in literature. Hybrid techniques are also proposed combining LSB and
PVD [11, 12].

2.2 Transform Domain Steganography

When the secret data are embedded into the transformed frequency domain coeffi-
cients of the pixel values of cover image, the method comes under transform domain
steganography. Saidi et al., proposed a method [13] that uses Discrete Cosine Trans-
form (DCT) subbands for embedding and a chaotic map to decide the embedding
positions. Discrete Wavelet Transform (DWT) based methods [14] are more famous
in recent time due to the multi-resolution properties of wavelets. Kumar and Kumar
employed aDWTbasedmethod [15] to embed secret into the detail coefficients. They
employed a secret key computation and a block matching concept between cover
and secret, to keep the imperceptibility. Some embedding schemes employed two or
more transformations to the images, which appeared to be more robust than single
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transform techniques. Experiments prove the predominance of these hybrid tech-
niques [16]. Factorizing methods like Singular Value Decomposition (SVD) are also
employed in combination with wavelet transform [17] in these hybrid approaches.

This paper proposes a secure steganographicmethod in the transform domain. The
embedding is done in the WT coefficients, by further decomposing them using DCT
and SVD [18]. The hiding of data is carried out in the singular values of the DCT
decomposition. This offers better imperceptibility. Themethod adds more security to
the data by enciphering the secret image using a key generated from Logistic Chaotic
Map function and Linear Feedback Shift Register (LFSR) [19], before embedding.

3 Preliminaries

In this section, the methods used in the proposed scheme are briefly reviewed.

3.1 Logistic Chaotic Map

Logistic chaotic map generates pseudo-random sequence with numbers in an
uncertain manner. It is described mathematically with the following function.

an+1 = t × an × (1 − an) (1)

In the above equation, an denotes the population at a given generation n, t denotes
the growth rate or fertility rate with the value in between 0 and 4. The chaotic map
produced with initial value a0 in range (0, 1) and t in the range [3.56995, 4] is neither
periodic nor convergent, but largely chaotic.

3.2 Linear Feedback Shift Register

The Linear Feedback Shift Register (LFSR) is another way of creating a random
sequence. An 8-bit LFSR generates the random sequence by performing XOR oper-
ation between some of the bits of an initial byte called Seed. The result is appended
at the LSB end and one left shift operation is performed, discarding the MSB. This
process is carried out iteratively to generate the sequence, as shown in Fig. 1.
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Fig. 1 Linear feedback shift register

Fig. 2 Lifting scheme of Haar wavelet

3.3 Lifting Scheme Based Wavelet Transform

Lifting scheme helps to construct wavelets easily, with calculations in the spatial
domain. It is also a faster way of implementing wavelets. We consider the Haar
wavelet, which disintegrates the image into four frequency sub-bands: LL, HL, LH,
and HH. Among these, LL band consists of low-frequency or approximate coeffi-
cients and all other bands comprise of high-frequency or detail coefficients. Embed-
ding in the approximate band offers robustness, but image quality degrades, whereas
in the detail band provides good image quality and less robustness. This wavelet is
implemented in images by averages and differences between pairs of pixels.

S1,k = (S0,2k+1 + S0,2k)/2 (2)

d1,k = S0,2k+1 − S0,2k (3)
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This wavelet is implemented in three steps using lifting scheme, as shown in
Fig. 2. The three steps are as follows:

1. Split: The image should be divided into even and odd parts.
2. Predict: The odd components are predicted from linear combination of even

components. The odd samples are replaced by difference between them and the
predictions.

d1,k = S0,2k+1 − S0,2k (4)

3. Update: The even samples are updated by adding them with linear combination
of predicted samples from the predict step.

S1,k = d1,k/2 + S0,2k (5)

The inverse transformation is implemented by simply reversing Eqs. (4) and (5).

S0,2k = S1,k − d1,k/2 (6)

S0,2k+1 = d1,k + S0,2k (7)

3.4 Discrete Cosine Transform

DCT decomposes an image into low, medium and high-frequency regions. Low-
frequency represents coarse information and high-frequency represents edge infor-
mation. Embedding in low-frequency band degrades the visual quality of image and
in high-frequency band makes the stego image less robust. The forward 2D DCT is
defined by the following equation.

J (a, b) = s(a)s(b)

N−1∑

l=0

N−1∑

m=0

f (l, m)cos

[
(2l + 1)πa

2N

]
cos

[
(2m + 1)πb

2N

]

s(a) = s(b) =
{

1√
N

, ifa = 0, b = 0
2√
N

, ifa �= 0, b �= 0
(8)
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3.5 Singular Value Decomposition

SVD is a factorization method for matrices, based on the concept of eigen decom-
position. It factorizes a matrix M, with dimension x × y, into three matrices as in the
following equation.

SVD(M ) = USV ∗ (9)

Here,U denotes a left unitary matrix of dimension x × x, V denotes a right unitary
matrix of size y × y and V* is the conjugate transpose of V. The columns of U and
V are called left and right singular vectors of M, respectively.

UU ∗ = Ix, V V ∗ = Iy (10)

S denotes a diagonal matrix of size x × y, with only non-negative numbers. The
diagonal elements are called singular values of M and are in descending order. Slight
changes in the singular values doesn’t disrupt the visual quality of image, hence
keeping the imperceptibility good. Due to this reason, the embedding can be done
into every singular value, thus providing good capacity.

4 Methodology

In this section, the proposed methodology is described step-wise, in terms of two
phases: Embedding and Extraction. The encryption of the secret image is carried out
before the embedding process. We shall mention some important details which will
help for a better understanding of these sections.

• Dimension of secret medical image: 256 × 256.
• Dimension of cover image used: 512 × 512.
• Length of the keys generated using LogisticMap and LFSR= 256 * 256= 65,536

samples.
• The birth rate (t) and initial value (a0) in Logistic Map function and Seed byte in

LFSR are treated as secret keys.

4.1 Embedding

In this stage, the secret image is encrypted and embedded into the cover image after
successive decompositions using lifting Haar WT, DCT, and SVD, thus resulting in
stego image. The total process of embedding is discussed in the following steps.
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1. K1 and K2 are generated using logistic chaotic map and LFSR. Secret key is
generated by xor operation between them.

Key = K1 ⊕ K2 (11)

2. Secret image is enciphered with the key generated.

Encrypted Image(I) = Secret Image ⊕ Key (12)

3. Cover image is divided into non-overlapping blocks, each (Cbi) of dimension 8
× 8. So, in total, 512×512

8×8 = 4096 blocks are obtained.
4. Cover image blocks (Cbi) are subjected to 1-level lifting Haar WT. This results

in four sub-bands: LL, LH, HL and HH for each block. The size of each sub-band
is 4 × 4.

5. 2D-DCT of encrypted image (I) is calculated. This gives a coefficient matrix (M)
of same dimension, i.e. 256 × 256.

M = DCT (I) (13)

6. DCTmatrix (M) is divided into 4× 4 sized non-overlapping blocks. This division
gives 256×256

4×4 = 4096 blocks (MBi).
7. Embedding is chosen to be done in LL sub-band of cover image. So, 2D-DCT

of LL bands of cover image blocks (LLi of Cbi) are computed. This gives a
coefficient matrix (Ci) for each LLi. The dimension of each Di is 4 × 4.

Ci = DCT (LLi) (14)

8. SVD is performed on each MBi and Ci. It goes as follows.

SV D(MBi) = USi × SSi × V Si (15)

SV D(Ci) = UCi × SCi × V Ci (16)

9. This is the embedding step. Here, a scaling factor α is chosen. Embedding is
done as follows.
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Si = SCi + (α × SSi) (17)

10. Inverse SVD is performed using Si, UCi and VCi to compute the modified
coefficient matrix (Ci

′).

SV D−1(UCi, Si, V Ci) = UCi × Si × V Ci = C
′
i (18)

11. Inverse 2D-DCT is performed on Ci
′ to get the modified sub-band LL′.

LL
′ = DCT −1

(
C

′
i

)
(19)

12. Inverse lifting Haar WT is performed on sub-bands LL′, LH, HL and HH, to
output the blocks of stego image (Sbi).

13. The stego image blocks (Sbi) are chained together to form the stego image (S).

The complete embedding stage as a flowchart is represented in Fig. 3.

Fig. 3 Embedding procedure
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4.2 Extraction

After stego image is formed in the embedding stage, it is transferred through a
network to a receiver. At the destination, the secret image is to be extracted out from
the received stego image. This process of extraction is discussed in detail in the
following series of steps.

1. Received stego image is disintegrated into nonoverlapping blocks of dimension
8 × 8 (Rbi).

2. These blocks (Rbi) are subjected to 1-level lifting Haar WT, resulting in 4 sub-
bands: LLr , LHr , HLr and HHr .

3. 2D-DCT of LLr is computed to give the coefficient matrix Dir .

Dir = DCT (LLr) (20)

4. Singular value matrix (Si
′) is computed using Dir , UCi and VCi.

S ′
i = UC−1

i × Dir × UC−1
i (21)

5. Extraction happens in this step. Singular values of secret image are extracted
from that of stego image using the scaling factor α.

SS ′
i =

(
S ′

i − SCi
)

α
(22)

6. Inverse SVD is performed using SSi
′,USi andVSi to reconstruct the secret image.

SV D−1
(

USi, SS
′
i , V Si

)
= USi × SS

′
i × V Si (23)

7. All the blocks (MBi
′) are merged to form the coefficient matrix M ′.

8. Inverse DCT of coefficient matrix (M ′) is computed to form the secret image,
which will be in encrypted form.

I ′ = DCT −1
(
M ′) (24)

9. The encrypted image (I ′) is decrypted using the secret key. This will result the
required secret image.
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Fig. 4 Extraction procedure

Decrypted Image (DI) = I ′ ⊕ Key (25)

All the process of extraction phase is represented in a flowchart in Fig. 4.

5 Results and Discussion

The performance of the method proposed is evaluated using the following metrics.

5.1 Peak Signal to Noise Ratio

PSNR indicates the quality of stego image, by measuring the Mean Square Error
(MSE) between cover and stego images.
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Table 1 PSNR values Cover image Secret image

Skull Brain MRI Mammogram

Lena 60.419 60.433 60.437

Pepper 60.420 60.434 60.441

Airplane 60.419 60.434 60.437

Baboon 60.430 60.410 60.434

Pirate 60.424 60.450 60.442

Walkbridge 60.419 60.433 60.438

MSE =
√∑m−1

i=0

∑n−1
j=0 (C(i, j) − C ′(i, j))2

m × n
(26)

Here,C(i, j) is the cover image andC′(i, j) is the stego image, both are of dimension
m × n.

PSNR = 10log10

(
2552

MSE

)
(27)

Higher the PSNR, better the imperceptibility and hence, better stego image quality.
Table 1 presents the PSNR values obtained between specified cover images and their
respective stego images formed by embedding the mentioned secret image.

5.2 Normalized Cross-Correlation

NCC gives the similarity between secret image and its extracted version. If NCC
= 1, then they are exactly similar, if 0, no similarity, and if 1, completely opposite
images. It is computed by the following formula.

NCC =
∑M

i=1

∑N
j=1

[
si,j − μs

][
s′

i,j − μ′
s

]

√∑M
i=1

∑N
j=1

[
si,j − μs

]2
√

∑M
i=1

∑N
j=1

[
s′

i,j − μ′
s

]2 (28)

In the above equation, s(i, j) and s′(i, j) are the pixel values of secret and its
extracted version at locations i, j, respectively. μs and μ′s are the mean values of
pixels of the secret and extracted images.

Table 2 gives the NCC coefficient values evaluated between the original secret
images and extracted versions from the specified cover images.
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Table 2 NCC values Cover image Secret image

Skull Brain MRI Mammogram

Lena 0.981 0.991 0.958

Pepper 0.982 0.991 0.954

Airplane 0.981 0.990 0.957

Baboon 0.979 0.991 0.958

Pirate 0.980 0.992 0.958

Walkbridge 0.979 0.990 0.955

5.3 Structural Similarity Index

SSI indicates the similarity between the structural content of cover and stego images.
It is evaluated as follows.

SSIM(x, y) =
(
2mxmy + c1

)(
2sxy + c2

)
(

m2
x + m2

y + c1
)(

s2x + s2y + c2
) (29)

Here, mx, my are the means, sx, sy are the variances of x and y, sxy is the covariance
of x and y, and c1, c2 are constants depending on the dynamic range of pixels. The
Structural content similarity index (SSIM) for all the secret images experimented
using thementioned cover images in the above tables, is reported to be approximately
0.99.

Figures 5 and 6 show results obtained during the simulation of the proposed
steganographic algorithm. The dimensions of cover images and secret images used
for the experimentation are all 512 × 512 and 256 × 256, respectively. So, the
Embedding Capacity (EC) is fixed. The value of the embedding capacity is evaluated
as follows.

EC(bits/pixel) = (256 × 256)/(512 × 512)

= 1/4 = 0.25 bits/pixel or bpp. (30)

5.4 Resistance Against Steganalysis

Steganalysis can detect the presence of secret data inside the stego image and hence,
it can nullify the ultimate aim of the steganographic system. So, themethod should be
strong enough to avoid any suspicion about the presence of hidden data. Steganalysis
can be either a visual attack or a statistical one. From the high PSNR values obtained,
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(a) (b)

(c) (d)

Fig. 5 Mammogram embedded into baboon image a cover image, b stego image, c secret image,
d extracted secret image

it can be inferred that the algorithm is robust to visual attacks. Still, the statistical
steganalysis can detect the presence of confidential data.

So, to evaluate the security of the algorithm against statistical analysis, machine
learning models are implemented on the features obtained from the wavelet analysis.
As the method implements lifting Haar WT and DCT, and embeds the secret data
in low-frequency sub-bands, the same coefficients are analyzed for the purpose of
steganalysis.

Using lifting Haar WT on a dataset comprising 500 cover images and 500 stego
images, the approximation coefficients are generated up to level-3, and their statis-
tics like mean, variance, skewness, kurtosis, mean absolute deviation, and geometric
mean are collected. The same features are also generated for DCT coefficients eval-
uated from wavelet coefficients of level-1. This data is used for training machine
learning models such as Support Vector Machine, Random Forest classifier, and
AdaBoost classifier, to differentiate between cover and stego images.

Table 3 represents the metrics obtained by different machine learning models on
the above-generated dataset.

The precision scores obtained represent the inability of machine learning algo-
rithms inaccurate classification between cover and stego images. So, the stegano-
graphic method proves to be secure.
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(a) (b)

(c) (d)

Fig. 6 Brain MRI embedded into lena image a cover image, b stego image, c secret image,
d extracted secret image

Table 3 Evaluation of ML
models for steganalysis

ML algorithm Accuracy Precision

Linear SVM 45.5 44.5

SVM (Gaussian kernel) 40.0 36.4

Random forest 13.5 13.9

AdaBoost 29.5 26.9

Decision tree 13.5 16.5

5.5 Histogram Analysis

Steganalysis can detect the presence of hidden data using histograms. If there is a
noticeable difference between the histograms of cover and stego images, then there
is a high probability of suspicion. Figure 7 represents the histograms plotted for the
distribution of the Pepper cover image and its stego image. The two of them appear
to be mostly similar visually.

Thesehistogramsare comparedusing correlation analysis, inwhich the correlation
coefficient obtained for the two histograms is approximately 0.99.
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Fig. 7 Histogram of a cover image, b stego image

5.6 Computational Complexity

The time required for the total process to complete usually denotes the computational
complexity. The total process in the algorithm comprises of two phases: Embedding
and Extraction. The proposed method is implemented on a computer with Core i3
Gen-6 processor of 2 GHz base speed and 8 GB physical memory. The simulation
is totally carried out in Python version 3.6, using Jupyter notebook. The embedding
phase took 3.45 s to hide a brain MRI image in Lena cover image, and the extraction
phase took 0.63 s.

Figure 8 shows a pie chart with different processes in the embedding phase and
their constituent percentage in the time taken.

Fig. 8 Computational time
(in percentage) in the
Embedding phase
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Table 4 Comparison of the method with other schemes (PSNR (dB))

Method Cover image

Pepper Baboon Airplane Lena Average

Wu et al. [20] 43.56 43.54 43.53 43.54 43.54

Chang et al. [21] 40.96 40.93 40.73 40.97 40.89

Kanan et al. [22] 45.13 45.12 45.18 45.12 45.14

Arun Kumar et al. 49.67 49.26 50.02 50.12 49.77

Ours 60.42 60.43 60.41 60.41 60.42

5.7 Comparison with Other Methods

The comparison of the presented algorithm is carried out with some other tech-
niques existing in the literature, in terms of PSNR. The following table represents
the comparison.

The PSNR values in Table 4 shows that the proposed method is performing better
than others and it can produce a stego image with better visual quality.

6 Conclusions

A high-secure steganographic method is proposed in this paper, which combines
Lifting Haar WT, DCT and SVD. As, the embedding is in the singular values, the
quality of the image is not disturbed and hence, stego image will be of great quality.
This prevents the visual attack steganalysis. The embedding is done after the decom-
position of a frequency sub-band. This makes statistical steganalysis difficult too.
The encryption of secret image using Logistic chaotic map and LFSR, adds more
security to the private data. As discussed in results, it also takes less amount of time
to perform the embedding and extraction process. The high PSNR values suggest
that the probability of suspicion about hidden data is minimum.
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Analysis of Energy Consumption
of Energy Models in Wireless Sensor
Networks

Indrani Das, Rabindra Nath Shaw, and Sanjoy Das

Abstract In thewireless sensor networks, energy consumption is a very crucial issue
because they work through the limited battery power of individual nodes. Here, we
have analyzed various energymodels on the performance.Different routing protocols
are used on various node densities. In WSN, if nodes battery limit once exhausted
the ongoing message exchanges for any kind of work get completely discontinued.
A sensor node in WSN uses battery power when they are sending, receiving, and
listening ongoing communication in transmitting, receiving, idle, and sleep mode.
The total energy is consumed for different activities, like routing protocols message
exchanges, MAC layer operations as well as other network layers. Any kind of
message exchanges required a certain amount of power. Therefore, battery life is a
major concern in the network. The maximum power consumption is observed when
nodes receive and transmit packets from one node to another. So, proper utilization of
battery of individual nodes is always desirable in this network. The individual node
battery level determines the overall network performance and lifetime. In this paper,
we have used various energymodels. TheAODV andDSR routing protocols are used
for evaluating their performance in terms of energy consumption. Our simulation
results show that AODV routing protocol used less battery power as compared to
DSR in all energy models.
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Network lifetime

I. Das
Department of Computer Science, Assam University, Silchar, Assam, India
e-mail: indranidas2000@gmail.com

R. N. Shaw
School of Electrical Electronics & Communication Engineering, Galgotias University,
Greater Noida, India
e-mail: r.n.s@ieee.org

S. Das (B)
Department of Computer Science, Indira Gandhi National Tribal University, Regional Campus
Manipur, Imphal, India
e-mail: sdas.jnu@gmail.com

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2021
M. N. Favorskaya et al. (eds.), Innovations in Electrical and Electronic Engineering,
Lecture Notes in Electrical Engineering 661, https://doi.org/10.1007/978-981-15-4692-1_57

755

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4692-1_57&domain=pdf
mailto:indranidas2000@gmail.com
mailto:r.n.s@ieee.org
mailto:sdas.jnu@gmail.com
https://doi.org/10.1007/978-981-15-4692-1_57


756 I. Das et al.

1 Introduction

In the wireless sensor networks, with the help of energy models energy of individual
node is well conserved. The sensor nodes are deployed randomly or certain fashion
for information acquisition [7]. These nodes collect data and transmit them to a data
concentrator which analyzes and processes data.

A sensor node can work in transmit, receive, idle, and sleep mode. The WSN’s
various network layers perform various activities and exchanges various control
packets to fulfill the network requirements. But the sensor network does not have
external source of power supply, and nodes are operated with limited battery power.
So, identifying suitable energy models is very essential to increase lifetime of the
network. This depends on the battery life of individual node. So, all node participation
should be avoided in the sensor network [8].

In this paper, AODV and DSR routing protocols are used to understand the energy
consumption by individual nodes in different energy models. This study helps in
understanding the overall network life span with various energy models. Through
simulation as well as other research works show that sensor node consumed major
portion of battery power during message transmission and receive operations.

The paper is organized as follows: Sect. 1 included the introduction ofWSNs, and
literature review is discussed in Sect. 2. The methodology and experiment analysis
are discussed, and observation of the performance of AODV and DSR is thoroughly
studied as shown in Sect. 3. The paper is concluded in Sect. 4.

2 Literature Review

A lot of research works has addressed the energy consumption issues of sensor
nodes. Also, the analysis of various routing protocols is studied by different research
communities. In this section, we have included literature concerning to our problem
specifically work focused on energy models.

In [6], authors have discussed the energy consumption for MANET. They have
considered various activities of network layers, application layer, and MAC layer.
TheDSDV,DSR, andAODV routing protocols are used for analyze. The result shows
the AODV routing protocol consumed lesser energy than DSR and DSDV protocols.

In [4], authors have proposed a linear discriminant packet flow analysis system
(LDPA) algorithm to analyze energy consumption and detect the attack, and the
results analysis show the effectiveness of the LDPA algorithm.

The authors[11] focused on service quality as well as survival time of WSNs.
A novel shuffled frog leaping algorithm is proposed. The energy consumption in
the physical layer is mathematically modeled and applied optimization function of
energy consumption. The total energy consumption in sendingmessage and transmis-
sion power of WSN are considered. In terms of survival of individual sensor nodes,
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error frame, and network lifetime, the proposed algorithm is performing better as
compared to others.

In [1], authors develop energy consumption models, which considered energy
consumption due to data packets, control packets, and re-transmission occur in the
network. The simulation results show that their model is better than the existing one.

In WSN, network lifetime is determined by battery life of individual node. So,
all node participation should be avoided in the sensor network. The opportunistic
routing and geographic random forwarding technique are used for reducing energy
consumption [8].With the help of sleepmode operation, network lifetime is improved
as well as reduced the energy consumption.

In [9], authors proposed a mathematical framework for energy model to eval-
uate the energy consumption. The IEEE 802.15.4, DMAC with radio frequency
identification (RFID) impulse is used for performance analysis. The mathematical
results obtained show RFID impulse performs better than others in terms of energy
consumption.

In this paper, authors [10] proposed a temperature-based analytical battery model.
This is a software-based approach, which calculates the state of charge, and the
voltage level of batteries of nodes inWSNs. The results show that without disturbing
the tasks performed by nodes this model can be embedded to compute the lifetime
of batteries.

In [5], a series of experiments conducted for energy consumption of IEEE 802.11
based wireless network is studied. The energy consumption is modeled as linear
equation with send, receive, and discard broadcast and point-to-point data packets
of various sizes.

In [2], authors have investigated three scenarios based on existing energy models.
Authors used Mica, MicaZ, and generic energy models along with AODV and
DYMOroutingprotocols. The experiment results show that both the routingprotocols
consumed less energy in MicaMote energy model.

3 Methodology and Experimental Analysis

During various operations performed by different layers of a network consumed
certain amount of battery power. Sensor node may operate in transmit, receive, idle,
and sleep modes. If a node is always active in the network consumed lots of energy,
so sometimes based on the need to save the battery power, they are switching in
different mode. Doing this, they prolong the battery power and increase the lifetime
of the network. It is observed from studies and experiments that during transmit and
receivemode operations, nodes are consumingmaximumpower as compared to other
network activities. Our analysis considered transmits and receives mode operations
with various energy models and AODV and DSR routing protocols. The number of
node and simulation time is fixed throughout the simulation. The AODV and DSR
routing protocols are used for performance analysis done in Qualnet simulator. The
simulation parameters and their values used in the experiments are given in Table 1.
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Table 1 Simulation
parameters and their values
[3]

Parameter Values

Simulation time 30 min

Number of node 20

Data rate 2 Mbps

Packet reception model PHY802.11b

Network area 1500 × 1500

Number of channel 1

Path loss model Two ray

Battery model Residual life estimator

Antenna model Omnidirectional

Radio type 802.11b

Battery type Duracell AA(MX-1500)

Routing protocol AODV and DSR

Energy model Mica-Motes, Generic, MicaZ

Mobility model Random waypoint

Pause time 1 s

Minimum speed of nodes 0 mps

Maximum speed of nodes 10 mps

A. Energy Consumption in Transmit Mode

The total energy (power) consumed (in mWh) by radio interface in the transmission
mode.

In Fig. 1, the results of energy consumption are computed based on various
energy models, namely generic, MicaMote, and MicaZ for AODV routing protocol.
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Fig. 1 Energy consumed for AODV routing protocol
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The results show that energy consumption is lowest in MicaMote energy model
irrespective of the number of nodes.

In Fig. 2, the results of energy consumption are computed based on various energy
models, namely generic,MicaMote, andMicaZ forDSR routing protocol. The results
show that energy consumption is lowest in MicaMote energy model irrespective of
number of nodes. Further, for some of the nodes, MicaZ also gives the same results
but energy consumption is too high for generic model.

B. Energy Consumption in Receive Mode

Total energy (power) consumed (in mWh) by radio interface in reception mode.
In Fig. 3, the results of energy consumption during receive mode operation are

computed based on various energy models, namely generic, MicaMote, and MicaZ
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for AODV routing protocol. The results show that energy consumption is lowest in
MicaMote energy model irrespective of the number of nodes.

In Fig. 4, the results of energy consumption during receive mode operation are
computed based on various energy models for DSR routing protocol. The results
show that energy consumption is lowest in MicaMote energy model irrespective of
the number of nodes. Also, this is observed that MicaZ is also giving better results.

C. Energy Consumption comparison of routing protocols in Transmit Mode

In Fig. 5, the results of energy consumption during transmit mode are compared for
the AODV and DSR routing protocols for generic energy model. The results show
that energy consumption is lower in AODV routing protocol.

0
0.05
0.1

0.15
0.2

0.25
0.3

0.35
0.4

0.45

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

En
er

gy
 c

on
su

m
ed

 (i
n 

m
W

h)
in

 
Re

ce
iv

e 
m

od
e

Number of Nodes

Generic

MicaMote

MicaZ

Fig. 4 Energy consumed for DSR routing protocol

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

En
er

gy
 c

on
su

m
ed

 (i
n 

m
W

h)
in

 T
ra

ns
m

it 
m

od
e

Number of Nodes

AODV_Generic

DSR_Generic

Fig. 5 Energy consumedduring transmitmode forAODVversusDSR routing protocolwith generic
energy model



Analysis of Energy Consumption of Energy Models in Wireless … 761

0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09

1 2 3 4 5 6 7 8 9 1011121314151617181920

En
er

gy
 c

on
su

m
ed

 (i
n 

m
W

h)
in

 
Tr

an
sm

it 
m

od
e

Number of nodes

AODV_MicaMote

DSR_MicaMote

Fig. 6 Energy consumed during the transmit mode for AODV versus DSR routing protocols with
MicaMote energy model

In Fig. 6, the results of energy consumption computed for transmitmode operation
are compared forMicaMote energymodel. The results show that energy consumption
is lower for the AODV routing protocol during transmit mode operation.

In Fig. 7, the results of energy consumption during transmit mode operation are
compared for the AODV and DSR routing protocols for MicaZ energy model. The
results show that energy consumption is lower in AODV routing protocol but for
some nodes DSR routing protocol gives the similar results.

D. Energy Consumption comparison of routing protocols in Receive Mode

In Fig. 8, the results of energy consumption during operation during receivemode are
compared for the AODV and DSR routing protocols with the generic energy model.
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Fig. 8 Energy consumption during receivemode operation for AODV versus DSR routing protocol
with generic energy model
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Fig. 9 Consumption during receive mode operation for AODV versus DSR routing protocol with
MicaMote energy model

The results show that energy consumption is lower in AODV routing protocol but
for some nodes DSR routing protocol gives the similar results.

In Fig. 9, the results of energy consumed in transmit mode are compared for the
AODV and DSR routing protocols for MicaMote energy model. The results show
that energy consumption is lower in AODV routing protocol.

In Fig. 10, the results of the energy consumption during the transmit mode are
compared for the AODV and DSR routing protocols for MicaZ energy model. The
results show that energy consumption is lower in AODV routing protocol.

4 Conclusions

In this paper, the energy consumption is analyzed for AODV and DSR routing proto-
cols with various energy models analyzed. The thorough simulation results show
that almost in all the cases, AODV routing protocol outperforms than DSR in terms
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Fig. 10 Consumption during receive mode operation for AODV versus DSR routing protocol with
MicaZ energy model

of energy consumption. We have shown energy consumption only in transmit and
receive mode operation of sensor nodes. In transmit and receive mode operation of
nodes, AODV required lesser energy as compared to DSR routing protocol. So, the
network longevity will be higher when the networks operate with AODV routing
protocol. In future, these energy models can be analyzed along with other battery
models, MAC protocol operations, and higher node density.
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Predictive Data Analysis for Energy
Management of a Smart Factory Leading
to Sustainability

Milan Kumar, V. M. Shenbagaraman, Rabindra Nath Shaw,
and Ankush Ghosh

Abstract Smart manufacturing and data analytics can help in manufacturing sector,
where the current scenarios transmission and data analysis from across the plant
create manufacturing intelligence; it can be used to have a good impact across all side
of operations. Predictive analysis helps that in a lot of ways in smart manufacturing.
In this work, authors have tried to take values of a smart manufacturing company and
have done predictive analysis to take out the energy consumption based on historical
data.

Keywords Smart manufacturing · Deep learning · Data augmentation · Statistical
analysis · Energy consumption

1 Introduction

The pace of transformation in very fast nowadays. In the nineteenth century, the
whole manufacturing was dominated by Stream, while twentieth century was all
about electricity and now what we are talking about in manufacturing is all about
data and only data [1–3]. Internet of things abbreviated as IoT is such a revolution that
makes us collect the data from all kinds of machines. Now we have even machine-
to-machine communications (M2M) which are helping manufacturing engineers,
production engineers, and plant managers to feed with lots and lots of data. The
information collected is not only helping us to improve the productivity but also
helping to improve downtime which is bringing better disciplines in a factory.
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Advancement of big data analytics [4, 5] now the speed to market is significantly
improved as in the background it is eliminating error, reducing lead times, boosting
manufacturing. Data can be collected from structured sources as well as unstructured
sources, and such evolution of high data is a big challenge for any industry to manage
which is often un-noticed.With the further evolution of the cloud technology, you can
store the data infinitely and that is how the new term is “Big Data,” But, in this case,
the biggest challenge is not only to collect data but to process it and that is how data
analytics comes into picture. This gives us great insight, benefitting manufacturing
companies across the world.

Large auto makers like Volkswagen, Tesla have started using big data to spot
patters which are helping to reduce the quality issues moving into zero-defect
scenarios. The companies can easily predict the manufacturing downtimes and even
predict it in advance. Companies like Microsoft, Amazon, and Google are getting
bigger and bigger as companies are using their cloud storage to enhance data capa-
bilities. The conventional energy resources are getting exhausted day by day. Energy
saving is therefore has become a mandatory criteria for all factories [6–9].

Today, machine learning and artificial intelligence enables manufacturers to
process petabytes of data in actual scenario that can be useful to engineers.

2 Data Analytics

It is the way to make and understand the pattern of data leading us to make the
insights. With the right set of technologies like R, Python, you are able to make
the data more insightful for you enabling us to take decision [10, 11]. It allows
for the recognition of imperfections and more precisely than a human subject matter
specialist. In the past, it was used to understand the historic set of data and try to learn
it from it and try to put some manual intervention how to overcome that business
challenge. But, now the historic data is used to derive a machine learning pattern
based on the statistical models which help us to predict. Traditionally, a enormous
amount of data is already present in themanufacturing sector. Predictivemaintenance
and asset performance optimizer management are acquiring of data management and
analytic strategies focused on operational excellence. Previously, data analytics was
used to understand the past and current status of a target, like predicting the chances
of machine defects/the probable frequency of machine stoppages.

3 Data’s Role in Smart Factories

Nowadays, data is an extremely important asset for manufacturers; as per Economist
magazine, “Data is a New Oil.” It plays a vital role in smart factory to see into the
data and make meaning out of it. In fact, we can easily say it is the foundation of all
Industry 4.0 and digital manufacturing lead. The key role of data analytics in smart
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factories is to built connection between data being generated and to focus on creating
newmeasures whichmay not be immediately obvious in the past. If themanufacturer
can minimize production shutdowns or downtimes through forecast failure itself is
the huge benefit of data analytics. It can enhance production competitive advantage
via efficiencies, cost savings, quality leading to top-line growth.

In current scenarios, where item and utility are commoditized day by day, cost
and quality are become important major advantage that data collection can be easily
enabled and triggered via big data analytics. A smart factory is a exact environment
where management and staff can optimize their work, machinery and equipment
helps to improve the processes in a company. In assembly, there are multiple sources
of information which can be connected to the Internet of things (IoT) via sensors and
other SCADA devices [11, 12]. The industrial Internet of things (IIoT) [12, 13] are
made up of sensor nodes that capture manufacturing data on processes and inventory
and transmitted through a network that connects to the cloud data storages.

It uses this information and helps identify based on data patterns shows the anoma-
lies. In the supply chain process, it extends the quality, logistics, assembly, machining
and product lifecycle management. Smart factories enable high optimized perfor-
mance that uses advanced IT; data analytics plays a key role in how those plant
operates.

Manufacturers are facing less development cycles, product cycles, stringent
budgets, and high supply chain diversity. But, it needed strong data search plat-
forms which can monitor and manage production lines. Data can provide critical
functions like security, capability to analyze it within no time. Big data analytics,
ML techniques can be applied on old data to find the meaningful information in data.

4 Basic Elements of Data Analytics

The new phrase like cloud, cloud computing, edge computing, data lake are often
heard new terms which are main elements to enable any data analytics. Data
ingestion occurs through plant sensors embedded, or even now, we can retrofit in
production equipment such as SCADA machines, assembly machines, conveyor
belts, co-bots, robots. In addition to data acquisition hardware, other key enablers
are data acquisition, data visualization, analytics platform, and monitoring software.

Three steps are involved in data analytics process: applying analytics, data acquisi-
tion, and data visualization.Data acquisition is connectingwith productionmachines,
often through edgedevices or other types of h/w, and if themachine is not IoT enabled,
then you have to retrofit the sensors then capturing and importing data which is called
data ingestion. At Step 2, it applies analytics using advanced statics modeling or ML
s/w like R, Python. The last step is result of an application or visualization layer, like
dashboards which display data about uptime or throughput, quality. The main h/w
components include IoT sensors and actual located on sensor nodes, fix equipment,
and combined data to send to host that is require to process and storage capacity
in the cloud or on area in the hosts. Programmable logic controllers (PLCs) are the



768 M. Kumar et al.

main components in data collection. Programmable logic controllers (PLCs) enable
machinery and bots to be monitored.

The data can be seen in programmable logic controllers (PLCs) doesn’t stay long
as it is immediate. Therefore, the data can be extracted and saved in the corner server
or a cloud. The edge server remains close to the production line to temporarily save
data and do some data preprocessing.

5 Emerging Application Areas of Data Analytics

Data analytics is helping manufacturers improve efficiency, productivity, stream-
lining assembly operations. In the past, a machine would simply grind to a halt,
hindering production for days or even weeks before big data analytics, factories
had few signs of equipment malfunction. Today, using IoT-enabled sensors, IIoT
and data analytics, production engineers can measure equipment temperature, heat,
sound, vibrations to understand what “normal” operations look and feel like. Big
Data analytics also enables manufacturers and companies to track the amount of
time it takes products to move through different areas of the assembly line, value
stream points out.

Today’s industry and manufacturing landscape demands we run lean manufac-
turing, because consumers desire their products faster and much cheaper as it used
to be. On the other hand, our industry faces a skilled manpower and talent shortage,
so expanding our team is not a sustainable solution and most wise solution.

Technologies like artificial intelligence, machine learning and deep learning, can
not only help engineers more quickly and accurately identify right statistical patterns
and trends fromhistorical data, but they can learn and adapt as newdata comesmaking
it more predictive. Advance analytics can merge previously unavailable data from
various business systems so that assembly lines can get smarter enabling us to take
the decisions well in advance.

IoT-enabled products delivered to individual customers and business customers
can send data back to the companies, helping improve product or services, and open
up new revenue streams and models never before thought off or explored, all enabled
by data. Main benefits of smart factories are cost reduction, quality improvement,
improving efficiencies; this will enhance in the future how the data can generate and
grow new business opportunities and new revenue models.

6 Data and Study Area

Data analytics with predictive analysis is shown here. It shows how to predict energy
consumption for a certain period of time. To do this, data analytics and machine
learning are used here. It will predict how much energy (KWh) will be used when
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Fig. 1 Energy consumption dataset

machines run inside a smart manufacturing industry [14–16]. This forecast will help
to prepare the proposed budget (Fig. 1).

This is a historical data of a smart manufacturing industry. Here, two machines
runs and their power consumption unit in KWh is given. To calculate this, Keras [15]
is used to predict the KWh of energy which will be spent when specific inputs are
given.

7 Framework and Prediction Model

A deep learning regression model is created with the Keras/TensorFlow library and
compiled for a target variable KWhper day. The finalmodel is savedwith a rootmean
squared error (RSME) value of approximately 40 KWh after training 1500 epochs
(cycles) on the data set. The last part of this report is an example (and possible
strategy) of how an energy manager may be able to utilize a model in a simple
python script in predicting electrical energy consumption.

The process started with extracting one year’s worth of time series data recorded
on 5 min intervals from the machine automation system. Preprocessing the data was
done in Excel, and then Python was used to resample the data to compute daily mean
values in the Pandas computing library (Fig. 2).

Then, it is divided into two data, i.e., training and testing, for further calculation
(Fig. 3).
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Fig. 2 Data resample program

Fig. 3 Data processing program

Then, a sequential model is created with the help of Keras/TensorFlow to perform
the predictive analysis. Subsequently, the program is run for 1500 epochs to train the
model and which will improve the accuracy (Fig. 4).

The epoch is run to train the dataset and increase the accuracy.
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Fig. 4 Data training program

8 Results and Discussions

The result can be depicted from the graph plotted between KWh versus epoch. The
graph clearly shows that how the loss is decreasing, and the accuracy is increasing
(Fig. 5).

Fig. 5 Graph between KWh versus epoch
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Fig. 6 Predictive analysis result

The result can be predicted from the test dataset to make predictive analysis of
the sample data. The predictive analysis result is shown in the table (Fig 6).

Here, we have predicted over the test dataset and compared with the original
dataset, which passed the accuracy test. From the predictive result, energy saving
can be calculated. Assuming the machine averages 40% load during unoccupied
hours (108 h/week), then having the chiller shutoff during unoccupied hours can
save:

KWhSavings Potential = (4weeks/month) ∗ (108 h/week)∗

(140ns ∗ 0.7 kW/Ton ∗ 40%) = 16, 900 kWh potential monthly savings.
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9 Conclusions

Smart manufacturing is coming in a big way in manufacturing sector to process the
real-time transmission and analysis of data from across the factory creates manufac-
turing intelligence, and tomake prediction. Here, in this work, a predictive analysis is
done on energy consumption in a smart factory. The prediction have been done over
the test dataset and compared with the original data to substantiate our result. Thus,
our predictive analysis has proven the accuracy test. The predictive analysis result
helps that in a lot of ways in smart manufacturing as well as to prepare advanced
budget of the company.
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Abstract The wireless sensor networks sensor nodes are operated through battery
power; for every particular activity, amount of energy is used. The node lifetime also
depends on battery life. The longer the battery life leads to a longer life of the network.
So, energy utilization is crucial. In this paper, we have used location-based routing
protocol andmultipath routing protocol for analyzing the consumption of energy. The
principal objective of thiswork is to analyze the performance of different categories of
routing protocols in terms of energy utilization. So that appropriate routing protocol
may be adapted for future communication. The total energy is consumed for various
activities, like routing protocols message exchanges, MAC layer operations as well
as other network layers. Any kind of message exchanges required a certain amount
of power. We have analyzed power consumption for individual nodes. The AOMDV
and LAR routing protocols are used to evaluate their performance in terms of energy
consumption. This is evident from the result that the AOMDV routing protocol
utilizes lesser battery power as compared to protocol.
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1 Introduction

Wireless sensor networks (WSNs), sensor nodes are operated through limited battery
power. The conservation of energy in WSNs is a major issue nowadays. Day by
day, applications of sensor networks increase by leap and bound. The sensor nodes
are deployed on particular applications. Nowadays, for monitoring a smart home,
agriculture fields, animal monitoring, health care monitoring, industrial monitoring,
environmental monitoring, etc., different kinds of sensors are used. All these appli-
cations need the continuous transmission of data from the source to sink for control.
Due to the limited battery power and computational power, optimum uses of sensor
nodes are required. Overutilization of sensor nodes may discharge higher power, and
the battery power level gets exhausted quickly. This creates a fragmentation in the
network, and ongoing transmission gets hampered. The objective is to how to save
the battery power and increase the life of sensor nodes is a major concern.

A sensor node uses battery power in a different mode of operation like transmit,
receive, idle, and sleepmode. Further, whenmessages are transmitted in the network,
various activities supported by different layers to transmit the messages from one
layer to another uses different level of battery power. There is no external power
supply to the sensors in the network. So, identifying suitable routing protocols and
other models is very crucial to increase the lifetime of the network.

In this paper, we have analyzed a multipath routing protocol AOMDV and
location-based routing protocol LAR1 to analyze their performance in terms of
energy consumption. The individual nodes’ energy consumption in receive and
transmit mode is analyzed thoroughly with different simulation times. Because in
various past studies, it shows that sensor nodes are using maximum power during
receive and transmit mode operations. This study explores the insight understanding
of the overall network life span.

The paper is organized as follows: Sect. 1 included the introduction of WSNs.
In Sect. 2, we have included various works on energy consumption analysis for
multipath as well as location-based routing. The experimental setup and assumptions
made for analysis are discussed in Sect. 3. Finally, the paper is concluded in Sect. 4.

2 Literature Review

In this section, we have discussed variousworks related to themultipath and location-
based routing used for data delivery in wireless sensor networks.

The application of multipath routing is increased day by day in supporting the
various applications of WSNs [10]. Through the uses of multipath routing networks,
the lifetime can be increased, and the network becomes more connected. In this
survey, various concepts of the multipath routing protocols are discussed, along
with fundamental challenges. Furthermore, extensive comparison among multipath
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routing techniques is discussed [10]. A survey on various multipath routing protocols
is extensively discussed in [2].

In [5], authors have been proposed a novel mechanism to identify the best shortest
path with minimum energy consumption. To achieve this goal, a genetic algorithm-
based meta-heuristic optimization technique is used. The major advantages of this
mechanism help in dynamically identifying the best possible path.

This mechanism is compared with other existing protocols, and simulation result
achieves by the mechanism is better as compared to others methods.

In [7], the authors addressed the various design issues forwireless sensor networks
and also thoroughly analyzed various design criteria for routing protocol for WSNs.
The proposed technique is an energy-aware multipath routing algorithm. This
protocol identifies the nodeswith low energy levels and discards themwhen choosing
an energy-efficient route. Further, the path is selected based on the remaining energy
level, the number of hops in a route. The experiments show that energy consumption
in multipath is lesser than the traditional routing protocols. This helps in prolonging
the network operations and individual nodes’ life.

The authors proposed an energy-efficient location-based routing protocol called
Greedy Perimeter Stateless Routing for wireless sensor networks (GPSR-S) [1]. This
protocol is an extended version of the well-known location-based GPSR protocol.
The results show that GPSR-S is more energy-efficient than GPSR. The lifetime of
the network is increased by 10% in GPSR-S.

A balanced routing technique is proposed in [4], where data is transmitted through
multiple routes. The multiple paths depend on the weightage means the proportion
of route utilization. This mechanism is compared with ETX routing scheme, and
simulation shows that the balance scheme is outperformed than ETX technique.

In WSNs, energy consumption is a significant issue, and this is addressed in
[8]. The single-path routing mechanisms fail to achieve better network lifetime and
frequent disconnection in the network.Many node disjoint multipath between source
and destination node is identified to overcome the problem of single path shortcom-
ings. Authors have been proposed a distributed, scalable, as well as localized mech-
anism, are used. Through this process, a load-balancing algorithm is utilized to split
the traffic into multiple paths. This proposed load-balancing mechanism is compared
with various well-known mechanisms like directed diffusion, directed transmission,
N-to-1 multipath routing, and the energy-aware routing protocols for evaluating the
performance.

3 Methodology and Experimental Analysis

Wehave assumed that energy consumption by different activities other than receiving
and transmit mode operation is negligible. We have observed different rounds of
simulation that idle and sleep mode operations energy consumption is almost zero.
Generally, if a node is always actively participate in communication, comparatively
consumed higher energy. That is why nodes are operated through different modes
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to prolong the battery power as well as increase the lifetime of the network. We
have set up a random topology of 30 sensor nodes and random CBR source and
destination. This parameter is constant throughout all the experimental setup. The
functioning and energy consumption of both the protocols are checked for 10, 20,
and minutes of simulation. It is observed from studies and experiments that during
transmit and receive mode operations, nodes are consuming maximum power, and in
receive mode, operation consumes higher energy than transmit mode. The multipath
routing protocol AOMDV [9] and location-based LAR1 routing protocols [6] are
used for performance analysis done in Qualnet simulator. The simulation parameters
considered for the analysis and their values are given in Table 1.

A. Energy Consumption (in Transmit Mode)

The total energy (power) consumed (in mWh) by radio interface in the transmission
mode.

Figure 1 shows the overall consumption of energy during the transmit mode
operation of sensor nodes. In terms of energy utilization, it is clearly visible from
the graph that location-based routing protocol LAR-1 consumes more energy as
compared to AOMDV. Some of the nodes are consuming energy quite similar in
both the protocols.

Figure 2 shows the overall consumption of energy during the transmit mode oper-
ation of sensor nodes with increased simulation time 20 min. The data transmission
begins at 1 s and terminates at 20 min. In terms of energy utilization, it is visible

Table 1 Simulation
parameters and their values
(Das et al. [3])

Parameter Values

Simulation time 10, 20, 30 min

Nodes 30

Data rate 2 Mbps

Data item send 100

Packet reception model PHY802.11b

Data size (Byte) 512

Data interval 1

Network area 1500 × 1500

Number of channel 1

Path loss model Two ray

Battery model Linear

Antenna model Omni-directional

Radio type 802.11b

Full battery capacity 1200 mA.h

Routing protocol AOMDV and LAR1

Energy model Mica-Motes
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Fig. 2 Energy consumed LAR1 vs AOMDV (simulation time 20 min)

from the graph that location-based routing protocol LAR-1 consumes more energy
as compared to AOMDV for all nodes.

Figure 3 shows the overall consumption of energy during transmit mode oper-
ation of sensor nodes with higher simulation time 30 min as compared to others
mentioned in Figs. 1 and 2, respectively. The data transmission begins at 1 s and
terminates at 30 min. All the nodes, while transmitting messages, consume lesser
energy when transmitting packets with AOMDV protocol. During transmission, all
the nodes consume higher energy in LAR1 operation.

B. Energy Consumption (in Receive Mode)

Total energy (power) consumed (in mWh) by radio interface in reception mode.
Figure 4 shows the overall consumption of energy during receive mode operation

of sensor nodes. In terms of energy utilization,while receivingmessages fromvarious
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Fig. 4 Energy consumed LAR1 versus AOMDV (simulation time 10 min)

other nodes, from the graph, it is clear that location-based routing protocol LAR-1
consumes more energy as compared to AOMDV.

Figure 5 shows the overall consumption of energy during the receive mode opera-
tion of sensor nodes with increased simulation time 20min. The data transmission by
various sources starts at 1 s and terminates at 20 min. In terms of energy utilization,
it is visible from the graph that location-based routing protocol LAR-1 consumes
more energy as compared to AOMDV for all nodes.

Figure 6 shows the overall consumption of energy during the receive mode oper-
ation of sensor nodes with higher simulation time 30 min as compared to other
simulation mentioned in Figs. 1 and 2. The data transmission in the network begins
at 1 s and terminates at 30 min. All the nodes, while receiving messages from various
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sources, consume lesser energy when working with AOMDV protocol. During the
receiving of packets, all the nodes consume higher energy in LAR1 operation.

Overall, the LAR-1 routing protocol consumes higher energy in receive and
transmitmode operation as compared to theAOMDVrouting protocol. Therefore, the
multipath routing protocol is outperformed than a location-based routing protocol. To
increase the longevity of individual nodes as well as overall network lifetime, data
transmission through multipath routing is preferable over location-based routing
protocol.
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4 Conclusions

In this paper, the energy consumption is analyzed for AOMDV, and LAR routing
protocolswith various energymodels are analyzed. The obtained results show that the
AOMDV routing protocol is outperformed than LAR1 in terms of energy consump-
tion. The total energy consumes by all the nodes in AOMDV protocol 2.00194 mWh
and LAR1 2.647416 mWh for simulation time 10 min during transmit mode opera-
tion. Further, for receive mode, operation LAR1 consumes 5.520279 and 4.251799
mWh. We have considered different simulation time to analyze the consumption of
energy. From the result, it is easily concluded that if communication is done through
AOMDV routing protocols, network lifetime will be increased, and nodes in the
network may work for a longer period. In the future, evaluation of other types of
routing protocols can be analyzed for a more insightful understanding of individual
node performance.
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