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Preface

It gives immense pleasure and satisfaction to present this edition entitled
Optimization Methods in Engineering before the readers. Optimization finds its
relevance to the methodology to find a feasible solution to various problems having
its roots in the core of various multidisciplinary practical problems. A significant
portion of research and application in the field of optimization considers a single
objective, although most real-world problems involve more than one objective. This
book is aimed to bridge the gap between theoretical and practicality-based aspects
related to optimization.

As many of the real-world optimization-based research problems naturally
involve multiple objectives, the extremist principle mentioned above cannot be
applied to one objective, when the rest of the objectives are important. Vivid solu-
tions can generate many conflicting scenarios among various objectives. A solution
that is extreme with respect to one objective requires a compromise in other objec-
tives. Such scenarios prohibit one to choose a solution which is optimal with respect
to only one objective. This book glances a wide exposure to problems related to
industrial and manufacturing engineering and empowering decision-makers to adopt
them.

This book grabs the knowledge and experience of various researchers working
across the globe in the domain of industrial and manufacturing engineering. All the
chapters of this book enclose the problem encountered in various working envi-
ronments of the above said domain. The content selected for publication considers
the best usage of term optimization in relation to the edifice of concept and its
applicability.

Jalandhar, India Mohit Tyagi
Anish Sachdeva
Vishal Sharma
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Chapter 1 )
An ISM Approach to Performance e
Indicators of Sustainable Manufacturing
Through MICMAC Analysis in Indian
Manufacturing Industry

Priyanka Pathak and M. P. Singh

Abstract This paper emphasizes analysis of various performance indicators for
successful implementation of sustainable manufacturing in Indian industries. This
research carries identification of performance variables through survey and brain
storming, interpretive structural modeling of these indicators and MICMAC analysis
for all the identified variables. The paper gives driving and dependent variables
through ISM for using the driving factors as potential asset for sustainability and
to give less emphasis to dependent factors. Also, the key factor/factors identified
through MICMAC analysis should be given priority over others while dealing with
these in manufacturing industries.

Keywords ISM, Interpretive structural modeling + MICMAC, Matriced’” impacts
croises-multiplication appliqué’ and classment « SSIM, Structural self-interaction
matrix + IRM, Initial reachability matrix + FRM, Final reachability matrix
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1.1 Introduction

Indian Manufacturing Industry has grown via many developing phases in past
decades. From the beginning in 1947, the Indian manufacturing sector has gone
through the phases of industrial foundation set up in 1950s to 1960s, to the license—
permit Raj from 1965 to 1980 then liberalization of 1990s and finally at present
in global competitiveness. At present, it contributes 16—17% to GDP and gives
employment to around 12% (2014) of the country’s workforce. Confederation of
Indian Industry’s overall mission has been to align with Make In India and help
manufacturing sector increase its contribution to 25% by 2022 [1].

Its vision is to work for sustainability in Indian manufacturing sector and could
come through competition among industries for the better work regarding sustain-
ability and to benchmark their best over competitors so that overall industry adopts
the best ideas and gets benefited [2]. Sustainable manufacturing is the activity of
creating manufactured products with the aid of economically sound processes which
could have least negative environmental effects while conserving energy and natural
resources. It also increases or upgrades workforce, society, and product safety [3].
It is a customized approach for use of less resources, use of environment-friendly
substances, least waste generations for producing a better less harmful product or
service to the society [4].

Manufacturing has always been in practice with some type of harmful environ-
mental effects while converting inputs into needed outputs, due to thermodynamic
laws and process efficiency issues. These harmful effects of manufacturing burden the
industries locally, as well as, globally for the past few years, and exist as a typical chal-
lenge for people and society to deal with economically. Day by day technologies are
changing and need arises for solutions to these changed manufacturing-technological
harmful effects. Some of these solutions or practices are labeled as environmen-
tal design, life cycle handling of product, service handling of product, ecology for
industries, environmental handling for corporate, supply chain terminology for green
systems, and so many (Fig. 1.1).

So many factors such as lack of awareness, new technology in market, new simu-
lation and computer modeling techniques, increased complexities in manufacturing
have been leading to changed requirements of manufacturing sector for upcoming
generations.

SM uses all sort of solutions whether these are related to technology or not. Its
focus was on using the sustainable adoption right from the beginning, from vendor
selection, resource selection, the process used for manufacturing, mission, vision,
level, hierarchy planning, and follow-ups rather than emphasizing upon outputs.
It works on all stages of production so that each stage leads to conservation and
sustainability.

As per OECD, revolution in SM ‘the implementation of a new or significantly
improved product (good or service), or process, a new marketing method, or a
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Fig. 1.1 ‘Three pillars’ of
sustainable system bounded
by the environment
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new organizational method in business practices, workplace organization or exter-
nal relations.” Eco-revolution is almost similar to the SM revolution with some
differences:

Eco-revolution predicts revolution which leads to lesser side effects on the
environment, with or without thinking about the occurrence of any effects.
Eco-revolution might move apart from basic organizational cultural or leveled
boundaries of the pursuing organization and may move toward a holistic societal
arena of existing sociological definitions and institutional boundaries.

Basic three leading dimensions of eco-revolutions are as follows:

Impacts: It says how eco-revolution deals with ambient or surrounding condi-
tions. Past studies say about frequent changes with working practices and lead
to advantages in environmental effects.

Targets: It says about aims of eco-revolution. Aims of ER are methods, out-
puts, marketing practices, sociological and business practices. Reliance of eco-
revolution leads to technology-related advantages and expansions, and also,
the marketing, business, and sociological reliance lead to non-technological
advantages.

Mechanism: It says about the methodology of change in targets. It could be with
changed working practices, changed design for output products or development
of new targets.
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1.2 Identification of Performance Indicators

Sustainable manufacturing or any eco-friendly technique can only be implemented
in industries, if there exists the atmosphere, it requires for ease, and this can only
be possible when there are some plus factors either already present or can be taken
into the picture for such adoptions. These plus factors are known as ‘performance
variables or drivers.” These are the technique boosters, and they provide a helpful
environment to implement such practices. So, before getting prepared for SM imple-
mentation, there is a need to know the boundaries up to which research has already
been done for this so that one can find performance variables for SM. This investi-
gation would bring facts for the top management people to be convinced mentally
and economically for the adoption of SM [5]. Here, 34 research papers are reviewed
out of 124 (which have drivers as their context) scrutinized papers, and year-wise
number of publications for driver-related articles are shown in Fig. 1.2. Details for
driver papers are in Table 1.1.

Various researchers have identified different numbers of drivers in their research
articles. The summarized year-wise review of all 34 driver-related articles for drivers
with numbers and names is given in Table 1.2. In this table, all the synonyms of
drivers as motivators, enablers, key factors, positive factors, enhancement factors
are considered as driver’s name, and the table is prepared accordingly.

Total
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
2013
2014
2015
2016
2017
2018

Year of Publication
| | I | I I I I [ | I I | | I

o
w
=
o

15 20 25 30 35 40

Number of Publications

Fig. 1.2 Distribution of driver-related articles over the years (N = 34)
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Table 1.1 Detailed list of drivers through research papers for SM

S. No. | Research publication type Article
1 ICIE 1
2 Springer 1
3 Elsevier 7
4 Elementa 1
5 Taylor & Francis 2
6 Emerald 4
7 IEEE 1
8 AIMTDR-2014 1
9 International Scholarly and Scientific Research & Innovation 8(12) 2014 1
10 Sustainability 1
11 International Journal of Research in Engineering and Technology 1
12 John Wiley & Sons, Ltd and ERP Environment 1
13 GCSM 1
14 20th CIRP International Conference on Life Cycle Engineering, Singapore, 1
2013
15 Earth & Environment 1
16 19th CIRP International Conference on Life Cycle Engineering, Berkeley, 1
2012
17 XXVI International Mineral Processing Congress (IMPC) 2012 1
Proceedings/New Delhi, India/24-28 September 2012
18 Production Planning and Control 1
19 Proceedings of the 18th CIRP International 448 Conference on Life Cycle 1
Engineering, Technische Universitidt Braunschweig, Braunschweig,
Germany
20 Int. J. Advanced Operations Management, vol. 1, nos. 2/3, 2009 1
21 Journal of Industrial Ecology 1
22 Clean Techn Environ Policy 5 (2003) 279-288 1
23 Environmental Science and Technology 1
24 Long Range Planning 1
Total 34

The observation shows that almost all drivers are covered in these 34 articles as
the research papers review revealed that no new variable is needed to support SM,
all performance variables were already covered in past articles. Table 1.3 presents
research for performance variables with their author name, publication year, research
area and country for those 34 papers in summarized form.
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Table 1.2 Year-wise review of the number and names of drivers in articles

S. No. | Authors name Publication year | Number and name of drivers discussed in
research
1 Epstein M. et al. 2001 5; corporate and business unit strategy,

sustainability actions, sustainability
performance, stakeholders’ reactions,
corporate financial performance

2 Singh M. et al. 2003 9; culture, leadership, knowledge resources,
strategic planning, financial resources,
innovation, technological infrastructure,
integration of systems, knowledge capture

3 Mihelcic J. et al. 2003 5; reinvestment of natural capital, quality of
human life, resource consumption, public
awareness of the capacity of sustainability,
economic vitality

4 Krajnc D. 2003 3; social, economic, environmental

Beers D. V. et al. 2007 6; economics, information availability,
corporate citizenship, and business strategy,
region-specific issues, regulation, technical
issues

6 Steger U. et al. 2007 3; Environmental and social issues,
stakeholders, Govt. role

7 Luken R. et al. 2008 10; current regulations, financial incentives,
future regulations, environmental image,
high costs of production inputs, product
specifications in foreign markets,
requirement of owners and investors, supply
chain demands, public pressure, peer
pressure

8 Luken R. et al. 2008 (2) 10; current regulations, financial incentives,
future regulations, environmental image,
high costs of production inputs, product
specifications in foreign markets,
requirement of owners and investors, supply
chain demands, public pressure, peer
pressure

(continued)

1.2.1 Identification of SM Drivers

After reviewing the various driver-related articles from previous literature, now the
phase is for core drivers or enablers identification. For this, review in Tables 1.2 and
1.3 is discussed with a group of Academicians and Industry Professionals through
Brain Storming Sessions for identifying the drivers for Sustainable Manufacturing.
Here, before identifying the drivers, some brief is given for brain storming.

¢ Brain Storming
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Table 1.2 (continued)

S. No.

Authors name

Publication year

Number and name of drivers discussed in
research

Mudgal R. et al.

2009

15; top management commitment, societal
concern for protection of natural
environment, government policies and
regulations, eco-literacy amongst supply
chain partners, customer satisfaction
through environmental performance,
certification to ISO: 14001 EMS, proper
workplace management: housekeeping
practices, green product development, green
procurement practices, availability of clean
technology, lean manufacturing practices,
economic interests, eco-labeling of products,
reverse logistics practices, competitiveness

10

Jindal A. et al.

2011

7; current regulations, financial incentives,
future regulations, environmental image,
high costs of production inputs, reinvestment
of natural capital, quality of human life

11

Arevalo J. et al.

2011

Not specified

12

Garetti et al.

2012

Not specified

13

Pajunen N.

2012

2; formal, informal

14

Mittal V. et al.

2012

8; current legislation, future legislation, cost
savings, competitiveness, customer demand,
peer pressure, supply chain pressure, public

pressure

15

Crocker R. et al.

2012

Not specified

16

Ahn Y. et al.

2013

20; energy conservation, water
conservation, environmental/resource
conservation, land use regulations and urban
planning policies, waste reduction, proactive
role of materials manufacturers, better ways
to measure and account for costs, green
building rating systems (LEED, green
globes), product and material innovation
and/or certification, adoption of incentive
programs, education and training,
recognition of commercial buildings as
productivity assets, performance-based
standards and contracts, whole/integrated
building design approach, new kinds of
partnership and project stakeholders,
improving occupants’ productivity,
improving indoor environmental quality,
increase of awareness from clients,
community and social benefits, decreased
initial project costs

(continued)
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(continued)

P. Pathak and M. P. Singh

S. No.

Authors name

Publication year

Number and name of drivers discussed in
research

17

Mittal V. et al.

2013

8; current legislation, future legislation, cost
savings, competitiveness, customer demand,
peer pressure, supply chain pressure, public

pressure

18

Kulatunga A. K.
et al.

2013

8; pressure from market, potential to use as
a marketing tool, government promotions
and regulations, awareness of the top
management, limitations in existing process
improvement techniques, success stories of
SM in other organizations, economical
benefits, availability of funds for green
projects

19

Lee K. et al.

2014

2:; market-based factors,
organizational/individual behavioral factors

20

Bhanot N. et al.

2014

10; pressure from market, government
promotions and regulations, economic
benefits, investment in innovation and
technology, lowering manufacturing cost,
improving quality, education and training
system, attracting foreign direct investment,
infrastructure facilities in transportation
sector, development in e-economy

21

Rathod G. et al.

2014

Not specified

22

Pumpinyo S. et al.

2014

Not specified

23

Garg D. et al.

2014

9; regulations and government policies, top
management involvement, commitment and
support, holistic view in manufacturing
systems, effective strategies, and activities
towards socially responsible manufacturing,
corporate image and benefits, societal
pressure and public concerns, market trends,
supplier participation, building sustainable
culture in organization

24

Deepak M. et al.

2014

6; market, supplier, government,
environment, internal drivers, customers

25

Nordin N. et al.

2014

9; environmental regulation, top
management commitment, company image,
economic benefits, environmental
responsibility, public concern, long term
survival in the market, perceived benefits,
stakeholder pressure

(continued)
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Table 1.2 (continued)

S. No. | Authors name Publication year | Number and name of drivers discussed in
research

26 Mittal V. et al. 2014 8; current legislation, future legislation, cost
savings, competitiveness, customer demand,
peer pressure, supply chain pressure, public
pressure

27 Cagno E. et al. 2014 6; environmental regulation, top
management commitment, environmental
responsibility, long term survival in the
market, perceived benefits, stakeholder
pressure

28 Lee K. et al. 2014 Not specified

29 Mittal V. et al. 2014 (2) 8; current legislation, future legislation, cost
savings, competitiveness, customer demand,
peer pressure, supply chain pressure, public
pressure

30 Koho M. et al. 2015 Not specified

31 Metson et al. 2015 Not specified

32 Rossi M. et al. 2016 Not specified

33 Hanim S. et al. 2017 3; competitiveness, company culture, public
awareness

34 Modha M. et al. 2018 16; employee motivation, health and safety,

global climatic pressure and ecological
benefits, environmental concerns and
legislature, global marketing and legislation,
scarcity of resources, higher waste
organizational capabilities and awareness,
government rules, competitiveness, social
and environmental responsibility, generation
and waste disposal problem, customer
awareness, pressure and support, demand
for environment friendly products,
economic benefits or cost reduction benefits,
society or public pressure, supplier pressure
and willingness

Brain storming has been considered as a technique for group discussion, in which
every member from group presents his views on problem/situation in a proper way
to other group members. Basic feature of this technique is its freeness for everyone
in group to review and correct others without any hesitation and produce more and
more innovative solutions or alternatives to situation.

It works as an ‘Ice-Breaker’ between group members, welcomes innovative ideas,
and rejects ineffective alternatives. Other group members in group help to conclude
incomplete but refreshing idea-phrase with their support to the new comer in this
technique. Important advantages of this technique can be revealed as
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Table 1.3 Review of SM driver-related articles
S.No. | Author Year Country or continent (if | Area of research
any)
Modha M. et al. 2018 | India Green manufacturing

2 Hanim S. et al. 2017 | Malaysia Sustainable

manufacturing
Rossi M. et al. 2016 | Italy Ecodesign

4 Bhanot N. et al. 2015 Ludhiana, India Sustainable
manufacturing

5 Metson et al. 2015 Montreal, Canada Sustainable waste
management

6 Koho M. et al. 2015 | Finland Sustainability

7 Mittal V. et al. 2014 | - ECM

8 Mittal V. et al. 2014 | - ECM

9 Mittal V. et al. 2014 | - GM

10 Nordin N. et al. 2014 | Malaysia Sustainable
manufacturing

11 Deepak M. et al. 2014 | India GSCM

12 Garg D. et al. 2014 | India Sustainable
manufacturing

13 Pumpinyo S. et al. 2014 | Thailand Reverse logistics

14 Rathod G. et al. 2014 | India Sustainable product
design

15 Bhanot N. et al. 2014 | India Sustainable
manufacturing

16 Lee K. et al. 2014 | - Sustainable
development

17 Cagno E. et al. 2014 | - Energy efficiency

18 Kulatunga A. K. etal. | 2013 | Sri-Lanka Sustainable
Manufacturing

19 Mittal V. 2013 | India and Germany Green manuf

20 Ahn Y. et al. 2013 | US Sustainability

21 Crocker R. et al. 2012 | West Yorkshire Sustainability

22 Mittal V. et al. 2012 | India ECM

23 Pajunen N. 2012 | World and Finland Sustainable
development and
supply chain

24 Garetti et al. 2012 | - Sustainable
manufacturing

25 Arevalo J. et al. 2011 | India CSR

26 Jindal A. et al. 2011 India Sustainable

manufacturing

(continued)
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Table 1.3 (continued)
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S. No. | Author Year Country or continent (if | Area of research
any)
27 Mudgal R. et al. 2009 | India GSCM
28 Luken R. et al. 2008 | - Sustainable
manufacturing
29 Luken R. et al. 2008 | Nine developing Environmentally sound
countries technology
30 Steger U. et al. 2007 | - Corporate sustainability
31 Beers D. V. et al. 2007 | Australia Sustainable resource
processing
32 Krajne D. 2003 | - Various issues
33 Mihelcic J. et al. 2003 | - Sustainability
34 Epstein M. et al. 2001 | - Sustainability

A large number of ideas

All team members involved
Sense of ownership in decisions
Input to other tools

Creativity.

The mentor, in this technique, provides a helpful and joyous environment to group
members so that there is no boredom during any part of the session. Basic mandates
for the technique are

e Active participation by everyone
e No discussion
e Build on others’ ideas.

Based on the above rules, brain storming sessions were conducted with academi-
cians and industry people for dealing with Tables 1.2 and 1.3, and after series of
sessions, it has been found that the past research papers review revealed the empir-
ical approach for SM variables till date. These approaches are pursued in many
manufacturing industries in India and abroad by researchers. After these sessions,
13 key performance indicators or drive to SM was identified, which are listed below.

Financial/Other Promotional Offers and Supporting Aspects
Surrounding Agencies Pressure

Other Agencies Pressure

Expected Future Law and Rulings

At Present Law and Rulings

Industrial Resources

Technological Resources

Perception of Public

Dedication and Synergy among Manufacturers

e A e o e
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10. Effects from Supply Chain

11. Monetary Benefits

12. Competition and Benchmarking

13. Expected Demand from Market [6].

1.3 Interpretive Structural Modeling

An expert named Warfield in 1974 had developed it as ‘a computer-assisted learning
process that enables individuals or groups to develop a map of the complex rela-
tionships between many elements involved in a complex situation.” In this paper,
approach for the contextual relationship among various performance indicators of
sustainable manufacturing is used. The procedure for implementing ISM [7] is as
follows:

1.3.1 Structural Self-interaction Matrix (SSIM)

The matrix shows a relation between two different factors can be identified by ‘leads
to’ or ‘influences’ type which when chosen says that one factor leads to or influences
another factor. In Table 1.4, SSIM of performance indicators in which a scenario of
different relations mainly for four relationships in the factors x and y is shown as P,
Q, R, S where, P: x leads to y; Q: y leads to x; R: x and y influence each other; and
S: x and y are unrelated.

1.3.2 First/Initial Reachability Matrix (IRM)

SSIM is converted into IRM as shown in Table 1.5, by putting 1 or O in place of P,
Q, R, S by using some rules as

(a) When (x, y) value in Table 1.4 is P, then (x, y) value in Table 1.5 becomes 1 and
(v, x) value becomes 0.

(b) When (x, y) value in Table 1.4 is Q, then (x, y) value in Table 1.5 becomes 0 and
(v, x) value becomes 1.

(c) When (x, y) value in Table 1.4 is R, then (x, y) value in Table 1.5 becomes 1 and
(v, x) value becomes 1.

(d) When (x, y) value in Table 1.4 is S, then (x, y) value in Table 1.5 becomes 0 and
(v, x) value becomes 0.
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1.3.3 Last/Final Reachability Matrix (FRM)

From IRM to FRM as shown in Table 1.6 is reached by applying matrix transitivity
in two or above two pair of factors. FRM is also used to show the driving power and
dependent power of each factor.

1.3.4 Partitions in Levels

From Table 1.6, antecedent sets and reachability sets are figured out for every factor
in Table 1.4. Reachability set is made of the main factor and the second factor which
can get impact from it, and antecedent set is made of the main factor and the second
factor which can impact the main one. After that, intersection of both the sets is
done, and different levels are determined. The factors for which both the sets are
same occupy the rank of first level. After setting the first level, same process is
adopted and repeated for the remaining sets of factors. The process is continued till
the last level is found. Table 1.7 shows all the levels build in an ISM model.

1.3.5 Relationship Model Using ISM

In this model of relationship, the factors in various levels are put at different places in
hierarchy starting from first level to the last identified level. Figure 1.3 of ISM: inter-
pretive structural model reveals that ‘perception of public’ is very significant factor
as it forms the higher power of driving at the bottom of hierarchy. These factors make
a push to another stage/level of ISM model and incorporated as ‘expected demand
from market.” Therefore, management of the sustainable driven companies has to be
careful about the leading factors which provide smoother road of sustainability.

The other factors from the above-sited tables as ‘financial/other promotional offers
and supporting aspects,” ‘surrounding agencies pressure,” ‘other agencies pressure,’
‘expected future law and rulings,” ‘at present law and rulings,” ‘industrial resources,’
‘technological resources,” ‘effects from supply chain,” and ‘monetary benefits’ are
dependent factors of sustainability. All dependent factors are kept at top of hierarchy
for proving less power of leading or driving and more of dependency.

1.3.6 MICMAC Analysis

First of all, the full form of MICMAC analysis is ‘Matriced’ impacts croises-
multiplication appliqué’ and classment.” In this, the leading power represents to
all factors that help to gain sustainability. Lacking power represents to all factors that
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Table 1.7 Level partitions

Variables | Reachability set Antecedent set Interaction set Level
Dl 1,2,3,4,5,6,7, 10, 1,2,3,4,5,6,7,8,9, | 1,2,3,4,5,6,7, 10, i
11 10, 11,12, 13 11
D9 9 8,9,12,13 9 ii
D12 12 8,12, 13 12 iii
D13 13 8,13 13 iv
D8 8 8 8 v
L1[ FinancialOther P 1 § dmg Agencies Pressure Other Agencies Pressure (V3)
Offers and Supporting Aspects v2)
V1) o I I
Expected Future Law and At Present Law and Rulings Industrial Resources (V6)
Rulings (V4) v3)
Technological Resources (V7) Effects From Supply Cham Monetary Benefits (V11)
V10
2 | Dedication and Synergy among Manufacturers (V9) |
:
L3 | Competition and Benchmarking (V12) |
14 l Expected Demand from Market (V13) ]
i
L5 | Perception of Public (V8) l

Fig. 1.3 ISM-based relationship model

helps in making them in place. In this analysis, a graph/plot is made between lead-
ing and lacking of various factors. Figure 1.2 shows the driving versus dependence
power diagram having bunches of factors in different quadrants with driving power
at vertical axis and dependent power at horizontal axis. Figure 1.2 shows the various
compatibilities between drivers of sustainability. It provides at support data to higher
management people to pursue with these factors for betterment of their industry
in the field of sustainability. The plot shows the outcomes in four different zoned
groups depending on either they have higher/lower driving power or higher/lower
dependence power are as (Fig. 1.4).

First quarter named autonomous factors or lower driving powered factors also
lower dependency types have least influencing power at work. In this zone, no factor
is present. Second quarter named as dependent factors, in this zone, three variables
lying V9, V12, and V13. As the name suggests, these have more dependence than
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Fig. 1.4 MICMAC analysis

drive. They are not of much importance. Third quarter named balance factors, here
nine variables fall in this zone V1, V2, V3, V4, V5, V6, V7, V10, and V11. The
factors whose dependence and driving power both are equally strong fall under this
category and are very important for higher management. Fourth quarter named left
quarter has factors with weak dependence and higher driving capability, and these
could be key for the management for betterment. Here, one factor named ‘perception
of public’ falls under this zone in plot.

1.4 Conclusion

In this research paper, 13 performance variables identified through survey in different
manufacturing companies and brain storming sessions of academicians and indus-
trialists are used to perform interpretive structural modeling and MICMAC analysis.
In ISM, driving and driven relationship of these 13 variables is identified, and a
hierarchical ISM model is presented here in paper as per the structural modeling
calculations. In MICMAC analysis, the four quadrant relationship of these variables
is shown after making a plot for driving power versus dependent power of vari-
ables. The whole work gives importance level of these factors as which one more
emphasized and which needs little attention for the industrialists and top manage-
ment for successful implementation of sustainable manufacturing in their concerned
workplaces.
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Chapter 2 )
Evaluating Statistical Approaches oo
for Tool Condition Monitoring in Drilling
Applications

Rushil Singhal, Amit Kumar, Sunny Zafar, and Varun Dutt

Abstract Tool wear and subsequent tool failures are essential issues in manufac-
turing, where tool failures may need future planning of tool’s inventory. A Tool
Condition Monitoring System (TCMS) that predicts the tool’s life ahead of time
could help better inform inventory operations regarding the stocking of tools. How-
ever, TCMSs for drilling tools that are based upon statistical models have been less
explored. The primary objective of this paper was to explore predictive TCMSs for
drilling operations that are dependent upon statistical models like SARIMA and ETS.
Drilling tools each of diameters 4.76 and 6.35 mm were used to drill holes of 10 mm
depth at two different spindle speeds (750 and 1100 rpm). Data were recorded in
real time using an open-source microcontroller and accelerometer. Data included the
time required to drill, peak work (time X maximum instantaneous power during a
drill), tangential acceleration, and acceleration vibration. Once data regarding these
parameters were collected, SARIMA and ETS models were calibrated to these data.
For calibration, each of the parameters above was treated as a time series, where 67%
of data were used for model training and 33% of data were used for model testing.
Results revealed that the SARIMA model showed better performance (smaller error)
in predicting different parameters compared to the ETS model. We discuss the impli-
cations of using statistical models in TCMSs for drilling and other manufacturing
operations.
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Keywords Tool condition monitoring * Seasonal autoregressive integrated moving
average * Exponential triple smoothing - Drilling + Accelerometer

2.1 Introduction

Tool wear is an important issue in manufacturing that gradually occurs as the tool
is continuously used [1]. Consequently, the tool may get unproductive after some
time and require replacement. Such sudden tool replacements may affect the tool
inventory planning. A prior estimate of the tool life may help plan the tool inventory
better. For the tool life estimation, a Tool Condition Monitoring System (TCMS) is
used that monitors the tool health on the basis of the machining parameters as the
tool is being used [1, 2]. TCMSs in drilling have been studied using torque, force,
vibration, sound, cutting speed, spindle motor current, and feed rate [3, 4]. The
analysis methods used for TCMSs are autoregressive moving average, fast Fourier
transform, cepstrum analysis, and wavelet transform [3].

TCMSs for drilling tools that are based upon statistical predictive models have
been less explored. The time required to drill a hole and the maximum instantaneous
power consumption both increase as the drilling tool wears out [1]. This increases
the peak work (time x maximum instantaneous power). The surface roughness of
the drilling tool also increases with every drilling operation. This increase leads to
increased vibrations during the drilling process [5]. The resultant acceleration of the
drilling tool corresponds to these vibrations. Furthermore, the tangential component
of the force acting on the drilling tool generates the required cutting force for the
drilling operation. Since the required cutting force increases as the tool wear increases
[5], the tangential acceleration also increases. Therefore, time, peak work, tangential
acceleration, and acceleration vibration are important variables for the estimation of
tool wear in TCMS because they correlate to the tool wear.

In this paper, we treat time, peak work, tangential acceleration, and acceleration
vibration as time series and statistical predictive models, and SARIMA and ETS
were applied on these to predict the respective future data points. SARIMA is a
linear estimator that uses autoregression and moving average to predict the future
data points in a time series [6-9]. It also uses autoregression and moving average
on the seasonal component of the time series [7-9]. ETS is a linear estimator that
predicts the future data points in a time series by giving greater weightages to more
recent data points [6-8, 10]. It is capable of incorporating the seasonal variations in
the time series [7, 8].

The primary objective of this paper is to compare the performance of SARIMA and
ETS for the prediction of time, peak work, tangential acceleration, and acceleration
vibration for all the four conditions and ensure the overall accuracy of the TCMS.
We expect that the values of each of these variables would increase as the drilling
tool gets used [1]. SARIMA and ETS were used to predict the future data points
for the above four variables after being calibrated with the respective previous data
points.
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In the next section, we explain the different variables and the conditions used in the
experimentation. In the subsequent sections, we provide details of the performance
of the prediction models on the dataset and discuss the implications of the prediction
trends.

2.2 Methodology

2.2.1 Independent Variables

The diameter of the drill bit and the spindle speed were chosen as the independent
variables. Both the variables were varied over two values. The smaller diameter was
chosen as 4.76 mm and the larger as 6.35 mm. The lower speed was chosen as 750 rpm
and the higher speed as 1100 rpm. This resulted in four independent conditions. For
each condition, two drill bits were used and the corresponding variable values were
averaged to get averaged variable values for the condition.

2.2.2 Dependent Variables

Each of the four dependent variables was recorded as time series for each condition
to predict the trend in these variables. For the whole experiment, the time required
to drill a hole ranged between 10 and 60 s, the peak work ranged between 2000
and 7500 J, the tangential acceleration ranged between 1.1 and 2.1 m/s?, and the
acceleration vibration ranged between 4.5 and 16.5 m/s.

2.2.3 Drilling Process

For each of the four conditions, two drill bits were used to drill 30 holes each of depth
10 mm with a constant force of 50 N. The values of the each of the four dependent
variables over the 30 drills were recorded as time series for each drill bit. For the two
drill bits used in the same condition, the corresponding time series were averaged to
get averaged time series for each of the four dependent variables.

2.2.4 Data Collection

To collect the data for the dependent variables, multiple equipment was used. The
values of time required to drill a hole were recorded using a stopwatch with a least
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Fig.2.1 Experimental setup for data collection of dependent variables, a accelerometer mounted on
the tool shank and microSD card adapter mounted on the chuck, b LiPo battery and microcontroller
mounted on the chuck, ¢ side view of the whole setup

count of 0.01 s. The values of peak work were calculated by multiplying the values
of time required to drill a hole by corresponding values of maximum instantaneous
power consumption, measured using a three-phase energy meter (Larsen & Toubro
Ltd., Mysore, ER300P). To measure the values of the orthogonal accelerations of the
drilling tool, a portable system was developed using an open-source microcontroller
(Arduino Pro Mini) and an open-source accelerometer (MPU6050) was connected
to a compatible microSD card adapter and powered by a Lithium-Polymer battery
(3.7 V, 1500 mAh). The accelerometer was mounted on the tool shank, and the other
equipment was mounted on the chuck of the drilling machine as shown in Fig. 2.1.

2.2.5 SARIMA

SARIMA uses autoregression combined with moving average to predict the future
data points in a time series [1]. The hyper-parameters of SARIMA are p, d, g, P, D,
0, m, and t [7-9]. The autoregression parameter, p, which was varied over 0, 1, and
2 [7], indicates that the model looks at p previous data points and adds a constant
amount to each of them to get the future data point [7-9]. The stationarity parameter,
d, which was varied over 0 and 1 [7], controls whether to make the series stationary
or not [7-9]. The moving average parameter, g, which was varied over 0, 1, and 2
[7], indicates that the model takes the average of g previous data points to predict the
future data point [7-9]. P, D, and Q are the autoregression, stationarity, and moving
average parameters, respectively, for the seasonal component of the time series [7-9].
The seasonality parameter, m, was set to 0 indicating no seasonality [7, 8]. The trend
parameter, ¢, which was varied over n, c, t, and ct [7], controls the deterministic trend
polynomial [7, 8]. The trend type n means no trend, ¢ means constant trend, # means
linear trend, and ¢t means linear with constant trend [7].
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2.2.6 ETS

ETS predicts the future data points in a time series by giving greater weightages to
more recent data points [6—8, 10]. The hyper-parameters of ETS are ¢, d, s, p, b,
and r [7, 8]. The trend parameter, ¢, which was varied over add, mul, and none [7],
controls the type of trend [7, 8]. The trend type add means additive trend, mul means
multiplicative trend, and none means no trend [7]. The trend damping parameter, d,
which was varied over true and false [ 7], controls whether or not the trend component
should be damped [7, 8]. The seasonality trend parameter, s, indicates the type of
trend in seasonality [7, 8]. The seasonality parameter, p, was set to none indicating
no seasonality [7, 8]. The power transform parameter, b, which was varied over true
and false [7], controls whether or not power transform should be applied [7, 8].

Each of the four dependent variables were used as time series for prediction using
the above two statistical predictive models. The first 67% of the time series data were
used to train the predictive models, and the rest 33% of the data were used to test the
performance of these models.

2.3 Results

2.3.1 Time Required to Drill a Hole

The prediction of the time required to drill a hole was done using SARIMA and ETS
models. The performances of both the models are shown in Fig. 2.2.

For all the four conditions, the value of time required to drill a hole increased with
the number of drills. For the prediction, SARIMA performed better than ETS in all the
conditions, except for one, diameter 6.35 mm and speed 750 rpm (Fig. 2.2c), based
on root mean square error (RMSE). The corresponding optimal hyper-parameter
combinations of SARIMA and ETS for all the four conditions are shown in Table 2.1.

For diameter 4.76 mm and speed 750 rpm, the autoregression and trend parameters
for SARIMA were 1 and ¢, respectively, which means a linear trend with autoregres-
sion based on 1 previous data point. For ETS, the trend, damping, and power trans-
form parameters were add, False, and False, respectively, which means an additive
trend with no damping and no power transform. For diameter 4.76 mm and speed
1100 rpm, the moving average and trend parameters for SARIMA were 2 and ¢,
respectively, which means a linear trend with moving average based on two previ-
ous data points. For ETS, the trend, damping, and power transform parameters were
add, False, and True, respectively, which means an additive trend with no damping
applied on a power transform of the series. For diameter 6.35 mm and speed 750 rpm,
the moving average and trend parameters for SARIMA were 2 and n, respectively,
which means no trend with moving average based on two previous data points.
For ETS, the trend, damping, and power transform parameters were add, True, and
False, respectively, which means a damped additive trend with no power transform.
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Fig. 2.2 Performance of SARIMA and ETS models for the prediction of time required to drill
a hole for a diameter 4.76 mm and speed 750 rpm, b diameter 4.76 mm and speed 1100 rpm,
¢ diameter 6.35 mm and speed 750 rpm, and d diameter 6.35 mm and speed 1100 rpm

Table 2.1 Optimal hyper-parameter combinations for SARIMA and ETS prediction of time
required to drill a hole

Model Optimal hyper-parameter combinations
Diameter = Diameter = Diameter = Diameter =
4.76 mm 4.76 mm 6.35 mm 6.35 mm
Speed = 750 rpm | Speed = Speed = 750 rpm | Speed =
1100 rpm 1100 rpm
SARIMA | [(1,0,0),(0,0,2, | [(0,0,2),(2,0,2, |[(0,0,2),(2,0,1, | [(1,0,1),(0,0,2,
0), ‘r’] 0), ‘r’] 0), ‘n’] 0), ‘c’]
ETS [‘add’, False, [‘add’, False, [‘add’, True, [‘add’, True,
None, None, None, None, None, None, None, None,
False, False] True, False] False, False] False, False]

For diameter 6.35 mm and speed 1100 rpm, the autoregression, moving average, and
trend parameters for SARIMA were 1, 1, and ¢, respectively, which means a constant
trend with autoregression and moving average both based on 1 previous data point.
For ETS, the trend, damping, and power transform parameters were add, True, and
False, respectively, which means a damped additive trend with no power transform.
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2.3.2 Peak Work

The prediction of the peak work was done using SARIMA and ETS models. The
performances of both the models are shown in Fig. 2.3.

For all the four conditions, the value of peak work increased with the number of
drills. For the prediction, SARIMA performed better than ETS in all the conditions,
except for one, diameter 6.35 mm and speed 750 rpm (Fig. 2.3c), based on root mean
square error (RMSE). The corresponding optimal hyper-parameter combinations of
SARIMA and ETS for all the four conditions are shown in Table 2.2.

For diameter 4.76 mm and speed 750 rpm, the autoregression, moving average,
and trend parameters for SARIMA were 1, 2, and ¢, respectively, which means that
the trend is linear with autoregression based on one previous data point and mov-
ing average based on two previous data points. For ETS, the trend, damping, and
power transform parameters were add, False, and False, respectively, which means
an additive trend with no damping and no power transform. For diameter 4.76 mm and
speed 1100 rpm, the moving average and trend parameters for SARIMA were 1 and ¢,
respectively, which means that the trend is linear with moving average based on two
previous data points. For ETS, the trend, damping, and power transform parameters
were None, False, and False, respectively, which means no trend with no damping
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Fig. 2.3 Performance of SARIMA and ETS models for the prediction of peak work for a diameter
4.76 mm and speed 750 rpm, b diameter 4.76 mm and speed 1100 rpm, ¢ diameter 6.35 mm and
speed 750 rpm, and d diameter 6.35 mm and speed 1100 rpm
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Table 2.2 Optimal hyper-parameter combinations for SARIMA and ETS prediction of peak work

Model Optimal hyper-parameter combinations
Diameter = Diameter = Diameter = Diameter =
4.76 mm 4.76 mm 6.35 mm 6.35 mm
Speed = 750 rpm | Speed = Speed = 750 rpm | Speed =
1100 rpm 1100 rpm

SARIMA | [(1,0,2),(1,0,1, | [(0,0,1),(1,0,0, | [(0,1,0),(0,0,1, | [(2,0,2),(,0,0,
0), ‘'] 0), ‘r’] 0), ‘c’] 0), ‘ct’]

ETS [‘add’, False, [None, False, [‘add’, True, [‘add’, True,
None, None, None, None, None, None, None, None,
False, False] False, False] False, False] False, False]

and no power transform. For diameter 6.35 mm and speed 750 rpm, the stationarity
and trend parameters for SARIMA were 1 and c, respectively, which means that the
trend is constant with the series being made stationary. For ETS, the trend, damp-
ing, and power transform parameters were add, True, and False, respectively, which
means a damped additive trend with no power transform. For diameter 6.35 mm
and speed 1100 rpm, the autoregression, moving average, and trend parameters for
SARIMA were 2, 2, and ct, respectively, which means a constant with linear trend
with autoregression and moving average both based on two previous data points.
For ETS, the trend, damping, and power transform parameters were add, True, and
False, respectively, which means a damped additive trend with no power transform.

2.3.3 Tangential Acceleration

The prediction of the tangential acceleration was done using SARIMA and ETS
models. The performances of both the models are shown in Fig. 2.4.

For all the four conditions, the value of tangential acceleration increased with the
number of drills. For the prediction, SARIMA performed better than ETS in all the
conditions, except for one, diameter 6.35 mm and speed 1100 rpm (Fig. 2.4d), where
it was marginally outperformed by ETS based on root mean square error (RMSE).
The corresponding optimal hyper-parameter combinations of SARIMA and ETS for
all the four conditions are shown in Table 2.3.

For diameter 4.76 mm and speed 750 rpm, the autoregression, moving average,
and trend parameters for SARIMA were 1, 2, and ct, respectively, which means a
constant with linear trend with autoregression based on one previous data point and
moving average based on two previous data points. For ETS, the trend, damping, and
power transform parameters were add, False, and True, respectively, which means an
additive trend with no damping applied on a power transform of the series. For diam-
eter 4.76 mm and speed 1100 rpm, the autoregression, stationarity, moving average,
and trend parameters for SARIMA were 1, 1, 2, and n, respectively, which means
no trend with autoregression based on one previous data point and moving average
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Fig. 2.4 Performance of SARIMA and ETS models for the prediction of tangential acceleration
for a diameter 4.76 mm and speed 750 rpm, b diameter 4.76 mm and speed 1100 rpm, ¢ diameter
6.35 mm and speed 750 rpm, and d diameter 6.35 mm and speed 1100 rpm

Table 2.3 Optimal hyper-parameter combinations for SARIMA and ETS prediction of tangential
acceleration

Model Optimal hyper-parameter combinations

Diameter = Diameter = Diameter = Diameter =

4.76 mm 4.76 mm 6.35 mm 6.35 mm

Speed = 750 rpm | Speed = Speed = 750 rpm | Speed =

1100 rpm 1100 rpm

SARIMA | [(1,0,2),(1,0, 1, | [(1,1,2),(2,0,0, | [(0, 1,2),(1,0,2, | [(1,0,0),(2,0,1,

0), ‘“ct’] 0), ‘n’] 0), ‘n’] 0), ‘et’]
ETS [‘add’, False, [‘add’, True, [‘add’, True,

None, None,
True, False]

None, None,
True, True]

None, None,
True, False]

[‘add’, False,
None, None,
True, False]

based on two previous data points applied after the series being made stationary. For
ETS, the trend, damping, and power transform parameters were add, True, and True,
respectively, which means a damped additive trend applied to a power transform of
the series. For diameter 6.35 mm and speed 750 rpm, the stationarity, moving aver-
age, and trend parameters for SARIMA were 1, 2 and n, respectively, which means
no trend with moving average based on two previous data points after the series being



30 R. Singhal et al.

made stationary. For ETS, the trend, damping, and power transform parameters were
add, True, and True, respectively, which means a damped additive trend applied to
a power transform of the series. For diameter 6.35 mm and speed 1100 rpm, the
autoregression and trend parameters for SARIMA were 1 and ct, respectively, which
means a constant with linear trend with autoregression based on one previous data
point. For ETS, the trend, damping, and power transform parameters were add, False,
and True, respectively, which means an additive trend with no damping applied to a
power transform of the series.

2.3.4 Acceleration Vibration

The prediction of the acceleration vibration was done using SARIMA and ETS
models. The performances of both the models are shown in Fig. 2.5.

For all the four conditions, the value of acceleration vibration increased with the
number of drills. For the prediction, SARIMA performed better than ETS in all the
four conditions based on root mean square error (RMSE). The corresponding optimal
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Fig. 2.5 Performance of SARIMA and ETS models for the prediction of acceleration vibration
for a diameter 4.76 mm and speed 750 rpm, b diameter 4.76 mm and speed 1100 rpm, ¢ diameter
6.35 mm and speed 750 rpm, and d diameter 6.35 mm and speed 1100 rpm
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Table 2.4 Optimal hyper-parameter combinations for SARIMA and ETS prediction of acceleration
vibration

Model Optimal hyper-parameter combinations
Diameter = Diameter = Diameter = Diameter =
4.76 mm 4.76 mm 6.35 mm 6.35 mm
Speed = 750 rpm | Speed = Speed = 750 rpm | Speed =
1100 rpm 1100 rpm
SARIMA | [(0, 1, 1),(0,0,1, | [(0,0,2),(0,0,2, | [(0,1,0),(0,0,1, | [(1,0,2),(0,0,2,
0), ‘n’] 0), ‘ct’] 0), ‘n’] 0), ‘ct’]
ETS [‘add’, False, [‘add’, True, [None, False, [‘add’, True,
None, None, None, None, None, None, None, None,
False, False] False, False] True, True] False, True]

hyper-parameter combinations of SARIMA and ETS for all the four conditions are
shown in Table 2.4.

For diameter 4.76 mm and speed 750 rpm, the stationarity, moving average, and
trend parameters for SARIMA were 1, 1, and n, respectively, which means no trend
with moving average based on one previous data point applied after the series being
made stationary. For ETS, the trend, damping, and power transform parameters were
add, False, and False, respectively, which means an additive trend with no damping
and no power transform. For diameter 4.76 mm and speed 1100 rpm, the moving
average and trend parameters for SARIMA were 2 and ct, respectively, which means
a constant with linear trend with moving average based on two previous data points.
For ETS, the trend, damping, and power transform parameters were add, True, and
False, respectively, which means a damped additive trend with no power transform.
For diameter 6.35 mm and speed 750 rpm, the autoregression, stationarity, moving
average, and trend parameters for SARIMA were 0, 1, 0 and n, respectively, which
means no trend without any autoregression or moving average applied after the series
being made stationary. For ETS, the trend, damping, and power transform parameters
were None, False, and True, respectively, which means no trend applied to a power
transform of the series without damping. For diameter 6.35 mm and speed 1100 rpm,
the autoregression, moving average, and trend parameters for SARIMA were 1, 2,
and ct, respectively, which means a constant with linear trend with autoregression
based on one previous data point and moving average based on two previous data
points. For ETS, the trend, damping, and power transform parameters were add,
True, and False, respectively, which means a damped additive trend with no power
transform.

2.4 Discussion and Conclusions

The prediction of each of the four dependent variables using SARIMA and ETS was
compared with the actual data. A number of conclusions were drawn from the study.
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The values of time required to drill a hole, peak work, tangential acceleration,
and acceleration vibration show an overall increasing trend with the number of holes
drilled. Overall, SARIMA predicts the each of the chosen variables better than ETS
based on RMSE.

For the prediction of time required to drill a hole, the RMSEs for SARIMA
prediction were less than the corresponding RMSEs for ETS prediction in three of
the four conditions. This suggests that SARIMA is preferred to ETS for the prediction
of ‘time required to drill a hole.” For diameter 4.76 mm and speed 750 rpm, the RMSE
for SARIMA was 1.5 s and the test data ranged from 34 to 42 s. For diameter 4.76 mm
and speed 1100 rpm, the RMSE for SARIMA was 1.94 s and the test data ranged
from 14 to 24 s. For diameter 6.35 mm and speed 750 rpm, the RMSE for SARIMA
was 4.77 s and the test data ranged from 45 to 60 s. For diameter 6.35 mm and
speed 1100 rpm, the RMSE for SARIMA was 2.18 s and the test data ranged from
25 to 34 s. Due to the drilling process being manual, the data included human error
and varied highly. This led to the observed RMSE:s in the prediction. However, the
predictions are sufficiently accurate based on the values of RMSEs as compared to
the test data. The SARIMA model predicted linear trends in two conditions and no
trend and constant trend in the other two conditions. Besides the trend parameter,
the autoregression and moving average components of SARIMA also contribute to
ensure sufficiently accurate predictions.

For the prediction of peak work, the RMSEs for SARIMA prediction were less
than the corresponding RMSEs for ETS prediction in three of the four conditions.
This suggests that SARIMA is preferred to ETS for the prediction of ‘peak work.’
For diameter 4.76 mm and speed 750 rpm, the RMSE for SARIMA was 162 Joules
and the test data ranged from 4000 to 5000 J. For diameter 4.76 mm and speed
1100 rpm, the RMSE for SARIMA was 261 J and the test data ranged from 2200
to 3600 J. For diameter 6.35 mm and speed 750 rpm, the RMSE for SARIMA was
514 J and the test data ranged from 5800 to 7300 J. For diameter 6.35 mm and speed
1100 rpm, the RMSE for SARIMA was 376 J and the test data ranged from 4200
to 5600 J. The human errors in the drilling process are the primary reason for the
observed RMSEs. However, the predictions are sufficiently accurate as the RMSEs
are sufficiently small as compared to the corresponding test data. The SARIMA
model predicted linear trend in two conditions, constant with linear trend in one
condition, and constant trend in one condition. The autoregression, moving average,
and the trend components of SARIMA contribute to the acceptable predictions of
‘peak work’ in each of the four conditions.

For the prediction of tangential acceleration, in three of the four conditions,
the RMSEs for SARIMA prediction were less than the corresponding RMSEs for
ETS prediction and in the other condition, the RMSE for SARIMA prediction was
marginally more than the RMSE for ETS prediction. This suggests that SARIMA is
preferred to ETS for the prediction of ‘tangential acceleration.” For diameter 4.76 mm
and speed 750 rpm, the RMSE for SARIMA was 0.017 m/s? and the test data ranged
from 1.12 to 1.14 m/s?. For diameter 4.76 mm and speed 1100 rpm, the RMSE for
SARIMA was 0.133 m/s? and the test data ranged from 1.4 to 1.6 m/s>. For diameter
6.35 mm and speed 750 rpm, the RMSE for SARIMA was 0.041 m/s? and the test
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data ranged from 1.32 to 1.36 m/s?. For diameter 6.35 mm and speed 1100 rpm, the
RMSE for SARIMA was 0.18 m/s? and the test data ranged from 1.9 to 2.1 m/s. The
observed RMSE:s are sufficiently small as compared to the corresponding test data,
and thus, the predictions are sufficiently accurate. The SARIMA model predicted
constant with linear trend in two conditions and no trend in the other two condi-
tions. However, the autoregression and moving average components of SARIMA
also contribute to the predictions.

For the prediction of acceleration vibration, the RMSEs for SARIMA prediction
were less than the corresponding RMSEs for ETS prediction for each of the four
conditions. This suggests that SARIMA is preferred to ETS for the prediction of
‘acceleration vibration.” For diameter 4.76 mm and speed 750 rpm, the RMSE for
SARIMA was 8.88 m/s? and the test data ranged from 4.5 to 7.5 m/s”. For diameter
4.76 mm and speed 1100 rpm, the RMSE for SARIMA was 8.53 m/s? and the test
data ranged from 15.5 to 16.5 m/s?. For diameter 6.35 mm and speed 750 rpm, the
RMSE for SARIMA was 2.17 m/s? and the test data ranged from 4.4 to 5.1 m/s?.
For diameter 6.35 mm and speed 1100 rpm, the RMSE for SARIMA was 5.03 m/s?
and the test data ranged from 14.2 to 15.2 m/s?. The predictions are sufficiently
accurate due to the observed RMSEs being sufficiently small as compared to the
corresponding test data. The SARIMA model predicted constant with linear trend
in two conditions and no trend in the other two conditions. Due to the additional
support from autoregression and moving average components, SARIMA predicted
the values of acceleration vibration within acceptable limits.

This paper suggests the use of SARIMA for development of TCMS in drilling
using the following dependent variables; time required to drill a hole, peak work,
tangential acceleration, and acceleration vibration. Furthermore, the use of statistical
models in TCMS is suggested primarily because of sufficiently accurate and fast
predictions. Based on the present work, the development of TCMS in manufacturing
processes other than drilling is suggested to be developed by applying statistical
models to machining variables that correlate to the tool wear. We plan to continue
researching in the TCMS area with predictive machine learning models in the near
future.
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Chapter 3 ®)
Mapping of Critical Success Factors e
for Sustainable Supply Chain

Performance System

Deepak Kumar, Mohd Shuaib, Mohit Tyagi, R. S. Walia,
and Pushpendra Singh

Abstract Improving profits while not practicing detrimental environmental activ-
ities has always been a conflict of interest faced by many companies. Economic,
social and environmental factors can be improved simultaneously by using the con-
cept of sustainability. Factors which affect the sustainable supply chain management
were studied keeping in mind the customer requirements, which ultimately translated
into improved performance of the companies. The proposed approach was applied
to a case study involving Indian automobile industries situated near around Delhi
region, India. The factors in the automobile supply chain were found and examined
using ISM methodology. Contextual relationships among the driving factors were
formulated, and a hierarchy of these factors was developed. The factors’ driving and
dependence power were visually presented by making use of MICMAC analysis.
‘Government rules and regulations’ was identified as the key factor for improving
the sustainability of the supply chain, while ‘low energy building’ and ‘postponement
and customization’ were highly dependent in nature.

Keywords Sustainable supply chain management (SSCM) - Structural

self-interaction matrix (SSIM) - Interpretive structural modeling (ISM) + Critical
success factors - MICMAC

3.1 Introduction

Sustainable supply chain management (SSCM) incorporates blending ecological and
monetary feasible uses into the complete supply chain life term. It involves managing

D. Kumar - M. Shuaib - R. S. Walia - P. Singh
Department of Mechanical Engineering, Delhi Technological University, New Delhi 110042, India
e-mail: deepak.kumar@dtu.ac.in

M. Tyagi ()

Department of Industrial and Production Engineering, Dr. B R Ambedkar National Institute of
Technology, Jalandhar, Punjab 144011, India

e-mail: mohitmied @gmail.com

© Springer Nature Singapore Pte Ltd. 2021 35
M. Tyagi et al. (eds.), Optimization Methods in Engineering,

Lecture Notes on Multidisciplinary Industrial Engineering,
https://doi.org/10.1007/978-981-15-4550-4_3


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4550-4_3&domain=pdf
mailto:deepak.kumar@dtu.ac.in
mailto:mohitmied@gmail.com
https://doi.org/10.1007/978-981-15-4550-4_3

36 D. Kumar et al.

the impacts by factors such as environmental, social and economic throughout the
life span of products involved in the process. The life cycle involves steps from
commodity visualization, improvement, to the choice of materials (including material
extrication or production from agriculture), manufacturing, packing, commutation,
storage, supply, consumption, return and disposition [1]. Nearly, all processes can
be balanced by incorporating these sustainable practices into their supply chain.

When the needs of now are met without affecting the requirements of the progeny,
then that process is termed as sustainable. This involves solving problems in environ-
mental, social and financial sectors. One of the considerable limitations is the high
quantity of carbon discharge from the point of view of a developing and growing
nation, which forms a huge chunk of the world discharge [2]. Recently, sustainable
supply chain management is being adopted by manufacturing firms in developing
countries to manage their environmental responsibilities [3]. Compromise between
the ecological and cost outputs needs to be minimized by the entities functioning
within new markets by undertaking initiatives of SSCM with a larger weight given
to their financial bottom line. Supply chain management flows can be categorized
into three important categories, namely material, knowledge and finance propaga-
tion. These flows coordinate and integrate both within and among corporate entities,
which is the main objective served by supply chain management [4].

There are many factors affecting SSCM, namely working capital performance,
forecasting, IT adoption, pricing, return valuation, material trust, etc., and many of
them are strongly interrelated. Various research papers have been published which
focused on these factors and needs to be considered in the study here. They are inno-
vation diffusion IT adoption, low energy building which helps in determining design
decisions on system or material selection, the location of the company [5], seasonal-
ity and unpredictability, the configuration of the chain [6] and product distribution.
Issues such as how to move inventory from one supply chain location to another as
well as the mode of commutation that will be price efficient are determined by the
factors involved in making sound transportation decisions [7] and working capital
performance. Moreover, regulations are set up by the government to decide the type
of supply chain management policy to be accepted by the firms. Competitive prior-
ities, postponement, information sharing [8], forecasting [9], and decision support
tools. Levels of collaboration between departments are also important in an organi-
zation. Operational, managerial and strategic levels are the three levels of association
defined [10]. Determining the longevity of goods and/or constituents, and the level of
ability to the manufacturing of goods are the main design decisions firms face [11].
The firms also have to account for the seasonality and unpredictability of demand,
consumer preferences and supply constraints. Other considerable factors are legal
protection, collaborative planning, incentive alignment and behavioral uncertainty
[12].

The aim of a sustainable supply chain is to generate, maintain as well as cultivate
ecological, social and financial values associated in bringing goods and services to
market and protecting the resources for future generations. Firms secure the long-
time practicality of their business and secure a social license to function through
supply chain sustainability [13]. Beyond the conspicuous advantages of curtailing
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the comprehensive footprint of carbon and curtailing the power and resource usage to
a minimum, numerous other sources help us understand the incorporation of sustain-
ability in the supply chains of corporate entities. Financial outputs are significantly
improved as proven by experience and bottom-line research. The importance of sus-
tainability is understood by consumers and Wall Street which lead to increased sales
and share evaluation. Sustainability is a perfect example of the integration between
environmental security, social equity and economic development, which can suitably
be used to solve various difficulties in the supply chain models. Tax and investment
incentives are provided by the governmental schemes in the USA and elsewhere to
organizations that utilize such practices. In numerous regions of the world, sustain-
able practices are kept in check by using governmental laws. This tendency is on
the rise. Corporate social responsibility has become synonymous to sustainability,
regulation with being a good global citizen. Companies can get numerous benefits by
applying sustainable practices through exposure to positive public relations. Vendors
are increasingly being expected to provide sustainable practices to their supplier and
consumers. The removal of unwanted material in the supply chain is an indicator
of sustainability. The idea of sustainability can enhance financial, social and envi-
ronmental variables in the context of business application concurrently. The concept
emphasizes that the demands of future generations should not be ignored to meet
the needs of current organizations while thinking in macro-perspective [14]. Sus-
tainable supply chain management aims to manage processes with ecological inputs
and transforming these inputs to get financial and social benefits together [15, 16].

3.2 Literature Review

Multiple types of research were done in this field over the years. These also include
efforts to determine the sustainability or performance of supply chain [17] proposed
a model where each factor in a supply chain supplies data to life cycle assessment
supplier portal application, which was shared with other factors. This, along with
secondary data collected from the literature and commercial databases, was fed to
life cycle assessment calculator application to find the ecological effect of each actor
and the supply chain. Though the model was used to calculate the environmental
impact of the supply chain, it ignored the social aspect of a sustainable supply chain
[15].

Uysal and Tosun [18] proposed a model where causal relationships were derived
using Decision-Making Trial and Evaluation Laboratory (DEMATEL). Combining
this with graph theory and matrix method, total performance for firms was calculated.
Luthra et al. [19] listed various hurdles which prevent implementation of SSC, using
inputs from various suppliers and academia. The model used the analytic hierarchy
process (AHP) to evaluate the necessity of indicators as well as sub-indicators on the
supply chain [4]. Luthra et al. [20] proposed fifteen hurdles in the implementation of
sustainable consumption and production (SCP) with inputs from 5 industry experts.
AHP was used to determine the relative importance of barriers on one another and



38 D. Kumar et al.

on the SCP. Since the identification of barriers was a challenging task, more barriers
could be identified. AHP methodology introduced weaknesses such as vagueness,
uncertainty and bias which should be considered. Bhinge et al. [8] provided a frame-
work for optimization of supply chain networks involving the triple bottom line. But
the paper did not provide a statistical analysis of the supply chain model.

The flow of information in the supply chain constituents could be facilitated
by employing the utility of information technology tools such as intranet, Internet,
software application packages and discussion support system. The planning and
execution of IT projects need an approach of project management with the right
team using IT in SCM. The quickness of a supply chain is an indispensable factor
implying a responsive supply chain. Sometimes, an individual’s profit maximization
takes place at the cost of profit maximization of the whole supply chain if there are
contradictions in the goals of supply chain members.

In this research, interpretive structural modeling was used, the methodology used
the determined relationship between these drivers and a hierarchy model was devel-
oped. The model was verified using the MICMAC analysis. Relative weights could
also be calculated. Interpretive structural modeling (ISM) is an interactive learning
process. The method used has an interpretive nature, stating that the structural rela-
tionships among elements of a system are decided through the judgment of the group,
whether and how items are related [21]. Based on studying different research papers,
it was found that there were various approaches and models followed. These have
been summarized on the basis of the approaches followed by them and also been
described briefly.

3.3 Research Framework

The research framework of the proposed research involved the following steps:

e The existing drivers of supply chain management in the context of automobile
industry were identified and enlisted in Table 3.1.

e As recognized in step 1, a contextual relationship for each pair of elements was
established.

e A structural self-interaction matrix (SSIM) was developed for elements which
indicate pairwise relationships among elements of the system under consideration.

e A reachability matrix from the SSIM was developed, and the matrix was checked
for transitivity.

e Partitioning of reachability matrix into different levels.

e A flow graph without indicating transitive links was drawn on the basis of the
established relationships in the reachability matrix.

e The resultant digraph was converted into an ISM by replacing driver nodes with
statements.

e Conceptual inconsistencies were checked for, and necessary modifications were
made.
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Table 3.1 Identified factors
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S. No.

Factors

Explanation

References

Fl1

Company
location

The location of the company on the supply chain
decides its relationship with customers, and the
proximity to the consumer affects the quality of
information exchanged. Closer and approachable
the company, better will be communication with
the customers

[17,22]

F2

Governmental
regulations and
policies

Incorporating the idea of eco-product designing in
the early stage of manufacturing and holding the
company accountable for the end of life of
treatment of the products are the two primary
objectives being applied through extended
producer responsibility (EPR) policies. Working
under the ambit of government policies will help
the company keep abridge from future problems.
The decisions taken by the industry should be
within the ambit of the governmental regulations

[11,23,24]

F3

Chain
configuration

The route that the product follows through its life
cycle plays an important factor, and the adoption of
SCM practices is affected by the number of
suppliers and large size manufacturers. Hybrid
routes and multiple suppliers help the company to
deliver the product to multiple destinations

(6]

F4

Competitive
priorities

‘It represents one of the aspects of manufacturing
strategy content that includes a well-coordinated
set of objectives and action programs, aimed at
ensuring a competitive advantage over its
competitors, in the long term, along with structural
and infrastructural decision areas.’ It can be done
by collecting survey data from the market and then
analyzing it. Analysis, brainstorming and creativity
on the product and its life cycle help the most on
gaining an edge over the rivals

[25]

F5

Retail strategy

Location, pricing and markup, assortment, delivery
destination, replenishment frequency and order
batch size are some of the important retail
strategies. The objective is to reduce lead time and
increase customer satisfaction

[26, 27]

F6

Information
sharing

It involves the use of informal and formal
information sharing. Transactional and critical
information sharing with other SC members.
Information can be obtained and shared using EDI,
POS, etc. Responsibility and accountability can be
obtained by information sharing among the
members of the company

[8,22,28]

(continued)



40 D. Kumar et al.

Table 3.1 (continued)

S. No. | Factors Explanation References

F7 Forecasting The demands in the previous period are correlated [9, 26, 29]
with returns in a period. Forecasting is defined as
the process of making predictions of future demand
based on past demand information. Different
forecasting methods are: average forecasting,
weighted-mean forecasting, seasonal forecasting,
exponential forecasting, smoothing exponential
forecasting, Delphi method

F8 Seasonality and | Demand variability and induced seasonality [30]
unpredictability | The amount of supply depends on the amount of
demand, and demands invariably depend on the
season of the time

F9 Customer The decision of new products and in the production | [31, 32]
relationship program involves the participation of customers.
The process of the company is a closed-loop
process. There is always a presence of feedback
part which is procured by surveying the customers.
This feedback mechanism further enhances
customer satisfaction

F10 Low energy ‘Embodied energy is the energy input required to [6, 18, 33]
building quarry, transport and manufacture building
materials, plus the energy used in the construction
process.” The higher the capital investment cost,
less will be the revenue and lower will be the profit

F11 Collaborative ‘Collaborative planning refers to collaborations [31,34-36]
planning among trading partners to develop various plans
such as production planning and scheduling, new
product development, inventory replenishment, and
promotions and advertisement’

F12 Postponement The postponement is the delay in final [37]
and manufacturing or distribution of a product until
customization order confirmation: logistics postponement,

manufacturing postponement, standardization,
customization

e The driving and dependence power of these elements were visually presented
using MICMAC analysis.

e Relationship statement was represented as a model for the drivers under study,
and conclusions were drawn.
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3.4 Structural Self-interaction Matrix

For analyzing the relations between each of the pairs, a structural self-interaction
matrix was formed by using inputs from academicians and industry experts. These
opinions were made use to determine the relationship between each driver pair. For
any element a;; in SSIM, four symbols are used to denote this relation V, A, X and
O:

V: for i leading to j;

A: for j leading to i;

X: for i and j leading to each other;
O: for no relation between i and j.

Based on the relationships defined, SSIM was formulated and is shown in
Table 3.2.

3.5 Reachability Matrix

Initial reachability matrix was developed from SSIM after implementing the values
of VAXO and is shown in Table 3.3. The binary matrix was made by replacing the
values of V, A, X and O.

If the entry in SSIM is “V’, then (i, j) value in reachability matrix is 1 and (j, i)
value is 0.

If the entry in SSIM is ‘A’, then (i, j) value in reachability matrix is O and (j, i)
value is 1.

If the entry in SSIM is ‘X, then (i, j) value in reachability matrix is 1 and (j, i)
value is 1.

If the entry in SSIM is ‘O’, then (i, j) value in reachability matrix is 0 and (j, 7)
value is 0.

The transitivity rule was applied in the initial matrix to develop the final reach-
ability matrix. The transitivity entries written as (1) are highlighted in the cell and
shown in Table 3.4.

3.6 Level Partition

For the level partition, the final matrix was segregated into altered levels to find the
reachability set for each factor. The reachability set, which is common in antecedent
set, can subsist at level L. In the next level, factors founding at level I are eliminated
in next iteration. This progression is repeated continuously until the levels of each
factor have been attained. The factors in which the reachability and the antecedent
sets are common form the top level. This factor drives all other factors. This process
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Table 3.4 Final reachability matrix

Dependence
Power

Factors F1 | F2

F1 1 0

F2 1 1

F3 1

F4

F5

F6

F7

F8

F9

F10

F11
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is reiterated until the levels of all factors are determined. The second, third, fourth
and fifth iterations are depicted in Tables 3.6, 3.7, 3.8 and 3.9, respectively. The final
iteration obtained is shown in Table 3.10 (Table 3.5).

3.7 ISM Model

Interpretive structural modeling (ISM) is an interactive learning process. This
approach determined the visibility of the framework by changing uncertainly
expressed models of systems into the exact observable models. However, the weight
vectors for existing drivers were not provided as the model was used only as an
approach to give directions about the difficulty in the relationship among the drivers
[38]. The initial step of formulating the ISM model was to gather expert opinion
regarding the drivers and use it to construct structural self-interaction matrix. The
SSIM was transformed into an initial reachability matrix, which in turn was then
converted into the final reachability matrix keeping transitivity in mind [39, 40]. At
last, the final reachability matrix was divided into different levels of the ISM model
as shown in Fig. 3.1.

The ISM model evaluated is depicted in the figure as shown. All the decisions
which are undertaken by the firm come under the ambit of the governmental regu-
lations and policies. The scope of the policies may also vary. The policies may be
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Table 3.5 Level partition (iteration I)

Factors | Reachability set Antecedent set Intersection set Level
Fl1 1,3,4,5,6,9,10, 11, 1,2,3,4,5,6,7,8,9, 1,34,5,6,9,10, 11
12 10, 11
F2 1,2,3,4,5,6,9, 10, 2 2
11,12
F3 1,3,4,5,6,7,9, 10, 1,2,3,4,5,6,7,8,9, 1,3,4,5,6,7,9,10, 11
11,12 10, 11
F4 1,3,4,5,6,9,10, 11, 1,2,3,4,5,6,8,9,10 | 1,3,4,5,6,9,10
12
F5 1,3,4,5,6,7,9, 10, 1,2,3,4,5,6,7,8,9, 1,3,4,5,6,7,9, 10, 11
11,12 10, 11
F6 1,3,4,5,6,7,9, 10, 1,2,3,4,5,6,9,10,11 | 1,3,4,5,6,9,10, 11
11,12
F7 1,3,5,7,9,10, 11 3,5,6,7,8,9 3,5,7,9
F8 1,3,4,5,7,8,9,10,11 | 8 8
F9 1,3,4,5,6,7,9, 10, 1,2,3,4,5,6,7,8,9, 1,3,4,5,6,7,9, 11
11,12 11
F10 1,3,4,5,6,10,11,12 | 1,2,3,4,5,6,7,8,9, 1,3,4,5,6,10, 11
10, 11
F11 1,3,5,6,9,10,11,12 | 1,2,3,4,5,6,7,8,9, 1,3,5,6,9,10, 11,
10, 11
F12 12 1,2,3,4,5,6,9, 10, 12 I
11,12

characterized under local, indigenous, national or international domains. ‘Govern-
mental regulations and policies (F2)’ influences the manufacturing of automobiles
by regulating engineers’ and designers’ creativity. The most important role of these
policies is to augment driver and passenger safety (both against theft and accidents)
and to regulate the adverse effect of automobiles on the environment. The second
level is comprised of ‘information sharing (F6),” ‘seasonality and unpredictability
(F8)’ and ‘company location (F1).” The seasonality determines the ups and downs of
the automobile demands; e.g., in USA, the seasonal peak is observed for auto sales
during the time of spring, i.e., from the end of February to May, and from September
to November. Cars’ mean sale prices can inflate by 10-15% during these periods
of peak demand, and part of the explanation for the fall seasonal upswing in auto
sales is due to US auto manufacturers conventionally bringing in new models. This
seasonal unpredictability is, in turn, depending on the information sharing between
the supply chain members which synchronizes the production process and induces
accountability within the process. Consumer and industry integration are possible
only because of this information sharing. The third influencing factor is the ‘com-
pany location (F1).” The company location can comprise of the head offices, regional
offices as well as warehouses in the operating regions of the firm. These are important
to coordinate among the various entities of the supply chain.
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Table 3.6 Level partition (iteration II)
Factors | Reachability set Antecedent set Intersection set Level
1 1,3,4,5,6,9,10, 11 1,2,3,4,5,6,7,8,9, 1,3,4,5,6,9,10, 11 1I
10, 11
1,2,3,4,5,6,9,10,11 | 2 2
1,3,4,5,6,7,9,10,11 | 1,2,3,4,5,6,7,8,9, 1,3,4,5,6,7,9,10,11 | I
10, 11
4 1,3,4,5,6,9,10, 11 1,2,3,4,5,6,8,9,10 | 1,3,4,5,6,9, 10,
5 1,3,4,5,6,7,9,10,11 | 1,2,3,4,5,6,7,8,9, 1,3,4,5,6,7,9,10,11 | II
10, 11
6 1,3,4,5,6,7,9,10,11 | 1,2,3,4,5,6,9,10,11 | 1,3,4,5,6,9, 10, 11
7 1,3,5,7,9,10, 11 3,5,6,7,8,9 3,5,6,9
8 1,3,4,5,7,8,9,10,11 | 8 8
9 1,3,4,5,6,7,9,10,11 | 1,2,3,4,5,6,7,8,9, 1,3,4,5,6,7,9,11
11
10 1,3,4,5,6,10, 11 1,2,3,4,5,6,7,8,9, 1,3,4,5,6,10, 11 I
10, 11
11 1,3,5,6,9,10, 11 1,2,3,4,5,6,7,8,9, 1,3,5,6,9,10, 11 II
10, 11
Table 3.7 Level partition (iteration III)
Factors Reachability set Antecedent set Intersection set Level
2 2,4,6,9 2 2
4 4,6,9 2,4,6,8,9 4,6,9 m
6 4,6,7,9 2,4,6,9 4,6,9
7 7,9 3,6,7,8,9 7,9 1
8 4,7,8,9 8 8
9 4,6,7,9 2,4,6,7,8,9 4,6,7,9 1
Table 3.8 Level partition (iteration IV)
Factors Reachability set Antecedent set Intersection set Level
2 2,6 2 2
6 6 2,6 6 v
8 8 8 8 v
Table 3.9 Level partition (iteration V)
Factors Reachability set Antecedent set Intersection set Level
2 2 2 2 v
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Table 3.10 Level partition (iteration final)

Fl1 1,3,4,5,6,9,10, 11 1,2,3,4,5,6,7,8,9,10, | 1,3,4,5,6,9,10, 11 I
11

F2 2 2 2 v

F3 1,3,4,5,6,7,9,10,11 | 1,2,3,4,5,6,7,8,9,10, | 1,3,4,5,6,7,9,10,11 | II
11

F4 4,6,9 2,4,6,8,9 4,6,9 11

F5 1,3,4,5,6,7,9,10,11 | 1,2,3,4,5,6,7,8,9,10, | 1,3,4,5,6,7,9,10,11 | II
11

F6 6 2,6 6 v

F7 7,9 3,6,7,8,9 7,9 111

F8 8 8 8 v

F9 4,6,7,9 2,4,6,7,8,9 4,6,7,9 11

F10 | 1,3,4,5,6,10,11 1,2,3,4,5,6,7,8,9,10, | 1,3,4,5,6,10, 11 I
11

FI1 | 1,3,5,6,9,10, 11 1,2,3,4,5,6,7,8,9,10, | 1,3,5,6,9,10, 11 II
11

F12 | 12 1,2,3,4,5,6,9,10, 11, I
12

The third level incorporates the factors like ‘competitive priorities (F4),” “fore-
casting (F7)’ and ‘customer relationship (F9)’ which in turn depends on each other.
In a cutthroat free market economy, an automobile manufacturer can prosper only by
bringing something new to the table, i.e., by having competitive priorities. It includes
the approaches of new product development, market survey, forecasting, minimiz-
ing lead time and costs and optimizing inventory which overall leads to customer
retention and market capture.

The second factor of ‘forecasting (F7)’ is an indispensable statistical tool to esti-
mate the demand in the market by using methods such as exponential smoothing,
Delphi method and weighted average. It comes in handy to plan the production pro-
cess by matching the demand to supply and hence minimize the costs of inventory. A
firm with a good idea of the market and firm competitive priorities is bound to have
good relations with the customer. To boost customer relations, the manufacturers
often employ the mechanism of consumer feedback at each and every step to keep
the consumers integrated within a closed loop.

The penultimate level comprises four factors, i.e., ‘chain configuration (F3),
‘retail strategy (F5),” ‘low energy building (F10)’ and ‘collaborative planning (F11).’
Various entities are responsible for shaping a product from the raw materials. The
materials and services may also be outsourced for the same. Hence, the supply chain
management of an automobile industry forms a chain configuration and is not linear
in its approach. After manufacturing, the products are up for sales in the retail store to
reach the consumers. To make the sure pleasant consumer experience from these retail
stores, effective retail strategies need to be developed. Location, assortment, pricing,



48 D. Kumar et al.

Fig. 3.1 ISM model

quality control and inventory management are parameters considered to make an
effective retail strategy. Retailers form an integral part of the chain configuration as
well. Energy is required at each and every stage of the process from manufacturing,
distribution and transportation. This energy is an important part of the capital cost.
For effective strategizing, it is important to optimize this energy so as to minimize
the cost.

The final factor of this level is collaborative planning. It refers to the collective
brainstorming among various trading partners which are a part of the supply chain to
devise the best strategies for their day-to-day sales. The planning may include deci-
sions regarding inventory management, scheduling and cost optimization. The last
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level of the ISM model is made up of the ‘postponement and customization (F12).’
Postponement or lead time is a necessary evil in a supply chain. In spite of the effort
to bring the lead time to zero, it still persists. This is because of the unavailability of
the materials, man, the machine at the right moment of manufacturing process. Cus-
tomization has become the need of the hour in today’s time where the consumers are
extremely aware of products and services and want quick services of desired quality
according to their need. Customization, in turn, depends on the retail strategies, chain
configuration, building energy and collaborative planning.

3.8 MICMAC Analysis

The MICMAC is also known as Matrice d’Impacts croises-multipication applique
and classment (cross-impact matrix multiplication applied to classification). The
MICMAC principle is based on the multiplication properties of matrices. It states
that if an element X affects element Y which, in turn, directly influences element Z,
then any change affecting X may have repercussions on Z [21]. The goal of MICMAC
analysis was to study the driving and dependence power of the drivers. Based on the
driving and dependence power of these drivers, they were classified into four clusters
as depicted in Fig. 3.2.

Cluster 1 (autonomous): This cluster has factors, which have weak driving and
dependence power. Therefore, they have less impact on the system and do not have
much influence on other factors. The factor ‘forecasting (F7)” was classified in this
cluster.
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Cluster 2 (dependence): This possesses a weak driving power but a strong depen-
dence power. Therefore, they do not have much impact on the system and are
dependent on other factors. The analysis showed that ‘governmental regulations and
policies (F2)’ and ‘seasonality and unpredictability (F8)” were dependence factors.

Cluster 3 (linkage): This inhibits strong driving as well as dependence power. They
are unstable since any change in these factors will have an effect on other factors and
also feedback on themselves. The factors ‘company location (F1),” ‘chain configura-
tion (F3),” ‘retail strategy (FS),” ‘competitive priorities (F4),” ‘customer relationship
(F9)’ and ‘information sharing (F6)* were categorized as linkage variables.

Cluster 4 (driving): This possesses a strong driving power but weak dependence
power. This means that these factors have a strong impact on the system while
being immune to changes in other factors. The factors ‘low energy building (F10),
‘collaborative planning (F11)’ and ‘postponement and customization (F12)’ were
classified.

3.9 Conclusion

Using ISM methodology, the contextual relationship between each factor pair was
determined and a hierarchy model for the factors was developed. Furthermore, MIC-
MAC analysis was utilized to present the driving and dependence power of the factors
in a visual format. It was observed from the ISM model and the MICMAC analysis
that ‘governmental regulations and policies (F2)’ was at the bottom of the hierar-
chical framework and drove all other factors. The highest echelon of the flowchart
was occupied by the factor ‘postponement and customization’ (F12) which is the
most dependent factor and hence is driven by the factors in the lower sequence of
the ISM model. The MICMAC analysis depicted a broad picture of the decision-
making mechanism for automobile manufacturers. It induced sustainability within
the everyday corporate dealings in the automobile industry. These factors need seri-
ous considerations and further work to achieve a harmonious and sustainable sup-
ply chain. This paper would prove beneficial for all stakeholders of the automobile
industry right from the manufacturers, retailers to the consumers for synchronizing
all activities within the supply chain and hence making informed decisions.
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Chapter 4 ®
CFD Simulation of a Steam Regulating e
Wickless Heat Pipe

Usha Pawar and Pravin Honguntikar

Abstract In this work, a multiphase transient analysis of a conventional wickless
heat pipe having a steam regulating valve (SRV) at the adiabatic section was modeled,
using ANSYS 18. The main focus behind this study is to visualize the thermal
performance of steam regulating heat pipe as well as its complex fluid flow when
a steam regulating valve was fixed at adiabatic section of heat pipe. The results are
analyzed in CFD tool. A good agreement was found between the result of CFD and
experimental analysis. It was observed that having steam regulating valve at adiabatic
section, successfully it regulates the steam flow as well as develops the throttle effect
during fluid flow.

Keywords Heat Pipe - CFD model - Thermosiphon - Steam regulating valve

4.1 Introduction

Increasing demand in the energy and heat pipe applications in many engineering
fields increased research on developing different kinds of heat pipes. Heat pipes are
in high demand as they play an important role in the maximum heat transfer rate with
a smaller amount of heat loss. Hence, heat pipes are also known as superconduc-
tors. A heat pipe is a device which transfers heat in two-phase through evaporation
and condensation of working fluid which is filled in the closed container. Apart
from wick a wickless heat pipe or a two-phase thermosiphon works on the drive of
gravitational forces for circulating the working fluid. Due to construction simplicity,
greater flexibility of design, high compatibility with most of the engineering mate-
rials, heat pipes have an excellent demand in application of heating, ventilation, and
air-conditioning (HVAC) devices, electronics and electrical devices, water heating,
and in solar systems [1-8].
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In the early 1970s, many researchers developed and taken patents on a heat pipe
of different designs for the different applications [9—13]. Heat pipes mainly consists
of three sections and placed one above the others, namely evaporator positioned at
bottom, adiabatic section placed at middle part, and a condenser section placed at
top portion [14]. A wickless heat pipe uses a small amount of working fluid which
acts as a liquid pool in the evaporator section, and heat is added to this section, as a
result an evaporation process which increases the temperature and pressure of liquid
causing phase change from liquid to vapor. Later this vapor travels up, through the
adiabatic section to reach the condenser section where the vapor releases its latent
heat by condensation process. Then this condensed liquid flows back to evaporator
due to gravitational force along the walls of the thermosiphon [15]. The process and
design of conventional wickless heat pipe are as shown in Fig. 4.1.

A wickless heat pipe (two-phased thermosiphon) has marvelous use in many
applications. As discussed above, there is extensive literature which is available on the
experimental investigation of heat pipe performance; however, only a limited number
of studies are available on the CFD simulation of heat pipes and are summarized as
follows.

Joudi and Al-Tabbakh [16] analyzed a mathematical model to build computer
simulation of a two-phase thermosiphon for the application of solar water heater.
They have focused the parameters such as mass flow rate, pressure, temperature, and
thermal efficiencies. In this study, heat flow visualization was not involved.

e —
—— |

Heat rejected

S —
——

Vapour flow
Adiabatic section

Liquid flow Gravity

Evaporator section

}

Fig. 4.1 Conventional wickless heat pipe
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Parand et al. [17] developed a mathematical model based on the lumped method
to simulate wick and wickless heat pipes to investigate the temperature distribution
in transient regime. Zhang et al. [18] built a two-dimensional heat and mass transfer
simulation model for a disk-shaped thermosiphon for the application of the electronic
cooling device. This study was limited to only vapor flow assuming single-phase flow
only. Alizadehdakhel et al. [19] studied a CFD model using the volume of fluid (VOF)
technique of FLUENT 6.2 for the interaction gas—liquid phase in a thermosiphon.
The study was concerned about the investigation of the performance effect of heat
pipe by varying heat input and fill ratio.

Legierski et al. [20] presented a three-dimensional CFD model to simulate the heat
and mass flow in a horizontal wicked heat pipe. However, phase change material from
liquid to vapor flow was not taken into consider for the CFD modeling. Annamalai
and Ramalingam [21] conducted a CFD analysis of a wicked heat pipe using ANSYS
CFX. This study was limited to single phase flow. De Schepper et al. [22] developed
a CFD model using VOF and UDF technique to simulate the evaporation process of
a hydrocarbon feedstock in a heat exchanger.

Lin et al. [23] developed a CFD model to study the heat transfer characteristics
of different lengths for a miniature oscillating type of heat pipes. This study was not
concentrated on the internal process of heat transfer concept. Kafeel [24] studied the
numerical analysis on thermal behavior of thermosiphon in transient as well as in
steady-state condition. Fadhl et al. [25] carried out a numerical modeling to study
the temperature distribution in a two-phase closed thermosiphon during boiling and
condensing phenomenon by using CFD and ANSYS FLUENT. During the study, a
detailed analysis was done by building CFD modeling to simulate and analysis of
heat transfer process of wickless heat pipe. Although the study is conducted through
CFD on modeling of conventional wickless heat pipe, the performance of a system
by regulating steam flow is not yet presented.

This work presents CFD simulation to analyze and visualize the thermal per-
formance of steam regulating wickless heat pipe (thermosiphon) by using ANSYS
FLUENT 18.1. The CFD acts as a strong tool to visualize and analyze the fluid flow
pattern in a closed boundary and serves an enormous responsibility in the research
and developments. Figure 4.2 shows the line diagram of steam regulating wickless
heat pipe (SRWHP).

This steam regulating wickless heat pipe differs with conventional wickless heat
pipe with an additional part of the steam regulating valve at the adiabatic section as
shown in Fig. 4.2.

4.2 Fabricated Model

To validate CFD results, an experimental model of typical wickless heat pipe having
a steam regulating valve at adiabatic section was fabricated using SS304 material
and was analyzed for the thermal behavior. The design details and fabricated model
are as shown in Fig. 4.3. The present thermosiphon contains an evaporator section in
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Fig. 4.2 Steam regulating wickless heat pipe

the form of coil shape, condenser section in the form of vessel shape, and adiabatic
section with ball valve known as steam regulating valve (SRV) which functions as a
steam flow regulator [26]. Hence, this heat pipe was called as steam regulating heat
pipe. Water was used as a working fluid for this model.

4.3 Procedure for CFD Analysis

A basic procedure of CFD was followed to perform the multi-phase steady-state
analysis of two-phase thermosiphon with steam regulating valve at adiabatic section.
The main focus of this study was to visualize the boiling and condensation pattern
in the steam regulating wickless heat pipe. The CFD steps shown in Fig. 4.4 were
considered to carry out the present analysis. Stepwise discussion on CFD analysis is
presented in the next section of this paper.
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Fig. 4.3 Details of steam regulating heat pipe (SRHP) with valve at adiabatic section

4.4 CFD Modeling

Model geometry was built using SOLIDWORKS. ANSYS FLUENT 18.1 and vol-
ume of fluid (VOF) technique were used to visualize the fluid flow and liquid—vapor
transition phase in the closed vessel with steam regulating valve (SRV) at adiabatic
section. The 3D models are prepared in 3D modeling software, SOLIDWORKS.
SOLIDWORKS is user-friendly and compatible modeling software. The different
parts are made in part modeling and assembled in assembly. Commands such as
extrude, sweep, and revolve are used for the geometry. The curves of pipe section
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Geometry MNModeling

Fig. 4.4 Steps followed in CFD analysis

are made by using sweep with whole diameter as profile and helical path as path for
pipe curvature. Revolve command is used for topmost (condenser part). The curva-
ture part is connected using extrude command to the main pipe. The model is used
to analyze thermal attribute of fluid in the closed thermosiphon. The modeling of
the thermosiphon was carried out according to the dimensions shown in Fig. 4.3.
The liquid—vapor phase change was observed. The geometry of the steam regulating
heat pipe (SRHP) is shown in Fig. 4.5. The enlarged view of modeling is shown in
Fig. 4.6 to focus on the steam regulating valve (SRV). Similarly, the enlarged view
of modeling of the evaporator section is shown in Fig. 4.7.



4 CFD Simulation of a Steam Regulating Wickless Heat Pipe 59

Fig. 4.5 Modeling of steam
regulating heat pipe (SRHP)

4.5 Mesh Model

The developed model is imported in ANSYS environment for further process. After
modeling the thermosiphon with steam flow regulating valve at adiabatic section, it
is taken for geometry meshing activity to discrete the fluid domain. In the present
study, the fluid domain was discretized by tetrahedral elements to have fine mesh
by controlling the curvature and sizing. 450,404 elements and 110,198 nodes were
formed during meshing. Mesh model is as shown in Fig. 4.8. Almost all geometries
of industrial applications contain one or several domains that are just not practical to
sweep. These domains must then be covered by a tetrahedral mesh. The free tetra-
hedral operation builds surface meshes on unmeshed faces before it builds volume
meshes. The surface mesh must confirm to geometry boundaries, but the surface
mesh nodes can be moved around within the faces during element for the purpose of
quality optimization. Faces that are already meshed, however, remain frozen and can
therefore result in a lower element quality. A tetrahedron only has triangular sides,
so something is needed to transition from faces with quadrilateral elements. This
“something” is the pyramid. A pyramid element is formally a hexahedral element
where one of the element faces is collapsed into a point, leaving an element with one
quadrilateral face and four triangular faces. The meshing is done in tetrahedral as
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Fig. 4.6 Enlarged view of modeling of steam regulating valve (SRV)
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Fig. 4.7 Enlarged view of modeling of evaporator
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Fig. 4.8 Meshing

well as in triangular meshing method. The enlarged views of meshing of evaporator
and condenser section are shown in Figs. 4.9 and 4.10, respectively.

4.6 Boundary Condition

After meshing, it is important to apply appropriate boundary conditions for executing
required physics. A transient multiphase analysis was studied by considering with an
explicit and implicit body forces for formulation. Multiphase model is specifically
used where more than one medium is following in the domain. The volume fraction
is governed by explicit method, and a default courant is generated which helps in
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Fig. 4.9 Enlarged view of
meshing condenser section

converging the solution. Implicit body forces are taken into account which helps to
formulate the forces produced due to the movement of the body as shown in Fig. 4.11.

Air, water, and steam were considered for phase analysis. As an initial condition,
constant heat input of 390 and 300 K was given to the evaporator and condenser
sections, respectively. The ambient temperature and coefficient of heat transfer to the
condenser section were applied with no-slip boundary condition at the inner walls
of the SRHP. The properties of phases, namely water and steam, are considered for
the analysis which is shown in Figs. 4.12 and 4.13, respectively.

The flow will not follow a laminar pattern due to pattern of the geometry. Hence in
the present analysis, turbulent flow is considered. The most commonly used turbulent
module is K-epsilon as shown in Fig. 4.14. The flow of the medium depends upon
velocity, pressure, and change in cross section. The k-epsilon model for turbulence
flow is the most common to simulate the mean flow characteristics for turbulent flow
conditions. This is a two-equation-based model which gives a general description of
turbulence by means of two transport equations. The two transported variables are
turbulent kinetic energy k, which determines the energy in turbulence, and turbulent
dissipation, which determines the rate of dissipation of the turbulent kinetic energy.
For the wall function parameters, standard wall functions are used which formulate
the equations near-wall using velocity formulations.

A FLUENT governing equation for mass conservation equation and momentum
conservation equation is the general form of the mass and momentum conservation
equation and is valid for incompressible as well as compressible flows. The source
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Fig. 4.10 Enlarged view of meshing evaporator section

Multiphase Model

Model Number of Eulerian Phases
O Off 3 el
@ wvolurme of Fluid

O Mixture
D Eulerian

Coupled Level Set + VOF VOF Sub-Models
] Level Set [] open Channel Flow
[] Open Channel Wave BC
Volume Fraction Parameters Options
Formulation Interface Modelng
= Explicit Type
O Imphcit @ Sharp
O Sharp/Dispersed
Volume Fraction Cutoff O Dispersed
[1e-06
Courant Number [] Interfacial Anti-Diffusion
lo.2s ] Expert Options...
Default

Body Force Formulation
) 1mplicit Body Force

Cancel Help

Fig. 4.11 Details of multiphase parameters
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Create/Edit Materials

Name Material Type
|water-liquid || fiuid -
Chemical Formula Fluent Fluid Materials
|h20<1>| || water-iquid (h20<I>) -
Mixture
none -
Properties
Density (kg/m3) constant v | |Edit...
998.2 |
Cp (Specific Heat) (j/kg-k) constant v || Edt...
4182 |
Thermal Conductivity (w/m-k) constant w | Edt...
0.6 |
Viscosity (kg/m-s) constant v || Edit...
0.001003 |
Molecular Weight (kg/kmol) constant v | | Edt...
18.0152 |
Standard State Enthalpy (j/kgmol) constant v || Edt...
-2.858412¢+08 |
Reference Temperature (k) constant v | [EdiE.:
208 |

Fig. 4.12 Properties of water

is the mass added to the continuous phase from the dispersed second phase (e.g., due
to vaporization of liquid droplets) and any user-defined sources, where p is static
pressure, v is velocity, and S, is the mass added.

Mass conservation equation and momentum conservation equation are shown in
Eqgs. (4.1) and (4.2).

d
Lrv- (V) = Sm @.1)
Jat

9 N -

a—x(p_v)) +V- (o) ==V, +V-(T)+pg+F 4.2)

The mass transfer can be described on the following temperature regimes using
Egs. (4.3) and (4.4).

T > Teu

1Moy = coeff * oy py (T — Tsar)/ Tsar 4.3)
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Create/Edit Materials

Name Material Type
| water-vapor | | fuid
Chemical Formula _Fluent Fluid Materials

[h20 || water-vapor (h20)

Properties
Density (kg/m3) constant

[0.5542 _
Cp (Specific Heat) (i/kg-k) piecewise-polynomial Edit...
|
Thermal Conductivity (w/m-k) constant Edit...
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Fig. 4.13 Properties of steam

T < T

ey = coeff x a1 p1(T — Ta) / Teat

where 1 = liquid phase, v = vapor phase.

4.7 Result and Discussion

65

4.4)

To study and visualize the behavior of steam regulating heat pipe, CFD solver was
used. The counter of water volume fractions is shown in Fig. 4.15a and b. The presence
of steam regulating valve (SRV) at the adiabatic section of the wickless heat pipe,
functions not only as a steam flow regulator, but also developing the throttle effect
on the steam flow phenomenon. The moment SRV was opened the steam from the
evaporator and flows at high speed to condenser where heat is rejected. Due to this,
the heat transfer rate from evaporator to condenser becomes faster as compared to
the conventional wickless heat pipes. From Fig. 4.15a, it is observed that water and
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Fig. 4.14 Details of flow pattern

vapor transition process was initiated at evaporator section. In the adiabatic section,
this transition increases to convert whole mass of water to vapor gradually. Finally,
this converted steam rejects heat at condenser section as shown in Fig. 4.15b.

The enlarged cross-sectional views of water vapor transition level and temperature
profile are shown in Fig. 4.16a and f. It is observed from Fig. 4.16a that, only water
is present in the initial condition of the process and there were no transition occurs.
The evaporator temperature is at 390 K. It means that there is no steam flow because
steam regulating valve (SRV) is closed. Figure 4.16b shows the water vapor transi-
tion occurred and increased steam flow toward the condenser with respect to time.
Further level of steam flow is increased to reach condenser as shown in Fig. 4.16c.
Figure 4.16d shows the travel of steam into condenser section to give up its latent
heat. This latent heat of steam may be utilized to cook food as condenser section is
having shape of cooking vessel. Figure 4.16e shows the complete transition process
of water vapor. Figure 4.16f shows temperature profile of the model.

Figure 4.17 shows the experimental and CFD results of SRHP. The experiment
was carried out without insulation of SRHP to test the performance of SRV. At con-
denser section, the temperature versus time was plotted for every 30 s of interval.
The evaporator was heated by immersing in the hot oil bath whose temperature was
maintained at 130 °C. The graph shows that the performance of SRV was successful.
From the graph, it is observed that, when SRV was closed, no temperature was raised
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Fig. 4.15 a Counter of
water volume fractions.
b Steam rejected heat at
condenser section
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Fig. 4.16 a—f Counter of enlarged cross section of water volume fractions and temperature profile
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Fig. 4.16 (continued)
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Fig. 4.16 (continued)
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Fig. 4.17 Graph of experimental result and CFD result

in the condenser section (cooking vessel). Soon after the SRV was opened, the steam
rushes to condenser section, thereby increased the temperature of water which was
placed in the cooking vessel as a cooking load. Further, Fig. 4.17 shows two regions,
namely transient region and saturation region. In transient region, temperature is
raised from 33 to 75 °C in nearly 60 s which was observed in case of experimental
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result. Further in saturation region, temperature rise is slow. In this region, temper-
ature is increased from 75 to 99 °C in 630 s. This statistics of SRHP points out that
it can be used for quick temperature rise areas and maybe used in various applica-
tion areas which require quick heating. Further, it is to be noted that the evaporator
temperature was 130 °C, and through this temperature, final temperature achieved
in the condenser section of SRHP was 99 °C. Thus from this observation, thermal
efficiency of the SRHP is calculated by using Eq. (4.5). Hence, the efficiency of the
SRHP was found to be 24%. The result of CFD analysis shows a good agreement
with the experimental result with 4% temperature deviation.

Ti-T
n=—z

13099
T="T30

(4.5)

= 0.238

where T'| = input temperature at evaporator; 7, = output temperature at condenser.

4.8 Conclusion

The main focus of this study was to investigate the function as well as the effect of
steam regulating valve on the performance of conventional wickless heat pipe. The
CFD result shows a good agreement with the experimental result. Due to the steam
regulating valve placed at adiabatic section of heat pipe, it not only regulates the
steam flow but also produces the throttle effect on the steam flow. Hence, wickless
heat pipe with steam regulating valve can be applied successfully in applications
where steam controlling is required like domestic cooking, and it was concluded that
CFD is a powerful tool used to visualize the thermal characteristics of fluid flow in
the wickless heat pipe.
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Chapter 5 )
Optimization of Mechanical Components |
by the Improved Grey Wolf Optimization

Prabhjit Singh, Sanjeev Saini, and Ankush Kohli

Abstract Optimization means the demonstration of detecting the optimal outcome
under specific circumstances. Engineers need to take numerously specialized as well
as supervisory decisions in various design phases, construction, and industrial system
maintenance. The main target of every such decision is either to restrain the work
necessitated or raise the profit. As the profit wanted or the work required in any
situation of real world can be expressed as a specific decision variable’s function,
optimization can be characterized as the way towards discovering the conditions that
provide maximum or minimum function values. Complex problems of optimization
while solving with traditional numerical methods had mathematical downsides. This
is the reason because of which researchers had to be dependent on meta-heuristic
techniques. Meta-heuristics have turned out to be amazingly usual due to its local
optima avoidance, simplicity and flexibility characteristics. IGWO is a new meta-
heuristic inspired by grey wolves. In this paper, the implementation of improved grey
wolf optimization is done for the optimization of pressure vessel design and welded
beam design that have various salient engineering applications. The comparison of
achieved results with some other approaches reveals the efficacy of IGWO algorithm
to solve these significant mechanical engineering design optimization problems.

Keywords IGWO - Pressure vessel design - Welded beam design

5.1 Introduction

An extensive number of approaches dependent on linear as well as nonlinear pro-
gramming techniques have been created in the late decades to deal with various
engineering problems for their optimization. Despite the fact that these numerical
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methods of optimization give an applicable method to get the global optimum (or
close to it) for the ideal as well as simple models, they have a few impediments to
deal with problems of engineering. Some real-world problems of engineering opti-
mization are extremely complex in essence and utterly ambitious to solve by utilizing
these techniques [1]. Traditional numerical methods had computational downsides
in solving composite optimization problems. This forms the basis of using meta-
heuristic techniques, and these algorithms have become very popular due to the fol-
lowing advantages: simplicity, flexibility and local optima avoidance. In recent time,
various evolutionary algorithms that are effective for finding the high-precise and
near-optimal results in the large-scale optimization problems have been proposed.

Some of the optimization algorithms that are in wide use these days are genetic
algorithm (GA) [2], differential evolution (DE) [3], evolutionary programming (EP)
[4], evolution strategy (ES) [5, 6], biogeography-based optimizer (BBO) [7], ant
colony optimization (ACO) [8], particle swarm optimization (PSO) [9], artificial bee
colony (ABC) [10], gravitational local search (GLSA) [11], big bang—big crunch
(BBBC) [12], gravitational search algorithm (GSA) [13], charged system search
(CSS) [14], central force optimization (CFO) [15], artificial chemical reaction opti-
mization algorithm (ACROA) [16] and grey wolf optimization [17]. According to
the famous optimization theorem named as no free lunch, each non-repeating search
techniques have a similar mean performance when uniformly averaged over all pos-
sible objective functions. But, it does not exclude the possibility that some certain
algorithms will obtain better results for some certain objective functions. So the
requirement to develop new optimization algorithms increasingly continues [17].
Improved grey wolf optimizer (IGWO) is an enhanced form of grey wolf optimizer
(GWO) [17] that has been applied successfully to solve diverse nonlinear functions.
Results acquired verified the superior performance and efficacy of IGWO in these
problems. In this paper, the IGWO approach has been used to optimally design
welded beam and pressure vessel. In general terms, the contribution of this article is
the novel competent IGWO approach for these mechanical engineering design prob-
lems. The obtained results with the IGWO approach were assessed and compared
with other techniques stated in the literature.

Mechanical component’s engineering design is described by the various vari-
ables, and it is indispensable that the designer should designate the suitable values
for these varying design features. Expert designers always use their expertise, under-
standings, skills, and acumen to designate the values of these design features or
variables for effectual design of engineering components. It is very difficult for even
expert designers to consider all the variables at a time during the designing process
to identify the appropriate values of the same due to the large size of a design task
and its complexity. Therefore, optimization algorithms and methods are deployed to
help the designer to improve the system’s efficiency, reliability, cost and weight and
to increase performance and to create an optimized design with the application of
these techniques of optimization, and this process is known as mechanical design
optimization of elements.

There are various decision variables on the basis of which the results actually
vary and the manipulation of these variables should be within some limits to get the
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optimum results. For example, a cylindrical shaft is to be designed to transmit some
power. Here, the decision or design variables are the length of the shaft, diameter of
the shaft, and the values of which are the actual inputs to satisfy the objective and
the optimization technique which helps to select these inputs by taking care of all the
limits or constraints and provide us the optimized output in terms of the diameter and
length. Similarly, there are many other engineering designs that can be optimized
with the assistance of this process by using different techniques or algorithms, and
in this paper, the cost of welded beam and pressure vessel is optimized with this
principle.

Welded beam design The methodology in which metallic parts are heated to a
suitable temperature and joining them by applying or without applying the pressure
is known as welding. It is an economical and productive strategy for getting a lasting
joint of parts of metal. Welding applications are in almost anywhere and used as an
alternative for a riveted joint, casting or forging. A beam is a part exposed to loads
that act transverse to the length measurement, making the part to bend. Welding of a
beam is done to a rigid member, and the beam has to bear a load applied on it without
its failure, and the dimensions are to be controlled for the cost optimization of the
design of welded beam [18], and the same is tried to be done which is represented
in this paper.

As we know that the welded beam design problem is used often as a benchmark
as many optimization algorithms are tested by using it by which we can understand
that how much the optimal design of welded beam is important as this design is a part
of structural optimization problem [19]. Optimal design parameters are obtained by
K. M. Ragsdell and D. T. Phillips in their research by using geometric programming
and the solutions that found were very efficient as compared to other techniques
[20]. Genetic algorithm was used to optimize a welded beam design and was also
compared with other techniques which reveal about the convergence speed of GA to
the solutions which are near-optimal [19]. Augmented Lagrange multiplier was also
used by B. K. Kannan and S. N. Kramer for the purpose to optimize the design of
a welded beam [21]. Design was optimized obviously for the purpose to minimize
the fabrication cost and the end deflection by using an improved version of non-
dominated sorting genetic algorithm (NSGA) which is also called as NSGA-II and
the results were very encouraging and better than NSGA [22].

Self-adaptive penalty approach was employed to optimize the design as the penalty
functions are included in a genetic algorithm. Therefore, it is a GA-based technique
and the results achieved were better [23].

Design optimization of a welded beam was done with the application of various
non-traditional algorithms like particle swarm optimization, simulated annealing,
pattern search, godlike, cuckoo, FF, FP, ant lion optimizer, GSA and MVO, and
the results are compared on the basis of consistency, minimum run-time, minimum
evaluation, the simplicity of algorithm, and pattern search satisfies all the criteria
followed by PSO but cost becomes maximum in case of pattern search, whereas the
costin PSO is 1.7423. Therefore, the PSO has 178 iterations and minimum cost with
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time of 1.23 s. So, PSO was suggested as an appropriate algorithm for the design of
welded beam in this study [18].

Hybrid Taguchi-harmony search algorithm was developed and applied for the
optimization of welded beam design, and the outcomes had been compared with
various other techniques, and it was concluded that the HTHSA technique had the
best results [24]. Design optimization effort was done by Amir Mosavi and Atieh
Vaezipour by employing reactive search optimization [25] and simple constrained
PSO by Carlos [26].

A population-based technique, i.e. SOPT algorithm, which consists of exploration
and exploitation is applied for the cost optimization of welded beam design by finding
the optimal values for its variables [27].

Subset simulation is employed to upgrade a welded beam design. The idea on
whichitis based is that the extreme events (optimization problems) can be considered
rare events (reliability problems). A rule based on feasibility was utilized to guarantee
that feasible arrangements are constantly better than infeasible solutions with regard
to constraint fitness function values. The rule utilizes an altered constraint fitness
function to assess the constraint fitness of an evaluation and a double-criterion ranking
strategy to choose the finest solutions according to both constraint fitness function
values and objective function values [28].

With an objective of minimizing the fabrication cost and end deflection of a welded
beam, multi-objective algorithm based on swarm intelligence was applied, and it was
concluded that the algorithm was very effective to arrive at the optimal and efficient
solutions [29].

An effective multi-objective algorithm for optimization originated from swarm
intelligence was utilized for the optimization of design, and the outcomes were
also compared with NSGA-II which was the best multi-objective algorithm till date
around then, and it was revealed that the results obtained were very good and the
algorithm was proved to be very efficient and simple to implement and reason for
the performance enhancement of the algorithm due to the exploration of the search
space very effectively with the incorporation of elitist mutation which is an efficient
mutation strategy [30].

Kang Seok Lee and Zong Woo Geem had applied harmony search approach based
on a meta-heuristic algorithm. Instead of gradient search, a stochastic random search
was used in this technique and the purpose of optimizing the cost of fabrication was
fulfilled, and the cost was minimized when the technique was employed on a design
of welded beam [31]. An improved harmony search algorithm was also applied on
the same problem, and the results obtained were satisfactory [32].

Algorithms named as big bang—big crunch which was emerged from the universe
evolution theories, i.e. big bang and big crunch, were employed to optimize the
designing parameters, and the obtained results were very promising [33].

The design was upgraded by using T-Norm and T-Co-norm-based intuitionistic
fuzzy optimization technique, and the main advantage of the proposed strategy is
that it enables the user to focus on the actual limitations in a problem during the
specification of the flexible objectives [34].
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Many more optimization techniques were applied to get optimal design as ABC
algorithm [35], bees algorithm [36], effective co-evolutionary differential evolution
[37], hybrid co-evolutionary PSO [38], hybridizing PSO with differential evolution
[39], unified PSO [40], society and civilization [41], and also, grey wolf optimization
algorithm [17] which is based on the leadership structure and hunting behaviour of
grey wolves was also applied to optimize the design.

From our above discussion regarding the various optimization efforts of welded
beam design till date, we have concluded that the design is very important in struc-
tural engineering and has many applications, and it needs to be optimized as best as
possible because it will definitely lead to a good overall cost-saving when its design-
ing parameters get optimized and the cost of fabrication also get reduced as a result.
This is the reason we have chosen this problem for its optimization by employing
improved grey wolf optimization [42], and the results obtained are very promising
and better than the results obtained by other techniques when compared.

Pressure Vessel Pressure vessels are receptacles used to manage fluids which are
very hazardous, toxic, compressible and that work at high pressures. These vessels
have applications in a wide range of industries and factories, for instance, petroleum,
oil and gas, chemical industries, food industry, power generation industries, beverage
industries, and so on. Pressure vessel’s failure has harmful effects on the surrounding
and the industry that can cause loss of life, property loss, and damages [43]. As the
pressure vessel has wide range of applications, therefore the design is required to be
optimized by controlling the cost that is composed of various factors like material,
welding and forming of these vessels. Most of the vessels utilized in the chemical as
well as allied industries are classified as thin-walled vessels. Thick-walled vessels
are utilized for high-level pressures.

An optimization effort has been done to design of pressure vessel for marine
substation by analysing different types of materials subjected to a pressure due to
sea depth, and it is found that A588 (Mn—Cr-Cu-V-type) material has allowable yield
stress 317.15 N/mm? and is best suitable for the application [44].

Pressure vessels are utilized for the storage and transportation of liquid gases
LO,, LH;, LN;. Optimization and examination endeavours had been done for safe
operation. Austenitic stainless steel is the material which is generally used for pres-
sure vessels in cryogenic industries; Y. Q. Lu and H. Hui investigated these pressure
vessels when austenitic stainless steel exposed to cold and cryogenic stretching to
create vessels with a thinner shell, and S30403 steel was utilized for the investigation
[45].

N. A. Weil and J. J. Murphy have discussed characteristics controlling the welded
skirt support performance for vertical pressure receptacles. The significance of ther-
mal impacts was highlighted. The performance of the vessel was assessed on fatigue
basis by the investigation of local stresses. Amid the work, they found that special
emphasis is to be given that the weld must be sufficient to carry the vessel’s weight,
wind load along with discontinuity forces and moments. Explicit recommendations
as well as suggestions for fabrication and design practices were given, inclusive of
weld details for enhanced strength as well as quality [46].
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Siva Krishna Raparla and T. Seshaiah in their paper have designed multilayered
high-pressure vessel and compared it with monoblock vessel. Multilayered pressure
vessels are built by wrapping a series of sheets over the core cylindrical tube. Scope
is obtained to select different materials at different layers according to functionality.
Inner layer can be made of anti-corrosive materials while outer layers can be made
of material having high strength. Using multilayered pressure vessel results in per-
centage saving the material of 26.02% by reducing the overall weight of the vessel
[47].

Apsara. C. Gedam and Dr. D. V. Bhope had compared the stress distribution for
various ends, viz. flat circular, hemispherical, dished shape as well as standard ellip-
soidal. The numerous dimensions of the pressure receptacles are acquired utilizing
an analytical procedure. The model was set up in Pro-E and investigated utilizing
ANSYS. From the analysis, it was seen that the stress generated is less in the dished
end compared to flat or circular or hemispherical heads, so it is recommended to use
the dished head or ellipsoidal in vertical as well as horizontal pressure vessels [48].

The approach of a pressure vessel design is by ASME codes as well as finite ele-
ment analysis in which the investigation of pressure vessel by utilizing FEA method is
simple and gets optimal parameters. It results in the weight reduction of the pressure
vessel [49].

An improved form of genetic algorithm (GA) is presented for the optimal design
of a pressure vessel that targets to get the least weight under burst pressure constraint
[50].

For the objectives of design as well as analysis, pressure receptacles are classified
into two categories relying upon the proportion of the thickness of the wall to vessel
diameter: thin-shelled vessels, with a thickness proportion of below 1:10; and thick-
shelled higher than this ratio. Pressure vessel does not have any strict definition of
what it constitutes of, yet it is generally recognized that any closed vessel more than
a diameter of 150 mm subject to a pressure difference of above 0.5 bar ought to be
designed as a pressure receptacle [51].

To design pressure vessels, there are some global norms; however, American
Society of Mechanical Engineering (ASME) is the most broadly utilized code for its
designing yet the computations are done manually hence consumed a lot of time, and
also, a trial and error method was applied to find out the minimum thickness for the
pressure vessel, and to overcome all of these, an easy to understand alternate shortcut
technique based on ASME code is employed to design and to find out the thickness of
it to withstand the pressure; it was concluded that the method has equivalent accuracy
as that of the manual calculation [52].

The designer utilizes significantly higher values of the dimensions according to the
code in order to make the vessel safer during operation and intern increasing fatigue
life. But the dimensions used for the construction and manufacturing result in heavier
construction. This increases the amount of overall cost, the material utilized, and the
transportation cost of the vessel. This paper centres around minimizing the overall
weight and cost of the vessel by determining the optimum wall thickness for the
vessel construction. Optimum thickness decreased weight and cost results when the
optimization method was employed. This technique is the modified technique of the
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standard design method of the pressure vessel, and ANSYS is used for the analysis
[53].

Lei Zhu and J. T. Boyle also add their inputs regarding a pressure vessel design
by showing in their research that the role of the pressure vessel’s shape and its opti-
mization plays in increasing the strength of a vessel which effects the load-carrying
capacity of a pressure vessel [54]. C. V. Ramakrishnan and A. Francabilla found that
the design optimization is achieved in a very straightforward manner by employing
the penalty function [55]. Analysis of spherical vessels was done by using finite
element method, and optimization was done by using extended penalty functions by
J. P. Queau and P. H. Trompette [56]. Shape optimization using sensitivity analysis
was also done in another research in which stable and high precision results were
obtained [57]. Shape and thickness optimization work were carried out by E. Hinton
et al. also, and the main purpose was to minimize the weight of the structure [58].
Many more researches have also focused on thickness and shape optimization of
axisymmetric shells out of which J. M. Boisserie and R. Glowinski examined the
optimum structural design of thin axisymmetric shell structures utilizing an optimal
control approach with stress minimization as an objective and enabling the thickness
to be varied [59], and Marcelin and Trompette have also make a model for optimiza-
tion of axisymmetric shell structures shape by utilizing two or three node constant
thickness for thin shell elements with the goals of making the stress along a part of
the boundary uniformity in order to minimize the stress concentrations. However,
their definition of structural geometries was limited to straight or circular segments
only [60].

J. Blachut investigated the optimization of shape as well as variable wall thick-
ness distribution for the purpose of weight reduction by combining a zero-order
optimization with the re-investigation information originating from an existing code
[61], optimization of torisphere’s subjected to repeated internal loading by employing
genetic algorithm was done by J. Blachut and L. S. Ramachandra [62].

Many other researches were done to optimize the design by using techniques like
ABC algorithm [35], co-evolutionary differential evolution algorithm [37], hybrid
co-evolutionary PSO [38], hybridizing PSO with differential evolution [39], modified
PSO [63].

An effort to optimize the design of pressure vessel was done by employing grey
wolf algorithm in which the design variables were optimized, i.e. thickness of shell,
inner radius, head thickness and the cylindrical section length, by not considering
the head as a result of which the cost was optimized [17].

From here, we can observe the importance of the design optimization of pressure
vessel to make it more economical and efficient in performing the operation for
which it is actually designed; as the design is applicable in various applications
which ultimately affects positively by saving the cost, and therefore, we have tried to
make the design more economical by optimizing it with the application of improved
grey wolf optimization [42].



80 P. Singh et al.

5.2 Design of Mechanical Components/Design Constraints

Two examples taken from the literature of optimization are utilized in this paper
to demonstrate the manner by which the proposed algorithm works to optimize the
dimensional variables of these mechanical engineering components which results in
the cost improvements of these components. These examples consist of various linear
and nonlinear constraints and have been beforehand solved utilizing an assortment of
different strategies which is valuable to decide the nature of the arrangements created
by the proposed methodology. The results obtained by the previous algorithms are
improved with the proposed technique, and the process of formulating these problems
is discussed further.

5.2.1 Welded Beam Design

The target of this problem is to decrease the welded beam cost of fabrication. The
following are the constraints: bending stress in the beam (%), shear stress (s), end
deflection of the beam (d), buckling load on the bar (P.) and side constraints.

There are four factors in this problem, for example, weld thickness (%), bar height
(1), length of an attached part of the bar (/) and bar thickness (b). The numerical
formulation is as per the following [17]:

Consider y = [y1y2y3ys] = [hltb]
Minimize f(5) = 1.10471y,% + 0.04811y3y4(14.0 + y2),
Subject to 1 (¥) = T(F) — Tmax < 0,
hy(3) = 0 () = omax <0,
h3(y) = 8() = Smax <0,
ha(y) = y1 — y4 <0,
hs(y) = P — P(y) <0,

he(y) = 0.125 — y; <0,

h7(3) = 1.10471y7 4 0.04811y3y4(14.0 + y,) — 5.0 < 0,
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Variable range

0.1 < y; <2.00

0.1 <y, <10

0.1 <y: =< 10

0.1 <y, <2.00

where T(;) = \/(‘[’)2 + 21—/1—//% + (1:”)2,

/ P My P(L + )
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P=060001b, L =14 in., §pax = 0.251in., E =30 x 10° psi, G = 12 x 10° psi, Tmax
= 13,600 psi, 0 nax = 30,000 psi.

5.2.2 Pressure Vessel Design

The aim of this problem is to decrease the total cost comprising of welding, material
and forming of a cylindrical vessel. A vessel is capped at both ends, and the shape
of the head is hemispherical. This problem has four variables [17]:

head thickness (T'y), inner radius (R), shell thickness (T's), cylindrical section
length without considering the head (L).

This problem is subject to four constraints. These constraints as well as the
problem are formulated as follows:
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Consider y = [y;y2y3y4] = [TsTuRL]
Minimize f(¥) = 0.6224y;y3ys + 1.7781y,y% + 3.1661y%y4 + 19.84y>y3
Subject to 71(y) = —y; +0.0193y; <0,

hy(3) = —y3 + 0.00954y; < 0,

. 4
ha(3) = —myive — 3733 + 1,296,000 < 0,

ha(y) = ys — 240 <0,

Variable range

10 < y;3 < 200

10 < yq < 200

5.3 Optimization

Optimization means the demonstration of detecting the optimal outcome under spe-
cific conditions. Engineers need to take numerous specialized as well as supervisory
decisions at various design phases, construction and industrial system maintenance.
The main target of every such decision is either to limit the work required or boost the
profit. Since the profit wanted or the work required in any real-world circumstance
can be expressed as a definite decision variable’s function; optimization can be char-
acterized as the way towards discovering the conditions that provide the maximum
or minimum values of a function.

Complex problems of optimization while solving with traditional numerical meth-
ods had mathematical downsides. This is the reason because of which researchers had
to be dependent on meta-heuristic techniques. Meta-heuristics have turned out to be
amazingly usual due to the following reasons: local optima avoidance, simplicity and
flexibility. Two primary qualities of meta-heuristic calculations are exploration and
exploitation. Exploration intends to create various solutions in order to investigate
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the search domain on a global scale. Exploitation intends to centre the search in a
nearby locale realizing that a current superior solution is found in this area. A decent
balance among exploration as well as exploitation is to be found amid the selection of
the optimal solution for enhancing the rate of convergence of the algorithm. A decent
mix of these two noteworthy parts will generally guarantee that overall optimality is
attainable.

5.3.1 Grey Wolf Optimization (GWO)

The GWO algorithm is a type of meta-heuristic approach which was introduced
by Mirjalili et al. [17]. It imitates the hunting behaviour and the headship grading
structure of the grey wolves that are popular for their joint prey finding and attacking
technique. Grey wolves are at the highest position of the food chain. Grey wolves
mainly like to live in a group. The pack range is 5 to 12 overall. Quite convincing
is that they have an exceptionally stern social hierarchy as shown in Fig. 5.1. They
strictly follow this hierarchy for the general relationship and the same for the hunting.
The wolves live in packs which consist of both male and female, and the packs are
categorized into four parts that are alpha (o), beta (8), deltas (3) and omega (w) on the
basis of their superiority. These four categories are as per their fitness, and therefore,
the most superior and fit wolves belong to the higher category, who are actually the
leaders. All other wolves have to follow the alpha wolves as alphas are accountable
for all the decisions. Then comes the second stage wolves that are beta wolves who
give assistance in decision-making and behaves as a mentor for the leaders. The third
category is delta wolves who govern the omega wolves but are the subordinates who
report to alpha wolves as well as beta wolves. The last ranking is of the feeble and
least crucial pack of wolves called as omega.

The leaders are known as alphas. Generally, the alpha is accountable for settling
on decisions about the place of resting, waking time, chasing and so forth. The
commands of alphas are directed to the whole pack. In gatherings, the entire pack
perceives the alpha by keeping their tails downward. The alpha wolf is in like manner
called as the commanding wolf as his/her instructions should be trailed by the whole

Fig. 5.1 Grey wolf
hierarchy (dominance

reduces from top-down) A
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pack [64]. The alpha wolves are simply allowed to breed in the pack. Inquisitively, the
alphaisn’t actually the strongest in the pack even the best as far as the management of
pack is concerned. This exhibits that the management and discipline are significantly
more critical than that of its strength. Beta grey wolves in the chain of importance
are at the second rank. Beta wolves are the subordinates that assist the alpha wolves
in various exercises of the pack as in leadership. Beta wolves can either be male or
female, and she/he is apparently the best candidate to become the alpha on the off
chance that from the alpha wolves if any one of them ends up being exceptionally
old or passes away. The beta should always respect the alpha and give instructions to
the subordinates as well. The beta fortifies the alpha’s commands and gives feedback
to them.

Omegas are the wolves with the lowest ranking that reports to the higher-level
wolves. The omega wolves are the scapegoat. These are the endmost wolves which
are allowed to eat. In the pack, it may show up the omega is not crucial; however,
it has been seen that in the situation of losing the omega, issues and inward battling
takes place. This is a direct result of the venting of disappointment and viciousness
of all wolves by the omega(s). This satisfies the entire pack and to keep up the
transcendence structure. At times, the omega wolves are additionally the sitters that
have almost nothing to do in the pack. If a wolf isn’t an alpha, beta or omega wolf,
he/she is known as delta. Delta wolves are the subordinates to alphas as well as betas;
however, they direct the omega. Sentinels, seekers, scouts, older folks and guardians
are under this categorization. Scouts responsibility is to view the boundaries of the
area and to warn the pack in case of any insecurity. Sentinels job is to secure the pack
and guarantees the well-being of the whole pack. Elders are the experienced ones
who used to be alpha or beta. Hunters encourage the alphas as well as betas when
tracking prey and also give nourishment to the pack. In the end, the caretakers are
in charge for caring the feeble, injured and sick wolves. In spite of the social order
of wolves, hunting in a group is an additional fascinating social conduct of them. As
stated by Muro et al. [65], the important stages of the hunting process of grey wolves
are as below:

e Tracing, chasing and moving towards the target or prey.
e Chasing, enclosing and bugging the prey up to the point when it quits moving.
e Rush so as to approach the prey.

These stages are represented in Fig. 5.2.
The mathematical models of the social hierarchy, tracing, encircling and attacking
prey are provided. Afterwards, the GWO technique is defined.

(1) Social hierarchy

When we compare it with the mathematical model, the alpha wolves depict the best
solution. Similarly, the beta wolves resemble the second appropriate solution and
delta is the third best solution, and the omega solution is the remaining one which
resembles the omega wolves that we know are the least important which depicts that
in the optimization; omega just follows the alpha, beta and delta wolves who actually
influence the optimization/hunting.
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(2) Encircling prey
Hunting is done by encircling the prey by the grey wolves, and this phenomenon can

be represented mathematically as under given [17]:

-

D=|C-X,(t) — X(t) (5.1)

- -

X(t+1)=X,(t)—A-D (5.2)

Here, C and A represent coefficient vectors, )}p represents the position vector of
prey, X indicates position vector of grey wolf, and ‘¢’ indicates current iteration.
C and A are computed as under given [17]:

-

A=2.G-7-d (5.3)

A

=27 (5.4)

Here, values of ‘@’ are 2 to 0 throughout the duration of iterations that are linearly
decreased, and r;,r; represents the random vectors in gap [0, 1].

To observe the impacts of Egs. (5.1) and (5.2), a 2D position vector and a portion
of the conceivable neighbours are shown in Fig. 5.3a. As observed in this figure, a
grey wolf of position (X, Y¥) can renew its place as specified by the prey location (X*,
Y*#). Better positions around as well as can be expected to come as for the current
location by modifying the evaluation of A as well as C vectors. For instance, (X* —
X, Y) can be come to by setting A = (1, 0) and C = (1, 1). The conceivable renewed
grey wolf positions in 3D space are portrayed in Fig. 5.3b. It is to be noted that the
random vectors r; and r, enable wolves to get any locality between the focuses
outlined in Fig. 5.3. So a grey wolf can refresh its situation inside the space about
the prey in any arbitrary area by making the use of Egs. (5.1) and (5.2). A similar
thought can be extended to a space of search with n number of measurements, and
the grey wolves will change position in hyper-spheres (or hyper-cubes) around the
best outcomes got up so far.

(3) Hunting

Due to the superiority of alphas, betas, and deltas optimization led towards greater
awareness and understanding about the probable locality of prey. Rest of the agents
revise their positions as per the finest searching agent’s location.

The revision of agent’s locality can be framed as under given [17]:

- -

D,=|Ci-X,—X

Dg=|C-Xp—X (5.5)
Ds=|Cs X5 — X
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Fig. 5.3 Wolves cartesian representation
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X1 =Xy — A, - (Dq
Xo=Xp— Ay (Dy (5.6)
%=X - Ay (D)

)}1+)}2+)?3

Xt+1) = 3

5.7

Figure 5.4 reveals how a search agent revives its location according to the location
of alpha, beta and delta wolves in a 2D search domain. It tends to be seen that the last
location would be in place which is arbitrary inside a circle that is described by the
positions of alpha, beta and delta in the search domain. As the alpha, beta and delta
measure the location of the prey, and rest of the wolves revive their places arbitrarily
about the prey.

(4) Searching and attacking prey

The value of ‘A’ is random in the gap [—2a, 2a] where a is reduced from 2 to 0
during the course of iterations. In case IAl < 1, the wolves are compelled to attack
the quarry. Exploitation and exploration ability is attacking and searching the quarry,
respectively. The values of ‘A’ which are random in nature are used to coerce the
search agent to move apart from the quarry. It enforced to move at a distance from
the prey when the value IAl > 1 which is represented with the help of Fig. 5.5a and b.

I3
&
w or any other hunters

Estimated pasition of the
prey

Fig. 5.4 Position updating in GWO
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(a) (b)

Fig. 5.5 Prey attacking versus prey searching

In GWO, C is another component that favours exploration. As might be found in
Eq. (5.4), C, the vector carries irregular qualities in [0, 2]. This part gives arbitrary
weights to prey with the ultimate objective to stochastically underline (C > 1) or
deemphasize (C < 1) the effect of prey in distance defining in Eq. (5.1). This causes
GWO to show more arbitrary conduct during optimization, favouring exploration
and local optima evasion. It merits making reference to here that C isn’t linearly
diminished in contrast to A. We purposely expect C to give arbitrary values consistent
with the end goal to underscore exploration not only in the course of initial iterations
but in the final iterations as well. This component is extremely useful in the event of
local optima stagnation, especially in the last iterations. The C vector can be likewise
considered as the influence of obstructions in moving in the direction of prey in nature.
As a rule, the obstacles in nature show up in the path of hunting of wolves and in
truth keep them from quickly and conveniently moving in the direction of prey. This
is actually the purpose of vector C. Contingent upon the location of a wolf, it can
arbitrarily give weight to the prey and make it more distant and difficult to go after
wolves or the other path around. To aggregate up, the search process commences
with an arbitrary populace making of grey wolves (candidate solutions) in the GWO
approach. Through the period of iterations, alpha, beta and delta wolves measure the
conceivable locality of the prey. Each candidate solution revises its distance from the
prey. The parameter is reduced from 2 to 0 with the end goal to stress exploration and
exploitation, individually. When |A| > 1, candidate solutions have a tendency to
diverge from the prey and converge when |A| < 1. Atlong last, the GWO algorithm
is ended by the fulfilment of an end criterion.
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5.3.2 Improved GWO Algorithm

Even though the GWO has various properties of finding optimized solutions and has
structure that balances both exploration and exploitation easily, i.e. the values of A
as well as a which is adaptive, and it may be the local optima trapping of GWO.
Until now the ability of exploration only depends upon the C vector’s value in GWO
algorithm. Vectors D,,, 13;3, and [)3 can also be calculated by using the parameter,
taking into consideration the absolute variable A < 1 or A > 1. The purpose is to
increase the agent’s diversity by using this hybrid technique. The difference between
GWO and IGWO algorithm is represented by Fig. 5.6.

Alpha, beta and delta are the factors on which the agent’s movement is dependent.
In improved GWO, the agent’s movement depends upon alpha, beta, delta or random
variables as per the random values of A. In improved GWO algorithm, to prevent the
local optima trapping of the search agent and to increase the ability of exploration,
the values of D;,, Dy and Dj are calculated with a new approach. The revise location
can be calculated as below:

Fig. 5.6 Position change of w or any other wolves in GWO and IGWO [42]
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Initialize the population of grey wolf Xi (i = 1, 2..., n)
Initialize a, 4 and C
Compute the fitness of all search agents
X, = the optimum search agent
Xp = the second optimum search agent
X5 = the third optimum search agent
While (r < Maximum number of iterations)
for each search agent
if|Al<]
Compute D, , Dy, and D; by using equation (5)
else
Compute D’q, D’s, and D’; by using equation (8)
end if
Refresh the location of the current search agent by using the equation

(7), or (10) relies on the selected strategy.
end for

Update the value of a, and C by (4), and

A is updated by equation (3)
Compute the fitness of all search agents
Update X, X and X,
T=t+1
end while
return X,

-

3|9 5;3 = 62 . )_érz - Xr1 N 5:3 = 53 . )?m — )?rl (58)

X{=Xo— A1 - (D)), Xy=Xs—Ay-(Dy), Xj=Xs—As-(Dj) (59

_ X|+ X} + X,

Xy = =3 (5.10)

Here, ry, ry, r3 are the arbitrary variables and are not equal to each other, i.e.

ry #Fry #rs.

5.4 Results and Discussion

The IGWO algorithm has been applied to solve both optimization problems. A num-
ber of the population was set to 100 in each case, and the maximum number of
iterations was limited to 1000. All the simulation work has been carried out on
MATLAB R2014b.

First optimization problem was to minimize the cost of the welded beam while
satisfying different constraints. The results obtained for the welded beam design
problem and its comparison with other approaches in the literature are shown in
Table 5.1. The obtained results clearly illustrate the effectiveness of IGWO to solve
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Table 5.1 Outcomes comparison of the design problem of welded beam

P. Singh et al.

Type of algorithm Optimal variables Optimal cost
H L t B
IGWO 0.205505 | 3.475609 | 9.036310 | 0.205745 | 1.72526
GWO [17] 0.205676 | 3.478377 | 9.03681 | 0.205778 | 1.72624
GSA [17] 0.182129 | 3.856979 | 10.00000 | 0.202376 | 1.879952
GA (Coello) [17] N/A N/A N/A N/A 1.8245
HS algorithm (Lee and Geem) | 0.2442 6.2231 8.2915 0.2443 2.3807
[17]
GA (Deb) [17] 0.2489 6.1730 8.1789 0.2533 24331
Simplex algorithm [17] 0.2792 5.6256 7.7512 0.2796 2.5307
GA (Deb) [17] N/A N/A N/A N/A 2.3800
APPROX [17] 0.2444 6.2189 8.2915 0.2444 2.3815
Random algorithm [17] 0.4575 4.7313 5.0853 0.6600 4.1185
David [17] 0.2434 6.2552 8.2915 0.2444 2.3841

this optimization problem. Welded beam designed with IGWO has a minimum cost
of 1.72526 as compared to cost obtained with GWO, i.e. 1.72624, and GSA, i.e.
1.879952, both of which are well-established algorithms. The IGWO results have
also been compared with other algorithms like a genetic algorithm, harmony search
and other conventional methods.
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Graphical representation of the comparison

welded beam design problem
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Second optimization problem was to get the optimum cost of pressure vessel
while satisfying different constraints. The results obtained for the design problem
of the pressure vessel and its comparison with other approaches in the literature are
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Table 5.2 Outcomes comparison of the design problem of the pressure vessel

Type of algorithm | Optimal variables Optimal cost
Ts T R L

IGWO 0.7786034 | 0.3849659 | 40.33102 199.858 5888.2246

GWO [17] 0.812500 0.434500 42.089181 176.758731 6051.5639

GSA [17] 1.125000 0.625000 55.9886598 84.4542025 | 8538.8359

PSO algorithm 0.812500 0.437500 42.091266 176.746500 6061.0777
(He and Wang)
[17]

DE algorithm 0.812500 0.437500 42.098411 176.637690 6059.7340
(Huang et al.)
[17]

GA (Coello) [17] | 0.812500 0.434500 40.323900 200.000000 6288.7445

ACO algorithm 0.812500 0.437500 42.103624 176.572656 6059.0888
(Kaveh and
Talataheri) [17]

GA (Coello and 0.812500 0.437500 42.097398 176.654050 6059.9463
Montes) [17]

Branch-bound 1.125000 0.625000 47.700000 117.701000 8129.1036
algorithm
(Sandgren) [17]

GA (Deb and 0.937500 0.500000 48.329000 112.679000 6410.3811
Gene) [17]

Lagrangian 1.125000 0.625000 58.291000 43.6900000 | 7198.0428
multiplier
algorithm
(Kannan) [17]

ES (Montes and 0.812500 0.437500 42.098087 176.640518 6059.7456
Coello) [17]

shown in Table 5.2. A pressure vessel designed with IGWO has a minimum cost of
5888.2246 as compared to cost obtained with GWO, i.e. 6051.5639, and GSA, i.e.
8538.8359, both of which are well-established algorithms. The IGWO results have
also been compared with other algorithms like a genetic algorithm, evolutionary
search, differential evolution and other conventional methods.
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pressure vessel design problem
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5.5 Conclusion

In brief, the outcomes of the two classical mechanical engineering problems reveal
that IGWO shows highly efficient in solving these problems as follows:

1.

Cost is improved in case of welded beam and pressure vessel by optimizing their
design variables. This is because of the operators that are designed to permit
IGWO to successfully ignore the local optima and quickly converge towards the
optimum value.

Results obtained have been compared with other popular algorithms like GWO,
GSA, PSO, GA, ES and DE.

The comparison with other algorithms in literature reveals the superiority of
IGWO algorithm over other techniques in solving the welded beam design and
pressure vessel design optimization problems.
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Tribological Analysis of Increasing Gzt
Percentage of CrC Content in Composite
Coating by Atmospheric Plasma Spray
Technique

Deepak Kumar, S. M. Pandey, Qasim Murtaza, Pushpendra Singh,
and R. S. Walia

Abstract The key issues to enhancing the working life of the automobile compo-
nents are friction and wear behavior. This study deals with the experimental investi-
gation of friction and wear behavior of piston rings substrate coated with chromium
carbide (CrC)-based composite coating produced by a thermally sprayed plasma
technique against the pin made of cylinder liner. In this composite coating, the CrC
powder has been varying from ten percent to fifty percent by weight with Mo, Fe
+ Mo, and NiCr. The experiment was performed at constant load 60 N and sliding
distance 2500 mm on the pin-on-disk tribometer setup to study the friction and wear
behavior. Scanning electron microscope (SEM) was further used for the morpholog-
ical study of the developed coating. The SEM examination reported that the sizes
of the powders are ranging from 15 to 75 pm. It is experimentally investigated that
CrC composite with 40% reveals the tremendous lessening in specific wear rate and
exhibits a lower coefficient of friction.

Keywords Composite coating - Plasma spray + CrC content + Coefficient of
friction * Specific wear rate - Scanning electron microscope

6.1 Introduction

The tribological behavior of piston rings has a significant impact on the enactment
of automobile engines regarding power generation, fuel economy, oil consumption,
and unsafe exhaust releases of gasses [1]. Unfortunately, the piston ring is one of
the prime sources of friction in the automobile engines over the standard range of
machine speeds and loads met in service [2, 3]. Definite figures differ from engine
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to engine, yet normally the piston assembly, comprising both the piston rings and
the piston skirt, represents for 45-60% of total engine friction. Another problem
with tribal contact part is wear and progressive damage caused due to material loss
and wear which occurs on the surface of a part in contact. As a consequence of its
motion about the adjacent working, parts have a far-reaching economic impact which
involves not only the cost of replacement but also the expenses involved in engine
breakdown loss of time [4, 5]. It is stated that the enactment of the power-driven seal
improves considerably with surface textured faces equated with untextured seals [6].
Amid the physical limits, the characteristic fraction of pores was originated to be
the most vital, whereas the influence of texture area concentration was the most
unimportant. The number of pores and characteristic fraction is critical limits about
the area concentration and inertia of the piston ring [7].

Maximum utilization of the energy generated by the combustion of working fluid
in internal combustion engine accounts to efficient engines which in turn accounts for
the overall efficiency of automobile [8]. Also, with the advent of new and stringent
environmental protection policies, it has put tribosystems to come up with efficient
methods for the protection of the environment and at the same time increasing the
performance of internal combustion engine. Therefore, tribological thin-film coatings
are the current hotspot of research [9]. Thin elasto-hydrodynamic coating regime also
termed as thin-film coating regime has film thickness varying from few nanometers to
tens of nanometers [ 10]. Thin-film coatings are widely used in piston ring and cylinder
lining interface and along the surfaces of rotor dynamic machines like turbine and
compressor blades of power plants, both steam and gas power plants and aircraft
engines and wind turbines.

The friction and wear rate encountered by piston rings can be improved by employ-
ing a suitable coating on the interface, providing an increase in hardness along with
excellent surface finish [11]. Similarly, thin-film coatings are being used the coun-
teract effects of oxidation and thermal wear and creep at elevated operating tem-
peratures of rotor dynamic machines to improve efficiencies and prolong service
life. In addition to this, thin-film coatings are also being used to protect the devices
from stress-induced due to external agents as a result of unfavorable operating envi-
ronment. The thermally sprayed plasma coating process involves the deposition of
molten material onto a surface for the purpose of providing a coating. The powdered
material is inoculated into a very high-temperature plasma blaze and is swiftly heated
and enhanced to very high speed [12]. Plasma spraying method has replaced the con-
ventional flame spraying method used for Mo coatings as they were susceptible to
severe oxidation during spraying resulting in low cohesive strength and short service
life [13]. It could upsurge the hardness and surface finish to reduce friction and wear
rate as nearly 35-45% of total frictional losses in the internal combustion engine
occurs in piston assembly alone [14].

The objective of the research to demonstrate and develop a coating recipe with
optimum main constituent percent of the coating that are CrC, Mo, and Mo + Fe
with binder of NiCr by atmospheric plasma spraying to improve wear resistance and
decrease in coefficient of friction of cast iron substrate, that is, piston ring material
with the contact of cylinder liner to replica of engine set conditions and replacement of
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hard chrome plating. The CrC blends with nickel-chromium powders where the NiCr
alloy acts as a medium and binder that enhances, in general, the coating reliability
and corrosion resistance; on the other hand, the CrC integral assists as a hard phase
that reassures wear resistance.

6.2 Literature Review

One of the promising coatings for reducing wear and friction is hard chrome coating
which is achieved by electroplating that gives better lubricant and wear resistance.
However, hard chrome traditionally coated by electroplating process gives waste
of cryogenic and unfriendly environmental hexavalent chromium which is banned
throughout the world [15, 16]. Alternative solutions are searched which are more
challenging and costly. Thermal spray techniques act as a solution to retain the parts
or free-standing parts where thin layers of desired coatings were deposited on the
parts by melting the desirable composite material through HVOF or plasma heat and
then accelerating the molten material droplets to form splats upon collision—Ilater,
the splats would solidify and the coating is produced [17]. The benefit of thermal
spraying technique is that no replacement of spare parts is mandatory and the low-cost
maintenance is possible to achieve.

Many researchers have studied tribological properties of thermally sprayed coat-
ings as areplacement of hard chrome plating [ 18, 19]. They concluded to replace hard
chrome plating with tungsten carbide and chromium carbide-based hard materials
which are used to spray by HVOF or plasma [20-22]. The selection of CrC coating
is on piston rings due to its unique physical and chemical properties of chromium
carbides like extreme hardness, high melting point, low coefficient of friction, and
chemical properties like corrosion and wear-resistant coatings [23].

Alot of researchers [24-27] are used HVOF spray to deposit CrC alloy coatings on
different substrates to examine wear properties such as demonstrated that thermally
sprayed coatings are correspondent or better in performance than chrome plating
coating for different types of mechanical machineries (valves, pistons, piston rings,
rods, hydraulic components) with a capable and economical ‘clean’” HVOF tech-
nology. Picas et al. [28] characterized the mechanical and wear behavior of HVOF
Cr3C,—NiCr coatings from sintered nanocomposite Cr;C,—NiCr powders to improve
the lifetime of coated materials. They showed that nanostructured coatings suffer
greater levels of reaction and as a result show lower hardness than a standard coat-
ing. However, to achieve the longer wear resistance from CrC-NiCr coatings would
need an optimization of the power generation, a variation of the spray process, the
chance of oxidation, porosity and a lot of fuel gasses [29, 30].
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6.3 Experimentations

6.3.1 Coating Preparation

The sample for coating deposition was prepared with the similar material of piston
ring, i.e., cast iron with size of 90 x 90 x 2 mm. The sample was further moved for
the deposition of the coating with plasma sprayed torch (Sulzer-Metco PT-F4) in a
remote environment using a robot. The robot confirmed precise and reproducible arcs
and speed. The primary gas and secondary gas, i.e., Ar and H,, were mixed inside
the chamber and accelerated the flow via a gun caliber. The generation of the mega
spark at the spark plug was lead with the help of a high voltage. The generated spark
ionizes the air between the electrode and nozzle which results in the formation of
electric conduction without contact between them. Therefore, due to the generation
of the high-temperature spark, the acceleration of hot moving gases is converted into
the plasma. Table 6.1 shows the operating parameters of atmospheric plasma spray
coating setup.

Before developing the coating, the sample was cleaned with the help of sand-
blasting containing Al,O3 grid material. Throughout the deposition of the coating,
a chilling arrangement is applied which comprised of air jets and Venturi nozzles.

Table 6.1 AParameter of Parameter Specification

atmospheric thermally

sprayed plasma coating setup Water flow rate 4.0 1/m
Powder port internal diameter 2.2 mm
Distance between spray gun and mandrel (at 140 mm
gun angle 300°)
Temperature of chiller 17 °C
Hydrogen pressure 5.5 bar
Hydrogen flow rate 0.21 m3/s
Argon flow rate 1.87 m3/s
Argon pressure 6.5 bar
Powder flow rate 50 g/min
Current 460 A
Voltage 70V
Cooling air pressure 46 bar
Gun feed 10 mm/min
Gun angle during the deposition 30°
Powder mixing time in V-type mixer 5400 s
Powder driving temperature 120 °C
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The requirement of microstructure and the power generation of the plasma jet (14—
18.5 kW) were the foremost parameters at the time of the deposition of the coating.
The sample was fixed in the fixture of the thermally sprayed plasma setup.

6.3.2 Materials

Two main constituents of the coating are Mo + Fe which is decreasing from 50 to
10% and CrC which is increasing from 10 to 50% successively prepared in five types
of samples. The scanning electron microscope (SEM) images of CrC, Mo, Mo + Fe,
and NiCr as shown in Fig. 6.1a, b, c, and d, respectively. The sizes of all powders
are varying from 15 to 78 pwm. The shape of the molybdenum powder is almost
spherical in shape. The shape of the CrC powder is irregular with sharp edges. NiCr
powder and Mo + Fe powder are in irregular in shape as compared with others. These
materials are very efficient for various sliding components in automobile industry,
and CrC-NiCr material can be used as a corrosive-resistant environment.

I T perate

R fun
! L

Fig. 6.1 a CrC fine particles; b Mo fine particles; ¢ NiCr fine particles; d Mo + Fe fine particles
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Substrate material (pin) used for the coating is cast iron which is specifically
used for the casting of piston rings. To achieve the unvarying composition of the
whole slab, ‘stag casting” was used for the production of the complete sample at one
shot. All substrate material was sandblasted using Al,O3; powder to clean it before
spraying in order to maximize coating adhesion. Composition of substrate material
(pin) has been given in Table 6.2. It gives us clear understanding from SEM that an
agglomerated powder with homogeneous distribution of screen size distribution is
used for the coating.

6.3.3 Pin-on-Disk Experimentation

The pin-on-disk tribometer test setup was used to examine the behavior of wear
and friction composite coating substrate against the pin (counterbody) shown in
Fig. 6.2. The coating substrate is mounted on a circular disk of the tribometer and
pin with diameter 6 mm. The acquisition systems associated with the pin-on-disk
setup were used to control the parameters of the experiment. The experimentation
test parameters are given in Table 6.3. The experimental pin-on-disk setup, top view
of pin-on-disk setup, coated sample substrate and pins used as shown in Fig. 6.1a, b,
¢, and d, respectively.

6.4 Results and Discussions

6.4.1 Microstructural Characterization of Deposited Coating

Morphological techniques are used to characterize the coatings by the formation of
splats, complete melting, and bonding conformity by scanning electron micrograph
(secondary electron) as shown in Fig. 6.3. Melting of the powder was perfect as
shown in Fig. 6.3a except very few examples of partially melted powder.

The scanning electron micrograph is used to identify the coated surface. The
surface of a deposited coating is consisting of lamellae formed of molten, partially
molten, and unmelted particles as shown in Fig. 6.3b. In the other section of deposited,
coating shows various lamellae stacked up one upon another as shown in Fig. 6.3a.
Different types of splats are observed in the coating, and few common splats are as-
sprayed splat, splash splat, and disk splat as shown in Fig. 6.3b, c, and e, respectively.
These splats are clear indication of proper coating and uniform bonding of the sprayed
material shown in Fig. 6.3d. Top view of the coated surfaces as seen with scanning
electron micrograph (secondary electron) shows flattened and solidified droplet in
Fig. 6.3f and crack generated by tensile quenching stress originating from the large
temperature drop during coating. The microstructures of the deposited coating put
forward that the splat of the sprayed material does not seem to form a continuous
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Fig. 6.2 a Pin-on-disk setup; b top view of pin-on-disk setup; ¢ coated substrate; d pins

Table 6.3 Test specification

) . S. No. Test specifications Values
for a pin-on-disk
experimentation 1 Applied load (N) 60
3 Temperature (°C) 25
4 Track diameter (mm) 50
5 Pin (mm) 6
6 Sliding distance (m) 2500

layer; but at the cross section, it was seen that the deposited coating was more

homogeneous and regular.

6.4.2 Coefficient of Friction

The plasma sprayed chromium carbide is being characterized by the pin-on-disk
tribometer test with a pin diameter 6 mm at atmospheric conditions. The coefficient
of friction was analyzed at constant load 60 N with the sliding distance of 2500 m.
The coefficient of friction of coated substrate is examined in dry condition, and its

expression is given in Eq. 6.1.

F=uN

6.1)
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Fig. 6.3 Scanning electron micrograph (secondary electron) of different types of splat: a flash
and splash splat; b as-sprayed splat; ¢ splash splat; d melting and bonding of splat; e disk splat;
f flattened and solidified droplet

where F' = friction force (Newton), i = coefficient of friction, and N = normal load.

The mean friction force calculated during the experimentation was recorded asso-
ciated with acquisition system with the tribometer between two bodies, i.e., coated
substrate and pin, as shown in Fig. 6.4. The coefficient of frictional behavior of 10%
CrC content in composite coating against pin is made of cylinder liner at 60 N con-
stant load, and room temperature exhibits 0.41739, for 20% CrC, friction coefficient
is 0.38577, for 30% CrC is 0.12660, for 40% CrC is 0.00659, and for 50% CrC is
0.002151. Therefore, it clearly indicates that as the percentage of CrC content in the
composite coating increases the coefficient of friction decreases. The higher defor-
mation of the composite coating would produce work hardening, which decreases
the COF [31, 32]. The lubrication formed at the time mating of bodied decreases of
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Fig. 6.4 Coefficient of friction (COF) with increasing CrC % at load 60 N

friction coefficients because of free carbon and metal oxide debris [33]. The trend
seen from the graph is that coefficient of friction first increases due to highly adhesive
micro-contacts, which produced between the counter body (pin) and the coating and
to the production of ‘third body’ particles in the wear track that involves an abrasive
wear mechanism and then decreases to a certain level after that it would remain
constant for all the coating.

6.4.3 Specific Wear Rate

A wear coefficient or specific wear rate (K) is generally used to categorize the resis-
tance to wear contact and calculate by the following expression given below. The
expression shown in Eq. 6.2 is given by Holmberg and Mathews [34], where wear
volume is in cubic millimeter, the load is in Newton, and sliding distance is in a
meter.

K = Wear Volume/(Load * Sliding Distance) 6.2)

The graph between the specific wear rate and increasing percent CrC content in
composition at load 60 N is shown in Fig. 6.5.

The graph shows the specific wear rate which decreases with increasing the per-
centage of CrC content in the composite coating, and it is slightly high at 50%
CrC because of the pullout of the particle from coating, due to increasing the
sliding speed during the experimentation. The specific wear rate at 10% CrC is
0.483810 mm?/Nm, 20% CrC is 0.0765 mm?*/Nm, 30% CrC is 0.02375 mm?*/Nm,
40% CrC is 0.01007 mm?3/Nm, and 50% CrC is 0.024836339 mm?/Nm. It is observed
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Fig. 6.5 Specific wear rate graph

that with increasing the percentage of CrC content in the coating the wear loss
decreases due to the hardening of the surface of the coating. The reason for increased
hardness in the coating is the presence of hard but brittle phases which formed during
spraying due to the decarburization process [35].

6.4.4 Wear Mechanism

As shown in Fig. 6.6a—c that wear debris is large and of uniform size but in Fig. 6.6d
and e shows the debris of small size because of increase in load and velocity. One
thing also can be shown the presence of carbide in the form of sharp edges in the wear
debris. Debris are of blocky size also and rounded edges can be seen in Fig. 6.6f.
In the wear cracks, due to the presence of carbides these cracks could cause carbide
pullouts from the matrix as shown in Fig. 6.6c, e, g, and h. In the case of carbide
thermal sprayed coatings, low value of fracture toughness causes carbide formation
that is why larger wear debris particles were pulled out.

Formation of the tribo-film consisting of the oxidized as shown in Fig. 6.6 causes
of plastic deformation supplemented by loss of splat cohesion, especially on the wear
track edges. The principle of the pin-on-disk test is based on repeated loading, which
caused fatigue stress in hard and brittle Cr,O3 coating and led to the development
of fatigue cracks, which were further accountable for the wear. It was also reported
by Houdkova et al. [15] that in carbide coatings wear mechanism was found to be
the measured loss of matrix material, followed by deteriorating of the hard particle
bonds and pullout from the coating surface. Abrasion delamination and spalling are
the main reasons to cause the generation of debris or the failure of coating that may
be due to one of the above-discussed reasons or the combinations.
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Al
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Fig. 6.6 Wear mechanism of different worn surfaces: a wear track; b abrasion wear; ¢ pulled out
wear debris; d fatigue cracks; e fatigue fracture; f pulled out wear debris; g pulled out fragments;
h micro-cracks



6 Tribological Analysis of Increasing Percentage of CrC Content ... 111

6.5 Conclusions

The composite coating of CrC, NiCr, Mo, Mo + Fe was prepared by plasma thermal
spray technique. The experiment was performed at constant load 60 N and sliding
distance 2500 mm on the pin-on-disk tribometer. It is concluded that the specific wear
rate decreases with increasing the percentage of the CrC content in the composite
coating. The coefficient of friction decreases from 0.41739 to 0.002151 with an
increase in CrC content from 10 to 50% in a coating composition. The morphology
of the coating was examined by SEM. Abrasion delamination and spalling are the
main reasons to cause the generation of debris or the failure of coating that may be due
to delimitation causes and the high value of contact stress which also causes coating
failure. The SEM examination reported that the sizes of the powders are ranging
from 15 to 75 wm. The shape of the molybdenum powder is almost spherical in
shape. The shape of the CrC powder is irregular with sharp edges. NiCr powder and
Mo + Fe powder are in irregular in shape as compared with others. It is observed
that coating with 40% CrC has a drastic reduction in specific wear rate and exhibits
a lower coefficient of friction. Tribological behavior of piston rings and liner is
affected by various parameters, and temperature is one of them. The level of COF
is also affected by temperature, and saturation comes which is like a transition after
that COF decreases and that causes a reduction in specific wear rate.
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Chapter 7 )
Optimization of Process Parameters e
in Drilling of Carbon Fiber Reinforced
Vinylester Composite Having Varying

Fiber Orientations Using Taguchi

Methodology

Neeraj Kumar, Rahul Kumar Prajapati, Rajesh Kumar Sharma,
and Santram Chauhan

Abstract The main objective of the study is to analyze the influence of drilling
parameters (cutting speed, feed rate), fiber orientations, tool type (twist drill, saw
drill) and tool diameter on thrust forces, torque, surface roughness and delamina-
tion factor during drilling operation of carbon fiber reinforced vinylester composite
(CFRVC). Unidirectional carbon fibers are used as reinforcement phase in vinylester
matrix to prepare three different types of composite samples having varying ply ori-
entation angle (0°, 0°, 0°, 0), (0°, 90°, 0°, 90°) and (0°, +45°, —45°, 90°). Taguchi
optimization technique is adopted for experimental design (mixed array) along with
analysis of variance (ANOVA) to evaluate the effect of process parameters on the
performance outputs. Experimental outcomes showed that in case of twist drill, the
cutting forces are comparatively low, whereas the quality of the hole is better using
saw drill. Cutting forces are significantly influenced by drill type, drill diameter and
cutting speed. Fiber orientation had shown a significant effect on the quality of holes.

Keywords CFRVC - Drilling - Fiber orientations * Thrust forces + Torque *
Delamination factor * Surface roughness

7.1 Introduction

From the last few decades, a number of scientists and researchers have devoted
their time in the field of composite science as a result of which various industries
in different sectors like aerospace, electronics, chemical, automobile, military and
defense have shown their interest in composite materials which are replacing the
traditional materials to a greater extent because of their higher specific strength,
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stiffness, low thermal expansion, high damping, good corrosive resistance, dimen-
sional stability, wear resistance and their fatigue characteristics which enhance their
versatility and durability [1-3]. Drilling operation is a major concern on these com-
posites for fulfilling the purpose of fastening and assembly. So drilling of composite
materials requires a better understanding of drilling processes regarding efficiency
and accuracy because delamination damage associated with the drilling process is
responsible for the rejection of approximately 60% of the rejected parts during final
assembly in aircraft industries [4]. Delamination is also responsible for the reduction
in strength against fatigue, and it also affects the structural integrity of the composite
[5]. Different authors have highlighted in their respective studies that quality of the
drilled surface (dimensional precision and surface roughness) profoundly depends
upon drilling parameters (feed rate and cutting speed), tool geometry, tool mate-
rial and various cutting forces (thrust and torque) [6-9]. In the event that the thrust
force can be decreased by expanding cutting speed, the delamination may be over-
whelmed. Be that as it may, expanding cutting speed will also quicken tool wear, and
the thrust force may increase with drill wear increments. In this way, it is important
to contemplate the impacts of expanding cutting speed, feed rate as well as other
drilling attributes on cutting forces and quality of the drilled hole (roughness and
delamination damage).

The main objective of the current study is to evaluate the influence of drilling
variables (cutting speed, feed rate), drill diameter, drill type (twist drill and saw
drill) and different fiber orientations on the response outputs (thrust forces, torque,
delamination factor and surface roughness) of carbon fiber reinforced vinylester
composites (CFRVC).

7.2 Experimental Setup

7.2.1 Composite Fabrication and Their Mechanical
Properties

Drilling operation is carried out on three types of carbon fiber reinforced vinylester
composites (CFRVC) samples containing different ply angle orientations of (0°, 0°,
0°,0°), (0°,90°,0°,90°) and (0°, +45°, —45°, 90°) with volume fraction of 30% (by
weight) of unidirectional carbon fiber in their compositions. The experiments have
been carried out on CFRVC prepared by hand layup technique and consist of 16 plies
of fibers having thickness 3.5 mm, using two different types (saw and twist) of HSS
drills with diameter of 6, 8, 10 mm as depicted in Fig. 7.2a and b. The descriptions of
composite constituents, their mechanical properties and comparison between them
are shown in Tables 7.1 and 7.2 and Graphs 7.1, 7.2, and 7.3, respectively, whereas
the prepared CFRVC samples are shown in Fig. 7.1.
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Table 7.1 Composition of prepared CFRV composite specimen

Material Type

Matrix Vinylester (1.8 g/cc)

Reinforcement (orientations angle) | Unidirectional carbon fiber (0°, 0°, 0°, 0°), (0°, 90°, 0°,
90°) and (0°, +45°, —45°, 90°)

Hardener MEKP

Accelerator Cobalt naphthalate
No. of plies 16

Thickness (mm) 3.5 (approximately)
Material Type

Table 7.2 Mechanical properties of the CFRVC composites

Samples Tensile strength | Impact strength | Flexural Hardness (HRL)
(N/mm?2) J) strength
(N/mm?)
CF-1(0°,0°,0°, | 435.6 2 200.3 74
0°)
CF-2(0°, 90°, 513 12 331.1 83
0°,90°)
CF-3 (0°, +45°, | 208.8 28 199.8 95
—45°,90°)

Fig. 7.1 CFRVC samples fabricated using hand layup method

7.2.1.1 Tensile Strength

The tensile strength of specimens having dimensions 175 mm x 13 mm x 3.5 mm was
found out as per the ASTM standard test method. Designation D 3039-76 was used
to find the tensile properties of prepared composite specimens [10]. In the present
work, these tests were performed on Universal Testing Machine Hounsfield HS0KS
at a cross-head speed of 2 mm/minute, and the results obtained from tensile tests
are plotted in Graph 7.1, which shows that the specimen CF-2 with fiber orientation
0°,90°, 0°, 90° has maximum tensile strength, whereas specimen CF-3 having fiber
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Graph 7.1 Comparison of Tensile strength(N/mm?)
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orientation 0°, 45°, —45°, 90° exhibited minimum tensile strength. This may be due
to the reason that in specimen CF-2, the tensile load is resisted by fiber layers having
orientation perpendicular to the applied load. But in case of CF-3 specimen, having
more complex fiber orientations there may be the possibilities of formation of air gaps
during the preparation of specimen which decreases the inter-laminar strength and
results in stress concentration region that leads to a reduction in the tensile strength
of specimen. There may also be the possibility that due to the composed stack of 16
fiber layers in the same direction, the CF-1 specimen provides higher tensile strength
as fibers are stretched along the direction of the orientation. Whereas in case of CF-
3 specimen, the fiber layers are more distributed having four fiber layers for each
orientation which may result in a reduction in strength against tensile load as only
four fiber layers directly resist the tensile load.

7.2.1.2 Flexural Strength

The flexural strength tests are performed on all the composite specimens prepared
as per ASTM standard D2344-84 [11]. The 3-point bend test is conducted on the
Universal Testing Machine (Hounsfield H50KS). The dimension of each specimen
is 150 mm x 13 mm x 3.5 mm. The span length of 50 mm and cross-head speed
of 2 mm/min are maintained during the test. Results obtained from flexural tests are
plotted in Graph 7.2 which are in line with the results obtained in the tensile test, i.e.,

Graph 7.2 Comparison of Flexural Strength(N/mm?2)
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Graph 7.3 Comparison of Impact Strength (Joule)
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CF-2 has exhibited maximum, and CF-3 has minimum tensile strength. The reasons
attributed for this type of behavior are similar as already discussed in Sect. 7.2.1.1.

7.2.1.3 Impact Strength

Impact resistance provides the ability to resist the breaking under impact and shock
loading. Low velocity instrumented impact tests are carried out on the specimens
as per ASTM standard D256 [12] using impact tester Tinius Olsen Impact 104. As
per ASTM standard D256, the specimen size is 63.5 mm x 13 mm x 3.5 mm, and
the depth of notch is 10 mm. Respective values of the impact energy are recorded
directly from the dial indicator for different specimens and are plotted in Graph 7.3.
The impact strength of fiber orientation 0°, 45°, —45°, 90° in CF-3 specimen is found
to be maximum among all the specimens. This may be due to the criss-cross fiber
pattern which enhances the ability of a specimen to store energy and results in high
impact strength.

7.2.1.4 Hardness

The hardness measurement is performed using Rockwell hardness tester, and respec-
tive values of the hardness recorded are plotted in Graph 7.4. Hardness of fiber ori-
entation 0°, 45°, —45°, 90° in CF-3 specimen is found to be maximum among all
the specimens, whereas the CF-1 is having least hardness.

7.2.2 Drilling Process and Machining Setup

Drilling operations are carried out on radial drilling machine using two different
types of standard HSS drills (twist and saw drills). A 7.5 kW spindle power drilling
machine with maximum spindle speed of 2800 RPM is used for drilling purpose.
The thrust forces and torque produced during drilling operation are measured with
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Graph 7.4 Comparison of hardness

Fig. 7.2 a HSS twist drills. b HSS saw drills

the help of Kistler’s dynamometer. Mean value of torque and thrust forces are then
taken for further analysis. Drilling setup is shown in Fig. 7.3.

7.2.3 Design of Experiment Using Taguchi Methodology

Taguchi’s methodology is adopted for the fulfillment of the objectives of the research.
Design of experiment was prepared for mixed L18 (2! x 37) Taguchi array using
Taguchi’s methodology considering five factors out of which one factor has two
levels and remaining four factors have three levels.

Design of experiment (DOE) is a powerful analysis tool which is used for molding
and analyzing the influence of process variables over some specific variables [11].
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Table 7.3 Factors and their levels used in experiment

Factors Level 1 Level 2 Level 3

Drill types Twist drill Saw drill

Cutting speed (RPM) 560 720 1170

Feed rate (mm/rev) 0.032 0.05 0.08

Drill diameter (mm) 6 8 10

Ply orientations angle (°) 0°,0°, 0°, 0° 0°, 90°, 0°, 90° 0°, +45°, —45°, 90°

Table 7.3 indicates the factors and their corresponding levels. The chosen array is
a mixed array where five factors (one having two variables and four factors having
three variables) have been considered. The outputs which are to be studied for the
CFRP composite are cutting forces (thrust forces and torque), surface roughness (Ra)
and delamination factor (DF). The results obtained in the drilling process are further
treated using analysis of variance (ANOVA) to obtain the optimum combination.

7.3 Results and Discussions

In the present study, the effect of drilling parameters, drill type, drill geometry and
fiber orientations is studied over the performance outputs. Experiments have been
conducted as per the DOE on CFRVC samples, and the results are then analyzed
using ANOVA. The S-N ratio for output responses is shown in Table 7.4.
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Table 7.5 Analysis of variance for S-N ratios (thrust forces)
Source DOF | SeqSs Adj SS Adj MS F P
74.495 13.0048 13.0048 9.70 | 0.036
2.012 0.2479 0.1240 0.09 | 0915
21.545 | 21.5451 10.7726 8.03 | 0.040
81.250 | 65.5485 | 32.7742 | 24.44 | 0.006
7.227 7.2268 3.6136 2.69 | 0.182
2.499 2.4985 0.6246 047 | 0.761
Residual error 5.365 5.3645 1.3411
Total 17 194.392

S =1.158; R-Sq = 97.2%; R-Sq(adj) = 88.3%

Drill type

Cutting speed

Feed rate

Drill diameter

Fiber orientations

Feed rate * fiber orientations

RS SR ST (SR S

7.3.1 Influence of the Input Parameters on the Thrust Forces

Thrust forces developed during the drilling operation are measured using Kistler’s
dynamometer (5070A). Only vertical component of the drilling force (Fz) is con-
sidered in this study. Among all the selected input parameters (refer Table 7.5 and
Fig. 7.4), drill type, drill diameter and feed rate are the most substantial parameters
which affect the evolution of the thrust forces during drilling operation. Ply orienta-
tion angle and cutting speed have considerably less pregnant influence. It has been
found that an increase in cutting speed enhances the wear in the drilling tool which
results in increment in the thrust forces. From the main effect plot represented in
Fig. 7.4, it is found that the combination of twist drill with 6 mm diameter having
710 RPM cutting speed and 0.032 mm/rev feed rate, while operating CF-1 (0° 0° 0°
0° ply orientation) would provide the minimum thrust force within the experimental
range while drilling CFRVC.

7.3.2 Influence of the Input Parameters on the Torque

Torque developed during the drilling operation is measured using Kistler’s
dynamometer (5070A). It is clear from ANOVA table (Table 7.6) and main effect
plot for S-N ratio (Fig. 7.5) that drill type, cutting speed and drill diameter are the
most substantial factors and the influence of feed rate and ply orientation angle on
torque is considerably less as their slope gradient is small in the main effect plot. The
combination of twist drill with 6 mm diameter having 1120 RPM cutting speed and
0.050 mm/rev feed rate, while operating CF-1 (0° 0° 0° 0° ply orientation) is found to
be optimum combination of selected parameters for torque within the experimental
range while drilling CFRVC materials. While studying the surface plots (Fig. 7.6) for
thrust forces and torque versus different input parameters, similar kind of conclusions
can be drawn.
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Fig. 7.4 Main effect plot for S-N ratio (thrust forces)
Table 7.6 Analysis of variance for S-N ratios (torque)
Source DOF | SeqSs Adj SS Adj MS F P
Drill type 1 30.681 0.1072 0.1072 0.11 0.755
Cutting speed 2 40.555 46.1484 23.0742 24.08 0.006
Feed rate 2 3.324 3.3240 1.6620 1.73 0.287
Drill diameter 2 14.774 11.6178 5.8089 6.06 0.062
Fiber orientations 2 7.223 7.2228 3.6114 3.77 0.120
Feed rate * fiber orientations 4 21.762 21.7620 5.4405 5.68 0.061
Residual error 4 3.833 3.8325 0.9581
Total 17 122.151

S =0.9788; R-Sq = 96.9%; R-Sq(adj) = 86.7%
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Fig. 7.5 Main effect plot for S-N ratio (torque)

7.3.3 Influence of the Input Parameters on the Surface
Roughness

Using surface roughness tester (Mitutoyo SJ-301), surface roughness (Ra) of drilled
hole wall was measured. It is clear from ANOVA table (Table 7.7) and main effect
plot for S-N ratio (Fig. 7.7) that all the selected parameters influence the surface
roughness as each parameter having appreciable slope gradient in the main effect
plot.

Cutting speed is found to be most substantial parameter among all of them. It
is found that the value of surface roughness (Ra) increases with the hike in feed
rate and decreases with the reducing cutting speed. So to get better surface finish,
it is necessary to perform the drilling operations at high speed with low feed rate.
Maximum surface roughness has been observed for the CF-3 having ply orientations
0° 45° —45° 90°.

Torque increases slightly with an increase in the cutting speed, and this increase
is smaller than that of the thrust forces. Cutting edge of the drilling tool also affects
the torque generation as penetration, and propagation of tool in the work material
during drilling operation depends upon its geometry. In case of twist drill, generated
cutting forces (torque and thrust forces) are smaller as compared to saw drill. Due
to the sharp cutting edge of the saw drill, time taken in drilling operation is more
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Table 7.7 Analysis of variance for S-N ratios (surface roughness)
Source DOF SeqSs Adj SS Adj MS F P
Drill type 1 58.258 12.187 12.187 8.90 0.041
Cutting speed 2 51.117 16.180 8.090 5.90 0.064
Feed rate 2 12.112 12.112 6.056 442 0.097
Drill diameter 2 13.159 6.802 3.401 2.48 0.199
Fiber orientations 2 13.239 13.239 6.620 4.83 0.086
Feed rate * fiber orientations 4 16.136 16.136 4.034 2.94 0.160
Residual error 4 5.480 5.480 1.370
Total 17 169.501
S = 1.170; R-Sq = 96.8%; R-Sq(adj) = 86.3%
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Fig. 7.7 Interaction plot for S-N ratio for surface roughness

which result in more heat generation at the interface of tool and workpiece and a
considerable tool wear which results in the higher cutting forces.
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Table 7.8 Analysis of variance for S-N ratios (delamination factor)

Source DOF | SeqSs Adj SS Adj MS F P
0.62480 | 0.02644 | 0.02644 247 | 0.191
0.07263 | 0.20345 | 0.10173 9.49 | 0.030
0.24657 | 0.24657 | 0.12328 11.50 | 0.022
0.14275 | 0.13672 | 0.06836 6.38 | 0.057
0.13196 | 0.13196 | 0.06598 6.15 | 0.060
0.28969 | 0.28969 | 0.07242 6.75 | 0.046
0.04289 | 0.04289 | 0.01072
Total 17 1.55128

S = 0.1035; R-Sq = 97.2%; R-Sq(adj) = 88.3%

Drill type

Cutting speed

Feed rate

Drill diameter

Fiber orientations

Feed rate * fiber orientations

RS SR ST (SR S

Residual error

7.3.4 Influence of the Input Parameters on the Delamination
Factor (D.F.)

Delamination damage is measured by calculating the ratio of maximum diameter
(Dmax) around the drilled hole to that of the actual diameter (D) to be drilled (Eq. 7.1).
To fulfill this purpose, a shop microscope was used.

D.F. = Dmax/D (7.1)

ANOVA table (Table 7.8) and main effect plot for S-N ratio (Fig. 7.8) depict that
the slope of drill type, feed rate and diameter of the drilling tool is highly steep and
hence putting large influence. It is also observed that the ply orientation’s angle also
affects the delamination factor to some extent. From the experimental results, it has
been found that the combination of saw drill with 6 mm diameter having 1120 RPM
cutting speed and 0.032 mm/rev feed rate, while operating CF-1 (0° 0° 0° 0° ply
orientation) would provide the least delamination damage while drilling CFRVC.
During the study of surface plots (Fig. 7.9) of surface roughness and delamination
factor versus different input parameters, similar kind of conclusions can be drawn.

7.4 Confirmation Experiment

In this experimental section, the combination of optimal control factors has been
explored. However, in the experimental approach the final step is to use the optimal
combination level of control factors to predict and verify improvements in observed
values.

ﬁThrustforcezT+(H_T)+(E_T)+(a_T)-i-(m—f)
+(E1-T)+[(CIE1I-T)—(C1-T)—(E1-T)]  (7.1)
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Fig. 7.8 Interaction plot for S-N ratio for delamination factor

Nrorque =1 + (A1 =T)+ (B3 -T)+ (C2—-T)+ (D1 —-T)

+(EI-T)+[(CIEI-T)—(C1-T)— (E1-T)] (7.2)
ﬁsurface roughness — T + (E - T) + (B_3 - T) + (a — T) + (m — T)
+(E1—-T)+[(C2E3—-T)—(C2—T) —(E3—-T)] (7.3)

ﬁDelamination factor — T + (E - T) + (m - T) + (a - T) + (m — T)
+(E1-T)+[(C2E1-T)—(C2—T) — (E1 —=T)] (7.4)

ﬁThrust force ﬁTorque’ ﬁsurface roughness ﬁDelamination factor> prediCted average of
S-N ratios for thrust forces, torque surface roughness and delamination fac-
tor respectably for CFRVC material; 7: Overall experimental average and
Al,A2,B2,B3,C1,C2,D1,D2,El, E3; Mean responses for factors and
interactions at designated levels.

For each performance measure, an experiment is conducted, and the results
obtained are compared with the results obtained through Egs. (7.1)-(7.4) for dif-
ferent factor combination. Maximum error obtained in the comparison of output

responses is found to be 8.1% in case of torque (refer Table 7.9).



130 N. Kumar et al.

Surface Plot of surface roughness vs feed rate, speed Surface Plot of surface roughness vs drill dia., feed rate

S

surface roughness
surface roughness

~

0.08 105

90

feed rate

75 drilldia.

600

oot 006
1000 .
0.08
120 feed rate

800 6.0

speed

Surface Plot of surface roughness vs drill dia,, feed rate Surface Plot of delamination factor vs feed rate, speed

delamination factor
=

surface roughness

105
90

drill dia.

o &0
0
06 60 100

feed rate ’ speed

1200

Surface Plot of delamination factor vs drill dia., feedrate  Surface Plot of delamination factor vs drill dia., speed

delamination factor

105 105

delamination factor
3

a0
75 drill dia. 130

60 0

b8 008 1000
feed rate ’ speed 1200

9.0

75 drill dia.

0.04

Fig. 7.9 Surface plot of surface roughness and delamination factor versus input parameters



7

Optimization of Process Parameters in Drilling of Carbon Fiber ... 131

Table 7.9 Confirmation test results

S. No. | Performance outputs Empirical | Experimental | Percentage of confidence

(%)

S-N ratio for thrust force —34.2728 | —32.6363 954

S-N ratio for torque 20.2715 18.6295 91.9

S-N ratio for surface —2.0181 —1.8891 93.6

roughness (Ra)

S-N ratio for delamination | —2.1008 —1.9475 92.7

factor (D.F.)

This error can be further minimized or removed by increasing the number of

observations. This helps to validate the development of the mathematical model for
anticipating the measures of performance based on known input parameters.

7.5 Conclusions

Taguchi optimization methodology was used to identify the optimal drilling con-
ditions in such a way to produce a better quality of hole during drilling of devel-
oped CFRVC material using different drilling tools. The present research therefore
summarizes the following:

Drill types have percentage contribution of about 33 and 30% on thrust forces and
torque, respectively. Saw drill is found better for the drilled hole quality as the
delamination and surface roughness, obtained using saw drill, is comparatively
small when compared to twist drill. Unidirectional ply orientation angle CFRVC
possesses better quality of hole as compared to other two.

Cutting forces (thrust forces and torque) are significantly influenced by drill type,
drill diameter and cutting speed. Results obtained during drilling using saw drill
is better (6 mm diameter).

Surface roughness is significantly influenced by the drill type and cutting speed,
whereas delamination damage around the hole is influenced by drill type and feed
rate. The effect of ply orientation is also considerable on the quality of holes.
For the better quality of hole, it can be obtained while drilling at high speed with
low feed rate and small diameter at sample 1 (0° 0° 0° 0° orientations).
Mechanical properties such as tensile and flexural strength are found to be better
at 0°, 90°, 0°, 90° fiber orientation, whereas impact strength and hardness are
found to be better at 0°, 45°, —45°, 90° fiber orientations.
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Chapter 8 ®)
Improvement of Project Management Gzt
Knowledge Areas Using Scrum

Technique

Mahesh Godse and B. Rajiv

Abstract Before the popularity of agile methodology, many software organizations
were using the waterfall model. Due to scope changes there are limitations of waterfall
model over agile methodology. Agile methodology is popular due to its incremental
approach and transparency. Scrum is the popular agile project management approach
in software development organization. Study was conducted before and after scrum
implementation. Numerical analysis was done based on surveys of project managers
and its impact on project knowledge areas.

Keywords Agile * Project management - AHP

8.1 Introduction

The water fall model assumes that the team has nearly perfect information about
the project requirements, the solutions, and ultimately the goal. Hence, changes in
requirements were not encouraged and became an expensive affair. Nevertheless,
the sequence of steps in the waterfall model is rarely followed in the actual system
design.

Takeuchi and Nonaka (1986) publish their article “The New Product Development
Game” in Harvard Business Review. The article describes a rugby approach where
“the product development process emerges from the constant interaction of a hand-
picked, multidisciplinary team whose members work together from start to finish.”
This article is often cited as the inspiration for the scrum framework. Jeff Sutherland
invents (1993) scrum as a process at Easel Corporation. Ken Schwaber and Jeff
Sutherland co-present scrum at the OOPSLA Conference (1995).
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There are ten knowledge areas for project [1].

1. Project integration management: Includes the processes and activities to iden-
tify, define, combine, unify, and coordinate the various processes and project
management activities within the project management.

2. Project scope management: Includes the processes required to ensure the project
includes all the work required, and only the work required, to complete the
project successfully.

3. Project schedule management: Includes the processes required to manage the
timely completion of the project.

4. Project cost management: Includes the processes involved in planning, esti-
mating, budgeting, financing, funding, managing, and controlling costs so the
project can be completed within the approved budget.

5. Project quality management: Includes the processes for incorporating the orga-
nization’s quality policy regarding planning, managing, and controlling project
and product quality requirements, in order to meet stakeholders’ expectations.

6. Project resource management: Includes the processes to identify, acquire, and
manage the resources needed for the successful completion of the project.

7. Project communication management: Includes the processes required to ensure
timely and appropriate planning, collection, creation, distribution, storage,
retrieval, management, control, monitoring, and ultimate disposition of project
information.

8. Project risk management: Includes the processes of conducting risk manage-
ment planning, identification, analysis, response planning, response implemen-
tation, and monitoring risk on a project.

9. Project procurement management: Includes the processes necessary to purchase
or acquire products, services, or results needed from outside the project team.

10. Project stakeholder management: Includes the processes required to identify
the people, groups, or organizations that could impact or be impacted by the
project, to analyze stakeholder expectations and their impact on the project,
and to develop appropriate management strategies for effectively engaging
stakeholders in project decisions and execution.

8.2 Literature Survey

For assisting project managers across various industries in their efforts toward man-
aging their projects efficiently, both empirical and conceptual approaches have been
developed. These approaches are found to be useful in their application to project
implementation processes. Though, there is a wide variety of project dynamics which
is still left uncovered. In this literature review, scholarly articles, books, disserta-
tions, conference proceedings, and other resources which are relevant to the thesis
are identified.
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Some of the methods were incremental and iterative in nature [2] and others
were linear and sequential, known as “waterfall model” [1]. The water fall model
assumes that the team has nearly perfect information about the project requirements,
the solutions, and ultimately the goal. Hence, changes in requirements were not
encouraged and became an expensive affair. Nevertheless, the sequence of steps in
the waterfall model is rarely followed in the actual system design [3], and it had
become evident that the approach lacked effectiveness in addressing the needs of
customers, managing rapidly changing scope, delivery time, and cost of the project
[4]. The Vee process model is yet another system process model that starts with a user
need and ends with a completed system [3]. In this model, testing and verification
are performed at each stage of the system development, starting with the low-level
components and ending with the higher-level components until the entire system
has been verified. In the mid-1990s, other software development methods evolved
due to problems of these so-called heavy weight software methodologies, which are
complex and require detailed documentation and expensive design [5].

Literature survey helped to discover research methods which are applicable to
this study. This survey assisted in identifying seminal work in the area of project
implementation approaches and provided the necessary intellectual context from the
related research. Also, this chapter sets the background on what has been explored so
far related to each research topic. Next topic elaborates on the research methodology
used for the study undertaken.

8.2.1 Evolution of Agile

8.2.1.1 TQM

The story of agile begins with total quality management or “TQM,” developed by
Edward Deming. This was also the origin of the Lean movement that pushed for
continuous improvement and appreciation of workers. The core tenants of TQM
include:

I. Improving quality decreases costs—lowers costly defects, customer support,
and recalls.
II. Continuous improvement—for the systems and people in the systems.
III. Pride of workmanship—the primary driver of knowledge workers and source
of quality is joy in good work.
IV. Plan-Do-Check-Act (PDCA)—this cycle allows for testing a complex system
that cannot be modeled easily (Fig. 8.1).

One of the famous beliefs was that the knowledge worker is different from the
manual laborer, because the knowledge worker knows more about the work than
their boss does. Proof that TQM works: Edward Deming turned around Ford Motor
Company in 1986 from billions of dollars in losses to its first profits in years using
the TQM approach.
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Fig. 8.1 PDCA cycle

8.2.1.2 TPS

The Toyota production system (TPS) was developed by Taichii Ohno that was the
first true Lean system. Focus was on reducing waste, based on lessons from TQM.
The focus was on reducing the wastes in a system:

L.

IL.

IIL.

Eliminate 7 wastes—movement, inventory, motion, waiting, overproduction,
over-processing, defects.

Small batches—expose errors and minimize waste in the system, by using a
“pull system” using Kanban. Kanban—means “billboard” and it is a system to
tell upstream processes to send work downstream. Kanban boards have at least
three columns: to-do, doing, and done. Kanban boards limit work-in-progress
(WIP) by limiting the number of items in the “doing” column and only pulling
in more work once the current work in progress is done. Kanban methodology
focuses on having the right work done at the right time, given the skill sets of the
developers. Developers may have different skill sets and work speeds. Project
developers start by implementing project components that add value to the
project. In addition, project developers do not implement unnecessary features,
do not write more specifications than they can code, do not write more code than
they can test, and do not test more code than they can deploy. Therefore, the
Kanban methodology eliminates waste in every step and is suitable for software
engineering projects.

Continuous improvement with key performance indicators (KPIs).

Proof that TPS works: Toyota is a top three manufacturer of cars, with a 70%
employee satisfaction rating—that is more than double the satisfaction rating of
employees in the USA, which stands at 30%.

8.2.1.3 TOC

The theory of constraints (TOC) was developed by Eli Goldratt. It emphasizes that the
system is always governed by a bottleneck and there is a competition between local
optimization and system (global) optimization. The theory states that throughput
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of the system should be the focus of managers, not “cost centers” that drive local
optimization. His ideas are captured in the famous book The Goal which is read
widely and cited as critical to the revolution of management in the 1980s.

A. Throughput drives cost and revenue.

B. Throughput is constrained by one process in any system, the constraint.

C. To improve the system throughput one must focus on optimizing around the
constraint.

D. To do this, use the five focusing steps for the Process of Ongoing Improvement
(POOGI).

1. Identify the constraint—figure out which process is limiting.
Exploit the constraint—try to optimize with existing capacity.

3. Subordinate everything to the constraint—reduce processes to match
capacity of the constraint.

4. Elevate the constraint—add capacity to the constraint process.

5. Prevent inertia from becoming the constraint—be vigilant and check if there
is a new constraint!

The Waterfall Mistake:

I.  Waterfall was never intended to be linear in its design.
II. Royce, who proposed waterfall as a simple starting point for modeling work,
stated all projects should iterate.
III. Typical waterfall design:

Requirements—product requirements as output.
Design—architecture as output.

Implementation—system is produced.

Verification—testing is conducted to fix the system where needed.
Maintenance—support for product in use.

IV. The actual design had at least one iteration going back from verification to
implementation to design.

Only 10% of software projects were successful in the 1970s, and using waterfall,
we still see that half of those projects fail today. By 1980s, the waterfall method was
being used by DoD (and continued until 1996), which resulted in the ninety-ninety
rule:

The first 90 percent of coding accounts for the first 90 percent of development time,

The last 10 percent of coding accounts for the other 90 percent of development time—Tom
Cargill, Bell Laboratory.

Iterative Methods:

I. Rapid application development (RAD)—popular during 1970s and 1980s.

e Upfront requirements.
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Tab.le. 8.1 Ag.ile versus Project measure Agile (%) Traditional (%)
traditional project measure

Successful 64 49

Challenged 28 33

Failing 8 18

e [terate on design and development.
e System cutover.

II. Dynamic system design methodology (DSDM)—popular in 1980s and 1990s.

e Introduced iteration of requirements (foundation).
e Included going back to design and development as well.
e Still had a “feasibility stage” upfront.

III. Extreme programming (XP)—popular from 1990s to 2000s.

e [terative across all levels (pair programming, unit testing, stand-ups, testing,
and planning).

e Required heavy iterations and redundancy in resources to manage risk
continues to be used today.

Key Tenants of Iterative:

Consolidated upfront planning—RAD and DSDM did not refine, but XP does.
Iterate on designs—design, build, test, and refine.

Timeboxes—to ensure continuous and on-time delivery.

User stories—to describe requirements (introduced as standards in XP).
Test-driven development (TDD)—enables exploration of designs and refinement
before release.

2013 Cross-industry Study by Ambysoft shows the following:

e Agile is more successful than traditional.
e Agile is less challenged than traditional.
e Agile fails less than half as often as traditional (Table 8.1; Fig. 8.2).

8.2.2 Project Management Method

The project lifecycle is similar to all project types, but there are some clear differences
that are apparent right away when you consider each method and its goals.

e Traditional: for predictability.
e Agile: for speed.
e [ean: for innovation.
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Fig. 8.2 Agile versus traditional

8.2.2.1 Traditional Project Management

IL.

1L

Iv.

VL

Idea—traditional projects start with an idea by the owner or team.

Business cases—business cases are performed for each concept; often a
qualitative and quantitative process.

Bid and proposal—project scopes of work are written and competed among
teams.

e External vendors will submit bids and proposals to win work against arequest
for proposals.

e Internal teams will submit budgets and proposals to win allocated funding
from a PMO or portfolio function.

Waterfall development—each stage is executed sequentially, with limited
iteration or “going backward” in stages.

e Requirements—the process of defining high, medium, and low-level needs
of the end users and stakeholders.

e Design—the process of architecting the solution to meet those requirements
within the project constraints.
Implementation—the building of the product to specification.
Verification—the testing and product to ensure it meets specifications and
the requirements’ intent.

e Maintenance—the design of and support of deploying and maintaining the
product in operations.

Operations—the use of the product to produce benefits to the organization.
Disposal—the retirement of the project according to regulations and sustain-
ability practices.

Often the traditional process is controlled further with stage gates, where stake-
holders agree the project is ready to move from one waterfall development stage to
the next. This can help give executives clear points of approving or disapproving
the work; as well as inform stakeholders of the high-level progress of development
(Table 8.2).
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Idea readiness review (IRR)

Precedes business cases

Concept readiness review
(CRR)

Precedes bid and proposal
stages

Planning readiness review
(PRR)

Precedes requirements phase

Requirements readiness
review (RRR)

Precedes design phase, exits
requirements phase

Design readiness review
(DRR)

Precedes implementation
phase, exits design phase

Implementation readiness
review (IRR)

Precedes verification phase,
exits implementation phase

Operational readiness review
(ORR)

Precedes maintenance
(O&M) phase, exits
verification phase

Operations and maintenance
review (OMR)

Precedes disposal phase, exits
operations (O&M)

8.2.2.2 Agile Project Management

IL.

IIL.

Iv.

Idea—traditional projects start with an idea by the owner or team.

Business case—business cases are performed for each concept; often a
qualitative and quantitative process.
Bid and proposal-—same as traditional, it is the same mostly, except the contract

type may differ.

Early agile development (pre-release of first version).

Continuous delivery (post-release of first version).

Sprints—use the scrum method to deliver increments of working product
iteratively until release ready.

Sprint planning—product owner and team plan work for the sprint.

Sprint development—team designs, builds, and tests increments of work
in a fixed time period.
Sprint retro and review—customer reviews the work and team reviews
the sprint for improvement.

Deploy first version to production—this first version is often called the
minimum viable product (MVP).

e The same team(s) supports development and operations or “DevOps”.
e These are still executed using the sprint model, only the team must account
for supporting operations.

e Development.

— Create—try something new or build fixes.
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VL

— Verify—ensure that it works.
— Package—get it ready for release.

e Operations.

Release—deploy the new features/enhancements/bug fixes.
— Configure—ensure operations and test features on/off.

— Monitor—monitor performance of functionality.

— Plan—-prioritize the next improvement or fix.

Disposal—the retirement of the project according to regulations and sustain-
ability practices.

8.2.2.3 Lean Project Management

IL.

III.

Iv.

Issue—could be an idea, major problem, or series of problems the client or
owner foresees for the business.

Work concept—work is formed as either a series of small challenges or one
big challenge.

e [ssue backlog—for support contracts, there needs to be total or sample
backlog of work to support.

e Technical challenge—for technical solutions, there is a challenge set with
clear performance objectives.

Bid and proposal—see traditional above, it is the same; although contract
types will differ.
Work definition.

e Dispose issues—issues are classified in urgency and impact to define the
priority and who should respond.

e Define work breakdown—team evaluates and decomposes the technical
challenge into a work breakdown structure or “WBS”.

Continuous delivery.

e Value streams—support for solving lots of small problems goes through a
series of predefined steps to ensure quality and drive customer satisfaction
the issue is addressed.

— This is often supported using a defined workflow.

— The issues are routed based on priority and impact to different team
members.

— Only the client or customer or their representative can accept it as done.

e Incremental delivery—a team will incrementally work through the WBS
to solve a major problem.
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Table 8.3 Comparing methods of project management
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Traditional Agile Lean
Project size Large Medium Small
Industries Construction Information Sales
Military technology Customer support
Government/policy | Product development Legal
Relocation Management R&D
consulting
Operations
Design Dependent/coupled | Independent/decoupled | Constrained/evolutionary
Teams Departmental Matrixed/projectized Emergent (ad hoc)
Development Linear Iterative Incremental
Integration/testing | End phase Continuous ‘When possible
Closing Third party Team acceptance Customer acceptance
acceptance
— Often use a Kanban board to solve highest priority/most uncertain work.
— Delivery is continuous and incremental to explore solution sets that
could work.
VI. Operations—solutions are deployed into operations where customers receive

benefits.

e Exampleissue solution—solving someone being locked out of their system
e Example technical challenge solution—deploying a new upgraded
machine for manufacturing a car.

VII. Disposal—the retirement of the project according to regulations and sustain-
ability practices.
VIII. From the overall review of three methods, summary created in Table 8.3,

we can conclude given constraint in an organization such as medium scale
project where organization structure is matrix type agile is the best project
management method to implement.

8.2.3 Triple Cost Constraint for Agile

Agile projects the answer the goal is to deliver early something of value, before time
is up (varied scope). Traditional says yes! Fixing scope, schedule, and monitoring
performance to manage the budget (varied budget or cost or profit). Lean focuses
on meeting a service levels with fixed resources, changing what gets delivered first
by the need and impact (varied schedule). Each method has its goals, but it also
has its paradigms of managing against the goal. The result can be very different
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and similar means of managing each element. Understanding who uses agile also
requires understanding the methods employed to control a project’s constraints. This
brings us back to the iron triangle for the triple cost constraint:

L.

IL.

Scope—controlling the work done.
Schedule—controlling the calendar time for doing the work.

III. Budget——controlling capital expenditures.

8.2.3.1 Controlling Scope

Product backlogs—the list of work to be done for the entire project. It is an ordered
list of work increments.
Sprint backlog—the work that will get done during the sprint.

Backlogs are used for tickets in lean and stories in agile. You can also have what

is often called the “Kanban Sandwich” where lean processes are used to set sprint
goals, agile is used to manage a product and sprint backlog, and then work during a
sprint is managed in a lean process.

8.2.3.2 Controlling Schedule

Timeboxes—a set period of time in which the most important work is done first.
Timeboxes are used at all levels of the project to set deadlines. Sprints are given
a fixed time to drive improvement. Any work not done in the timebox goes back
into the backlogs.

Releases and roadmaps—set goals for major features to be release together.
Releases and roadmaps set objects for multiple sprints that can be met at varying
quality levels. This allows for the most important work to achieve an objective to
get done first. This aligns the business importance with what work actually gets
done on time.

8.2.3.3 Controlling Budget

Return on investment (ROI)—the net income as a ratio to total investment. Positive
ROIs should be expected after the first or second release of a product. Allows for
selecting and refining the backlogs.

Burndown charts—shows progress in achieving the backlog over time. Used for
projects that have not yet released the project, or cannot easily estimate ROL.
Projects often start with a set of stories and story points estimated. The expectation
is a linear burndown—meaning a linear decrease in total remaining work to be
done. Teams often are slow at the beginning and speed up over time, or hit snags
that stall backlog burn.



144

M. S. Godse and B. Rajiv

Table 8.4 Comparing methods of customer management summary points

Traditional Agile Lean
Project size Large Medium Small
Industries Construction Information Sales
Military technology Customer support
Government/policy Product Legal
Relocation development R&D
Management
consulting
Operations
Customer size >250 participants Up to 250 Upto 10
participants
Customer Representatives Part of the team On-all
communication large, facilitated small meetings ticketing/request
meetings
Payment method Firm fixed price/custom | Time and Cost-plus/subscription
pricing (quote) materials/retail (SLA)
purchase (paid)

Table 8.4 shows that agile methodology best fit for customer size up to 250. For
FinIQ Consulting India Pvt. Ltd., customer communication is with particular team
and project size is medium, so we can go for agile implementation.

8.3 Experimentation

Method opted for ranking of project knowledge areas is AHP.

Analytic hierarchy process (AHP) is one of multi-criteria decision-making
(MCDM) method that was originally developed by Saaty [3]. In short, it is a method
to derive ratio scales from paired comparisons.

In order to analyze the scrum, the Saaty scale has been used as given in Table 8.5.

Survey was made to rank the respective project knowledge area according to the
derived response table (Table 8.6).

After ratings are done, the normalized matrix is being prepared (Tables 8.7 and

8.8).

Table 8.5 Response scale

Scale response Score
Strongly disagree 1
Disagree 2
Neutral 3
Agree 4
Strongly agree 5
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Table 8.6 Response matrix
Knowledge Project Project Project Project Project
areas for project | manager 1 manager 2 manager 3 manager 4 manager 5
Project 3 3 2 3 2
integration
management
Project scope 3 3 3 3 3
management
Project schedule | 4 4 3 4 4
management
Project cost 3 3 3 3 3
management
Project quality 3 4 3 3 3
management
Project resource | 4 4 3 4 3
management
Project 4 3 3 4 3
communications
management
Project risk 3 4 3 3 3
management
Project 3 3 3 3 4
procurement
management
Project 3 4 4 3 4
stakeholder
management

From Table 8.9, we can clearly observe that project schedule management, project
resource management, project communication management, and project stakeholder
management have much significant weightage than others. Hence, these knowledge

areas are considered for improvement of same (Tables 8.10 and 8.11).

In order to test the significance of the results before and after implementation of
scum, t-test was considered [5].
Null hypothesis: The ratings before and after implementation of scrum will not

change.

Alternate hypothesis: The ratings before and after implementation of scrum will
change (Table 8.12).
From above #-test, we can conclude that there is significant difference in before
and after implementation of scrum.
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Table 8.9 Rating of project manager before scrum implementation

M. S. Godse and B. Rajiv

Knowledge Project Project Project Project Project Average
areas for project | manager manager manager manager manager
1 2 3 4 5
Project schedule | 4 4 3 4 4 3.8
management
Project resource | 4 4 3 4 3 3.6
management
Project 4 3 3 4 3 3.4
communications
management
Project 3 4 4 3 4 3.6
stakeholder
management
Table 8.10 Rating of project manager after scrum implementation
Knowledge Project Project Project Project Project Average
areas for project | manager manager manager manager manager
1 2 3 4 5
Project schedule | 5 5 5 5 5 5
management
Project resource | 5 5 5 5 5 5
management
Project 5 5 4 5 5 4.8
communications
management
Project 4 5 5 4 5 4.6
stakeholder
management
Table 8.11 Rating of project Project knowledge areas Before After
manager after scrum
implementation Project schedule management 3.8 5
Project resource management 3.6 5
Project stakeholder management 3.6 5
Project communications management 34 4.8

8.4 Results and Discussion

Rating matrix for project knowledge areas is studied, and there is a significant change
in rating before and after implementation of scrum which is verified by ‘#-test’.
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Table 8.12 T-test: paired two Variable 1 Variable 2
sample for means
Mean 3.6 4.95
Variance 0.026666667 0.01
Observations 4 4
Pearson correlation 0.816496581
Hypothesized mean difference 0
Df 3
t stat 27
P(T <1t) one-tail 5.57454E—05
t critical one-tail 2.353363435
P(T <1t)two-tail 0.000111491
t critical two-tail 3.182446305

8.5 Conclusions

Agileis adevelopment methodology based on iterative and incremental approach.
Scrum is one of the implementations of agile methodology.

Scrum can improve on project knowledge areas. It mainly focuses on schedule,
resource, project communication, and project stakeholder management.
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Chapter 9 ®)
A Novel Approach of Generating Gzt
Toolpath for Performing Additive
Manufacturing on CNC Machining

Center

Jaki Jain, Narendra Kumar, and Prashant K. Jain

Abstract Additive manufacturing (AM) on CNC machining center can enable the
part fabrication with good quality. Also, it may overcome the issues related to mate-
rials availability. However, to perform AM on CNC machining center, a toolpath
generation software is to be required for generating the desired rasters. A standalone
development of software for toolpath generation may be costly and time consum-
ing. Already available AM softwares are self capable to generate toolpath data with
greater accuracy for AM machine. But direct use of this toopath data cannot be
used directly on CNC machining center. Therefore, the present paper proposes an
approach in which toolpath data generated by AM software is extracted directly and
add all the G and M which is compatible with CNC machine. The results have shown
that additive manufacturing can be performed on CNC machining center using the
proposed approach. Moreover, a graphical user interface has been developed and
presented to make the proposed algorithm more interactive for user.

Keywords Additive manufacturing (AM) - Computer-aided design (CAD) -
Computerized numerical control (CNC)

9.1 Introduction

Additive manufacturing (AM), as also known by another name 3D printing, is a
technique for manufacturing solid object by joining materials in layer upon layer
manner. In other words, it is an adding-material manufacturing method unlike the
traditional way to cut the material off [1]. The main advantage of AM technique
is it can fabricate intricate and complex geometries with minimum waste of mate-
rial which leads to cost and time reduction. In addition, the variety of materials
including metals and plastics are used to fabricate part as per the requirement of end-
use applications [2]. There are numerous AM techniques available in commercial
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market namely fused deposition modeling (FDM), selective laser sintering (SLS),
stereolithography (SLA), selective laser melting (SLM), etc. [3]. These techniques
have penetrated almost every major industry such as automotive, aerospace, archi-
tectural, medical, and dental where the potential of AM techniques has explored for
solving problems [4]. Despite the prospective benefits, the dimensional accuracy,
surface finishing, and material constraints limit the application domain of AM. In
additive manufacturing, CAD modeling is the primary step which is required prior
to part fabrication. Software related to the AM process does not have a feature for
preparing CAD model, and third-party software is used to perform this task. Mainly,
the software used for CAD modeling is SOLIDWORKS, CATIA, Pro-E, etc. [5]. The
prepared CAD model is then converted into the compatible file format, i.e., STL for
processing in AM software. After that, the STL file is sliced to retrieve the contour
information of each layer at various Z heights. Subsequently, the toolpath pattern is
generated using the retrieved layer information. Finally, this information is sent to
the machine for part fabrication [6]. All the steps involved in additive manufacturing
are shown in Fig. 9.1.

Various studies have been reported in the literature in which alternative ways
have been adopted in order to resolve the aforementioned challenges through the
use of existing manufacturing resources. Vispute et al. developed a hybrid additive
subtractive manufacturing process for improving surface quality and dimensional
accuracy of an object. They made an indigenous experimental setup using three-axis
CNC machining center for performing additive and subtractive manufacturing on
the same platform [7]. Karunakaran et al. also used hybrid additive manufacturing

\Convert into STL
o __ Slicing of 3D
\ model

Model in CAD
software

Model obtained by v
AM techniques

Deposition of material
as per given tool path
information

Fig. 9.1 Steps involved in additive manufacturing
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process for improving surface finish of an object. They have used direct laser melting
(DLM) for the part fabrication followed by CNC machining for surface finish. Time
and cost were also investigated by optimizing CNC programming [8]. Kuo et al.
carried out an acetone vapor polishing system in which acetone vapor was dissolved
on the surface of the fabricated part to improve surface quality of FDM processed
parts [9]. Bourhi et al. studied the effect of fluid and material consumption on the
part accuracy and environmental impact of a part [10]. Kumar et al. introduced a
novel CNC assisted fused layer modeling approach to make flexible parts in order to
eliminate the filament-related problem in FDM [11].

Aforementioned literature reveals that use of existing manufacturing resources
may help to deal with challenges of AM techniques. Additive manufacturing through
CNC machining center seems an alternative of commercial AM techniques by which
material-related constraints can be eliminated. Materials in the form of pellets and
powder form can be used to make parts.

Additive manufacturing on CNC machining center will require a toolpath for part
fabrication in layering manner. Commercial toolpath software of CNC machining
center cannot generate required code as they are designed and developed based
on the requirements of machining operations. Therefore, a different software is to
be required to generate toolpath for performing additive manufacturing on CNC
machining center. Nevertheless, the development of toolpath generation software
is not an easy task. It requires the knowledge of various algorithms related to STL
read, slicing, toolpath generation, etc. Moreover, the software generation process will
consume a lot of time in development, testing, and proofread. On the other hand, the
accuracy of toolpath generated through developed software may be an issue.

It is known that standard software is used to make toolpath code for commercial
AM machines. The Slic3r, ReplicatorG, and Reptier-Host are some of the toolpath
generation softwares used for filament-based AM process. The generated toolpath
file is saved in the form of gcode. This gcode file contains various characters and coor-
dinates required to fabricate the parts. Characters execute the miscellaneous activities
of machine while part geometry information is stored in the form coordinates.

The standard softwares is fine-tuned to generate toolpath for parts without con-
cerning its complexity. The gcode generated using these software may provide the
solution to the problem related to indigenous software development for perform-
ing additive manufacturing on CNC machining center. Useful coordinates can be
extracted from it and may be used to make a separate toolpath code compatible
to CNC machining center. Other characters may also add along with extracted
coordinates to make it more compatible.

Therefore, the present paper presents a novel approach of converting gcode
of commercial AM machines into gcode compatible to CNC machining center
to perform additive manufacturing. It may help in time reduction and accuracy
enhancement.
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Fig. 9.2 Part made with faulty algorithm

9.2 Limitations

In AM, the preprocess of part fabrication takes place by standard software which is
mentioned in the above section. This software generates a superior toolpath for any
kind of complex geometries which result is an object with better quality. However,
the preprocess of part fabrication on CNC machine takes place by the user only such
as slicing of model, arranging all the coordinates into a closed contour, identifying
multiple contour in same layer, and toolpath generation for each layer with the
consideration of geometrical complexity. Due to this, the following are the issues
occur during the part fabrication.

e All the steps before part fabrication are performed by the user only, and chances
of algorithm error will directly affect the part quality (Fig. 9.2).

e For each different pattern, the new algorithm needs to be developed (Fig. 9.3).

e For a complex part, it gets more difficult to generate toolpath and also, a lot of
data is lost (Fig. 9.4).

e [t takes too much time to generate toolpath manually.

9.3 Methodology

In the present work, a novel approach is developed for removing the above-mentioned
limitations. In this approach, directly extract all the coordinates from gcode of tool-
path generated by AM software. Due to this, the chances of data loss and time both will
reduce. Main challenge is that to identify and remove all unnecessary information.
All the steps involved in the proposed approach are described in Fig. 9.5.
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Rectilinear pattern Grid pattern Triangular pattern

Wiggle pattern Honeycomb pattern Hilbert pattern

Fig. 9.3 Different patterns used in AM process

Fig. 9.4 Complex shape of
model

9.3.1 CAD Modeling

The AM process starts with the development of CAD model. Geometric modeling,
also called as computer-aided geometric design (CAGD), is a branch of computa-
tional geometry and applied mathematics which is used in the development of digital
models. It deals with the construction of shapes which are represented bylines, free-
form curves, surfaces, or volumes [12]. The model can be either two-dimensional
or three-dimensional, and it depends on surface or solid model. Three-dimensional
geometry is extension of two-dimensional geometry. Two-dimensional geometry is
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CAD modeling STL conversion STL file import in AM software

Export to CNC machine Toolpath file import into
MATLAB software

Fig. 9.5 Implementation steps of the proposed approach

Fig. 9.6 CAD model

made on Cartesian plane; then, it will convert into three-dimensional model using
many features such as extrude, revolve, and sweep. 3D models are collection of point
data, connected by different entities namely line, triangles, curves, etc. [13]. Several
3D modeling software packages are available in the market which have ability to
provide all the information of model required for fabrication. It also has modules for
tessellation and slicing as required for AM process (Fig. 9.6).

9.3.2 STL Conversion

Standard tessellation language (STL) is a triangular representation of an object. It
is an approximation method in which surface of an object converts into a set of
planer triangles as shown in Fig. 9.7. It consists of facet and vertex information of all
triangles in which facet shows the exterior shell of the object, whereas the vertices of
each facet are arranged by right-hand rule. It also consists of x, y, and z coordinates
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Fig. 9.7 STL conversion of
the model

of three vertices of each triangle, with the index which represents the orientation of
facet normal [14]. Since it is an approximate method, so the exact representation
of the surfaces is not possible. Although the better approximation is achieved by
increasing the number of triangles, the size of file is also increased [15].

STL format describes only exterior geometry of object excluding texture, color,
and other properties. It has been supported in all the other CAD software packages
and used for FFF process and computer-aided manufacturing. There are two types of
format in which STL file format specified: ASCII and Binary. Binary files are most
commonly used, because they are more compact and easier to understand compared
to ASCII files [16].

9.3.2.1 ASCII File Format

The ASCII file starts with a ‘solid_name of object’ and ends with ‘endsolid.” Each
triangle starts with a ‘facet normal’ and ends with ‘endfacet’ in which normal vector
and vertices of triangles are included. The vertices of a triangle are identified in the
loop which starts with ‘outer loop” and ends with ‘endloop.’” Each vertex of a triangle
is described as X, Y, and Z coordinates as shown in Fig. 9.8.

9.3.2.2 Binary File Format

A Binary STL file has an 80-character header. Following the header is a 4-byte
unsigned integer indicating the number of triangular facets in the file. And then,
the data describing each triangle is written after the unsigned integer. The file ends
after the last triangle, as shown in Fig. 9.9. Each triangular facet is described by
32-bit-floating point numbers, three for the normal and other three for the x, y, and
z coordinates of each vertex.
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solid extrude 3D _model
facet normal 0.000000e+000 1.000000e+000 0.000000e+000
outer loop
vertex 7.725064e+001 2.000000e+001 5.710513e+001
vertex 5.240355e+001 2.000000e+001 2.386221e+001
vertex 6.076719e+001 2.000000e+001 3.834846e+001
endloop
endfacet
facet normal 0.000000e+000 1.000000e+000 0.000000e+000
outer loop
vertex 7.725064e+001 2.000000e+001 5.710513e+001
vertex 6.076719e+001 2.000000e+001 3.834846e+001
vertex 6.642149e+001 2.000000e+001 7.627936e+001
endloop
endfacet
endsolid

Fig. 9.8 ASCII file format of STL file

Bytes Data Types Description

20 ASCII Caption

4 Unsigned long integer Number of facets
4 float i

4 float j

4 float k

Solid extrude 3D binary
€? TE€B A'kdB:QB Ald%A»xsB AOdB  €?
TESB AlkdBysB AOdBix,B A"B €7 ix,B A"BsB AOdB;QB AAVSB  €?
ix,B A"B;QB AAVSB{
A AOd™B €2
3A AOd™B;QB AAVSB~'B AAVSB €7
A AOd™B~'B AAVSB  AkB  €? AkB~'B AAVSB>€UA AOdB
€? AkB>€UA AOdB?DA AIEO> €2 ?DA AIEO>>€UA AOdB~'B  Al&%A
€? ?DA AEO>~'B Ala%A~efB A € ~efB A

Fig. 9.9 Binary file format of STL file

9.3.3 STL File Import in AM Software

The fabrication of part is totally dependent on the information which is fed into the
AM machine. Mainly four steps involved to generate this information of machine
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Flash-print Cura-slicer Reptier-host

EEA oW

G

Import STL‘E“lle of model

Select the process parameters

Slicing of model

Toolpath generation (G and M Code)

b

Fig. 9.10 Standard AM software

which are CAD design, STL conversion, slicing, and toolpath generation. CAD
software is used for part design and STL conversion. Subsequently, the process of
slicing and toolpath generation is done by some standard AM software such as Flash-
print, Cura-slicer, Reptier-Host, etc. as shown in Fig. 9.10. Flash-print is one of the
most common software used for this process. The software converts a digital model
into printing instructions for the machine. Along with, a user can easily visualize each
layer and deposition of roads on the window of the software. It is also calculated build
time of the fabricated parts according to the given process parameters and complexity
of the part. The output comes from the AM software, is called toolpath file.

9.3.3.1 Process Parameters of AM Machine

Nowadays, AM process is required to deliver good part quality, low production cost,
safety, high productivity rate, and short build time. In order to meet all the needs,
the selection of process parameters must be proper. The process parameters play an
important role to ensure part quality, dimensional accuracy, avoid wastage, reduce
manufacturing time and cost [17]. Many of researcher had done work to find the
optimum process parameters for part fabrication and explored number of ways to
improve the quality and mechanical properties of the parts [18]. Mainly, the process
parameters used in the part fabrication are

(a) Infill density

Infill density is a process parameter which decides the strength of the part. In the
Standard software, infill density is entered in % which shows the amount of material
deposited to fill all the layers. It can be varied from 0 to 100%. In case, the infill
density is 0% that implies that the fabricated part has only external contour. It also
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affects the production time and cost of the part. Generally, the part is fabricated with
15-30% infill density.

(b) Layer thickness

Layer thickness is the height of each successive layer which is stacking together. The
range of layer thickness varies from 1.5 to 3.0 mm depending on the surface quality
of the part. If the thickness of layer is less, the number of layers will increase which
results in an improvement in the surface quality of the part, at the cost of the printing
time.

(c) Raster angle

Raster angle is the process parameter which significantly influences the tensile
strength of the fabricated parts. Standard AM software has featured to select a com-
bination of raster angles (0°, 90°), (45°, —45°), (30°, —60°), etc. After selection of
raster angle, the toolpath is generated for all layers with the same raster angle.

(d) Infill pattern

It is the pattern of the toolpath in which nozzle deposits material in each layer of the
part. The standard AM software has different options to fabricate part with different
patterns such as linear, triangular, hexagonal, and honeycomb.

All the above-mentioned parameters are selected by the users as per the require-
ment for the applications. Figure 9.11 shows the window of Flash-print software
where all the parameters can be selected.

Toolpath generated by AM software is in the form of G and M codes. This file
contains many additional information which are suitable for AM machine while it
is not required for CNC machining center as shown in Fig. 9.12. In the given figure,

General Perimeter Infil Supports Raft Additions Cooling Advanced Others

General Speed

Top Solid Layers: 2 : Solid Speed: 70% o |
Bottom Solid Layers: [2—31 Sparse Speed: 100% =
PO anaty: 5% Bl omonenm

PR Excan; Ln_e L Maximum Solid Combine: |1 Layers |
Start Angle: F_‘su __: Maximum Sparse Combine: [2 Layers {3
Cross Angle: [gou :—I Combine Area Threshold: [S00mm~2 |3
QOverlap Perimeter: [15% B

vaze Mode: o = Strength Infil

Interval Layers:

W

Solid Layers:

Fig. 9.11 Selection of process parameters in AM software
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(** This GCode was generated by ReplicatorG 0040 *%*)

(* using Skeinforge (50) *)

(* for a Dual headed The Replicator *)

(* on2019/04/09 19:14:51 (+0530) *)

(**** start.gcode for The Replicator, dual head ***%*)
M103 (disable RPM)

M73 PO (enable build progress)

G21 (set units to mm)

G90 (set positioning to absolute)

M109 S110 TO (set HBP temperature)

M104 S220 TO (set extruder temperature) (temp updated by printOMatic)
(**** begin homing ****)

G162 XY F2500 (home XY axes maximum)

G161 Z F1100 (home Z axis minimuim)

G92 Z-5 (set Z to -5)

G1 Z0.0 (move Z to"0")

G161 Z F100 (home Z axis minimum)

MI132 XY Z AB (Recall stored home offsets for XYZAB axis)
(**** end homing ****)

(<boundaryPerimeter>)

(<boundaryPoint>X-10.0 ¥-10.0 Z0.15 </boundaryPoint>)
(<boundaryPoint>X10.0 Y-10.0 Z0.15 </boundaryPoint>)
(<boundaryPoint>X10.0 Y10.0 Z0.15 </boundaryPoint>)
(<boundaryPoint>X-10.0 Y10.0 Z0.15 </boundaryPoint>)
(<edge> outer )

G1 X-9.8 ¥-9.79 Z0.15 F3360.0

G1 F1200.0

Gl EL0 Required Coordinates
G1 F3360.0

M101

G1|X-9.8 Y-9.8 Z0.15|F1230.0 E1.0

G1|X 9.8 Y-9.8 Z0.15|F1230.0 E2.064

G1|X9.8 Y98 Z0.15|F1230.0 E3.128

G1|X-9.8 Y98 Z0.15|F1230.0 E4.191

G1]X-9.8 Y-9.79 Z0.15|F1230.0 E5.254

G1 F1200.0

G1 E5.254

G1 F1230.0

M103

Fig. 9.12 Gcode file for toolpath of a model generated by standard AM software
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the coordinates inside the box are the information of the contour only and other
information if garbage for CNC machining center. The main challenge is to identify
the coordinates of outer boundaries, inner boundaries and infill.

9.3.4 Toolpath File Import into MATLAB Software

For extracting useful data from the file, a third-party software called MATLAB
is used, in which a new algorithm is developed which reads the file and extracts
coordinates as per the boundaries and infill separately. Following are the steps involve
in the algorithm

e Import the G & M code file generated by AM software.
file="Modell’;
fid = fopen([file,.gcode’],’rt’);

e Read each line until the file end.

¢ Find some keyword such as edge outer, edge inner, loop outer, loop inner, and
infill boundary which shows the outer shell of outer boundary, inner shell of outer
boundary, outer shell of inner boundary, inner shell of inner boundary and infill
portion, respectively.
if strfind(L,’(<edge> outer)’) ~= 0

gh=gh+1;c=1;c=1;

elseif strfind(L,’ (<edge> inner)’) ~= 0
gh=gh+1;c=1;

elseif strfind(L,’ (<loop> inner)’) ~= 0
gh=gh+1;c=1;

elseif strfind(L,’(<loop> outer)’) ~= 0
gh=gh+1;c=1;

elseif strfind(L,’ (</infillBoundary>)’) ~= 0
ghl=ghl+100;c=2;

end

e Find the lines between ‘M 101° and ‘M 103’ which are the coordinates for material
deposition.

o After-that, search ‘G01 X’, in the line contains X, Y, Z, coordinates and store
them in one matrix.
if strfind(L,G1 X’) ~= 0

al=sscanf(L,’ %*s Y%s %o*s %o*s %*s %*s’);al(1)=";al=str2double(al);
a2=sscanf(L, %*s %*s Yos %o*s Y%*s %*s’);a2(1)=";a2=str2double(a2);
a3=sscanf(L,’ %*s Y%*s %*s Jos %o*s %*s’);a3(1)=";a3=str2double(a3);
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pt=[pt;al,a2,a3,gh,i];

end
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e Add some addition value which are suitable for CNC machining ceter such as
nozzle speed, feed, G & M code for CNC machining center.

if vb==1

forintf( jk, GO0 X%0.3f Y%0.3A\nGO00 Z%0.3\n GOI F%dwnM04 S%an’, k(vb, 1),

k(vb,2), k(vb,3), F, S);
elseif vb==size(k,1)

forintfljk’GOI X%0.3f Y%0.3f \n MOS \n GOO Z%0.3f \i\in’, k(vb, 1), k(vb,2),

k(vb,3)+3);
else

forintf(jk, X%0.3f Y%0.3fn", k(vb, 1),k(vb,2));

end

9.4 Result and Discussion

STL file of the given model is imported in software and generates toolpath by AM
software. In this gcode file, a lot of extra information are given for user understanding
purpose. For layer by layer printing, it is necessary to assign the length of filament
to be extruded term as E which is shown in Fig. 9.13a. In this gcode, some other
information is also included such as idle movement of nozzle, rapid motion, material
deposition start and stop. These all previous information stored in the form of G

(<boundaryPerimeter>)

(<boundaryPoint> X-10.0 Y-10.0 Z0.15 </boundaryPoint>)
(<boundaryPoint> X10.0 Y-10.0 20.15 </boundaryPoint>)
(<boundaryPoint> X10.0 ¥10.0 Z0.15 </boundaryPoint>)

(<boundaryPoint> X-10.0 ¥10.0 Z0.15 </boundaryPoint>)

(<edge> outer ) GO0 X-9.800 Y-9.790
G1 X-9.8 ¥-9.79 Z0.15 F3360.0 GO0 Z0.150
G1 F1200.0 GO1F1172
G1ELD M04 555
e ‘ 05009300
M101 4 =

X9.800 Y9.800
G1 X-9.8 ¥-9.8 0.15 F1230.0 E1.0

X-9.800 Y9.800

G1X9.8 Y-9.8 Z0.15 F1230.0 E2.064
G1X9.8 Y9.8 Z0.15 F1230.0 E3.128
G1 X-9.8 ¥9.8 70.15 F1230.0 E4.191

GO1 X-9.800 Y-9.790
MO05

GO0 Z3.150
G1 X-9.8 Y-9.79 Z0.15 F1230.0 E5.254
G1 F1200.0
G1E5.254
G1F1230.0
M103 (a) ()

Fig. 9.13 Gcode of AM software convert into gcode of CNC machine a gcode b compatible code



164 J. Jain et al.

Fig. 9.14 Fabricated parts

and M code are different in case of CNC machine. So, all these information is not
required during conversion of code into CNC gcode. Coordinates of an object are very
important for the movement of nozzle. With the help of this approach, prior identify
the coordinates of various Z height. After that, differentiate different contours on the
same layer. It may be internal contours or outer contours. According to this, all the
coordinates are stored then G and M codes compatible to CNC machine are included
with these coordinates as shown is Fig. 9.13b.

9.5 Feasibility and Testing

In order to validate proposed work, cuboid and a test specimen have been considered
as shown in the figure. Priorly STL file of both models has been imported in AM
software and generates toolpath in form of gcode. After that, gcode file is imported
in MATLAB software and extracted all required coordinates of the given model. A
gcode file is generated including G and M codes of CNC machine. Finally, the gcode
file is exported to CNC machine and fabricate part with superior toolpath as shown
in Fig. 9.14.

9.6 Advantages

The main advantage of the current approach is that toolpath for any complex shape of
the model may be generated with different deposition patterns, as shown in Fig. 9.15.
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Fig. 9.15 Part fabricated with complex toolpath pattern

9.7 Graphical User Interface (GUI)

Graphical user interface (GUI) has been developed in order to simplify the use of
the proposed approach, as shown in Fig. 9.16. This GUI was contained panel. The
left-hand side panel contains three buttons. First button termed as ‘Import’ is used to
import a gcode file generated by AM software. The user can obtain maximum limit
and layer thickness of the model at the bottom side. Second button ‘Display’ is used
to visualize toolpath pattern for each sliced layer. Third button ‘Export’ is used to

GCODE CONVERTER

Fig. 9.16 Graphical user interface (GUI)
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generate a gcode file which is compatible for CNC machining center. In the second
panel, three buttons are provided. With the help of these buttons, a user can visualize
top view, top view, and 3D view.

9.8 Conclusion

The limitation of surface finish, dimensional accuracy, and filament buckling can
be overcome by adopting alternative manufacturing techniques. In order to achieve
high part quality, additive manufacturing can be combined with CNC machining
center, where deposition tool can be mounted using spindle for depositing mate-
rial. A separate toolpath is required for performing additive manufacturing on CNC
machining center as existing machining-related software cannot perform toolpath
generation task for the same. The current study presented an approach on the tool-
path generation for performing additive manufacturing on CNC machining center.
The toolpath generated from existing additive manufacturing software was processed
and efforts were made to make it compatible with CNC machining center controller.
After ensuring compatibility of processed toolpath with CNC machining center,
software utility was developed in the form of graphical user interface (GUI) and
three-dimensional parts were additively manufactured. Obtained results suggest that
presented work has potential and can be further used and explored for developing
hybrid additive—subtractive manufacturing center.
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Chapter 10 ®)
Parametric Assessment of Temperature oo
Monitoring Trends in Food Supply Chain
Performance System

Janpriy Sharma, Mohit Tyagi, and Arvind Bhardwaj

Abstract Food supply chains (FSC) comprise various interdependent processes and
sequences which take food from producer to consumer. Quality of food product being
a part of chain is of high priority as it is going to be consumed by human beings.
FSC encapsulates mainly nature of product which is perishable and very sensitive
to fluctuations of temperature and humidity. In food trade across globe, assurance
of quality and safety of product is of utmost importance. Perishable nature of food
product demands for coordination with temperature assessment trends for better
quality to be delivered to customer. Collaboration of FSC with temperature trends
broadens its scope and makes supply chains intelligent, enough to handle any type of
disparity related to temperature monitoring during transit phase of logistics network.
This study related itself to temperature monitoring techniques taken from the research
literature. Temperature trends namely monitoring like wireless sensing monitoring
technologies, temperature estimation methods, thermal imaging, computational flow
dynamics (CFD), specialised pallet covers, Internet over things (IoT), respectively,
are discussed in compliance with their applicability. For better understanding of
the causal and effect behaviour of these trends, applicability a Decision Making
and Evaluation Laboratory (DEMATEL) approach has been used. Generated results
prove supportive for deployment of identified trends in food supply chain, which
have potential of minimising wastage within chains and ensuring food safety to all.

Keywords Food supply chain - Temperature monitoring + MCDM - Food waste -
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10.1 Introduction

Food is the vital component in survival of human life, and hence, ensuring quality
food product to all is necessity. As per report from Food and Agriculture Organ-
isation (FAO), approximately one-third of globally produced food, costing about
$750 billion annually, was lost or wasted annually [20]. Food distribution network
cherishes a wide variety of food products which go to consumers after covering a
sequence of operations and steps in various regional, national and international mar-
kets depending upon on customer demand. According to Govindan [19], FSCis a set
of interdependent companies that work closely together to manage the flow of goods
and services along the value-added chain of agricultural and food products, in order
to realise superior customer value at lowest possible cost. FSC covers both perishable
and non-perishable type of food product. In case of perishable nature food product,
temperature plays an important role and needs to be superintended consistently, and
shelf life of food product relies on the temperature directly. In order to prolong the
self-life and assurance of product attributes like quality and safety associated with
them temperature monitoring is priority. This requires decision to be made quickly
based on accurate information as problems need to be detected as soon as possible
[41].

Demand of temperature-sensitive food products is increasing globally because of
rapidly changing living styles. In the year of 2017, the value of global food chain was
estimated to be USD 189.92 billion, and it is estimated that it will touch USD 293.27
billion by year of 2023 [34]. However, food chain faces practical difficulties asso-
ciated with temperature control and monitoring, as frequent door opening closing
occurs in product delivery which causes exposure to undesirable temperature condi-
tions, tossing quality and safety issues of food which is to be consumed by customer.
As network of food chain is surging day by day and challenges associated with it, like
preservation of quality of food, effective logistic system, cost-effectiveness associ-
ated with product needs to be answered [28]. Huge efforts are made to outshine the
temperature management and its effective control since last two decades. Real time-
based temperature monitoring can provide solution to chain of perishable products
chain [1]. Real-time temperature monitoring helps managers to gain insights of food
chain which is being handled by them and answering the series of necessary actions
arranged in frame of time [35]. As pointed out by many researchers temperature
abuse leads to the deterioration in quality of food product and causes delays in food
supply chain [4, 10, 43].

Food items are susceptible to frequent changes in humidity and temperature, its
only humidity and temperature which monitor how long product will be on shelf
for consumer usage. Temperature and humidity level are required to be balanced
perfectly for better shelf life and optimum freshness. Nonetheless, it is common that
these measures are tedious to be opted during the transition phase by medium of
water ways, airways in which container faces many unfavourable conditions dis-
rupting equilibrium fruits [14]. To deal such situations, technological trends need to
be collaborated, which provide accuracy in temperature and humidity monitoring,
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techniques discussed here have potential to overcome problems of real-time tracking
and traceability, leading to reduced various losses.

A fully automated intelligent supply chain can turn fortunes and address to issues
of food chain and food loses smartly in an efficient way and reliable way distin-
guished by technological trends opted [22]. For an instance, in fresh fruits and veg-
etables chain, wastage and perishability of these products lead to approximately 50%
wastage, it is estimated that every out of two harvested product, single unit of product
makes its way towards wastage, and main cause behind this wastage is unevenness
in temperature control [24, 37]. It was agreed by that product spoilage can be mon-
itored well by controlling temperature [15]. The selection of optimum temperature
range with well defined humidity levels, helps in exercising prolonged freshness
and increases shelf life of food product, shown in Fig. 10.1. FSC are more prone to
temperature abuse when subjected to transition phase, during this phase changes in
temperature causes loss of freshness and distorts the shelf life of food products.

From Fig. 10.1, it can be said that effectiveness in temperature monitoring is
having potential to provide better shelf life and quality product to consumers with
ability to balance the mismatch between demand and supply.

Intelligent FSC is enough to handle the irregularities which occur during distribu-
tion of food items, and these chains perform well on the basis of technical integration
they have and provide a thorough solution and monitor all steps occurring within
chain [6]. All food products demand for a stringent supervision in phases of FSC,
and hence, monitoring becomes crucial here [21]. Each specific type of food product
is having its own terms of temperature monitoring and control, adding complexity
in adoption of these trends.

Liitjen et al. [31] and Jedermann et al. [25] quoted a solution namely ‘intelligent
container’, having partitions and capable to store different food product by varying

Better shelf life
and quality of
Demand food product

Effective

temperature
monitoring

Fig. 10.1 Relation between temperature monitoring and shelf life of food product and effect on
FSC
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Raw' > Processing »| Distribution »| Consumer
Material 1 Plants 1
§eeeereesesssssssssssesssssseefpesssssssessssssssssssss e sssssseefsssssesssssssssssssssesssssssssesfosssssssssesssssssessssssssssens
Food supply chain
Temperature Traceability Temp'erat'ure
Control Monitoring

Advanced temperature monitoring & control mechanism

Fig. 10.2 Integration of FSC and advancements in temperature governing techniques: concept of
“Intelligent Chain”

temperature and humidity level for portion being under usage. Initial of this com-
prised of sorting of various food items followed by setting up of ideal conditions
of storage of each partition, hence reducing the cost of creating specific tempera-
ture module allowing flexibility to handle variations. Intelligent and technologically
advanced FSC is capable enough to operate chains at high efficiency at the same
time, minimise risks, food wastage and threats of food insecurity. An glimpse of
‘Intelligent Chain’ is diagrammed in Fig. 10.2.

Figure 10.2 inferences about the integration between the FSC and various techno-
logical advancements. It can be seen from the figure that FSC stages at various levels
of its operation demand for various temperature governing mechanism. Primitive
stage demands of temperature control, next stage requires traceability, and last stage
needs effective monitoring of temperature.

10.2 Literature Background

Food supply chain requires monitoring of food products involving complicated
assessments of cooling behaviour of products, ventilation of various types of pack-
aging, quality of product with shelf life estimations with chain operationality levels.
When ‘intelligent’-based systems of monitoring are considered, thorough solution
is answered, by proper adoption of technology type related to its area of application
and working environment associated with it. These types of monitoring systems not
work on principle of common fit for all hence, for different opreating ranges of tem-
perature and for different types of food items, product specific monitoring systems
are designed.
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10.2.1 Wireless Sensing Monitoring Technique

The methods are based upon sensing technology which assures remote-based oper-
ation. Wireless sensing monitoring technique comprises radio frequency enabled
(RF) and WSN, working upon uniquely defined identification serial number utilised
in communication with reader and entryways, able to transmit data related to tem-
perature, pressure, humidity). Both RF and WSN are mostly used in monitoring of
temperature-sensitive systems. This system comprises tags attached to sensor affixed
on pallet/batch of item to be monitored. This implementation has ability to record the
temperature of product, its humidity level and composition of gases within it along
with accurate product location, providing a network carrying information which is
seamless, tending to purpose of calibration for developed standards [7]. Physical
design of such systems requires a robust deployment of sensors network having abil-
ity to withstand the harsh environment of high/low temperature variations, rains, etc.
[29]. Beauty is adoption of this technology persists in the benefit enabling remote
operationality, with good versatility in sensing and promptness in data analysis [23,
38]. These references reflect the circumstances of any unwanted occurrences which
are liable to happen and cover them by establishing a secured network involving
transparency and improved estimated of the shelf life of products [15] (Table 10.1).

Table 10.1 Application and features of RFID and WSN
Technology compatible

Deployment Applicability in fruit supply

trends chain monitoring
RFID » Tag-based identification * Remote temperature
* Tag uses EPC for firstly monitoring in
identifying then enabling of transportation and storage
wireless data transmission [52]
related * For calculating shelf life
 Affordable pricing and tags [15]
able to retrieve information | ¢ Quality depleting gases
in harsh working detection [16]
environments
* Integrated working memory
WSN » Transmits data completely * Act as temperature,

in wireless manner
Multisensor-based nodes
Can be placed inside pallet
where RFID tagging not
feasible

Continuous information
flow

pressure humidity and light
sensors [25] in fruits supply
chain enabled with remote
control
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10.2.2 Temperature Estimation Methods

In some working instances, prediction of temperature becomes difficult, and realistic
representation of product temperature becomes difficult. In such situation, temper-
ature being tracked is an instance of one localised spot on pallet, by previous wire-
less sensing methods. When increase of sensors and information network becomes
tedious to maintain and develop technically and financially, then direct temperature
estimation methods are used. For scenarios having high stacking order of pallets,
boxed packages, installation of high number of sensors makes the system cumber-
some and adds complexities to its operationality with higher cost of installation
and maintenance [26]. Using methods of temperature gathering based on capacitor
and generation of artificial neural networks (ANN) works as transducer to measure
temperature to quantitate variation within product temperature.

Capacitor—As capacitor charges and discharges, same behavioural curves are
expected for temperature by using RC circuit. To develop estimates of temperature,
temperature curves are generated for the pallet or a carton of food products, these
curves are gathered and decoded for calculation of temperature [5]. Every scenario
of estimation represents characteristics depicting rise and decline in temperature and
presents the user with a temperature history of food products being packed.

Artificial Neural Network (ANN)—It is generally used in modelling a struc-
ture and limited to usage meant for research purposes. For application of ANN, it
is assumed that a nonlinear nature of correlation persists in between the desirable
temperature range with in a pallets and the source of temperature (inside tempera-
ture of container), and this indirect proportionality is utilised to explore relationship
between temperature.

Here, monitoring can be done by selection of input source, which is data related to
temperature, which makes it way through the network of neurons, as neurons come in
contact of transmitted data, information is processed and transferred to next neuron
layer which gives final output, i.e. temperature [40, 49, 51] (Table 10.2).

10.2.3 Thermal Imaging

In this, intensity of infrared radiation is recorded by camera within electromagnetic
spectrum range and adapting it into visible spectrum range, aiding to read tempera-
ture. Implementing thermal images in logistics and processing of food items overhead
the idea of ‘full thermal supervision’ of food packed inside pallets. In cases where
thermal cameras are used, sensor deployment reduces with increased efficiencies.
Nowadays, FSC is being opting thermal cameras because of ease of their operations
[6] (Table 10.3).
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Table 10.2 Application and features of temperature estimation techniques

Technology Deployment Applicability in fruit supply chain

compatible trends monitoring

Capacitor * Based on resemblances * Temperature estimation of fruits
between curve based on inside container [5]

temperature fluctuations
measured by using
temperature-sensitive sensors
and well-defined curve of
temperature sourced from

pallet

ANN  Evaluation of temperature » Estimation of temperatures by
done after passing through detecting thermal imaging-based
network of neurons which system [5]

weight and sums up data
resulting in observed
temperature

Table 10.3 Application and features of thermal imaging

Technology compatible Deployment Applicability in fruit supply
trends chain monitoring
Thermal Camera * Able to cover wide range of | * Food safety monitoring in
temperature monitoring food chain [12]
from one image * Regulate temperature in
fresh produce (Dupont
2016)

10.2.4 Computational Fluid Dynamics (CFD)

CFD solutions are being used in cold supply chain systems to optimise and devel-
opment of fully tailored refrigeration system and temperature control enabled
processing [36].

CFD is not restricted up to cold chain applicability, but it enables to know the
patterns and better understanding with the flow of circulating air, aiding cooling.
Knowledge of air flow patterns during cooling process comes up with aspect of
weakness in processes, and according remedial measures are deployed. Changes are
in field of enhanced air ventilation as required, pallet distribution adjustment during
cooling, optimising fresh air flow rate in forced air cooling pattern. By applying
vertical streams of flow at various levels of operationality for different crates, different
rates of cooling were achieved [9], hence proving CFD to be the best for judging
fruit cooling behaviour (Table 10.4).
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Table 10.4 Application and features of computational fluid dynamics

Technology compatible
trends

Deployment

Applicability in fruit supply
chain monitoring

Computational fluid
dynamics (CFD)

* Modelling and
simulation-based
refrigerant circulation
Extract out scientifically
best temperature and
refrigeration condition for
type of fruit being procured

* Cooling packaging
improvements [9]

* Ambient precooling
feasibility of fruits chain
[13]

* Influence of air speed in
phase of precooling [22]

Table 10.5 Application and features of Pallet covers

Technology compatible
trends

Deployment Applicability in fruit supply

chain monitoring

Pallet cover * Preservation of temperature
and humidity specific for
each fruit

Diminish temperature and
humidity fluctuations with
ambient environment

change

* Positive and negative
aspects in the use of the
pallet covers for fresh
produce [32]

10.2.5 Pallet Covers

These pallet covers are uniquely defined for the type of fruit being packed. Pallet
covers are made to maintain temperature and humidity conditions necessary for
better shelf life of fruits. Pallet cover design is dependent upon nature of fruit to
be transported, preventing it from tremendous temperature and humidity fluctuation
from outside environment and maintaining optimum freshness and product quality
(Table 10.5).

10.2.6 Internet of Things (IoT)

As per Giusto etal. [ 18], Internet of things (IoT) refers to a network which can connect
to objects, withstanding capability of identification and interaction among them to
escalate towards cooperative goals. [0oT systems are operational by remote, connected
via a medium of Internet aimed to perform optimising of activities [3]. IoT provides
all time interconnectedness, enabling information exchange between interconnected
nodes and its members, irrespective of location [11]. IoT empowers the spirits of
self-configuration and optimisation with better control exercising capabilities [27]
(Tables 10.6 and 10.7).
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Table 10.6 Application and features of Internet of Things

Technological trend | Deployment features Applications in fruit supply chain
monitoring
IoT » Exercise independent control, * IoT as driving power for the
information retrieval system efficient operation of fruits chain
irrespective of location/distance [50]
barrier

Table 10.7 Trends of temperature monitoring at a glance

S. No. Temperature monitoring trend Functionality

1 Wireless sensing monitoring » Radio frequency technologies (RFID)
Wireless sensor networks (WSN)

Temperature estimation methods Temperature prediction inside pallets

Thermal imaging Temperature computation on large

number of points

Computational fluid dynamics (CFD) * Dynamics of cooling process

Pallet cover Attenuate temperature and humidity

changes

Inter connected network of environment
sensing objects

6 Internet of Things (IoT)

Technological trends presented in manuscript are diversified based on their
methodology with which they work in monitoring, wireless sensing monitoring,
temperature estimation methods, thermal imaging, computational fluid dynamics,
pallet covers, Internet over things (IoT). Nowadays, for effective implementation
of FSC, various multicriteria decision-making techniques (MCDM) are being used
[39]. These techniques can undertake variety of problem related to multiobjective-
based optimisation, prioritisation, and interdependence among factors, causal factor
grouping and best alternative selection.

Gardas et al. [17] worked for Indian scenarios of food and vegetable supply chain
and aimed to evaluate the causes which were responsible for the losses after harvest-
ing crop. Mathematical techniques used by them were DEMATEL, to know causes
which were critical behind such losses. Agyemang et al. [2] used grey-DEMATEL
tool for evaluating the barriers within revamping and effective implementation of
green supply chains. Mangla et al. [33] implied delphi and fuzzy-based DEMATEL
for assessment of logistics management based implications.

Balaji and Arshinder [8] used mathematical tool named total interpretative struc-
tural modelling (TISM) and fuzzy-based MICMAC approach to know the interlink-
age between the various causes behind wastage of food within Indian FSC comprising
of perishable nature of food products. Tyagi et al. [46], used an integrated approach
comprising of analytical hierarchical approach (AHP) and fuzzy technique for order
of preference by similarity to ideal solution (TOPSIS) for assessing the corporate
social responsibility (CSR) in environment of performance-driven supply chains.
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Luthra et al. [30] used grey—DEMATEL-based methodology to model scenario of
sustainability-based production and consumption to find out driving causes behind
adoption of sustainability within FSC.

Sufiyan et al. [42] used fuzzy-based methodology for analysing the performance-
based system of FSC, and results indicated the important performance drivers. Tyagi
et al. [44], used an extended version of fuzzy-based DEMATEL for the evaluation
of CSR practices on the performance of supply chains. Tyagi et al. [45] assessed the
enablers which were critical behind the performance of a flexibility-based supply
chain system by evaluating on the basis of fuzzy DEMATEL methodology.

This article, determining the critics of temperature in FSC and being a game player
of the temperature-sensitive product-based chains, grabs various temperature moni-
toring techniques and their methods of implementation and utilisation from the core
of research literature. On the basis of expert opinions and interview with the persons
handling these types of chains, MCDM-based methodology namely DEMATEL is
implied here to determine the effective criteria of monitoring the temperature in lieu
with fruits supply chain.

10.2.7 Methodology

Various temperature monitoring techniques were identified from literature, and on
discussion with field experts, their field of applicability was defined with respect to
fruit supply chain. Tool used here was DEMATEL laid by Science and Human Affairs
Program of the Battelle Memorial Institute of Geneva in time of 1972-1976 [47,
48]. DEMATEL follows structured modelling flow and provides a feasible readable
solution [47] (Fig. 10.3).

Steps in methodology of DEMATEL method are given as [44]:

* Identification of various temperature
Step 1 monitoring techniques and there
application in food supply chain from
research literature.
« Interview and
Step 2 opinions of experts.
* Evaluation of temperature monitoring
Step 3 techniques by using DEMATEL in lieu
to reviews of experts.
Step 4 « Implication of results and
future perspectives

Fig. 10.3 Research methodology
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Step 1—Computation of average direct relationship matrix

Here, impact of one factor over other factor is checked and calculated, and it is done
as to check impact of pth criteria over gth criteria. For p = ¢, the diagonal elements
are zero. A non-negative matrix is written as

X = [-xzq]nxn

In the above relation, ‘z” denotes to number of respondents, i.e. (1 < z < m),
and x,, denotes the degree of respondents rely on relation of pth criterion over gth
criterion. It compiles the opinion of ‘m’ respondents and find out the average direct
relation matrix as given below:

A = [ay,] (10.1)

where a,, = - 3" x5,
Step 2—Exploration of normalised direct relation matrix ‘N’

N=KxA (10.2)

whereK:ﬁp,q:l,Z,ﬁ%,...,n

q=1 al’qlgpgu

Step 3—Estimation of total relation matrix ‘T’ using Eq. 10.3
T=N{I-N)"! (10.3)

where [ is identity matrix.

Step 4—Causal diagram generation

In total relation matrix, sum of rows (R) and sum of columns (C) are calculated.
To visualise the relative importance, the value of ‘Prominence’ and ‘Relation’ are
calculated with the help of R and C values as (R + C) and (R — C), respectively.
Based on ‘Prominence’ and ‘Relation’ values, categorisation of each criterion has
been done into their cause and effect group. For cause group, positive values of
relations are considered, while negative values are considered for effect group. To
model the causal diagram, a mapping of (R + C, R — C), dataset, has been done.

T = [tpq]nxn

n n
R = thq = [tp]nxl; C= thq = [tj]lxn
q=1 p=1

gx1 1xq

As the study encompasses some of the technological trends of temperature moni-
toring as discussed in this study (Section - 10.2.1 to Section - 10.2.6) in terms of there
suitability and applicability. Here, T1 stands for “Wireless sensing monitoring’, T2
stands for ‘“Temperature estimation method’, T3 stands for ‘Thermal imaging’, and



180

T4 stands for ‘Computational flow dynamics (CFD)’, TS stands for ‘Pallet cover’,
T6 stands for Internet of things (IoT). Data were collected from 11 experts of temper-
ature monitoring trends, it was summarised, and average direct relationship method
was developed. Appended Tables 10.8, 10.9, 10.10 and 10.11 account the illustration
using DEMATEL methodology.

Based on mapping of Prominence’ and ‘Relation’ values, casual diagram has been
made as shown in Fig. 10.4. Developed causal diagram depicts relationships under

cause and effect group.

Table 10.8 Average direct relation matrix computation

J. Sharma et al.

T1 T2 T3 T4 T5 T6
T1 0.000 1.727 1.545 1.545 1.909 1.636
T2 2.545 0.000 1.727 1.545 1.727 1.363
T3 2.090 2.363 0.000 1.909 1.636 1.909
T4 3.000 2.454 2.090 0.000 2.000 2.454
T5 2.090 2.000 2.181 2.000 0.000 1.818
T6 1.818 1.727 1.909 2.181 2272 0.000
Table 10.9 Computed direct normalised direct relation matrix
T1 T2 T3 T4 T5 T6
Tl 0.000 0.143 0.128 0.128 0.159 0.136
T2 0.212 0.000 0.143 0.128 0.143 0.113
T3 0.174 0.197 0.000 0.159 0.136 0.159
T4 0.250 0.204 0.174 0.000 0.166 0.204
T5 0.174 0.166 0.181 0.166 0.000 0.151
T6 0.151 0.143 0.159 0.181 0.189 0.000
Table 10.10 Computed total relation matrix
Tl T2 T3 T4 T5 T6
T1 1.000 —0.143 —0.128 —0.128 —0.159 —0.136
T2 —0.212 1.000 —0.143 —0.128 —0.143 —0.113
T3 —0.174 —0.197 1.000 —0.159 —0.136 —0.159
T4 —0.250 —0.204 —0.174 1.000 —0.166 —0.204
T5 —0.174 —0.166 —0.181 —0.166 1.000 —0.151
T6 —0.151 —0.143 —0.151 —0.181 —0.189 1.000
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Table 10.11 Calculated sum of influences assumed and received on criteria
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D R D +R D —R

Tl 3.890 5.145 9.036 —1.254
T2 4.071 4.638 8.709 —0.567
T3 4.493 4.312 8.806 0.181
T4 5.281 4.202 9.484 1.079
T5 4.583 4.365 8.949 0.217
T6 4.544 4.201 8.745 0.343

D-R

1.50

1.00 ® P,

0.50

¢ PQ P, ¢ P
0.00 - P'S D+R
860 870 880 890 9.00 9.10 920 930 940 9.50 9.60
-0.50 P,
-1.00
* P,
-1.50

Fig. 10.4 Causal diagram

10.3 Results and Discussions

In the present research work, an analysis based on DEMATEL approach provides the
mutual importance rating among the considered temperature monitoring trends. The
results show that trend of temperature monitoring by computational flow dynamics
yielded maximum rated result (T4, 9.484), and temperature monitoring by estimation
yielded to have the lowest rating (T2, 8.709). Cause and effect group behaviour of
considered trends can be visualised clearly through Fig. 10.1. Temperature monitor-
ing techniques T1 and T2 exist in effect group due to negative value of D-R, while
T3, T4, TS, T6 come in category of positive (D-R) and dominated with impact over
the effective group practices.

It can be concluded that for the chosen criteria of temperature monitoring trends,
rating factors are ordered as T4 > T1 > TS5 > T3 > T6 > T2. Hence, monitoring
by computational flow dynamics is most dominant in food supply chain because it
provides uniquely defined refrigerant flow required to be maintained for achieving
specific level of temperature and humidity of fruits to be delivered to customers.
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10.4 Research Implications and Future Perspectives

This article presents the solution to various problem possessed by FSCs, temperature
monitoring trends are enough to provide solution to reduced shelf life, spoilage of
product and can prove to be boon in situations of delays and hindrances in chain
smooth operations. The mathematical tool used here is DEMATEL, classified the
trends into cause and effect group, on the basis of field expert opinions and sugges-
tions, which provides a result that can be easily implemented within chains to turn
the fortune of food industry and its needs.

Future direction of this work can be in the sense of covering more product-specific
chains and implementation of temperature monitoring trends, where results can be
more qualitative, and to quantify them, validation can be done with various multi-
criteria decision-making techniques and other mathematical modelling inculcating
cost of deployment and other features to get refined solutions.
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Chapter 11 )
Effect of Cutting Parameters on MRR oo
and Surface Roughness in Turning

of AISI 1018 and AISI P20 Using Taguchi
Method

Ankit Thakur, Varun Sharma, Shailendra Singh Bhadauria, and Ajay Gupta

Abstract The present paper investigates the effect of various cutting parameters
namely feed, speed and depth of cut on the surface roughness of low carbon steel
(AISI 1018) and plastic mould steel (P20) during turning on CNC lathe using tungsten
carbide tool. The experimentation was carried out by varying each cutting parameter
at three levels in order to examine the effect on material removal rate and surface
roughness. Taguchi technique using L9 orthogonal array design was used for prepar-
ing design matrix and optimizing cutting parameters for obtaining maximum mate-
rial removal rate and minimum surface roughness. The results reveal that the cutting
speed led to maximum material removal rate followed by depth of cut and feed rate
for both the materials. However, surface roughness values are deviated more from
the neutral value in case of low carbon steel than plastic mould steel.

Keywords Turning - Plastic mould steel - Material removal rate + Surface
roughness - Taguchi method
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MRR Material removal rate
f Feed rate

DOC Depth of cut

v Cutting velocity

RPM Revolution per minute
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11.1 Introduction

Turning is one of the most common techniques to generate the rotational parts from
variety of materials. This operation is widely used in industries to generate different
complex shapes and sizes of geometries at controlled tolerance zone and with required
surface finish. However, surface finish of the geometries under the different cutting
parameters in many cases is compromised beyond acceptance level, especially at
low cutting speed and high feed rate in order to maximize the productivity. Over
the years, many authors emphasize to compensate errors in terms of inaccuracy due
to cutting parameters and to control the cutting forces. Taguchi orthogonal array
and S/N ratio-based method have been used to optimize the multiple machining
characteristics like roughness, tool wear and MRR [1, 2]. Dry turning operation
was carried out on high speed steel with coated carbide tool to study the effect of
cutting parameters on surface roughness [3]. It was reported that the effect of cutting
speed is more significant on the cutting forces and cutting temperature, and feed rate
influence is dominant on surface finishing [4, 5], whereas Zheng et al. [6] reported
that cutting speed is the most dominant factor affecting surface finish among all
the cutting parameters. It has been well established that the analysis of variance
is being used to predict the influence of cutting parameters on surface roughness,
in addition to quadratic regression analysis is being used to calculate predictive
equations for surface roughness. Asiltiirk and Neseli [7, 8] proposed a mathematical
model to predict the surface roughness and cutting forces using response surface
methodology. It was observed that the cutting force components were dominantly
influenced by depth of cut and hardness of workpiece. Niaki [9, 10] presented an
approach by three-dimensional FEA for sharp tool for the study of residual stresses
induced during machining.

Solution by analytical approaches may not predict the effect of each parameter
on surface roughness very accurately. Also, the experimental optimization of the
parameters is highly time consuming owing to the involvement of different sets of
parameters thus resulting in large number of trials. Thus, present study predicts the
effective parameter for MRR and surface finish using L9 orthogonal array Taguchi
approach.

11.2 Materials and Methods

Turning operation is carried out using a three-axis computer numeric machine (CNC)
turning centre (Make: Gildemeister, Model: CTX 400, Indo German tool room,
Ahmadabad, India, as shown in Fig. 11.1a). AISI 1018 (low carbon steel) and AISI
P20 (plastic mould steel) is used as a workpiece material of length 65 mm and diam-
eter of 20 mm (£0.10 accuracy) as shown in Fig. 11.1b. The chemical composition,
physical and mechanical properties are presentin Tables 11.1 and 11.2. Tungsten car-
bide inserts are used for experimental study (Fig. 11.1c), MRR and surface roughness
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(a) (b) (c)

Fig.11.1 Experimental setup. a CNC turning machine. b Workpiece material. ¢ Cutting tool insert

are measured at different cutting levels of feed rate (f = 0.020, 0.025, 0.029 m/min),
depth of cut (d = 1, 1.5 and 2 mm) and cutting speed (N = 1000, 1200, 1400 rpm) as
shown in Table 11.3. For MRR calculation, initial weight of each workpiece is cal-
culated on precision digital measuring metre. Workpieces are mounted and clamped
on three-jaw chuck of the machine, and tool moves a straight path to cut along the
length of 20 mm from the edge. All experiments cut under the dry cutting strategy.

11.3 Results and Discussion

To find the MRR, the initial and final weight of the material are calculated by preci-
sion digital measuring metre as shown in Fig. 11.2, and the initial and final weight
calculated values of AISI 1018 and P20 Steel showed in Tables 11.4 and 11.5, respec-
tively. Further, time is calculated by simply using a stopwatch. The density of both the
material is given. It seems that at a low cutting speed feed and depth of cut minimum,
MRR is achieved, whereas increasing the value of v, f or d, the MRR increased. For
the optimum parameter for MRR calculation, L9 Taguchi method is used.

MRR = W; — Wg/T/p (11.1)

where, Wy and Wy are the initial and final weight of workpiece (Table 11.6; Fig. 11.3).
For medium carbon steel (AISI 1018) and plastic mould material (P20), increasing
the value of ‘v’, °f” and ‘d’ resulted in an increase in MRR. Also, itis clearly observed
that the depth of cut (DOC) was found to be most significant in affecting the material
removal rate of both the materials. Further, the computed S/N ratio for the optimum
parameters are shown in Table 11.7 for both the materials. The criterion for selection
is larger the better for the MRR value. Therefore, optimum level of ‘v’, ‘f” and ‘d’
was found to be 1400 rpm, 0.029 m/min and 2 mm for plastic mould P20 material.
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Table 11.2 Physical and
mechanical properties of AISI
1018 and AISI P20 [12]

Table 11.3 Cutting
parameters and their different
level values

Fig. 11.2 Digital balance

189
S.No. | Property AIST 1018 AISI P20
1 Density 7861 kg/m® | 7870 3 kg/m>
2 Modulus of 207 MPa 190-210 GPa
elasticity
3 Thermal 41.5Wm/K | -
conductivity
4 Shear modulus 75 GPa -
Yield strength 207 MPa 370 MPa
6 Ultimate tensile 345 MPa 457.551 MPa
strength
7 Thermal 1.2E-05°C | —
expansion
coefficient
8 Elongation 15.0% 30.68%
percentage
9 Microhardness 126 HB 241 HB
10 Poisson ratio 0.3 0.29
Factors Level 1 Level 2 Level 3
Cutting speed (rpm) 1000 1200 1400
Feed rate (m/min) 0.020 0.025 0.029
Depth of cut (mm) 1 1.5 2
A\ B
a
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Table 11.4 Weight measurement value for mild steel

Workpiece weight (gm)

S. No. Initial weight Final weight
1 162.90 150.37
2 162.83 152.72
3 162.72 148.93
4 162.90 153.39
5 162.85 152.50
6 162.43 151.20
7 162.50 155.60
8 162.43 149.93
9 162.51 148.93

Table 11.5 Weight measurement value for plastic mould steel

Workpiece weight (gm)

S. No. Initial weight Final weight
1 161.66 153.39
2 161.89 149.82
3 161.48 149.74
4 161.80 151.09
5 161.68 148.67
6 161.87 145.88
7 161.61 148.90
8 161.71 147.05
9 161.52 144.06

Table 11.6 MRR calculation for AISI 1018 and AISI P20

Exp. No. | Coded values of factors MRR (mm?/min) | MRR (mm?>/min)
V (pm) | F (mm/min) | D (mm)
1 1 1 1 3883.81 1845.88
2 1 2 2 4014.44 3266.86
3 1 3 3 6257.94 3642.55
4 2 1 2 3776.20 2898.77
5 2 2 3 4109.74 3521.28
6 2 3 1 4459.17 4327.85
7 3 1 3 2739.83 3440.09
8 3 2 1 4963.46 3967.87
9 3 3 2 539231 4724.72
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Main Effects Plot for Means Surface Roughness MS Main Effects Plot for Means Surface Roughness (p20)
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Fig. 11.3 Effect of turning parameters on material removal rate for S/N ratio a AISI 1018 b AISI
P20

Table 11.7 S/N response table for MRR
Response table for signal-to-noise ratios of AISI 1018 and AISI P20 for MRR means

Larger is better

Level AISI 1018 AISI P20

Feed Speed DOC Feed Speed DOC
1 71.78 71.54 68.75 65.32 69.24 70.73
2 72.12 72.76 72.78 71.44 70.36 69.91
3 75.93 72.99 74.64 71.23 72.73 73.49
Delta 4.14 1.44 5.88 6.12 3.48 3.58
Rank 2 3 1 1 3 2

The machined surface roughness (Ra) value measured by automated surface
roughness tester (Make: Kosaka laboratory Ltd, Model: SE600 attached with cir-
cumferential roughness measuring unit, Chennai, India) with driving speed of
0.5 mm/min. Roughness value measured two times, and for present work, the arith-
metic mean value was used as shown in Table 11.8. The sample length of the
measurements is 4 mm, and cut off value is taken 0.08 for all experiments.

The table shows that the cutting speed was the most influential factor affecting
the surface roughness of AISI 1018 steel. This could be attributed to the fact that the
increase in cutting speed also increased the cutting forces which results in variation of
the surface roughness. Further observation shows that at 1000 rpm, 0.029 mm/min
feed rate and 2 mm depth of cut, an abrupt change in surface roughness values
occured due to the higher depth of cut and feed rate. For AISI P20 as compared to
medium carbon steel, the value of surface roughness is low. The surface roughness
plot of all the experiments for AISI 1048 and P20 is shown in Fig. 11.4.
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Table 11.8 Effect of cutting parameters on surface roughness

A. Thakur et al.

S. No. Speed (rpm) Feed rate (m/min) DOC (mm) Surface roughness (jum)
AISI 1018 AISI P20

1 1000 0.020 1 0.85 1.27

2 1000 0.025 1.5 2.51 1.33

3 1000 0.029 2 4.78 1.47

4 1200 0.020 2 0.93 1.06

5 1200 0.025 1.5 1.41 1.88

6 1200 0.029 1 1.52 1.93

7 1400 0.020 2 3.05 2.35

8 1400 0.025 1 4.42 2.88

9 1400 0.029 1.5 4.44 2.98

11.4 Conclusion

The Taguchi experimental design was used to obtain optimum cutting parameters on
hard turning on AISI 1018 and plastic mould P20. Experimental results were analysed
using ANOVA. The concluded result of surface roughness and corresponding MRR

is given below.

e For three different input variables namely v, f and d, L9 orthogonal array with
nine sets of experiments was implemented using Taguchi method. According
to L9 orthogonal array, S/N ratio was evaluated for MRR with the condition
of ‘Larger is better’. The corresponding larger value of S/N value was 75.92 for
maximum MRR value for AISI 1018 steel and 73.487 for AISI P20. The optimum
corresponding parameters for MRR are v = 1000 rpm, f = 0.029 and d = 2 mm.

e Surface roughness results clearly show that the maximum influencing parameter
is cutting speed for both the material and followed by depth of cut and feed rate.
The surface roughness values are deviated more from the neutral value in case of
medium carbon steel then AISI P20.
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Chapter 12 )
Parametric Optimization of Surface ez
Roughness of Electroless Ni-P Coating

Subhasish Sarkar, Rishav Kumar Baranwal, Rajat Nandi,
Maharshi Ghosh Dastidar, Jhumpa De, and Gautam Majumdar

Abstract The present experimental work has been performed to optimize the
process parameters of electroless Ni-P coating with the use of statistical modelling
via Box—Behnken design of experiment. The concentration of nickel sulphate, con-
centration of sodium hypophosphite and the bath temperature have been chosen as
process parameters which have to be optimized considering surface roughness as a
response. Analysis of variance (ANOVA) method has been employed to determine
the significant factors and significant interactions of the factors. The statistical model
of Box—Behnken design (BBD) method has been successfully utilized to optimize
the process parameters for surface roughness of the electroless Ni-P coating. Using
the response surface model, the optimized conditions to minimize surface rough-
ness have been determined. The surface roughness at optimized condition has been
observed as 0.32 pm. The Ni-P-coated sample prepared at optimum condition has
been characterized by energy dispersive X-ray spectroscopy (EDX) for composi-
tional analysis and scanning electron microscopy (SEM) for explaining the surface
morphology.

Keywords BBD + SEM - EDX - ANOVA

12.1 Introduction

Electroless coating is a chemical reduction process and is used to deposit superior
metals or metal alloys onto the base metal by catalysis of the metal ion from an aque-
ous solution without the use of electricity. In the year of 1946, two scientists, Brenner
and Riddell had founded this technology of coating. Metal ions (Mn+) + Reducing
agent = Metal (M) 4 Oxidized Product. It is an auto-catalytic process. The reducing
agent gets oxidized to release electrons which are taken up by the metal ion to form
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metal to be deposited over the article. The soluble salt (sulphite, chlorides, etc.) of
coating metal gets reduced by the reducing agent which is present in the coating
bath and deposited on the surface of the article. The reducing agent (formaldehyde,
hypophosphite) gets oxidized by reducing the metal ions. Many times, complexing
agent (citrates, phosphates, succinates) is used to improve the quality of deposition.
Exhaltant (fluorides, glycinates and succinates) enhances the rate of plating. Plating
bath solution should be stable to prevent decomposition. To stabilize the bath, some-
times, stabilizer like thiourea, lead cations, calcium, thalium may be used. The pH of
the solution should be controlled for uniform and thin coating by the suitable buffer
[1]. Electroless coating has so many advantages. The coatings are uniform, hav-
ing wear and abrasion resistance, having effective corrosion resistance. Besides, the
coating has low surface roughness property, solderability, high hardness, amorphous,
microcrystalline deposit, low coefficient of friction, high reflectivity, resistivity and
magnetic properties. These properties have brought so many industrial applications.
The coating can be deposited onto the surfaces of machine components in various
industry, on battery components, microwave, etc. [2]. This type of coating has appli-
cations in automobile industry, oil and gas energy, textile energy, electronics industry,
electrical industry, armament industry, etc. [3, 4].

The surface roughness of electroless coating depends on the amount of poros-
ity present on the coated surface, the deposition rate and deposition time [5, 6].
These parameters further depends on the plating condition. Surfactant can reduce
the surface roughness of Ni-P-coated surface by reducing the amount of porosity
[7]. Lower nucleation density increases the surface roughness of the electroless Ni-P
coating [5]. Therefore, the nucleation should be done by immersing the substrate
in palladium chloride solution or in concentrated HCI acid. The roughness of the
coated surface does not vary below 65 nm coating thickness in nickel-coated optical
fibre using electroless technique. The surface roughness increases with increase in
coating thickness after crossing the threshold thickness value of 65 nm [8].

In the present work, three bath parameters NiSO,4, NaH,PO; and the temperature
of the bath solution have been considered for this parametric optimization. Surface
roughness has been taken up as the response. The more dominative of these param-
eters and interactions of these parameters over the response have been determined
through ANOVA. The Box—Behnken design of experiment has been considered for
statistical modelling of the process. Low surface roughness is the desired result in
the present work. This will be more economical at the industry-level applications
and ease to control.
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12.2 Experimental Details

12.2.1 Procedure of Synthesis of the Coating

12.2.1.1 Substrate Preparation

Owing to the wide range of application, copper has been chosen as the substrate for
depositing electroless Ni-P coating. The copper substrate was cut from a copper foil
(99.0% pure, lobachemie). In this experiment, Ni-P coating was deposited on copper
substrates of size 20 x 15 x 0.1 mm?>. After cleaning with distilled water, substrate
was dipped into 3:1 dilute HCI solution for acid pickling to remove oxide layer and
other foreign particles. Pickling has been done for 10 min followed by again cleaning
with distilled water. The surfaces of the substrates were activated using palladium
chloride solution for 10—15 s which was preheated to 55 °C. Finally, the substrate
was prepared for dipping into electroless bath.

12.2.1.2 Bath Preparation

In bath preparation, at first, nickel sulphate (25, 30, 35 g/L), sodium hypophosphite
(16,20, 24 g/L), tri-sodium citrate dihydrate (15 g/L) and ammonium sulphate (5 g/L)
have been taken. The pH value of the bath has been maintained at 5, and the temper-
ature was maintained at 80, 85 and 90 °C for different runs. Once the chemical bath
has been prepared, the substrates were dipped in the electroless bath. The substrates
were kept immersed in the bath for an hour to allow the coating to be deposited. After
that, the substrates coated with Ni-P were taken out of the bath and rinsed in distilled
water. The coatings were carried out with different concentration and temperatures
along with a fixed time, bath volume and pH value following Box—Behnken design
of experiment.

12.2.1.3 Application of the Box-Behnken Design

The concentration of nickel sulphate and concentration of sodium hypophosphite
and the bath temperature have been taken into consideration along with surface
roughness as response for the present parametric optimization. The Box—Behnken
design consists of a set of levels, viz. two extreme and one central point. It is basically
athree-level incomplete factorial design. The Box—Behnken designs were introduced
in order to limit the sample size as the number of parameters grows. The sample size
is kept to a value which is sufficient for the estimation of the coefficients in a second
degree least squares approximating polynomial. Each factor, or independent variable,
is placed at one of three equally spaced values, usually coded as —1, 0, +1. Thus,
the number of experiments (N) necessary for the development of BBD is given by:
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N =2K(K —1)+C; [K = number of factors, C = number of central points.]

In this present work, three variables and five central points have been taken for
better accuracy, and only 17 runs have been considered for the statistical analysis of
the observed data. The aim is to generate a second-order polynomial equation includ-
ing interaction amongst the input factors and the response. This can be estimated as
Eq. (12.1).

Y (response) = X +alA +a2B + a3C + a4AB + a5AC
+ a6BC +a7A2 + a8B2 +a9C2 (12.1)

[X = constant, ai = coefficient of linear and quadratic interaction effect or regression
coefficient, A, B, C = independent variables].

The present investigation focuses on the optimization of the chosen parameters
from the response surface plots. The input parameters are taken into consideration are
shown in Table 12.1. Data have further been analysed for the optimization of the input
parameters. The relationship between the process parameters with the response, i.e.
surface roughness of Ni-P coating, has been established by developing a mathematical
model. Response surface plots have also been made to show the main and interactive
effects of the input parameters on the response. Analysis of variance (ANOVA)
has been conducted to find the process parameter(s) which significantly affects the
response. Software Design-Expert 7.0.0 has been employed for data analysis and
model design.

12.2.2 Statistical Analysis of Surface Roughness

The surface roughness value of the substrate was measured by Talysurf machine by
Taylor Hobson Precision Instrument Surtronic 3+, used for measuring the surface
texture.

12.2.2.1 Box-Behnken Design and Mathematical Modelling

Parameters governing the surface roughness of the electroless Ni-P-coated copper
samples with different levels have been given in Table 12.1. All the different combi-
nations of NiSOy4, NaH,PO, and temperature have been given in 17 set of reactions
as shown in Table 12.2.

The relationship between the surface roughness and the process parameters has
been shown in Eq. (12.2) through a second-order polynomial equation

Ra = 3.32985 — 0.01950A — 0.46156B + 0.015750C
+ 0.008125AB — 0.0013CA + 0.0025BC (12.2)
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Table 12.2 Observed surface roughness of electroless Ni-P coating following Box—Behnken design
of experiment Run Block NiSO4 (gm/l) NaH,PO;, (gm/l) Temperature (°C) Surface Roughness

(Ra)
Run | Block NiSO4 (gm/l) | NaH,PO, (gm/l) | Temperature (°C) | Surface
roughness (Ra)
1 Block 1 | 30.00 20.00 85.00 0.67
2 Block 1 | 35.00 20.00 90.00 0.83
3 Block 1 | 25.00 20.00 90.00 0.54
4 Block 1 | 30.00 16.00 80.00 0.45
5 Block 1 | 30.00 20.00 85.00 0.61
6 Block 1 | 35.00 16.00 85.00 0.81
7 Block 1 | 35.00 24.00 85.00 0.94
8 Block 1 | 30.00 16.00 90.00 0.75
9 Block 1 | 30.00 20.00 85.00 0.59
10 Block 1 | 30.00 20.00 85.00 0.71
11 Block 1 | 25.00 24.00 85.00 0.32
12 Block 1 | 30.00 20.00 85.00 0.68
13 Block 1 | 25.00 16.00 85.00 0.84
14 Block 1 | 30.00 24.00 80.00 0.46
15 Block 1 | 35.00 20.00 80.00 0.76
16 Block 1 | 25.00 20.00 80.00 0.34
17 Block 1 | 30.00 24.00 90.00 0.96

The F-value of 0.74 implies that the lack of fit is not significant relative to the
pure error. Non-significant lack of fit explains that the model fits significantly with

observed data.

12.2.2.2 Analysis of Variance

The ANOVA of the quadratic model for the parametric optimization of reduction of
surface roughness is listed in Table 12.3. The Model F-value of 6.68 implies the model
is significant. There is only a 0.46% chance that a “Model F-Value” this large could
occur due to noise. This justifies that the model equation is statistically adequate.

Table 12.3 Statistical results

of the ANOVA

Statistical results Extent of reduction (%)
Model F-Value 6.68

Model prob > F <0.05

C.V.% 16.49

R-squared 0.8002
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Fig. 12.1 Plot of actual versus predicted surface roughness

The “Predicted R-Squared” of 0.0449 is in reasonable agreement with the “Adjacent
R-Squared” of 0.6804. “Adequate Precision” measures the signal-to-noise ratio. A
ratio greater than 4 is desirable. Here, the ratio of 9.275 indicates an adequate signal.
This model can be used to navigate the design space. The coefficient of variation
(C.V.) of 16.49% indicates the reliability of experiment is good. The lower the C.V.
higher is the reliability achieved by the experiment. Values of “Prob > F” less than
0.0500 indicate model terms are significant. In this case, A, C, AB are significant
model terms. Values greater than 0.1000 indicate the model terms are not significant.
According to the model, NiSO4 and temperature are the significant model terms.

Optimization of the process variables (NiSO4, NaH,;PO;, temperature) has been
carried out in order to find the conditions for the minimum value of surface roughness
(Table 12.2). This design predicted the optimum combination of NiSOy4 (25 gm/l),
NaH,PO, (22 gm/l), temperature (82 °C) for the minimum surface roughness (Ra)
of 0.31 wm. The residuals versus run order plot has been depicted to verify the
assumption that the residuals are independent from one another, and the effect on the
surface roughness has not influenced by the run order or other time dependent factors.
Figure 12.1 shows the plot of predicted versus actual values of surface roughness.
From this figure, it is found that the points are lying close to the straight line, and
this indicates that the experimental yield is fairly close to the yield predicted by the
BBD.

12.2.2.3 Explanation of Response Surface Plot

The response surface plots for the prediction of surface roughness and evaluation
of the optimized process parameters have been shown in Fig. 12.2a—c. From these
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figures, the interactive effect between two independent variables can be understood
easily while the keeping the remaining parameter at its respective central value.
Also, the optimal level can be located conveniently. It has been observed from the
surface plots (Fig. 12.2a—c) that the response, i.e. the surface roughness increases
with an increase in the concentration of nickel sulphate and temperature. The surface
roughness decreases with an increase in the concentration of reducing agent.

12.3 Results and Discussion

Generally, process of optimization follows a systematic way to specify such sets of
parameters that does not violate the constraint of the process. The Box—Behnken
design (BBD) has been used to optimize the process parameters considering the
surface roughness as the response. It provides the desired accuracy to optimize with its
self-generated second-order polynomial model that is the function of all the process
parameters.

12.4 Characterization of Electroless NI-P Coating
at the Optimized Condition

The scanning electron microscope analysis was taken to observe the surface mor-
phology of the substrate as well as the coating as shown in Figs. 12.3 and 12.4,

Fig. 12.3 SEM micrograph
of the copper substrate
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Fig. 12.4 SEM micrograph of electroless Ni (85.86%)-P(14.14%) coating deposited in optimized
condition

respectively. Grain boundaries have not found at the elongated grains of the substrate.
The Ni-P coating deposited with optimum condition has 85.86 weight percentage of
nickel and 14.14 weight percentage of phosphorous (Fig. 12.5).

T TrrrrT T T T

1 2 3 4 5 6 7
ull Scale 18512 cts Cursor: 0.000 ke|

Element | Weight% _Atomic%
P 14.14 23.79
Ni 85.86 76.21
Totals | 100.00

Fig. 12.5 EDX spectra of electroless Ni-P coating deposited in the optimized condition
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12.5 Conclusion

From the statistical analysis and the parametric optimization, it can be concluded
that 25 g/L of nickel sulphate, 24 g/L. f sodium hypophosphite and 85 °C were
the optimized conditions to obtain the lowest surface roughness of 0.32 pwm for the
coating. The surface roughness of copper substrate was 1.23 pwm. The coated samples
from the final optimization give the decrease 73.98% in surface roughness compared
to the substrate. The optimization in this experiment has been carried out using
statistical modelling with the help of BBD, which is cost-friendly, time saving and
saves resources. Hence, there will be no such need to perform experiments to predict
the surface roughness of the coating and can predict its application in an industry
through this technique. ANOVA results showed that nickel sulphate and temperature
were the significant factors in determining the optimized conditions for the lowest
surface roughness of the coating.
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Chapter 13 ®)
Simultaneous Optimization of Machining o=
Process Parameters of Near-Dry Rotary

EDM Using Grey Relational Analysis

Pankaj Gaigole, S. G. Kale, J. K. Bagwan, B. Rajiv, and B. B. Ahuja

Abstract EDM has been recognized as an efficient machining process of electrically
conductive materials. This study investigates the feasibility of near-dry rotary EDM
of Al-Copper composites and optimization of machining parameters of the process.
Single-channel copper electrode was used as tool electrode to permit through-hole
flushing. The pneumatically controlled MQL set-up is used to obtain two-phase
dielectric media. This experimental investigation presents the effect of peak current,
duty cycle, pulse on time, tool rotation and air pressure on MRR, TWR and ROC.
The experiment was conducted using L,; orthogonal array with one repetition based
on the Taguchi method. Multi-objective optimization is done for the performance
characteristics mentioned above. Moreover, analysis of variance is carried out for
grey relational grade(GRG) and parameters are optimized by using GRA. Analysis
shows duty cycle is the most significant parameter followed by peak current and
pulse on time. Predicted optimal performance by Taguchi-based GRA is validated
by results of confirmation experiments.

Keywords Near-dry rotary EDM * Minimum quantity lubrication (MQL) * Grey
relational analysis
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EDM  Electrical discharge machining
MQL  Minimum quantity lubrication
MMC  Metal matrix composite

AMMC Aluminium metal matrix composite
MRR  Material removal rate

TWR  Tool wear rate
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ROC Radial over cut

GRA Grey relational analysis
GRC Grey relational coefficient
GRG Grey relational grade

13.1 Introduction

Over the recent period, many materials with special properties have been developed
with emergence of new technologies. Materials design has now been shifted to com-
posite materials because of their specific properties like reduced weight, low cost,
quality and high performance. Aluminium matrix composites attract much attention
because of their lightness, high strength, moderate casting temperature and other
properties. Among the different non-conventional machining processes, electrical
discharge machining is the best alternative for machining of Al-Cu matrix compos-
ites. Efficient ED machining of Al-Cu matrix MMC is challenging tasks since it
involves large number of parameters.

To meet challenges, new processes with advanced methodology and tooling need
to be developed. In this study, the efforts have been made to develop near-dry rotary
EDM using rotary attachment and MQL applicator.

The previous work has been reported on AMMC on EDM, wire EDM, powder-
mixed EDM in water and micro EDM. This study revealed that water EDM results in
high MRR but it shows poor surface quality, whereas micro EDM and powder-mixed
EDM indicates the improvement in the MRR and good surface finish compared to
other types [1]. Grey relational analysis was successfully used to predict the opti-
mum input parameters for achieving lower electrode wear ratio, surface roughness
and power consumption [2]. The MRR increases with increasing SiC particle per-
centage. The combination of high peak current and low pulse-on time lead to larger
tool wear. The average diameter error is proportional to pulse on time and peak
current. Higher energy results in a rougher surface. At the EDM-machined subsur-
face layer, the fragmented and melted SiC particles are observed under SEM [3]. In
one other study, five control factors, viz. pulse current, pulse on time, duty cycle,
gap voltage and electrode lift time with three levels each including one noise factor,
aspect ratio having two levels were used. In this study, the material removal rate,
tool wear rate and surface roughness were selected as the output parameter. Opti-
mal combination of process parameters is determined by the grey relational grade
(GRG) obtained through GRA for multiple performance characteristics. Performance
of EDM is found to be increased in terms of multi-performance characteristics for
maximum MRR and minimum TWR and SR [4]. Taguchi method used to evaluate
the effect of input parameter on MRR, EWR, SR and OC. Taguchi’s model was used
to find the optimal level for each output. Depending on the geometry of electrode and
rotational speed of electrode, different effects on output were observed because of its
direct effect on flushing quality [5]. In view of the above research work, efforts were
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made to develop the near-dry rotary EDM facility to machine the Al-Cu matrix mate-
rial and verify its feasibility using de-ionized water + air as an alternative dielectric
media.

13.2 Experimentation

For conducting experiments, ELECTRA-EMS 5030 S PLUS 50 ZNC EDM machine
was used with rotary spindle to provide rotary motion with servo head and positive
polarity for electrode was used to conduct the experiments. Mixture of de-ionized
water and air is obtained from MQL applicator. Single-channel copper tube was
used as electrode to machine AlI-Cu MMC. Filter—Regulator-Lubricator (FRL) unit
is used to supply the clean air with certain pressure. Figure 13.1 shows the EDM
machine used for the experimentation modified with rotary spindle assembly.

Figure 13.2 describes different parts of an MQL applicator and Fig. 13.3 shows
the FRL unit used in the experiments.

13.2.1 Work and Tool Electrode Material

SiC particle-reinforced Al matrix composite is one of the most competitive metal
matrix composites. It has excellent comprehensive properties: lower density, better

Speed control

o Knob

Speed control
Unit

High speed motor
Rotary spindle | (3000 RPM)

Assembly

Fig. 13.1 Machine modified with rotary spindle assembly
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Fig. 13.2 MQL applicator used for the experimentation

anti-fatigue performance, higher specific strength, specific stiffness and wear resis-
tance. It can be used to make turbine engine blades, skin and truss of airplanes, the
inertial navigation platform and support components of satellites, electronic pack-
aging and so on. However, it has a poor mechanical machining property because of
the hard and brittle SiC particles.

The workpiece material used for the experiment is AlSiC composite (size
100 mm x 50 mm x 2 mm). Table 13.1 shows the chemical composition of the
workpiece material used for experimentation and Table 13.2 outlines its various
properties (Fig. 13.4).

Copper is selected as tool material; it is hollow and in cylindrical shape rod having
3 mm external diameter and 1 mm internal diameter. De-ionized water having PH
value between 6.5 and 6.9, specific conductivity <1 was used as liquid phase of a
two-phase dielectric media and compressed air is used as gaseous phase. FRL unit
was used for better control of a quality and pressure of an air.
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Fig. 13.3 FRL unit

«— Pressure regulator

Pressure gauge 4"

Two-phase
dielectric outlet
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Table 13.1 Chemical composition of Al-Copper (17.9% SiC particulate)
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Workpiece % composition
SiC Al Cu Mn Mg
SiCp/Al 17.90 77.56 33 0.04 1.2
g?é’:f Allsr.:et:lr?x?;?ifs of Properties Values
composites Electrical resistivity 1.96 Q cm
Thermal conductivity 268-392 w/mk
Melting point 1082 °C
Specific heat 0.092 J/g K
Specific gravity 8.9 g/em?
Coefficient of thermal expansion 6.6 x 107%/K
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Fig. 13.4 a Workpiece, b copper electrodes

13.2.2 Design of Experiment and Performance
Characteristics

The experimental study was undertaken with an objective to (i) identify the process
parameters that significantly affect the MRR, TWR and ROC and to (ii) optimize
the process parameters. An extensive literature review along with exploratory exper-
iments is conducted to identify the factors that may affect these three responses in
near-dry rotary EDM. Based on the results of this preliminary study, the work mate-
rial, dielectric fluid, electrode tool material, range of pulse on time, peak current,
duty cycle, tool rotation and air pressure were identified. All the other factors such
as open-circuit voltage, polarity and liquid flow rate were kept constant throughout
the study. The levels of the process parameters like pulse on time, peak current,
duty cycle, tool rotation and air pressure were selected based on extensive litera-
ture review, exploratory experiments and set-up range available on the machine and
devices used. Based on these aspects, five parameters studied were varied at three
levels. The parameters with their symbols, units and their respective levels are listed
in Table 13.3. To carry out experiments, five input parameters are selected and each
parameter has three levels. Responses measured were MRR (g/min), TWR (g/min)
and ROC (mm).

Using following expressions, MRR, TWR and ROC can be calculated, respec-
tively.

Table 13.3 Proces.s Parameters Levels
parameters and their levels
1 2 3

A—Peak current (Ip, amp) 8 15 25
B—Duty cycle (dc, %) 37 63 76
C—Pulse on time (Ton, |Ls) 100 150 200
D—Tool rotation (N, RPM) 1000 1500 2000
E—Air pressure (P, bar) 5 6 7
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(Intial Weight — Final Weight)
Machining Time
(Initial Weight — Final Weight)
Machining Time

MRR =

TWR =

(Hole diameter at top — Diameter of the tool electrode)

ROC =
2

Initial and final weights of workpiece and tool electrodes for each experiment
were measured using electronic balance with an accuracy of 0.001 g. Hole diameter
was measured using Rapid-I machine vision system.

13.3 Optimization by Grey Relational Analysis (GRA)

The Taguchi method can be used only for optimization of a single performance char-
acteristic. The GRA procedure converts all the considered response parameters into
a single response that can then be used as the single characteristic in optimization
problems [6]. GRA based on grey theory serves as a modelling and analysis tool
especially in cases where there is insufficient data. The optimization of parameters
considering multiple performance characteristics of the near-dry rotary EDM pro-
cess for SiC,/Al using the GRA is presented. Performance characteristics including
MRR, TWR and ROC are chosen to evaluate the machining effects. Those process
parameters that are closely correlated with the selected performance characteristics
in this study are the pulse on time, peak current, duty cycle, electrode rotation and air
pressure. Experiments based on the appropriate L7 OA are conducted first and the
results are shown in Table 13.4. The normalized experimental results of the perfor-
mance characteristics are then introduced to calculate the grey relational coefficients
and grades. Optimized process parameters simultaneously leading to higher MRR,
lower TWR and lower hole taper are verified through a confirmation experiment.

The use of the orthogonal array with the grey relational analysis for determining
the optimal machining parameters is reported step by step. The optimal machin-
ing parameters with consideration of the multiple performance characteristics are
obtained and verified. The procedure of grey relational analysis is presented in
Fig. 13.5.

13.3.1 Data Preprocessing

GRA processing requires normalized input data. This normalization process is also
called grey relational generating [7]. It involves data preprocessing. Since the range
and unit in one data sequence may differ from the others, data preprocessing is
required. Data preprocessing is also necessary when the sequence scatter range is too



216 P. Gaigole et al.

Table 13.4 L,; orthogonal array along with observed response data for MRR, TWR and ROC

Exp. No. Ip dc Ton N P MRR TWR ROC

1 8 37 100 1000 5 0.002608 0.002680 0.052

2 8 37 150 1500 6 0.004722 0.003190 0.0625
3 8 37 200 2000 7 0.007828 0.003470 0.07525
4 8 63 100 1500 6 0.007184 0.004638 0.09

5 8 63 150 2000 7 0.013277 0.004945 0.0975
6 8 63 200 1000 5 0.004643 0.002730 0.0885
7 8 76 100 2000 7 0.010873 0.004371 0.137

8 8 76 150 1000 5 0.006876 0.003547 0.1195
9 8 76 200 1500 6 0.010060 0.004525 0.128
10 15 37 100 1500 6 0.011733 0.004677 0.092
11 15 37 150 2000 7 0.015141 0.005320 0.1375
12 15 37 200 1000 5 0.015250 0.003910 0.098
13 15 63 100 2000 7 0.014625 0.005620 0.147
14 15 63 150 1000 5 0.018764 0.005345 0.1305
15 15 63 200 1500 6 0.018970 0.005090 0.164
16 15 76 100 1000 5 0.016964 0.005840 0.1675
17 15 76 150 1500 6 0.018926 0.007581 0.1875
18 15 76 200 2000 7 0.022527 0.009549 0.2

19 25 37 100 2000 7 0.039042 0.008806 0.167
20 25 37 150 1000 5 0.013941 0.009345 0.17825
21 25 37 200 1500 6 0.037115 0.008217 0.16625
22 25 63 100 1000 5 0.032204 0.008595 0.18125
23 25 63 150 1500 6 0.033480 0.08920 0.197
24 25 63 200 2000 7 0.039935 0.06906 0.195
25 25 76 100 1500 6 0.041470 0.009300 0.20175
26 25 76 150 2000 7 0.042110 0.01032 0.21075
27 25 76 200 1000 5 0.031241 0.05830 0.21925

large, or when the directions of the target in the sequence are different. It is a process
of transferring the original sequence to a comparable sequence. For this purpose, the
experimental results are normalized in the range between 0 and 1. Generally, for a
maximum value type attribute viz. MRR, the highest value is taken, for a minimum
value type attribute, viz. TWR and ROC, the lowest value is considered.

MRR is the dominant response in EDM which depicts the machinability of the
material under consideration. For this “larger-the-better” characteristic, the original
sequence can be normalized as follows:

XHK) = X;(K) — minX;(K) (13.1)
i "~ maxX;(K) — minX;(K) ’
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where X7 (K) and X;(K) are the sequence after the data preprocessing and compa-
rability sequence, respectively, K = 1 for MRR; i =1, 2, 3, ..., 27 for Experiments
1-27.

The TWR and ROC are also important measures of EDM performance. The selec-
tion of optimum process parameters for near-dry rotary EDM of SiC,/Al and their
effects on TWR and ROC have to be clarified. To obtain optimal machining perfor-
mance, the “smaller-the-better” quality characteristic has been used for minimizing
both the TWR and ROC. When the “smaller-the-better” is a characteristic of the
original sequence, then the original sequence should be normalized as follows:

X (K) = maxX;(K) — X;(K) (13.2)
i " maxX;(K) — minX;(K) '

where X7(K) and X;(K) are the sequence after the data preprocessing and compa-
rability sequence, respectively, k = 2 and 3 for TWR and ROC; i =1, 2,3, ..., 27
for Experiments 1-27. Sequences are calculated using Eqgs. (13.1) and (13.2) and
presented in Table 13.5.

Deviation sequences were calculated using Eq. (13.3) and presented in Table 13.6.

13.3.2 Grey Relational Coefficient Calculations

Determination of grey relational coefficient requires calculation of deviation
sequences for each normalized performance characteristic. In Eq. (13.6), Ay;(K)
is the deviation sequence of the reference sequence X(K) and the comparability
sequence X;(K), i.e.,

Aoi (K) = |X3(K) — X} (K)| (13.3)

After data preprocessing is carried out, a grey relational coefficient can be cal-
culated with the pre-processed sequence. It expresses the relationship between the
ideal and actual normalized experimental results. The grey relational coefficient is
defined as follows:

Amin + Amax
i = d

_ _Dmin T ¢ Amax (13.4)
AOi(KV) + CAmax

where Ag; (K) is the deviation sequence of the reference sequence X;(K) and the
comparability sequence is X (K), ¢ is distinguishing or identification coefficient. If
all the parameters are given equal preference, ¢ is taken as 0.5. The grey relational
coefficient for each experiment of the L,7; OA can be calculated using Eq. 13.5 and
the same is presented in Table 13.7.
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Table 13.5 Sequences of Exp. No. MRR TWR ROC

each performance

characteristic after data Reference sequence | 1.0000 1.0000 1.0000

preprocessing 1 0 1 1

(Normalization) 2 005351628 | 0.994105 | 0.93722
3 0.13214521 | 0.990869 | 0.860987
4 0.11584224 | 0.977369 | 0.772795
5 0.27008759 | 0.973821 | 0.727952
6 0.05151638 | 0.999422 | 0.781764
7 0.20922991 | 0.980455 | 0.491779
8 0.10804516 | 0.989979 | 0.596413
9 0.18864868 | 0.978675 | 0.54559
10 0.23100096 | 0.976919 | 0.760837
11 0.31727507 | 0.969487 | 0.488789
12 0.32003443 | 0.985784 | 0.724963
13 0.30421244 | 0.966019 | 0.431988
14 0.40899195 | 0.969198 | 0.530643
15 0.41420688 | 0.972145 | 0.330344
16 0.36342464 | 0.963477 | 0.309417
17 0.41309301 | 0.943354 | 0.189836
18 0.50425295 | 0.920608 | 0.115097
19 0.92233305 | 0.929196 | 0.312407
20 0.28689687 | 0.922966 | 0.245142
21 0.87355071 | 0.936003 | 0.316891
22 0.74922789 | 0.931634 | 0.227205
23 0.78153005 | 0 0.133034
24 0.9449395 0.232779 | 0.144993
25 0.98379829 | 0.923486 | 0.104634
26 1 0.911697 | 0.050822
27 0.72484937 | 0.357143 | 0O

13.3.3 Calculations of Grey Relation Grade

After obtaining the grey relational coefficient, the grey relational grade is computed
by averaging the grey relational coefficient corresponding to each performance char-
acteristic. The overall evaluation of the multiple performance characteristics is based

on the grey relational grade, that is:

n

yi = %Zsmk)

k=1

(13.5)
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Table 13.6 Deviation Experimental run Ao (1) Api (2) Api (3)
sequences
1 1.00000 0.00000 0.00000
2 0.94648 0.00589 0.06278
3 0.86785 0.00913 0.13901
4 0.88416 0.02263 0.22720
5 0.72991 0.02618 0.27205
6 0.94848 0.00058 0.21824
7 0.79077 0.01954 0.50822
8 0.89195 0.01002 0.40359
9 0.81135 0.02132 0.45441
10 0.76900 0.02308 0.23916
11 0.68272 0.03051 0.51121
12 0.67997 0.01422 0.27504
13 0.69579 0.03398 0.56801
14 0.59101 0.03080 0.46936
15 0.58579 0.02785 0.66966
16 0.63658 0.03652 0.69058
17 0.58691 0.05665 0.81016
18 0.49575 0.07939 0.88490
19 0.07767 0.07080 0.68759
20 0.71310 0.07703 0.75486
21 0.12645 0.06400 0.68311
22 0.25077 0.06837 0.77280
23 0.21847 1.00000 0.86697
24 0.05506 0.76722 0.85501
25 0.01620 0.07651 0.89537
26 0.00000 0.08830 0.94918
27 0.27515 0.64286 1.00000

where y; is the grey relational grade for the ith experiment and n is the number of

performance characteristics.

Table 13.7 shows the grey relational grade and the ranking order for each experi-
mental run using L7 OA. The higher grey relational grade represents that the corre-
sponding experimental result is closer to the ideally normalized value. Experiment 1
has the best multiple performance characteristics among twenty-seven experiments
because it has the highest grey relational grade. Figure 13.6 shows the calculated
grey relational grade—multiple performance characteristics for each experimental
run. It is evident from the plot that Experiment 1 of the orthogonal array provides

highest grey relational grade.
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Table 13.7 Grey relational coefficients and grey relational grades
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Exp. run Grey relational coefficient Grey relational grade Rank
MRR &i(1) TWR &i(2) ROC &i(3)

1 0.333333 1 1 0.777778 1
2 0.345666 0.988348 0.888446 0.740820 2
3 0.365536 0.982066 0.782456 0.710019 6
4 0.36123 0.956699 0.687564 0.668498 11
5 0.406533 0.950247 0.647628 0.668136 12
6 0.345189 0.998846 0.69615 0.680061 9
7 0.387366 0.962381 0.495923 0.615223 18
8 0.359207 0.980352 0.55335 0.630970 15
9 0.381286 0.959095 0.523884 0.621422 16
10 0.394011 0.955874 0.676441 0.675442 10
11 0.422753 0.942484 0.494457 0.619898 17
12 0.423741 0.972353 0.64513 0.680408 8
13 0.418134 0.936364 0.46816 0.607553 20
14 0.458292 0.941971 0.515806 0.638689 14
15 0.460493 0.94723 0.427476 0.611733 19
16 0.439918 0.931926 0.419962 0.597269 21
17 0.460021 0.898237 0.381631 0.579963 22
18 0.502136 0.862974 0.361036 0.575382 23
19 0.865551 0.875957 0.42102 0.720842 5
20 0.412166 0.8665 0.398451 0.559039 24
21 0.798149 0.88653 0.422615 0.702431 7
22 0.665981 0.879715 0.392836 0.646178 13
23 0.695923 0.333333 0.365774 0.465010 27
24 0.900803 0.394564 0.369002 0.554789 25
25 0.968614 0.867281 0.358329 0.731408 4
26 1 0.849902 0.345023 0.731642

27 0.645036 0.4375 0.333333 0.471956 26

13.4 Results and Discussions

A better multi-response characteristic is indicated by a higher relational grade. Aver-
age grey relational grade for each level is calculated by taking the average of each
level group in all the level of process parameters. Since it denotes the level of cor-
relation between reference sequence and obtained sequence, higher value of grey
relational grade indicates stronger correlation between them. It indicates the optimal
level of process parameters.
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0.9

0.8 5
0.7 * . o o o
0.6 i 4 ° . ey,
0.5

GRG N
0.4
0.3
0.2

0.1

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Experiment number

Fig. 13.6 Grey relational grades calculated for Ly7 (3'%) orthogonal experiments

The optimal process parameter combination, i.e., Ipl-dc1-Ton1-N3-P3 has been
obtained from main effects plot of GRG as shown in Figs. 13.7 and 13.8. Once the
optimal level of the process parameters is identified, the final step is to predict and
validate the improvement of the performance measures using the optimal level. The
purpose of the confirmation experiment is to verify the conclusions drawn during
the analysis phase. The estimated grey relational grade ¥ can be computed using the
optimal levels of the process parameters by following formula:

Main Effects Plot for SN ratios (GRG)

Data Means
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Fig. 13.7 Factorial plots for SN ratio (GRG)
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Main Effects Plot for Means (GRG)
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Fig. 13.8 Factorial plots for means (GRG)

q
P =Ym+ Y Vi — ¥m) (13.6)
i=1

where y,, is the total mean of the grey relational grade, y; is the mean of the grey
relational grade at the optimal level, and q is the number of the machining parameters
that significantly affect multiple performance characteristics. The expected mean
GRG at the optimal level is found to be 0.797856. Whereas combination of process
parameters in first experimental run results in maximum GRG, i.e., 0.777778 which
is an optimal parametric combination among 27 runs of Ly; orthogonal array. To
validate the predicted value of GRG, experiments were conducted. Experimental
value at this parametric setting was found as 0.811845 which is in agreement with
the predicted results. The values of optimal process parameters are peak current: 8
amp, duty cycle: 37, pulse on time: 100 ps, tool rotation: 2000 rpm and pressure:
7 bar.

The residual plots shown in Fig. 13.9 do not show any particular pattern in the
residuals, which are the characteristics of reliable data. Normal probability plot
depicts the residuals with outliers.

ANOVA was conducted to find out the effect of process parameters on multi-
performance characteristic, i.e., GRG and to outline the contribution of each param-
eters for GRG. Table 13.8 shows the ANOVA of GRG and % contribution. Further pie
chart is used to visualize the contribution of each parameter for GRG and presented
as Fig. 13.10.
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Residual Plots for GRG
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Fig. 13.9 Factorial plots for SN ratio (GRG)
Table 13.8 Analysis of variance (GRG)
Source DF | AdjSS Adj MS F-value | P-value % contribution
Peak current 2 0.02066 0.01033 2.11 0.15 27.64249
Duty cycle 2 0.030233 0.015116 3.09 0.07 40.44956
Pulse on time 2 0.013042 0.006521 1.33 0.288 17.44983
Tool rotation 2 0.00103 0.000515 0.11 0.901 1.378111
Error 18 0.087987 0.004888 13.08001
Total 26 0.152952

% contribution of the parameters for GRG

1.38

Fig. 13.10 % contributions of factors on the grey relational grade
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Table 13.9 Improvements in grey relational grade with optimized EDM machining parameters

Condition description Machining parameters in third | Optimal machining parameters
trial of OA Predicted Experimental

Level A1B1C3D3E3 A1B1C1D3E2 A1B1C1D3E2

MRR (g/min) 0.002608 - 0.018682

TWR (g/min) 0.00268 - 0.00224

ROC (mm) 0.052 - 0.051

Grey relational grade 0.777778 0.797856 0.811845

Improvement in Grey Relational Grade = 0.034067

The predicted grey relational grade for the optimal machining parameters is
obtained using Eq. 13.6 and presented in Table 13.9. Table shows the compari-
son of the experimental results of initial best OA experiment, i.e., Experiment 1
(A1BICI1DIELl) and optimal (grey theory prediction design, A1B1C1D3E3) levels
of machining parameters.

It is evident from Table 13.9 that MRR is accelerated from 0.002608 to
0.018682 g/min, the TWR is decreased from 0.00268 to 0.00224 g/min and the ROC
is also decreased from 0.052 to 0.051. The corresponding improvements in MRR,
TWR and ROC are 86%, 16.41% and 1.92%, respectively. It is clearly shown that
the multiple performance characteristics in the EDM process are greatly improved
through this work. The improvement in GRG is 4.4%.

13.5 Conclusions

The findings in near-dry rotary electrical discharge machining of AlSiC with single-
channel copper electrode and de-ionized water—air mixture as dielectric media are
as follows:

e Feasibility of machining AlSiC metal matrix composite material by near-dry
rotary EDM using two-phase (water + air) dielectric media is achieved.

e Taguchi-based grey relational analysis is found to be an efficient method to
optimize multiple-response problem in electrical discharge machining of AISiC
composite with water-based two-phase dielectric.

e The optimization method used can simultaneously improve the conflicting out-
put measure converting them into single performance characteristic, i.e., grey
relational grade.

However, some other methods like weighted principal component analysis
(WPCA), utility concept method, simulated annealing, genetic algorithm approach,
etc., can also be used to improve simultaneously multiple performance objectives.



226 P. Gaigole et al.
References

1. Srikanth, P., Kumar, C.P.: Electrical discharge machining characteristics of aluminium metal
matrix composites—a review. Int. J. Sci. Res. (IISR) 4(6), 1-15 (2015)

2. Suresh Kumar, S., Uthayakumar, M., Thirumalai Kumaran, S., Parameswaran, P., Mohandas,
E.: Electrical discharge machining of Al (6351)-5% SiC-10% BA4C hybrid composite: a grey
relational approach modelling and simulation in engineering. Article ID 426718 (7) (2014)

3. Seo, Y.W, Kim, D., Ramulu, M.: Electrical discharge machining of functionally graded 15-35
Vol% SiCp/Al composites. 21(5), 479-487 (2006)

4. Singh, S.: Optimization of machining characteristics in electric discharge machining of
6061A1/A1203p/20P composites by grey relational analysis. Int. J. Adv. Manuf. Technol.
63(9-12), 1191-1202 (2012)

5. Aliakbari, E., Baseri, H.: Optimization of machining parameters in rotary EDM process by using
the Taguchi method. Int. J. Adv. Manuf. Technol. 62(9-12), 1041-1053 (2012)

6. Kuo, Y., Yang, T., Huang, G.-W.: The use of a grey-based Taguchi method for optimizing
multi-response simulation problems. Eng. Optim. 40, 517-528 (2008)

7. Chiang, Y.M., Hsieh, H.H.: The use of the Taguchi method with grey relational analysis to
optimize the thin-film sputtering process with multiple quality characteristic in color filter
manufacturing. Comput. Ind. Eng. 56(2), 648-661 (2009)



Chapter 14 )
Identification of Drivers and Barriers R
of Sustainable Manufacturing

Priyanka Pathak, M. P. Singh, Gaurav Kumar Badhotiya,
and Avanish Singh Chauhan

Abstract Sustainable manufacturing is playing an important role in the growth
of manufacturing organizations by providing social, financial, and environmental
benefits. Drivers and barriers are the core essentials of any system. Their need to
pursue a system in any manner always exists. For this pursuance, the very basis
is their proper identification, so that they can be used for implementation in any
system. In this study, drivers and barriers of sustainable manufacturing are identified
through critical review of relevant literature. Out of 124 articles identified for study,
specifically, 34 articles for drivers and 35 articles for barriers are reviewed for core
driver/barriers identification.
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14.1 Introduction

In 1987, the World Commission on Environment and Development sought to address
the problem of conflicts between environment and development goals by formulating
a definition of sustainable development [1] “Sustainable development is development
which meets the needs of the present without compromising the ability of future
generations to meet their own needs.” (World Commission on Environment and
Development, 1987).

There has been a growing recognition of three essential aspects of sustainable
development, which are Economic, Environmental, and Social aspects [2].

The primary aim of sustainable manufacturing (SM) is to weaken down the
harmful impacts of manufacturing over environment. But, side by side concerns
on finances and people have also been a big factor. Figure 14.1 shows the relation to
this:

1. Social or people issues are related to culture of society, poverty, lifestyle, peace,
health, happiness, harmony, and education.

2. While the financial issues are employment, standards of living, productivity
outcomes, wealth, competition, and technology.

3. and the environmental issues are harmful emissions, ozone layer depletion,
increasing temperature, and lack of natural resources.

4. All these three are interconnected anyways.

SOCIAL

Culture of society, poverty, life style,
peace, health, happiness, harmony and

education.
ECONOMIC ENVIRONMENTAL
Employment, standards of living, < > Harmful emissions, ozone layer
productivity outcomes, Wealth, depletion, increasing temperature.

ETC.

Fig. 14.1 Relationship diagram for three aspects and their interconnections
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14.1.1 Sustainable Manufacturing: Some Definitions

In 1980, sustainable manufacturing emerged from the term sustainable development,
due to global acceptance of environment-friendly concepts for betterment of business,
finances, and people on earth for their long-time survival.

Sustainable development (SD) is a term that stands for the completion or fulfilling
of the needs of the current time by keeping in mind the needs of the upcoming time
age. The two basic features of SD are need of needy must be fulfilled but the technique
used must not harm anyone, either in the present or in the future in any way due to
completion of current-time age needs.

Sustainable manufacturing or production has been introduced as main component
for adoption of SM principles to the government and industries. With this, sustainable
development would become easier in industries at each level of supply chain and
overall outcome will increase without any harmful effects to the environment. There
are distinctive statements revealed for sustainable manufacturing, which are:

1. “For the purposes of Commerce Sustainable Manufacturing Initiative, sustain-
able manufacturing is defined as the creation of manufactured products that use
processes, that minimize negative environmental impacts, conserve energy and
natural resources, are safe for employees, communities, and consumers and are
economically sound.” [10].

2. “Sustainable Production is the creation of goods and services using processes
and systems that are:

Non-polluting

Conserving of energy and natural resources

Economically viable

Safe and healthful for workers, communities, and consumers
Socially and creatively rewarding for all working people.”

14.1.2 Need of SM for Future

Over the last ten years, most of the resources are consumed and plenty of waste
is generated through industries in the manufacturing sector. All over the world,
consumption of energy sources is enhanced to 61% between the seventies and 2005.
Also, the emissions of highly toxic carbon oxides grew to 35%.

Dealing with all above, manufacturing sector was trying to look after only environ-
mental concerns, but was not working for social causes, and day by day, degradation
of society is increasing, so the need was generated for change in thought process
regarding working both for society and environment for new approaches in global
trades.

According to the new approaches, business bodies were moved to accept social,
economic, and world healthy policies for their betterment. In this direction, they were
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approaching lower emission industries, less environment hazardous use of resources
and waste, low rate of uses of natural resources for their conservations, and value
creations through this holistic approach of sustainable manufacturing for businesses.

EU, the European Union, declares this innovation necessary for ETAP, the “En-
vironmental Technology Action Plan” which means “the production, assimilation or
exploitation of a novelty in products, production processes, services or in manage-
ment and business methods, which aims, throughout its lifecycle, to prevent or sub-
stantially reduce environmental risk, pollution and other negative impacts of resource
use (including energy).”

Ambient or surrounding technologies were advanced through PPP mode in USA,
with them, environment as well as financial multiplications took place, more tax
revenues generated, and the social issues got better opportunities to be solved with
sustainable manufacturing. Along with this, sustainability finds a proper shape of
pursuance in developing countries too.

Providing common existence and treatment to finances, people, and climate within
the view range of SM is the greatest task in the current century for all great man-
agement leaders. Based on their study, companies clearly appear to be more in tune
with reality than a “triple bottom line” expectation (that companies will give equal
weighting to economic, social, and ecological issues).

The triple bottom line is an idea in which one organization not only works only
for financial profits but also for people and the planet. So the three basic elements
of TBL are people, profit, and planet. It states that profit should be earned without
exploitation of worker and damage to the ozone layer.

Processes adopted for manufacturing purposes, which are totally harmless to
climate, in any sense are covered in the umbrella of sustainable manufacturing.
Those are the ones, which at any cost must not pollute natural climate and must not
burry people’s health at any cost. SM covers various concepts in one place; these are
recycling, total waste handling, climate protocol, and conservation of all resources
including energy.

The broader concept of sustainable manufacturing contains many sub-concepts
like environmentally conscious manufacturing (ECM) and green manufacturing
(GM). SM pertains to design and delivers items that have the least harmful impacts
on climate at any stage of life span, whether at the time of producing, during usage
period or at the stage of dumping.

At present, it is advisable to produce items that are environment-friendly as well
as harmless to society and cover less financial burdens. SM is considered as a basic
need of the present, as food, clothing, and shelter all are outputs of any manufacturing
process; so, it is advisable to enhance the adoption of sustainable manufacturing at
every stage of production.

Research shows that production firms in the world are in deep problem for bench-
marking issues on climate control. Many leading concepts of environmental friendly
nature alone cannot handle these issues. There is a vital requirement of a practice
that has positive inputs of all those concepts or techniques. So, in the pursuance, sus-
tainable manufacturing could be an option. Adoption of SM can give higher success
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rates for firms globally and can make consumer requirements available at ease and
low cost can enhance the capacity circle of business companies and reputation at the
world level.

Figure 14.2 reveals that SM is observed as a way to keep in mind the welfare/to
take care of resources for generation of outputs and solutions with the innovative
climate and socio friendly techniques which keeps control on wastage of finances,
thus working for environment in all terms and providing quality products to people. In
addition, it has worked definitely for PPP “The people, The planet, The prosperity.”

A sustainable approach is leading everywhere due to its focus on climate control
policies, reduction of harmful emissions, low or zero waste-generation policies, and
resource conservation emphasis, which are all basic necessities of one in day-to-day
working. In the early 80s, “Brundtland report” found recognition at an international
level, in which emphasis was on “meeting the needs of the present without compro-
mising the ability of future generations to meet their own needs.” The after-effects

"Sustainable Manufacturing"

A 4 y A
Social Climate Finances
y y A
Person Place Happiness

v v v
Healthy Life- Safe environment, High-level
style, employment,

Healthy atmosphere,

Better standards . Better company ethics
of living. cleaner practices. and cultural values.

Fig. 14.2 SM goals for a safe future
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of this report are so widespread that the government started taking keen interest in
making firm policies for manufacturing industries for production practices.

This report has the research results of climate degradation at microlevels, and it
covers all aspects like resource savings, energy conservations, climate saves, earth
saves, business dirtiness against the environment, and toxic developments in the
world. In the late ninety’s “KYOTO PROTOCOL” and in late twenties “COPEN-
HAGEN PROTOCOL,” development through sustainability features are discussed.
SM always emerges with importance due to its lead focus on humanity, resources
conservations, and regenerations. The lifestyle of highly developed countries, due
to their technologies, is leading them to a severe reduction in their populations, as
the unbounded use of effortless technology making people’s life unhealthy. On the
other side, developing countries are facing the different problems, as there is lack
of resources, and finances are also poor; they cannot live their life so lavishly as to
afford all medical bears, but they are the ones, who have to face all side effects of
climate change. These unplanned increasing death rates may cause severe problems
in coming future, as the biological circle of the life cycle is deteriorating at a fast
rate, and the demands are going to increase at the fastest rates, which are harming the
economy due to imbalances in supply and demands. These demands pertain mainly
to air, food, and water and nowadays, to energy, scarcity of which can lead to world
wars too. So, the emphasis is necessary on in house production systems with keeping
in mind, the requirements of sustainable manufacturing for a healthy future.

SM is defined by many authors, in 2008, one researcher named Jawahir “it is
the production of higher value output products who have advanced features, having
efficient energy designs, carrying environment-friendly aspects, harmless technology
requirements, free from toxins, can be used with 6R’s and give all social benefits
with the use of least finances.”

Natural resources are depleting day by day due to excess use by society and
industries for their betterment, while their conservation is a must, and it is the prime
requirement of today. At the same time, energy is also overused in a similar way,
whose conservation is necessary. Unplanned consumption of these two deteriorates
their stores for further generations. People and businessmen are using these in out
of control manner, not bothering about eco-balances. This over unpredictable usage
leads to an unsustainable future, especially for the developing countries which are
already making hustles for survival in global markets.

Everyone at planning levels in the world is trying to solve the leading situation
toward un-sustainability, so that proper balance of the environment, finances, and
people-friendly things can be maintained. Because at a global level, if the survival of
low GDP countries or the developing countries (like India) is required, cumulative
efforts are needed to de-concentrate the GDP leads from developed and extraordinary
developed countries (like USA). The statistics say that China is at the top in GDP
growth rate tally at the end of 2017, USA comes second, and India at the third
rank but the difference in USA and India’s growth rates are very wide, and though
China is at the top, it lacks in the future potentials. So, with the exceeding world
growth rate, there is definitely a need for some potential system, which can improve
manufacturing performance in the present and future. These essential aspects could
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only be fulfilled with proper implementation of SM. Before implementation, there
exists a need for identifying the factors which can make SM implementable. These
factors are termed as drivers “the motivators for system,” and barriers “the obstacles
to system.”

14.2 Literature Review

The electronic databases of major peer-reviewed engineering and management pub-
lishers (Elsevier, Taylor and Francis, IEEE, Springer, Emerald, Inderscience, Wiley,
ASME, Sage) are searched for articles related to the research area. SM is also
known by plethora of different names or terms: clean manufacturing, environmentally
conscious manufacturing, environmentally benign manufacturing, environmentally
responsible manufacturing, green manufacturing, or sustainable production [3].

So, if these similar terms are found during search are considered as similar to SM.
The relevant articles are extracted using the keywords as in Table 14.1.

Figure 14.3 provides a graphical illustration of the scrutiny procedure followed
for selection of relevant articles for review.

Table 14.1 Keywords used for searching articles

S.No. | Constructs Keywords

1 Sustainable manufacturing Sustainability, sustainable development

2 Drivers of sustainable manufacturing Performance indicators, positive factors,
enablers

Barriers of sustainable manufacturing Hurdles, obstructions, negative factors

Sustainable manufacturing concepts Sustainable manufacturing concepts

ELSEVIER| | EMERALD | | TAYLOR | | SUSTAINABILITY | | SPRINGER
&

W

ELEMENTA

551 PAPERS .
batad on keywords
l Praliminary scrasming of
251 PAPERS il el o
)t 2 in title and
sbstract

}

124 PAPERS thailgd scresming basad

Fig. 14.3 Scrutiny procedure
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These 124 articles are explored in order to determine various trends in the research
on sustainable manufacturing. One of the earliest review articles published in the
extant literature on SM by Sunder et al. [17] organized the prior works on sustainable
competitive advantage in service sector.

Authors provided a conceptual model and research propositions. Sarkis (1995)
reviewed for greening the manufacturing function. Giovanni (2000) worked for iden-
tification of additional indicators and on the construction of ad hoc questionnaires
for weighting indicators, in order to develop a complete framework for the evalua-
tion of the companies’ sustainability with the aim of classifying firms considering
their sustainability engagement. Mihelcic (2003) discussed sustainability science
and engineering. Sheate et al. (2006) focused on functional and systems aspects
of the sustainable product and service development approach for industry. Luken
(2008) emphasizes on drivers for and barriers to environmentally sound technol-
ogy adoption by manufacturing plants in nine developing countries. Jawahir (2010)
stressed on sustainable manufacturing: Modeling and optimization challenges at the
product, process, and system levels. Despeisse (2012) marked modeling and tac-
tics for sustainable manufacturing: an improvement methodology. Dornfeld et al.
(2013) reviewed engineering research in sustainable manufacturing. Rathod et al.
(2014) provided life cycle assessment and simulation: Enablers of sustainable prod-
uctdesign. Gupta et al. (2015) analytic hierarchy process (AHP) model for evaluating
sustainable manufacturing practices in Indian Electrical Panel Industries. Mittal et al.
(2016) gave two-way assessment of barriers to lean—green manufacturing system:
insights from India. Hanim et al. (2017) found drivers for the adoption of sustainable
manufacturing practices: A Malaysia perspective.

The contents of each of the finally selected articles are explored and tabulated
in Microsoft excel worksheet in prearranged table columns named as per research
requirements. Scrutiny or grouping of papers is based on research title, research
country, research year, research main area, research sub-area, research technique,
presence of performance variables for SM, etc. Also, papers have been scrutinized
for the aspects of sustainable manufacturing (SM drivers and SM barriers) along
with methodologies chosen for identifying, comparing, ranking, and validating these
aspects of SM. Different techniques have been used by different researchers for
identification, comparison, priority, and validation of performance variables of SM,
which is further shown in later sections of this chapter. The above-described research
papers content discussion can be grouped in two ways:

Research-Revealed grouping

Papers were scrutinized as per the approach used in articles, based on research
title, research country, research year, research main area, research sub-area, research
technique, and presence of performance variables for SM.

Content-revealed grouping
Papers were scrutinized for sustainable manufacturing aspects (SM drivers and SM
barriers) as needed in the research topic.
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14.2.1 Building Conceptual Map

Next to the scrutiny of articles (as shown in Fig. 14.3), finally, one hundred and
twenty-four articles are selected for the comprehensive detailed knowledge map-
ping. Selected papers have been reviewed to check past gaps in the field of sus-
tainable manufacturing. Starting from the earliest one, Rita Van Der Vorst, 1999,
wrote on “A Systemic Framework for Environmental Decision-Making,” Johansson,
1999, wrote on “Success Factors for Integration of Eco-design in Product Develop-
ment—A Review of State-of-the-art,” Rachna, 2002, wrote on “Lean Manufacturing:
Context, Practice Bundles, and Performance,” Damjan Krajnc, 2003, wrote on “Indi-
cators of sustainable production,” Dummett, 2006, wrote on “Drivers for Corporate
Environmental Responsibility (CER),” Heilala et al., 2008, wrote on “Simulation-
Based Sustainable Manufacturing System Design,” Ngoc, 2009, wrote on “Sustain-
able solutions for solid waste management in Southeast Asian countries,” Jawahir,
2010, wrote on “Sustainable manufacturing: Modeling and optimization challenges
at the product, process and system levels,” Bi, 2011, wrote on “Revisiting System
Paradigms from the Viewpoint of Manufacturing Sustainability,” Gunasekaran et al.,
2012, wrote about “Sustainability of Manufacturing and Services: Investigations for
research and applications,” Chuang et al., 2013, wrote on “Key success factors when
implementing a green manufacturing system,” Herrmann et al., 2014, wrote on “Sus-
tainability in manufacturing and factories of the future,” Mikko Koho, 2015, wrote
about “Towards a concept for realizing sustainability in the manufacturing industry,”
Ghandehariun [4], 2016, wrote for “Sustainable manufacturing and its application
in machining processes: a review,” Moldavska et al. 2017, wrote for “The concept
of sustainable manufacturing and its definitions: A content-analysis based literature
review,” Modha et al., 2018, discussed “A Literature Review on Drivers and Barriers
of Green Manufacturing in Indian/Global SME’s.”

All the above-mentioned authors explored various aspects of SM in their own
research; they also worked, cumulatively, on various ways of finding these aspects,
various indicators, their comparison techniques, their analysis, and validation meth-
ods. In this review, the selected one hundred and twenty-four research papers have
been used for finding the concepts of SM. Research and content-revealed grouping
have been used for finding different aspects of articles.

14.2.1.1 Research-Revealed Grouping

Research-revealed grouping section describes the selected concepts according to the
following classifications:

Publication Year

This section represents year wise graphical talley of research publications for sus-
tainable manufacturing over the past several years. This provides insight for further
requiring areas that are left for research in the present. Figure 14.4 presents year wise
graphical talley of research publications.
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In present scrutiny, the first article found is for the year 1993 for SM, after that,
many researchers worked on SM, and from the scrutiny group, more than 50% of
the articles being published after 2010. Also most of the articles published in the
year 2014, before and after it, the publication frequency is almost less than 50%.
Figure 14.5 shows the growth of articles over a specific interval period.

Publication type for articles
Figures 14.6 and 14.7 reveal classification of papers for SM based on the type of
publication journal and publication channel, respectively. This figure shows about
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14 Identification of Drivers and Barriers of Sustainable ... 237

M ELSEVIER

B EMERALD

B TAYLOR & FRANCIS
W SUSTAINABILITY

M SPRINGER

m ELEMENTA

77 W IEEE

= CIRP

OTHERS

Fig. 14.6 Distribution of articles across publishers (N = 124)

M Conference Proceedings

M Journals

Fig. 14.7 Distribution of articles across publication type (N = 124)

which publisher is getting more papers in past years in the same area of SM, and
shows the advantage of the journal rather than conference proceedings in the area of
SM.

Figure 14.8 represents classification for research papers, where only sixty-five
articles have specified the country’s name, in which research is performed, while the
rest ones have either not specified the name or have done research in the group of
companies.
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14.2.1.2 Content-Revealed Grouping

A detailed research, that particularly pursues details of conviction of SM, and out
of 124 articles, there is no article, which comes in single conviction category,
which could provide cumulative projections instead of narrowed one. First convic-
tion(concept) is connected to sustainability or sustainable manufacturing specifically,
at 2, sustainable manufacturing, the only concept in any article; at 3, concepts other
than SM, for example, green, lean, environment, cleaner technology, etc. Lies, at 4,
articles dealt with concepts of drivers in any technology; at 5, articles dealt with con-
cepts of barriers in any technology; at 6, implementation and adoption of concepts
in companies or in countries rather than theoretical aspects; at 7, purely theoretical
aspects and literature review; at 8, articles related to design concept researches; at
9, use of techniques such as AHP, ISM, fuzzy logics, DEMETAL approach, survey
analysis, SPSS analysis, and ANOVA; at 10, use of latest techniques in industrial
engineering as EFA, CFA, SEM, etc.; at 11, any type of model development; at 12,
case studies; and at 13, other techniques as life cycle approach, reverse logistics, new
product development, etc.

14.3 Identification of Drivers and Barriers of SM

Out of all 124 articles for sustainable manufacturing and similar terms, 34 articles
have mentioned drivers and 35 articles have mentioned barriers. The summarized
tables from these groups of articles are reviewed under headings serial no., name of
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author, year of publication and number, and name of corresponding drivers/barriers
of the articles. As the tabled reviews are so large, those are not given here. Only brief
of review is discussed here.

14.3.1 Review Brief for Drivers of SM

Different researchers in their 34 articles worked on drivers of SM and similar terms;
they gave them different names as drivers, motivators, enablers, key factors, posi-
tive factors, enhancement factors, etc., and all are considered under the term driver.
Epstein et al. (2001) gave five drivers, Singh et al. (2003) talked about nine drivers,
Steger et al. (2007) provided three driver names, Luken et al. (2008) discussed ten
driver names, Mudgal et al. (2010) use ten drivers in his article, Jindal et al. (2011)
showed seven drivers in his research, Pajunen (2012) worked on two drivers, Ahn
et al. (2013) gave highest in number total 20 drivers, Bhanot et al. (2014) discussed
ten drivers, Mittal et al. (2014) provided eight drivers, Koho et al. (2015) not specif-
ically mentioned any name or number for drivers, Hanim et al. (2017) gave three
driver names, Modha et al. (2018) talked on 16 drivers. These different names and
numbers are discussed with various academicians and industry professionals with
many Brain Storming Sessions.

e Brain Storming

Brain Storming has been considered as a technique for group discussion, in which
every member from group presents his views on problem/situation in a proper way
to other group members. Basic feature of this technique is its freeness for everyone
in group to review and correct others without any hesitation and produce more and
more innovative solutions or alternatives to situation.

It works as an “Ice-Breaker” between group members, welcomes innovative ideas,
and rejects ineffective alternatives. Other group members in group help to conclude
incomplete, but refreshing idea-phrase with their support to the new comer in this
technique. Important advantages of this technique can be revealed as:

e A large number of ideas

All team members involved
Sense of ownership in decisions
Input to other tools

Creativity

The mentor, in this technique, provides a helpful and joyous environment to group
members so that there is no boredom during any part of the session. Basic mandates
for the technique are:

e Active participation by everyone
e No discussion
e Build on others’ ideas
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And through series of sessions, identified core 13 drivers of SM, which are listed
below:

Financial/other promotional offers and supporting aspects
Surrounding agencies pressure

Other agencies pressure

Expected future law and rulings

At present law and rulings

Industrial resources

Technological resources

Perception of public

Dedication and synergy among manufacturers
10. Effects from supply chain

11. Monetary benefits

12. Competition and benchmarking

13. Expected demand from market.

e A o o e

14.3.2 Review Brief for Barriers of SM

Different researchers in their 35 articles worked on barriers of SM and similar terms,
and they gave them different names as barriers, hurdle factors, obstacles, key barriers,
path-hinders, negative factors, reducing factors, etc., all are considered under the term
barrier. Before 2007, Bhardwaj et al. (1993) and Mihelcic et al. (2003) used terms for
barriers but not specified any number and name. Beers et al. (2007) wrote about seven
different barriers, Luken et al. (2008) gave only five barriers, and US Department
of Commerce Report (2009) gave general description only and no specific details
about barriers. Mudgal et al. (2010) discussed about 15 barriers, Mittal et al. (2012)
provided 11 barrier names, Mathiyazhagan et al. (2013) mentioned maximum 26
path hinders in his article, Govindan et al. (2013) gave five barriers name, Bhanot
et al. (2015) wrote for 15 barriers, and Modha et al. (2018) use 13 barrier names.

These different names and numbers are discussed with various academicians and
industry professionals with many Brain Storming Sessions, and through series of
sessions, and identified core 12 Barriers of SM, which are listed below:

Indefinite return on investments

Less enforcement by public for betterment
Less effective law and rulings

Ineffective legislation

Ambiguity of future laws and rulings
Lesser industrial resources

Perplexity in technology

Major initial expenditure

Interposing factors

WA E WD =
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10. Inadequate market demand
11. Unfamiliarity about system
12. Less interest toward sustainability.

14.4 Conclusion

The paper contributes to find research review of past articles of valuable journals for
SM. It provides drivers and barriers to sustainable manufacturing by segregating the
related articles of drivers and barriers of SM separately from overall 124 finalized
articles of extant literature. Scrutiny procedure of research articles from 551 to 251 to
124 articles is discussed; research-based and content-based classifications of articles
are provided for through understanding of the state of research in this field. The main
work of this literature review is identification of 13 core drivers and 12 core barriers
through brainstorming sessions of experts based on the drivers and barriers reported
in the selected articles. This paper would serve as a stepping stone to understand the
underlying drivers and barriers of sustainability in a manufacturing system.
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Chapter 15

Investigation into the Surface Quality ez
in Wire-Cut EDM of M42 HSS:

An Experimental Study and Modeling

Using RSM

Ravi Pratap Singh, Ranjit Singh, Rajeev Trehan, R. K. Garg,
and Mohit Tyagi

Abstract This article has been attempted to experimentally examine the surface
quality produced while performing the wire-cut electrical-discharge machining of
M42 high-speed steel using cryogenically treated brass wire under the effect of
different process variables. High-speed steels are alloyed steels that are self-hardened.
It acquires excellent fracture toughness, fatigue, and shock resistance. The M42 is
also a widely employed high-speed steel having applications in numerous industries.
Despite its wider industrial applications, M42 is very less investigated on machining
grounds especially with advanced machining operations. For design of experiments,
response surface methodology (RSM) has been employed. The variance analysis
(ANOVA) has also been performed to reveal out the significant process factors. The
reliability and competence of the mathematical model developed with the test results
were established. ANOVA analysis results for surface roughness revealed pulse off
time, pulse on time and spark gap voltage as the most substantial factors for the
studied machining response. The best parametric setting for SR is devised as pulse
on time-0.85 ws, spark gap voltage-50 V, pulse off time-36 s, and wire feed-7 m/min.

Keywords Wire-cut EDM - HSS - RSM - M42 - ANOVA

Nomenclature

RSM Response surface methodology
HSS High-speed steel

WEDM Wire electric discharge machining
SR Surface roughness
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15.1 Introduction

With the improvement in the innovation, the technologists, and researchers in the field
of manufacturing are tackling new and more confronts. Technically advanced indus-
tries such as nuclear power reactors, aeronautics, and automobile industry have been
demanding elevated strength temperature-resistant materials having high strength-
to-weight ratio. HSS has excellent fracture toughness, fatigue, and shock resistance.
M-42 has the greatest hot strength [1, 2]. Its applications are found in the produc-
tion of twist drills, milling cutters, taps, reamers, broaches, saws, knives, and thread
rolling dies. A very limited literature has been found on the study and investigation of
different expects of M42 HSS by machining them with the help of advanced machin-
ing operations. Wire electrical discharge machining (WEDM) is a modern machining
method which has been reported very less for performing machining operations on
these type of high-speed steels. Wire EDM was initially accessible to the manufactur-
ing industry in late 1960s [3]. Its comprehensive capacities have enabled it to cover
manufacturing in the aerospace and automotive industries and nearly all conductive
material machining areas [4, 5].

WEDM uses continuously moving wire-shaped electrode. As recorded in
Fig. 15.1, wire is acting on upper spool which is to be fed upon the workpiece,
and after the wire is used, it is brought up on the lower spool. The de-ionized water,
which acts as a dielectric is flooded into the opening between the workpiece and
the wire in WEDM. The matter is detached from the succession of electrical dis-
charges [7-9]. In this operation, the cryogenically treated brass wire for performing
various experiments on M42 HSS has been employed. For the creation of complex
two- and three-dimensional shapes to machine complicated electrical conductive
materials, WEDM acts as an obligatory machining technique [10]. A second-order
mathematical model, in requisites of process factors, was advanced for dimensional
deviation cutting speed and surface roughness using response surface methodology
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Fig. 15.1 Schematic of WEDM system [6]
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[11]. Aniza Alias et al. [12] researched feed-rate control on WEDM performance
on Titanium Ti—Al-4 V. This research involved brass wire as the electrode. As feed
rate rises, MRR also rises until optimum value is reached. The technique of cool-
ing a material at temperatures far below room temperature is cryogenic processing.
Cryogenic treatment is carried out in a chamber where the materials to be treated are
constantly reduced at room temperature. Deep cryogenic treatment is carried out at
—180 to —196 °C for 18-24 h, whereas shallow cryogenic treatment is performed at
around —110 °C for 4-8 h.

Figure 15.2 represents the schematic view of cryogenic processor. Cryogenic treat-
ment has been widely recognized as a technology to reduce costs and improve effi-
ciency. The stress relief advantages obtained through cryogenic treatment are used to
allow critical tolerance sections to be manufactured. Cryogenic treatment is friendly
to the environment. During the process, no waste or residue will be developed. It
decreases cutting tool consumption due to increased wear resistance, increasing con-
ductivity by 5-8%. The wide range of published work concerning the advancement
of the wire electrode and its performance characteristics has been categorized into
diverse sections, namely plain wire electrodes, coated wire electrodes, dispersion
annealed wire electrodes, gamma-coated electrode wire, composite wire electrodes,
and porous wire electrodes. The brass wires are a mixture of zinc and copper, alloyed
together in a range of 63—65% copper and 35— 37% zinc [13]. Figure 15.3 represents
the plain brass wire electrode.

Coated wires are formed by re-drawing wire (0.9 mm) plating or hot-dipping and
consequently drawn to the final size. Zinc-coated brass wire electrodes consist of
zinc coating over a core that is one of the usual brass alloys of EDM.

This wire provides a significant rise in cutting velocity over simple brass wires,
without giving up on any of the other critical properties [15]. Shallow cryogenic treat-
ment relates to materials being treated at very low temperatures, usually around —
110 °C. Bensely et al. [16] recognized that steel with profound and shallow cryogenic
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Fig. 15.2 View of cryogenic processor
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Solid Brass (65% Cu35%Zn)

Fig. 15.3 Plain brass wire electrode [14]

treatment has increased wear resistance compared to standard heat treatment. Jatin-
der et al. [17] explored the impact of profound and shallow cryogenic-treated wire
electrodes on the surface roughness (SR) and rate of material removal of WEDM-
machined EN-31 steel. All the three process parameters, namely type of wire, pulse
width, and wire tension significantly affect the MRR and SR in WEDM. Deep and
shallow cryogenic-treated wire electrodes appreciably enhance the MRR. Scanning
electron microscope (SEM) photographs confirm that cryogenically treated wires
give smoother surface than untreated wire electrode. EDS analysis revealed that Cu
and Zn elements from brass wire electrode were deposited on the machined surface
of workpiece.

15.2 Materials and Methods

The research study of different aspects by going through extensive literature survey
brings the light on one of important response parameters, i.e., surface roughness of the
materials. The machining efficiency measurements are therefore surface roughness
and wire EDM-processed M42 HSS surface characterization. The process parameters
considered are wire feed, pulse on time, spark gap voltage, and pulse off time. The
effect of these process parameters on surface roughness has been investigated when
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Table 15.1 M42 HSS chemical composition
Element C Si Cr w Mo v Co
Weight% 1.08 0.45 3.85 1.50 9.50 1.20 8.00

Table 15.2 Different properties of brass wire

Material Chemical Hardness (VH) | Tensile strength | Conductivity
composition (N/mm?) (%IACS) (%)

Brass Cu 63% Zn37% | 255 905 21

Shallow Cu 63% Zn37% | 220 850 27.9

cryogenated

brass wire

using cryogenically treated brass wire for machining of M42 HSS with WEDM. The
designs of experiment approaches have already been proven to be more effective to
understand the process insights [2, 18—20]. As surface roughness is an important per-
formance characteristic and it is very less investigated while performing the advanced
processing of M42 HSS. For the current experimental tests, the 100 mm x 80 mm
x 12 mm high-speed steel (HSS) plate M42 was used as job piece material. Its
applications are twist drills, milling cutters, taps, reamers, broaches, saws, knives,
and thread rolling dies. The chemical composition of M42 HSS is represented in
Table 15.1.

The brass wire electrode selected for the experimentation on WEDM was man-
ufactured by VSL Pvt. Ltd. Ludhiana, India. The brass wire comes in the shape of
wire spools, which are to be fitted on the machine. The various properties of brass
wire are shown in Table 15.2.

The tests were conducted on Electronica Machine Tools Ltd’s wire-cut EDM
machine (ELEKTRA ECOCUT). The mechanism of WEDM process is influenced by
many process parameters while the machining is in progress. The main effects or even
the interaction effects of these parameters influence the machining characteristics in a
complex way. Given that such parameters control the WEDM process, a fundamental
outline of these parameters is required. The process parameters of the WEDM can
be sorted as (i) electrical parameters and (ii) non-electrical parameters. Fundamental
electrical parameters comprise of spark gap voltage (SV), peak current (), pulse off
time (7o), and pulse on time (7T',). Wire tension (WT), water pressure (WP), and
wire feed (WF) are the non-electrical parameters. Parameters of the input method
such as Topn, Tofr, SV, and WF and their limiting concentrations were selected based on
literature study, experience, meaning, and relevance. In the present study, experiments
are performed on a four-axis Electronica ecocut wire EDM machine. The electrode
material used is half-hard brass wire with a diameter of 0.25 mm. The work material
used is 100 mm x 80 mm x 12 mm M42 HSS. Table 15.3 shows various control
parameters and their ranges.

A small gap between the workpiece and the wire electrode of 0.025-0.05 mm is
maintained. Spark is started when high voltage is applied at the smallest distance
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Table 15.3 Selected control parameters and their ranges for experimentation

S. No. Control parameters Symbol Range (mu) Range (actual unit)
1 Pulse on time Ton 110-120 0.6-1.1 s

2 Pulse off time T off 45-55 18-36 s

3 Spark gap voltage SV 40-60 40-60 V

4 Wire feed WF 3-7 3-7 m/min

Table 15.4 Design matrix and output response values for the conducted tests

Factor 1 Factor 2 Factor 3 Factor 4 Response
Std | Exp. Run | Block A:Ton B:Toft C:SV (V) | D: WF SR: Ra
(ns) (ns) (m/min) (m)
2 1 Block 1 | 120 45 50 5 1.75
15 2 Block 1 | 115 45 60 5 1.32
24 3 Block 1 | 115 55 50 7 1.1
7 4 Block 1 | 115 50 40 7 1.35
27 5 Block 1 | 115 50 50 5 1.22
6 6 Block 1 | 115 50 60 3 1.22
25 7 Block 1 | 115 50 50 5 1.23
20 8 Block 1 | 120 50 60 5 1.48
10 9 Block 1 | 120 50 50 3 1.6
16 | 10 Block 1 | 115 55 60 5 1.26
18 | 11 Block 1 | 120 50 40 5 2.18
11 |12 Block 1 | 110 50 50 7 1.18
12 | 13 Block 1 | 120 50 50 7 1.45
14 Block 1 | 120 55 50 5 1.34
15 Block 1 | 110 50 50 3 1.19
28 | 16 Block 1 | 115 50 50 5 1.36
19 | 17 Block 1 | 110 50 60 5 1.76
18 Block 1 | 115 50 40 3 1.31
19 Block 1 | 110 55 50 5 1.29
22 |20 Block 1 | 115 55 50 3 1.12
29 |21 Block 1 | 115 50 50 5 1.45
21 | 22 Block 1 | 115 45 50 3 1.31
8 23 Block 1 | 115 50 60 7 1.24
13 | 24 Block 1 | 115 45 40 5 1.5
1 25 Block 1 | 110 45 50 5 1.13
17 | 26 Block 1 | 110 50 40 5 1.29
26 | 27 Block 1 | 115 50 50 5 1.34
14 | 28 Block 1 | 115 55 40 5 1.24
23 | 29 Block 1 | 115 45 50 7 1.26
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between the electrode and the workpiece. The elevated energy density erodes material
both from the workpiece and from the wire by local fusion and vaporization. On both
sides of the job piece, which removes the eroded particles generated during spark
formation, the machining area is continually washed with dielectric liquid passing
through the nozzles.

The designed experiments have been proved very effective while investigating the
process responses in a combined manner [21-25]. The surface response methodology
was used to design the experiments. The selected process variables such as pulse on
time (7o), wire feed (WF), spark gap voltage (SV), and pulse off time (7 ,¢r) have been
varied up to three levels, and Box—Behenken Design (BBD) was adopted to design
the experiments. Experiments are carried out using the design expert 6.0.8 software
on a four-axis Electronica ecocut CNC wire EDM machine. Box—Behenken Design
(BBD) has been employed to design the experiments. In this study, most important
output performance parameter in WEDM, i.e., surface roughness considered for
investigating machining conditions of M42 HSS with cryogenically treated brass
wire. Surface roughness is a metric of a surface’s texture. It is quantified from its ideal
form by the vertical deviations of an actual surface. Surface roughness (Ra) relates to
the close-spaced brief wavelength and high frequency irregularities on the machined
surface triggered by the nature and activities of the manufacturing processes [26—
28]. Average surface roughness (R,) is simple to describe as it measures the surface
amplitude and provides a general description.

15.3 Results and Discussions

Adequacy of the model is checked using ANOVA as shown in Table 15.5. It shows
that the model’s F-value is 20.55 and that the P-value is below 0.0001. The quadratic
model is therefore important at a confidence level of 95%. Moreover, lack of fit
value of 0.7750 suggests that it is not significant with respect to pure error. Further,
predicted R* of 0.7717 is in reasonable agreement with adjusted R? of 0.8747 and it
demonstrates a high correlation among observed values and predicted values. Ade-
quate precision value is 21.657, and it demonstrates that quadratic model can be used
to find the way in the design space. Design matrix and output response values for
various conducted tests have shown in Table 15.4.
The developed regression model for surface roughness (SR: Ra) is given as:

Surface roughness (SR) = +19.43167 — 1.00367 * T, + 0.94850 * Tog
4+ 0.55367 x* SV 4+ 0.27625 * WF + 0.007016 * Tozn

—0.00308 * T2 +0.001141 SV? — 0.028333 x WF*
— 0.0057 = Ton % Toff
— 0.00585 % Tp, % SV
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Table 15.5 ANOVA for surface roughness

R. P. Singh et al.

Source Sum of DF | Mean F-value | Prob>F | Remarks %
squares square Contribution

Model 1.34 10 0.13 20.55 <0.0001 | Significant

A 0.32 1 0.32 49.21 <0.0001 | Significant | 22.06

B 0.071 1 0.071 10.84 0.004 Significant 4.89

C 0.029 1 0.029 4.46 0.049 Significant 2

D 0.00241 1 0.00241 0.37 0.5505 | Not 0.16
significant

A? 0.2 1 |02 30.68 <0.0001 | Significant | 13.79

B? 0.039 1 0.039 5.92 0.0256 | Significant 2.68

c? 0.085 1 0.085 13 0.002 Significant 5.86

D? 0.083 1 0.083 12.81 0.0021 | Significant 5.72

AB 0.081 1 0.081 12.49 0.0024 | Significant 5.58

AC 0.34 1 0.34 52.61 <0.0001 | Significant | 23.44

Residual | 0.12 18 0.00651

Lack of 0.08 14 0.00572 0.62 0.775 Not

fit significant

Pure 0.037 4 0.00925

error

Cor Total | 1.45 28

Std. Dev. 0.081 R-Squared 0.9195
Mean 1.36 Adj R-Squared 0.8747
C.V. 5.93 Pred R-Squared 0.7717
PRESS 0.33 Adeq Precision 21.657
Legend A—Pulse on time, B—Pulse off time, C—Spark gap set voltage, D—Wire Feed Rate

The effect of different process parameters, i.e., pulse on time, pulse off time, spark
gap voltage, and wire feed on the studied machining response, i.e., surface roughness
has been shown in Figs. 15.4, 15.5, 15.6 and 15.7. The 3D interactive plot for surface
roughness has been shown in Fig. 15.8. It is reflecting the influential behavior of
spark gap voltage and pulse on time on the studied machining response.

15.4 Conclusion

The following inferences can be made from the present study. These are as below:

1. The pulse on time (7',,) and pulse off time (7o) have more discernable impacts
on the surface roughness of the processed M42 work material.
2. Utilized cryogenically treated wire electrodes revealed to offer superior surface
finish of machined workpiece and less wire wear of wire is also obtained with
these employed electrodes. The effect of shallow cryogenic treatment on wire
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Fig. 15.4 Effect of pulse on
time on surface roughness

Fig. 15.5 Effect of pulse off
time on surface roughness

Fig. 15.6 Effect of spark
gap voltage on surface
roughness
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Fig. 15.7 Effect of wire feed on surface roughness
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Fig. 15.8 Interaction plot between spark gap voltage and pulse on time for surface roughness

electrode in WEDM results into significant improvement in surface roughness
value.

3. The electrical conductivity of brass wire electrode is also enhanced with shallow
cryogenic treatment. The shallow cryogenic treatment improved the conductivity
t0 27.90 (%1ACS).

4. Pulse width and time between two pulses interact with the wire while affecting
the Ra. The low value of pulse width and shallow cryogenic treated wire electrode
is recommended setting for minimum Ra.

5. The best parametric setting for SR is devised as pulse on time-0.85 s, pulse off
time-36 s, spark gap voltage-50 V, and wire feed-7 m/min.
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Chapter 16 ®)
Some Studies on 2024 Rheocast Alloy Gzt
Through Taguchi Optimization Method

Semegn Cheneke and D. Benny Karunakar

Abstract In this research, an attempt has been made to investigate the effect of
process parameters such as stirring time, holding time, and pouring temperature on
the tensile properties of the developed 2024 rheocast alloy. Lg orthogonal array of
Taguchi’s method was used to optimize the process parameters, and linear regression
analysis was applied to develop a mathematical model. Ultimate tensile strength was
the output characteristic and it has been found that the most contributing factor to
enhance the ultimate tensile strength was stirring time. Finally, randomly selected
samples were cut and polished according to the standard specifications and tensile
properties, morphology, and fractography were investigated.

Keywords Semi-solid metak casting + Optimizaion - Taguchi - Microstructure *
Mechanical properties
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SSM Semi-solid metal casting

UTS Ultimate tensile strength

OA Orthogonal array
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FE-SEM Field emission scanning electron microscopy
oM Optical microscopy
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16.1 Introduction

There are several processing techniques for the production of lightweight metals such
as aluminum. Semi-solid metal casting (SSM) is one of the processing techniques that
would enhance mechanical properties due to the achievement of minimum porosity
by this route. It can potentially replace the conventional casting techniques due
to various advantages it offers. Improved tribological and mechanical properties, a
higher degree of dimensional accuracy, and improved structural integrity are some
important advantages of SSM processing technique [1, 2]. This processing method
can be used in various application areas such as aviation, electronic, automobile, and
machine tool components [3]. There are various SSM novel processing techniques
which have been developed by researchers [4, 5] but rheocasting is accepted as an
easier and viable method which can be easily applied in industries.

There are different parameters that could determine the amount, size, and distribu-
tion of pores and microcracks that would make the formation of porosities complex
and normal in castings [6—8]. The formation of these porosities can affect the final
property of the product. Therefore, it is advisable to minimize the formations of
porosities in casting by carefully studying and optimizing the parameters that affect
the final product. There are several factors that affect the final product of the manu-
facturing process and hence need to be controlled carefully to obtain the anticipated
tribological and mechanical properties. To attain this, a number of tools have been
developed by researchers. DOE is one of them used for the analysis and optimization
of process parameters in different areas like engineering, medical, agriculture, and
management for design comparison, design optimization, process control and prod-
uct performance prediction, and variable identification [9]. Statistical methods are
techniques applied to optimize the factors that affect the final products and Taguchi’s
design of the experiment is one of the well-known statistical methods used for plan-
ning the experiments. It is used to optimize different parameters simultaneously to
investigate the effect of each on the final response which has been made as a criterion.
By optimizing various process parameters simultaneously, the need for making more
trials for investigating the properties of the final product would be minimized and
then, the time and investment in making more trials would be minimized. Taguchi’s
DOE offers a well-designed approach for optimization of design for performance,
quality, and cost. Signal-to-noise (S/N) ratio, analysis of variance (ANOVA), and
orthogonal arrays (OA) are the major tools used in Taguchi’s experimental design
[10].

Taguchi’s orthogonal array has been chosen in this research due to its simplicity
and accurate nature of the experimental design [3]. It has been used by different
scholars for optimizing input process parameters in different material processing
techniques and some literature reviewed are presented as follows. The effect of
process parameters like sliding speed, applied load, sliding distance, reinforcement
percentage, etc., on the wear behavior of the developed alloys/composites have been
studied by various researchers [9, 11-16] using Taguchi’s design of experiment.
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It has been also applied in SSM processing techniques and die castings to opti-
mize process parameters. Pouvafar et al. [17] optimized the process parameters using
Taguchi and studied their effect on the mechanical properties of SSM extruded parts.
The temperature, ram speed, slope angle, and holding time were the control factors
optimized to obtain enhanced mechanical properties for the extruded billets. Zhang
etal. [18] have used an orthogonal array to investigate rheocasting-rolling process for
magnesium alloy. Kim et al. [19] have optimized reheating process for fabrication of
semi-solid forging processing of A356 Al alloy. Mathematical model has been devel-
oped using regression analysis method. Die casting parameters have been optimized
by Syrcos [20] using Taguchi’s method for the development of AlSigCu;3 aluminum
alloy. Metal temperature, filling time, piston velocity, and hydraulic pressure were
the selected process parameters and it has been reported that the parameters signifi-
cantly affected the density of the developed aluminum alloy. Muhammed et al. [21]
have also optimized the process parameters for the Al-Si/Al,O3 composites devel-
oped by casting using Taguchi’s method. Taguchi’s method and regression analysis
were used to investigate the effect of process parameters on the degree of sphericity
of a-Al by Das et al. [3]. Wang et al. [22] also used DOE technique to optimize the
process parameters of the rheocast AZ91D alloy and used ANOVA to determine the
most contributing factors for the grain improvements in terms of grain size and shape
factor. Kumar et al. [23] used Taguchi’s method for the development of semi-solid
billet of A356-5TiB; in situ composite. In their research, they have used Taguchi’s
design of experiment method to optimize the process parameters such as cooling
slope, pouring temperature, and slope angle. Kucuk et al. [24], in their study, used
Taguchi’s method and investigated the parameters that maximize density, hardness,
and bending strength. They have concluded that all parameters have an effect on
bending strength and relative density, but the most effective parameters on hardness
are the additive type and sintering time.

Improving product quality and decreasing production cost at the same time are
the primary concerns in manufacturing industries. There are various input variables
that affect the final quality of products based on the literature surveyed above in
different areas of application. Since manufacturing industries operate by trial and
error method that leads to high production cost and time wastage, it is necessary to
narrow the gap by applying optimization techniques that save investment cost and
time for manufacturing a product. Using optimization techniques, we can reduce the
number of tests needed to complete a product, unlike the trial and error method that
increases investment cost and time wastage. Therefore, the application optimization
techniques become the point of interest for different researchers and industries due
to the achievement of improved product quality and efficiency [25].

The selected process parameters should be planned and chosen based on some
set of conditions using the design of experiments to reduce time and investment in
making further experiments [3]. In this research, the Taguchi optimization method
was applied to develop rheocast AA2024 alloy. The process parameters like stirring
time, pouring temperature, and holding time were optimized and their effect on
the ultimate tensile strength (UTS) were evaluated using Taguchi’s Ly orthogonal
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array. Tensile properties, microstructure, and fractography of some randomly selected
samples from the experiments were also investigated.

16.2 Materials and Methods

16.2.1 Development of the Alloy

In this study, AA2024 alloy was prepared by semi-solid metal (SSM) casting. The
raw material was received in the form of block and its chemical composition (as
received from the supplier) is given in Table 16.1.

Initially, the alloy was melted in a muffle furnace equipped with graphite crucible
at a temperature of 700 °C. After complete melting, the temperature controller was
again set to the selected semi-solid temperature of the alloy as given under the
experimental plan in Table 16.2. The selection of the semi-solid temperature was
made due to an easier flow of the slurry to the die at that particular temperature
while pouring. Then, stirring of the melt took place at 500 rpm for different time
durations as given in Table 16.2 for all the selected semi-solid temperatures after
holding as per the experimental plan. Finally, samples were poured into the pre-
heated die for solidification and representative samples were taken for investigation
of microstructure and mechanical properties. Figure 16.1 shows the experimental
setup used in the present study to develop the samples.

The differential thermal analysis (DTA) was carried out to determine the solidus
and liquidus temperatures of the alloy. The alloy was prepared in the form of powder
for the DTA analysis. The instrument used in the thermal analysis was EXSTAR
TG/DTA 6300. Heating and cooling of the samples were done at the rate of 10 °C/min
in an argon atmosphere. The solidus and liquidus temperatures of the alloy are 550
and 645 °C, respectively, which were obtained from the DTA curve of the alloy, as
shown in Fig. 16.2.

Table 16.1 Chemical composition of 2024 aluminum alloy
Cu Mg Mn Si Fe Others Al
3.9730 1.3390 0.4950 0.0811 0.0686 0.0546 Bal

Table 16.2 Proces.s Parameters Level 1 Level 2 Level 3
parameters and their levels
Stirring time (s) 0 300 600
Holding time (s) 300 600 1200
Pouring temperature (°C) 620 630 640
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16.2.2 Experimental Plan

16.2.2.1 Taguchi’s Experimental Design

Experimental design procedures are used to solve the problems related to a large
number of experiments. Among those, Taguchi [26] has developed simple stan-
dard orthogonal arrays in which two or more input parameters could be studied
simultaneously [27].

In this research, Lo (3%) orthogonal array (OA) technique was used to design
the experiments and the effect of multiple process parameters on the response
would be evaluated by this technique thereby minimizing test runs [3]. The selected
input parameters with their levels are shown in Table 16.2. The out parameter in
this research is UTS. Lg (3*) orthogonal array (OA) technique used to design the
experiments is shown in Table 16.3.

Table 16.4 shows the experimental design layout created by arranging the input
process variables to their appropriate levels of orthogonal array. Here, 3° imply that
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Table 16.3 Lo (3%) standard Experiment number Factor 1 Factor 2 Factor 3
orthogonal array

1 1 1 1

2 1 2 2

3 1 3 3

4 2 1 2

5 2 2 3

6 2 3 1

7 3 1 3

8 3 2 2

9 3 3 1
Table. 16.4 Layqut 0f3 Experiment Stirring time | Holding time | Pouring
experimental design (3°) number (s) (s) temperature

(°C)

1 300 620

2 600 630

3 1200 640

4 300 300 630

5 300 600 640

6 300 1200 620

7 600 300 640

8 600 600 620

9 600 1200 630

there are three different variables and each with three different levels. The effects of
the selected input variables on the response (UTS) have been estimated.

S/N ratio was used for analyzing and estimating the variations of the output
responses. The S/N ratio is the ratio of the mean (signal) to the standard deviation
(noise) [25]. The well-known categories of the output characteristics in the analysis of
S/N ratios are the higher-the-better, the lower-the-better, and the nominal-the-better
[28].

In this study, the higher-the-better quality characteristic was used to maximize the
UTS. The standard S/N ratio computing formula for this type of response is given in
Eq. (16.1).

R
S 1 1

j=1
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Table 16.5 Results for quality characteristic and S/N ratio

Experiment number UTS (MPa) S/N ratio(dB) Mean (MPa)
Trial 1 Trial 2 Trial 3
1 126 141 138 42.57 135.00
2 89 106 93 39.57 96.00
3 84 98 91 39.13 91.00
4 192 195 190 45.68 192.33
5 171 180 186 45.04 179.00
6 195 204 186 45.78 195.00
7 175 180 191 45.18 182.00
8 236 216 195 46.59 215.67
9 196 193 201 45.87 196.67

where ‘Y;;’ is the measured value of quality characteristic for the ith trial and jth
experiment, ‘n’ is the number of repetitions for the experimental combination. S/N
ratios were computed using Eq. (16.1) for each of the nine experimental conditions
and are reported in Table 16.5.

ANOVA was performed to analyze the significance of input process parameters
on the final response. Optimal experimental conditions were estimated using S/N and
ANOVA, and finally, confirmation experiment was conducted to ensure the validity
of the method applied.

16.2.3 Evaluation Methods for Some Selected Samples

16.2.3.1 Microstructure

Metallographic samples were cut from the upper part of the cast samples and the
microstructures were investigated. The surfaces of the specimens were polished grad-
ually using 320-1200 grit SiC emery papers, followed by velvet cloth with Al,O3
suspension on a disc polisher. Finally, the samples were etched using Keller’s reagent
(2.5% HNOs3, 1.5% HCI, 1% HF, and 95% H,O by volume).

Microstructural characterization was done using an optical microscope (OM)
and field emission scanning electron microscope (FE-SEM) equipped with energy
dispersive spectroscopy (EDS).

16.2.3.2 Tensile Strength

Tensile specimens were cut with dimensions of 6 mm diameter and a gauge length
of 30 mm according to the standard ASTM E8M tension test specification. Tensile
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tests were conducted at room temperature on INSTRON tensile testing machine to
determine the UTS, 0.2% proof stress, and the percentage elongation (%EL) of the
developed samples.

16.2.3.3 Fractography

The fractography of the tensile fractured surfaces of the samples was analyzed using
FE-SEM to identify the failure modes.

16.3 Results and Discussion

16.3.1 Analysis and Evaluation of Experimental Results

16.3.1.1 Signal-to-Noise Ratio

The UTS was the output which was measured via the optimized controllable factors
according to Taguchi’s technique and the largest value was taken as the better response
characteristics according to S/N ratio. Therefore, the higher-the-better equation was
used for the calculation of S/N ratios. The values of the S/N ratios for UTS are given
in Table 16.6. Finally, the average values of the UTS and S/N ratio were found to be
164.7 MPa and 44 dB, respectively.

Analysis of the effect of each factor (stirring time, holding time and pouring
temperature) on the UTS was performed with a ‘S/N response table,” as shown in
Table 16.6. The optimal levels of control factors for the optimal UTS values were
obtained from Fig. 16.3. Accordingly, the optimum control factors were found to be
stirring time of 600 s (Level 3, S/N = 45.88), holding time of 300 s (Level 1, S/N =
44.48), and pouring temperature of 620 °C (Level 1, S/N = 44.98).

Additionally, the effect of input process parameters on the mean response (UTS)
was analyzed and shown as ‘mean response table,” as shown in Table 16.7. The mean
response indicates the average value of the output/response characteristics for each

fTOib;;ej\]l6;:tiol:esponse table Levels | Factors

Stirring time Holding time Pouring temp
(s) (s) (°C)

Level 1 | 40.43 44.48 44.98

Level 2 | 45.50 43.74 43.71

Level 3 | 45.88 43.59 43.12

Delta 5.46 0.89 1.87

Rank 1 3 2
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Table 16.7 Response table Levels | Factors
for means
Stirring time Holding time Pouring temp
(s) (s) (°C)
Level 1 | 107.30 169.80 181.90
Level 2 | 188.80 163.60 161.70
Level 3 | 198.10 160.90 150.70
Delta 90.80 8.90 31.20
Rank 1 3 2

factor at different levels. Figure 16.4 shows the average values of the UTS for each
factor. The analysis confirms the optimum level of process variables were found to
be stirring time of 600 s, holding time of 300 s, and pouring temperature of 620 °C.

The effect of the input process parameters (stirring time, pouring temperature,
and holding time) on the UTS can be observed from the contour plot as shown in
Fig. 16.5.

16.3.1.2 ANOVA Method

The effects of stirring time, holding temperature, and holding time on the UTS were
analyzed using the ANOVA method. The ANOVA result for the UTS is given in
Table 16.8. The significance of control factors in ANOVA was determined by com-
paring the F values of each. The last column of the table shows the percentage con-
tributions of process parameters which indicate how much the individual parameter
affects the response.
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Table 16.8 Analysis of variance (ANOVA)

Variance | Degree Sum of Variance | Mean F-value | P-value | Contribution
source of squares V) square rate (%)
freedom | (SS) (MS)
(DOF)
Stirring 2 14,960.90 | 7480.54 | 7480.46 | 60.36 0.016 88.85
time (s)
Holding | 2 124.80 6240 | 62.42 0.50 0.665 0.74
time (s)
Pouring | 2 1504.80 | 902.40 | 752.38 6.07 0.141 8.94
temp
(°C)
Error 2 24790 | 12395 | 123.94 - - 1.47
Total 8 16,838.40 | 8419.20 | - - - 100

The percent contributions of stirring time, holding time, and pouring temperature
factors on UTS were found to be 88.85%, 0.74%, and 8.94%, respectively. Thus,
the most important factor affecting the UTS of the developed rheocast sample was
stirring time (88.85%). The percent of error was considerably low (1.47%). The effect
of holding time on the UTS was found to be insignificant with very low percentage
contributions.

16.3.1.3 Development of Regression Model for Tensile Strength

The relation between the process parameters and the output characteristics can be
analyzed and modeled using regression analysis where there is a strong relation
between the response and one or more process parameters [29]. The regression model
is also applied for predicting the future output characteristics (UTS) when there is
a change in the process parameters. Linear regression analysis has been applied by
various researchers for analyzing process parameters and to develop mathematical
model [3, 19, 30].

The mathematical equation of UTS obtained by the linear regression model was
given by Eq. (16.2).

UTS = 1109 4 0.1513S; — 0.0091 H; — 1.561 P, (16.2)

R-Sq = 82.71% R-Sq(adj) = 72.34%

where UTS is the ultimate tensile strength in MPa, S; is stirring time in s, H, is
holding time in s, and P, is pouring temperature in °C. The residuals (errors) were
found to be normally distributed along the straight line in the normal probability plot
for UTS, as shown in Fig. 16.6. It agrees well with the results reported by Davidson
et al. [30]. R? value of the equation which was obtained by linear regression model



268 S. Cheneke and D. Benny Karunakar

Normal Probability Plot

(response is TS)

Percent
2

50

Residual

Fig. 16.6 Norm plot of residuals for UTS

Table 16.9 Parameters of regression model
Coefficients
Term Coeff SE Coeff T-value P-value VIF
Constant 1109 621 1.79 0.134 -
Stirring time (s) 0.1513 0.0328 4.61 0.006 1.00
Holding time (s) —0.0091 0.0215 —-0.42 0.690 1.00
Pouring temp (°C) —1.561 0.985 —1.58 0.174 1.00

for UTS was found to be 82.71%. The summary of the results of the regression model
is shown in Table 16.9.

16.3.2 Some Investigations on Microstructure, Tensile
Properties, and Fractography

16.3.2.1 Microstructure

The effect of semi-solid metal casting

In semi-solid casting, the temperature distribution in the slurry could be homogenized
by stirring operation. The homogenized temperature distribution and high cooling
rate affect the final quality of the cast. It provides minimized micropores, dispersion
of eutectic nuclei, spheroidization of primary phase, and grain refinement [31]. In
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conventional (liquid casting), the grains are dendritic in structure as shown using opti-
cal micrograph clearly in Fig. 16.7a, whereas the optical micrograph of the unstirred
and stirred rheocast sample has spherical fine grain structure as shown in Fig. 16.7b,
(Table 16.4, Experiment 1) and Fig. 16.7¢c (Table 16.4, Experiment 5). Experiments 1
and 5 (Table 16.4) indicate the unstirred and stirred rheocast samples. Therefore, the
reason for selecting these experiments is to observe clearly the difference between
the liquid cast sample (which was developed above the liquidus temperature of the
alloy), unstirred rheocast sample, and stirred rheocast sample. Stirring made the
grains more refined, more globular and uniform throughout the structure. Generally,
the morphology of the structure is changed from dendritic to non-dendritic fine grain
structures by a semi-solid casting method. As a result, ductility and strength are
improved as shown later.

SEM analysis

SEM image in Fig. 16.8a, b shows the microstructures of the unstirred rheocast
sample (Table 16.4, Experiment 1) and stirred rheocast sample (Table 16.4, Exper-
iment 5). As shown in Fig. 16.8a micropores, microcracks and oxide inclusion
were observed on the microstructure of the unstirred rheocast sample. Stirring has
improved the morphology of the structure as shown in Fig. 16.8b and micropores
and oxide inclusions were observed but microcracks were not observed as shown on

iz

o

o

Fig.16.7 Optical micrograph of a liquid cast sample, b unstirred rheocast sample, ¢ stirred rheocast
sample
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Fig.16.8 SEM images a microstructure of the unstirred rheocast sample, b stirred rheocast sample

the microstructure. This might be attributed to the refinement of the grain structure
using stirring.

EDS analysis

Figure 16.9a, b shows the SEM-EDS point analysis of the grain boundary (GB) areas
of the unstirred and stirred rheocast samples. The grain boundary phase might be
the weak intermetallic phase, CuAl,. The EDS spectrum in both cases shows large
peaks of Al and Cu elements with their compositions also given in Fig. 16.9a, b.
Figure 16.9¢, d shows the EDS point analysis of the white spots on the microstructure
of both unstirred and stirred rheocast samples, respectively. This white spots might
be oxide formation on the microstructure. The EDS spectrum shows large peaks of
Al and O elements. Their compositions are also given in Fig. 16.9¢, d. More oxide
formations are observed on the stirred sample and this might be due to atmospheric
reaction while stirring.

16.3.2.2 Tensile Properties

The stress—strain curves for the three samples which were selected randomly
(Table 16.5, trial 1; Experiments 5, 6, and 7) are shown in Fig. 16.10. Sample 1,
2, and 3 are for Experiments 7, 6, and 5, respectively (Table 16.5, trial 1). The UTS
of the samples were found to be 171 MPa, 175 MPa, and 195 MPa for sample 3, sam-
ple 1, and sample 2, respectively. 3% and 13% of UTS improvements were observed
for samples 1 and 2, respectively, compared to sample 3. The improved UTS for
sample 1 might be due to the refinement of the grains. This might be achieved by the
extended stirring time of 600 s compared to sample 3 with stirring time of 300 s. The
improvement in UTS of sample 2 might be due to the increase in solid fraction and
grain refinement level. The pouring temperature, in this case, was 620 °C compared
to the pouring temperature of sample 3 which was 640 °C. In this case, the porosity
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level will be reduced at high solid fraction due to the more amounts of solid particles
surrounding the liquid matrix in the slurry. This improved the tensile property of the
sample. Figure 16.11 shows the results of the tensile property measurements.

The significant increase in the mechanical properties might be associated with
the decrease in porosity in the semi-solid cast specimen and the grain refinement
mechanism by stirring. It has been reported elsewhere that the material processed in
the semi-solid region have low porosity compared to other conventional casting tech-
niques [32, 33]. It has been also reported that the improvement in tensile properties
for the A15052 alloy was the reduction in grain size [33]. Therefore, the improvement
in tensile properties of the developed alloys in this research might be due to the grain
refinement level achieved by stirring the slurry before pouring.

Fig. 16.11 Variation of
0.2% proof stress, UTS, and 200 4 195
% EL as a function of test
material types
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Fig. 16.12 Fracture surface of a unstirred rheocast sample, b stirred rheocast sample

16.3.2.3 Fracture Analysis of the Tensile Test Specimens

The fracture surfaces of the tensile test specimens were also examined using FE-
SEM. The failure modes, the formation of porosity, and cracks were studied on
the surface of fractured tensile test specimens. SEM micrographs of the fractured
surface of the unstirred and stirred rheocast specimens (Table 16.4, Experiments
land 5, respectively) are shown in Fig. 16.12. The reason for selecting Experiments
1 and 5 in Table 16.4 is to observe the fractured nature of the unstirred and stirred
rheocast samples and to spot the difference between them.

The fracture mode of the unstirred sample (Fig. 16.12a) shows the mixed type of
brittle and ductile fracture. The presence of small dimples on the fractured surface
shows the ductile mode fracture of the sample. However, as we can observe on the
micrograph, due to small steps and a microscopically rough fracture surface, the
dominant fracture mode for the unstirred sample was brittle mode. We can also
observe that cleavage facets are dominant over the surface of the unstirred fractured
surface of the rheocast sample. The presence cleavage facets show that the fracture
mode is brittle [34]. Therefore, we can conclude that the fracture mode of the unstirred
rheocast sample is brittle.

In case of the stirred rheocast sample fractography (Fig. 16.12b), large- and small-
size dimples are dominant as clearly seen. The size of the dimple formation during
fracture depends on the initiation site and a number of voids nucleated at the grain
boundaries [35], and the ductile material provides more voids to form dimples due to
large plastic deformation before failure [36]. The stirring of the slurry has improved
the fracture nature of the rheocast alloy developed by refining the grain structure.
According to the study [37], the ductile fracture mode generally occurs because
of the coalescence of microvoids present in the specimen. In this case, maybe the
microvoids around the grain boundaries are refined by stirring action and this might
contribute to the more dimple formation as seen on the fractured surface of the stirred
rheocast sample. We can conclude that the more dimples observed on the surface
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resulted from the high plastic deformation in the structure while loading and this
concludes that the failure mode of the stirred rheocast sample is ductile.

Micropores and microcracks (voids) are stress concentrators and they cannot
withstand the load applied during loading. So, cracks will be initiated and suddenly
propagates, which leads to catastrophic failure. In addition to the stress state, the
failure modes and the process of its formation depend on the microstructure of the
matrix, processing method, and the addition of the impurities and their morphology
[38]. According to the micrographs shown, unstirred rheocast sample is fractured in
brittle fashion with small dimple formation. This might be due to the brittle nature of
the eutectic AI-Cu matrix alloy. The eutectics, (the white phases on the microstruc-
ture, Fig. 16.8) are intermetallic phases nucleate at the grain boundaries in more
concentration. If crack is initiated at these grain boundaries, it will easily propagate
due to the brittle nature of these eutectics. These eutectics or weak intermetallic
phases might be CuAl, and Al,Cu(Mg). The mechanical properties of the Al-Cu
alloy depend on the size, shape, and distribution of these eutectics and the formation
of the precipitates during the early stages of solidification.

16.4 Conclusions

In this study, Taguchi’s Ly orthogonal array was applied to optimize process
parameters of semi-solid cast 2024 Al alloy and the following conclusions were
made.

(1) The AA2024 alloy was successfully developed through semi-solid metal casting
route.

(2) Process parameters for enhancing the output characteristic were successfully
optimized using Taguchi’s Lo orthogonal array.

(3) From the main effect plot for S/N ratios and means, the optimum process param-
eters to increase the tensile strength of the developed alloy was identified as
stirring time of 600 s, holding time of 300 s, and pouring temperature of 620 °C.

(4) The significant parameters were identified as stirring time and pouring tempera-
ture with the percentage contributions of 88.85% and 8.94%, respectively, with
R-Sq value of 82.71% as analyzed by ANOVA.

(5) By processing the alloy in SSM region and progressive stirring of the alloy,
globular microstructure has been achieved.
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Chapter 17 ®)
Study of Impact Strength in TIG ez
Welding of Incoloy-800 Super Alloy:

An Experimental Investigation

and Optimization

Himanshu Bisht, Ravi Pratap Singh, and Varun Sharma

Abstract Super alloys are well known for their superior and versatile properties,
especially high strength at high temperature, highly resistant to surface degradation
like corrosion and oxidation, high toughness, creep resistant, etc. The present article
has been targeted to experimentally investigate the impact strength in TIG welding
of Incoloy-800 super alloy under the varying parametric conditions of several weld-
ing variables. Taguchi’s approach has been employed to design the experiments by
selecting L9 orthogonal array. The welding speed, welding current, and the gas flow
rate have been considered as the numerous process factors; however, impact strength
of the welded joint is studied as the welding response. The variance analysis has also
been performed to reveal out the significant process factors. The optimization of the
impact strength has also been conducted using Taguchi approach. An optimum com-
bination for sound weld joint has been determined to be welding current of 120A,
welding speed of 8 mm/s, and gas flow rate of 18Lpm, i.e., A2B2C3.

Keywords TIG welding - Super alloy - Incoloy-800 + Optimization - Taguchi OAs

Nomenclature

OA Orthogonal array
WS Welding speed
GFR Gas flow rate

TIG Tungsten inert gas

ANOVA Analysis of variance
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17.1 Introduction

Super alloys, as the name suggests, these are the alloys having superior properties.
Super alloys are iron-base, cobalt-base, nickel-base, or a blend of nickel, iron, or
cobalt. Other metals like chromium, iron, cobalt, tungsten, molybdenum, aluminum,
titanium, tantalum, niobium, etc., are added in small quantity to further enhance
their properties [1]. Super alloys have been widely used in industries due to their
advanced properties. Super alloys have superior strength at elevated temperature,
highly resistant to surface degradation like corrosion and oxidation, high toughness,
and creep resistant [2].

There are numerous uses of such alloys, such as in—(a) steam turbine power
plant, e.g., turbine blades, reheaters, etc.; (b) nuclear power plants, e.g., springs,
control rod mechanisms, ducting, valve stems, etc.; (c) aerospace industry, e.g., gas
turbine blades, vanes, combustion chambers, bolts, etc.; (d) automobile industry,
e.g. exhaust valves, turbocharger, hot plugs, etc.; (e) chemical and petrochemical
plants, e.g., bolts, valves, reaction vessels, piping, pumps, etc.; (f) heat processing
apparatus, e.g., trays, fixtures, conveyor belts, etc.; (g) processing of metals, e.g.,
casting dies, hot-process tools, dies, etc.; (h) medical apparatus components, e.g.,
prosthetic equipment, dentistry, etc. [2].

Incoloy-800 also known as Incoloy-800 super alloy is an iron-nickel-chromium
alloy which is highly resistant to oxidation and carburization in high temperature
exposure beacause of its superior properties. Gas tungsten arc (TIG) welding is an
arc-based welding process in which a joint is produced by an arc between a workpiece
and a non-consumable tungsten electrode [3]. For sound welding, the welding zone
should be protected from atmospheric gases contamination, for that purpose argon or
helium is used as shielding gases. TIG welding can be performed with or without filler
material. When filler material is needed, it is added separately to the weld pool. Since
the electrode is non-consumable, TIG welding is generally used with direct current
electrode negative (DCEN) in which heat is distributed approximately two-third at
the workpiece and one-third at the tungsten electrode. Materials like aluminum are
prone to oxide layer formation while welded by AC TIG welding [4, 5].

The reasoning and explanations for surface roughness behavior have also been
elaborated in several advanced machining-based studies [6—8]. Srirangan and Paulraj
[9] employed TIG welding on Incoloy-800HT super alloy and optimization of pro-
cess parameters using Taguchi gray relation analysis. The process parameters were
voltage, welding speed, and welding current. The responses measured were impact
toughness, ultimate tensile strength, and yield strength. To optimize output responses,
Taguchi L9 array with gray relational analysis was used. It was found that for quality
weld joints, voltage of 12 V, 110 A of welding current, and 1.5 mm/s of welding
speed is an optimum combination. Based on ANOVA results, it was found that weld-
ing current is the chief factor which influences output responses (58%) followed by
welding speed (30%) and voltage (12%). Fractography analysis was done by SEM
to investigate the type of fracture. It was observed that for high voltage and high cur-
rent, mixed brittle and ductile fracture occurred, and for medium voltage and current,
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ductile fracture occurred. Microstructural analysis showed that for higher current,
harder dendrites were formed, and at low current, fine cellular structure were formed
[9]. Wang et al. [10] have studied the reliance of tensile properties, morphology,
microstructure, and the fracture of welds of nickel-base super alloys on the variables
of TIG welding, such as welding speed, welding current, impulse frequency, grooves,
and weld re-melting index. TIG welding is used to process butt weld of nickel-base
super alloy grade GH99 plated with equal thickness. Samples for metallographic
observations were focused at three positions, the arc striking end, the arc retreating
end, and middle part.

Gas tungsten arc (TIG) welding is an arc-based joining process in which an arc
is produced between a workpiece and a non-consumable tungsten electrode. It is
generally used with shielding gases like argon and helium to protect weld pool from
atmospheric contamination. The small intense arc provided by the pointed electrode
is ideal for high quality and precision welding. Because the electrode is not consumed
during welding, the welder does not have to balance the heat input from the arc as
the metal is deposited from the melting electrode. When filler material is needed, it
is added separately to the weld pool. Since the electrode is non-consumable, TIG
welding is generally used with direct current electrode negative (DCEN) in which
heat is distributed approximately two-third at the workpiece and one-third at the
tungsten electrode. TIG is used with AC when materials have oxide film problem
like in aluminum. Figure 17.1 shows the classification of super alloys, Fig. 17.2
shows the classification of welding, and Fig. 17.3 shows a schematic diagram of TIG

welding.
SUPER ALLOYS
|

I
| NICKEL BASE | | COBALT BASE IRON BASE

Inconel (587,597,600,601,617,625,690, Haynes 188 Incoloy (800.801,
706,718, X750) L-605 802.807,825,903,
Waspaloy MP-159 907,909)

Hastelloy (C-22. G-30, 8. X) Stellite 6B Discaloy

Nimonic (75.80A, 90,105,115,263,942, Elgiloy Haynes 556

PE.11, PE.16, PK.33) MP35N H-155

Udimet (400,500,520,630,700.710,720) MAR-M918 V-57

Pyromet 860 Alloy 901

Rene (41,95)

Fig. 17.1 Classification of super alloys
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Fig. 17.3 Tungsten inert gas welding

17.2 Experimentation

17.2.1 Material and Method

Incoloy-800 is a nickel-iron-chromium alloy having sufficient resistance to oxida-
tion and carburization at high temperatures and also a good chloride stress corro-
sion cracking resistant. With such superior properties, Incoloy-800 is widely used
in furnace components, ammonia effluent coolers, heat exchangers, carburizing fix-
tures, etc. Incoloy-800H and Incoloy-800HT are identical to Incoloy-800 except
for increased level of carbon percentage in Incoloy-800H and the addition of up to
1.2% titanium and aluminum in Incoloy-800HT. The increased content of carbon in
Incoloy-800H helps to control grain size to optimize stress rupture properties. To
ensure optimum high temperature properties, there is further addition of titanium
and aluminum in Incoloy-800HT [9].

Incoloy-800 plates of 100 x 50 x 5 mm dimension were butt welded using Sunson
WSE-315P TIG welding machine using direct current straight polarity (DCSP) or
direct current electrode negative (DCEN). The chemical composition of the selected
material is given in Table 17.1. The input process parameters were the welding speed,
gas flow rate, and welding current. Argon was chosen as the shielding gas for sound
welding. Several pilot tests had been performed to select the lower and upper levels
of the input process parameters. The experiments were carried out according to
Taguchi L9 orthogonal array [8]. Several welding responses such as tensile strength,
yield strength, elongation, and impact toughness were measured under varied input
process parameters. Figure 17.4 shows Incoloy-800 plates, Fig. 17.5 shows TIG
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Fig. 17.4 Incoloy-800 plates

Fig. 17.5 TIG welding process

welding process, Fig. 17.6 shows TIG welding setup, Fig. 17.7 shows the samples
(55 x 10 x 5 mm) for impact test, and Fig. 17.8 shows impact test setup.

Taguchi Method
Taguchi method is a statistical method developed by Taguchi. Success in attaining
the required outcomes requires careful selection of process parameters. Selection
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Fig. 17.6 TIG welding setup

——

Fig. 17.7 Samples for impact test
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Fig. 17.8 Impact testing
setup

of control variables must be produced to nullify the impact of noise variables [11—
15]. Taguchi method includes identifying appropriate control variables to achieve
the process’s optimum outcomes. The full factorial design needs a big amount of
experiments to be performed as mentioned above. If the number of factors increases,
it becomes laborious and complicated. To overcome this problem, Taguchi suggested
a specially designed method called the use of orthogonal array to study the entire
parameter space with lesser number of experiments to be conducted.

Orthogonal arrays (OA) are used to perform a number of tests. The findings
of these researches are used to assess the data and to predict the quality of the
produced components. Taguchi therefore proposes using the loss function to assess
the performance features that deviate from the required target value [14, 16—18]. The
value of this loss function is further converted into the signal-to-noise ratio (S/N).
The signal-to-noise ratio measures how the response varies relative to the nominal or
target value under different noise conditions. One can choose from different signal-
to-noise ratios, depending on the goal of the experiments conducted. Usually, there
are three categories of the performance characteristics to analyze the S/N ratio. They
are nominal-the-best, larger-the-better, and smaller-the-better [17-20].
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Table 17.2 Factors and levels

Factor Unit Level 1 Level 2 Level 2
Welding current A 100 120 140
Gas flow rate L/min 10 14 18
Welding speed mm/s 6 8 10

Table 17.3 Design of experiment table

S. No. Welding current Welding speed Gas flow rate
1 1 1 1
2 1 2 2
3 1 3 3
4 2 1 2
5 2 2 3
6 2 3 1
7 3 1 3
8 3 2 1
9 3 3 2

Using Minitab software, Taguchi method can be applied on the study. For that
purpose, firstly level of design and number of factors are selected in Table 17.2. Then,
a number of controls are to be selected, and their values are to be provided. Based
on these input data, a Taguchi design table is created as shown in Table 17.3. This
design table is a well-planned set of process parameters which helps in executing
our study accurately. Then, experimentation process is conducted according to that
design table, and respective results are calculated and given in Table 17.4. Now, the
obtained result is to be analyzed. For analyzing the required graphs and options for
which response table required is selected. Then response is selected for which main
effect plots and probability plot is required. The software will analyze the results
and shows the selected graphs to show the variation of output response with input
process parameters as given in Table 17.5.

17.3 Results and Discussions

TIG welding was employed on Incoloy-800 according to L9 orthogonal array to
examine the influence of input process parameters such as welding speed, welding
current, and gas flow rate on the output response such as impact toughness. An
experimental study was performed to find the best possible combination for sound
TIG welding of Incoloy-800 super alloy. Figure 17.9 represents the main effects plot
for means and SN ratio of output response for impact strength of Incoloy-800 weld
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S. No. | Welding current Welding speed Gas flow rate Mean impact
(A) (Mm/S) (Lpm) strength (J)
1 100 6 10 6.75
2 100 8 14 15.5
3 100 10 18 29.00
4 120 14 21.00
5 120 18 30.00
6 120 10 10 7.25
7 140 18 10.75
8 140 10 5.25
9 140 10 14 7.50
Table 17.5 Analysis of variance for SN ratios
Source DF Seq SS Adj SS Adj MS F P
wC 2 91.316 91.316 45.658 7.11 0.123
WS 2 3.203 3.203 1.601 0.25 0.800
GFR 2 175.349 175.349 87.675 13.65 0.068
Residual error 2 12.843 12.843 6.421
Total 8 282.711 91.316 45.658 7.11 0.123
Main Effects Plot for M eans Main Effects Plot for SN ratios
3 Means Data Means
wo W5 GFR wo w5 GFR
-3 ns
2 ’°-I é ..’." _.-'__‘I ;
E -\ \ /™ ; @ IIII"\ N ;‘f
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Fig. 17.9 Main effect plots for means and SN ratio

joints welded by TIG welding. From Fig. 17.10, it is revealed that with the increase
of welding current and welding speed, the impact strength first increases and then
decreases and with the increase of gas flow rate impact strength increases.
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Impact Strength ~ —s—impacistrengtn

Impact Strength

Experimental Runs

Fig. 17.10 Variation of impact strength under several experimental trials

17.4 Conclusions

From the present experimental study, the following conclusions have been drawn:

Input process parameters, i.e., welding current, welding speed, and gas flow
rate have been found influential; however, there has been no significant process
parameter found that affects material properties, impact strength drastically.

An optimum combination for sound weld joint has been determined to be welding
current of 120 sA, welding speed of 8 mm/s, and gas flow rate of 18 Lpm, i.e.,
A2B2C3.
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Chapter 18

Optimization of Exit Diameter of Hole e
on Ti-6Al-4V Superalloy Using Laser

Drilling

Satish Namdev, Anand Pandey, Arun Kumar Pandey, Rakesh Kumar,
and Ashish Goyal

Abstract Laser beam drilling of titanium alloy, Ti-6Al-4V (Ti grade-V), is a
challenging task. These materials have little thermal conductivity and chemical reac-
tivity at higher temperatures which make them difficult to machine. Nowadays, its
demand is increasing in various sectors such as space, automotive, and medical.
But precise geometry with quality surface is required for these sectors. The present
research explores the behavior of Ti grade-V during laser drilling process. The aim
of this research is to improve (maximize) diameter of drilled hole at bottom side.
Experimental data has been taken from central composite design. Response surface
methodology (RSM) has been used to model validation. Genetic algorithm (GA) has
been used to find out the best possible input parameters for optimizing drilled hole
diameter.

Keywords RSM * GA - LBD - ANOVA - CCRD - Ti-6Al-4V

18.1 Introduction

Laser beam machining (LBM) is an advanced machining process, in which highly
concentrated beam has focused on a workpiece to heat up rapidly. Then, material is
melted or vaporized or both on the basis of beam intensity and molten metal is blown
away by using assist gas at high pressure [1-4]. Laser beam machining has many
advantages like high precise machining rate, high flexibility, repeatability, and high
operation speed. It has been favored in several industries, viz. medical, chemical,
automobile, and aerospace [5—10]. Frequently, CO, and Nd: YAG lasers are used in
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LBM. Nd: YAG executes quicker in comparison with CO,. It cannot sustain for along
time with high energy density and could not create insignificant spot magnitude. Its
wavelength also effects processing of any materials [11-13]. Nd: YAG laser produces
maximum peak power during short duration, which increases heating impact and
performing drilling on a thicker material with precise focusing characteristics [14—
17]. Laser beam drilling can be used by any kinds of materials, e.g., metals, polymers,
and ceramics [18, 19].

An extremely strengthened concentrated laser beam has focused on workpiece
for heating speedily, causing melting and evaporation [20, 21].

In LBD, ablation process is used to remove the material. The peak energy of laser
beam is mostly focused in specific area to melt and vaporize material for creating
hole [22-24]. Schematic diagram of LBM is shown in Fig. 18.1. Laser machining
may reduce the problem faced during conventional machining of Ti alloys [25].

Researchers have shown effect of nitrogen, helium, and argon gases during laser
cutting of Ti alloy. They found straight cut using nitrogen and argon and wavy cut on
surface while using helium as assist gas [26, 27]. The authors have developed ANN
model for material removal of Cu, brass, and stainless steel using LBM. They have
studied about significance of pulse energy to create irregularities with anticipated
size [28]. Laser beam interacts with workpiece, and its nonlinear behavior plays
an important role in creating final profile. Several methods, viz. RSM and GA, are
used to decide input parameter to improve the quality cut [29]. Experimental work
is based on trial and error type approach. It is time-consuming and costly approach.
The problem of this approach can be minimized by using Al-based techniques [30].

The current study is focused on LBD of Ti grade-V. In the current study, optimum
combination is to be found for improving bottom side hole diameter (Dpoyom) Using
RSM and GA, while performing drilled operation through laser beam on any thick
sheet.

Assistgas

cvlinder

Chillery| LAV
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Fig. 18.1 Laser beam drilling [22]
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Table 18.1 Chemical composition of Ti-6Al-4V sheet
Ti (%) Fe (%) Al (%) V (%)
89.59 0.22 6.01 4.06

Table 18.2 Control factors and their levels used in experimentation

Symbol Parameters Unit Level

-2 -1 0 1 2
y1 Gas pressure kg/cm? 6 7 8 9 10
2 Current Amp 150 175 200 225 250
3 Cutting speed mm/min 10 20 40 60 80
ya Pulse frequency Hz 8 9 10 11 12

18.2 Experimental Setup

Laser trepan drilling has been used for testing various characteristics of hole on Ti
grade-V sheet of 1.2-mm thickness. Firstly, experiments have been performed on
prepared a trail-based model to decide range of selected input parameters to see their
effect on response (exit hole diamter) for 2 mm hole diameter during laser drilling.
Then, central composite rotatable design (CCRD) has been used for designing exper-
imental matrix [31]. All experiments have been performed on 250 W pulsed Nd: YAG
laser machine. Chemical composition of Ti grade-V sheet is given in Table 18.1.

Gas pressure (GP), current (C), cutting speed (CS), and pulse frequency (PF) have
been selected as input parameters. Levels of various input parameters are given in
Table 18.2. Totally, 31 experiments have been prepared in CCRD and performed for
the best selected combination of input parameters. Observed values of response for
experiments are mentioned in Table 18.3.

18.3 Evaluation of Hole Quality Characteristics

Laser drilling is thermal based machining process. When a through hole is created on
Ti alloy sheet by laser drilling process. Laser beam creates tapered hole because of
its converging—diverging profile and concentrating characteristics. In tapered hole,
mean hole diameter at entry is more than exit diameter (Dyoom)- It also depends
upon parameters of laser beam, assist gas, and workpiece [22].

Dyoom has been selected as response for hole characterization of workpiece. All
experiments have been performed to create hole of 2-mm diameter. Exit diameter
was measured from four different sides at interval of 45° as illustrated in Fig. 18.2,
and then, average was taken to find out Dyyyom by Eq. 1 [31]. Moticam Series optical
microscope has been used to measure hole diameters with 500 x magnification. The
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Table 18.3 Experimental design with response in CCRD

S. Namdev et al.

Exp. No. Factors level Response
Std. order in model i 2 »3 V4 Diottom
1 -1 -1 -1 -1 1.66
2 1 -1 -1 -1 1.65
3 -1 1 -1 -1 1.69
4 1 1 -1 -1 1.68
5 -1 -1 1 -1 1.63
6 1 -1 1 -1 1.66
7 -1 1 1 -1 1.71
8 1 1 1 -1 1.72
9 -1 -1 1 -1 1.65
10 1 -1 -1 1 1.63
11 -1 1 —1 1 1.69
12 1 1 -1 1 1.68
13 -1 -1 1 1 1.63
14 1 -1 1 1 1.64
15 -1 1 1 1 1.69
16 1 1 1 1 1.69
17 -2 0 0 0 1.67
18 2 0 0 0 1.66
19 0 -2 0 0 1.61
20 0 2 0 0 1.71
21 0 0 -2 0 1.66
22 0 0 2 0 1.67
23 0 0 0 -2 1.70
24 0 0 0 2 1.69
25 0 0 0 0 1.65
26 0 0 0 0 1.67
27 0 0 0 0 1.67
28 0 0 0 0 1.66
29 0 0 0 0 1.66
30 0 0 0 0 1.66
31 0 0 0 0 1.65
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Fig. 18.2 Microscopic image of exit diameter of hole

microscopic image of hole from bottom side is shown in Fig. 18.2.

Dyogom = (D1 + D2 + D3 + D4)/4 (18.1)

18.4 Regression Model Using RSM

RSM is a mathematical technique to make a best model for multi-parameters in
experimental data and prepare an optimum experimental design. RSM is trustful
arithmetic technique for many applications. Now, researchers prepared a mathemat-
ical relation between input parameters and responses, which will help to know the
behavior of process parameters on responses [32].

Now, regression model for higher order may be expressed as given by Eq. 2:

f f f f
fx)=ao+ Zanyn + Zanny;% + Z Z AnpYnYp (18.2)
n=1 n=1

n=1 p=f+1
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where f(x) is response, x is response number, a is constant, as is regression coef-
ficient, f = number of input parameters, while y, is linear, y? is square, and y,y pis
interaction of input parameters. Researchers established a second-order regression
model, where responses are depending upon input parameters [33].

Regression model for response Dyowom 1S given in Eq. 3. Correlation coefficient
is calculated and its value is more than 0.9, and it shows that all experimental values
are well fitted in model.

Dhottom = 2.132 +0.0073 y; + 0.00248 y, — 0.00241y; — 0.1513y, + 0.00151y?
— 0.000003 y7 + 0.000006y5 + 0.00993y7 — 0.000032y; * y,
+0.000235y; * y3 — 0.00368y; * y4 + 0.000013y, * y3 — 0.000071y, * y4
— 0.000235y3 * y4 (18.3)

18.4.1 Validation of Model

ANOVA was used to check the acceptability of model. Results have been mentioned
for model in Table 18.4. P-values are less than 0.05 for the model, and confidence
level (F-value) is more than 95% for these values [34]. This regression model is used
to find out significant values for response.

Now, calculate S-value, R? value, and adj R? value (determination coefficient)
for validation and fitness test of the created experimental model. Response is given
in Table 18.4. Response (Dyoom) Value is in acceptable limit. Value of correlation
coefficient (R-value) is more than 0.95; hence, predicted values are well suited for
quality features [35].

Table 18.4 ANOVA result for response (Dpottom)

Source DF Adj SS Adj MS F-value P-value
Model 14 0.019914 0.001422 15 0
Linear 4 0.002059 0.000515 5.43 0.006
Square 4 0.009113 0.002278 24.02 0
Two-way interaction 6 0.001191 0.000199 2.09 0.05
Error 16 0.001517 0.000095

Lack of fit 9 0.00095 0.000106 1.3 0.372
Pure error 7 0.000567 0.000081

Total 30 0.021432

Model summary S R-sq R-sq (adj)

Dyottom 0.0097384 92.92% 86.73%
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18.4.2 GA-Based Optimization

There are many artificial intelligence-based strategies, and these are used to find out
the best solutions for any problem. GA is an Al-based optimization technique that
is based on survival law of nature for appropriate solution. GA toolbox has been
used to optimize response in MATLABR2018a software [36]. Here, 1/Dyoom 1S an
objective function and Dyouom has been given in Eq. 2. Minimum value of 1/Dygom
will maximize Dyoyom. Input parameter ranges have been taken from Table 18.2 for
objective function.

Now, define various functions and parameters like probability functions, size, and
types of population in MATLAB. In GA technique, parameters for functions viz.
number of generations 400, type of population is double vector, size of population
50, mutation and crossover probabilities are 0.1 and 0.8 respectively, have been
selected to optimize objective function [37].

Two graphs have been shown in Fig. 18.3. First graph of Fig 18.3 has been plotted
between fitness value for objective function and number of generations. It shows two
fitness curves: One is for mean values, and other one is for best values. Best fitness
value for 1/Dyoom 18 0.5434 from Fig. 18.3, which is minimum value for objective
function. Inverse value of this function will optimize Dypoyom = 1.84042. Second
graph of Fig 18.3 is showing optimun value of all variables (input parameters) for
best value of objective function. Variable number 1, 2, 3, 4 represent GP, current, CS
and PF respectively. It is clear from Fig. 18.3, that best value of objective function
(Dyvottom = 1.84) is found at optimum parameter for responses GP = 10 kg/cmz, C=

Best: 0.543355 Mean: 0.543377

& Best fitness
. Mean fitness

06

0.58 p

Fitness value

0.54 n n s s L L L y
0 50 100 150 200 250 300 350 400

Generation

Current Best Individual
300

200

Current best individual

1 2 3 4
Number of variables (4)

Fig. 18.3 GA-based result for optimization of 1/Dpottom
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Table 18.5 Comparison result of optimal value and best value for response

Response | Best value Optimal % Optimal parameters
during . value of Improvement | o, Current | Cutting | Pulse
experimentation | observed pressure speed frequency
responses
Dhottom 1.72 1/0.5433 | 6.753 10 250 80 8
=184

200 ym EHT=2000KV  Signal A= SE1 Dale 8 Feb 2018 usic.
(| WD=145mm  Mag= 200X Time :15:08.08 1’}:‘:{;"““"',""

Fig. 18.4 Dirilled hole image (SEM)

250A, CS = 80 mm/min, PF = 8 Hz by using GA tecnique while maximum value
of Dpoom Was 1.72 mm for experimental run using RSM.

Comparative result has been shown for Dygom in Table 18.5 between optimized
value from GA and best value from experimental run. It shows improvement in
Dyottom by 6.75%. Confirmation experiment has been performed and SEM image is
shown in Fig. 18.4 for the optimal parameters of Dyoom-

18.4.3 Importance of Process Parameters (Significance)

F-value and p-value for all input parameters are given in Table 18.6. These have been
found out by using ANOVA technique. P-values less than 0.05 and confidence level
more than 95% are significant [38]. Now, it is confirmed from Table 18.6 that current
and PF are having significant role for improving Dyoom-

These results show that process parameters such as current, cutting speed, and
pulse frequency are significant for Dyyyom- Confidence level for all input parameters
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Table 18.6 ANOVA result for input parameters

Term Coefficient SE Coefficient | F-value % Contribution | P-value
Gas pressure 0.0073 0.0424 0.03 0.187383 0.865
Current 0.00248 0.00124 3.98 24.85946 0.043
Cutting speed —0.00241 0.00182 1.75 10.93067 0.205
Pulse frequency —0.1513 0.0473 10.25 64.02249 0.006

is greater than 95% [34]. Percentage contribution of different process parameters to
the total variance (Table 18.6) also justifies the above findings. Current and pulse
frequency significantly affect circularity and bottom diameter of hole [39, 40].

18.4.4 Parametric Analysis

From response surface plot between Dypoom, PF, and current (Fig. 18.5), Dpottom 18
maximizing with increasing current and lower PF. High value of current maximizes
peak power of laser beam, while high power laser beam penetrates material. Material
has molten throughout rounded at leaving side and hence increased Dyoyom. Higher
GP and cutting speed (Table 18.5) effect the exclusion of waste material through
bottom side at the same duration. It also helps to improve hole diameter at bottom
side [41, 42].

Fig. 18.5 Response surface Surface Plot of Dbottom vs CURRENT, PULSE FREQUENCY
plot of Dyoitom Versus current
versus PF Hold Values

GAS PRESSURE 8
CUTTING SPEED 40

18
£
[*]
£
.g 1.7
81
400
16 300 cyURRENT
8 200

10
PULSE FREQUENCY

12
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5 Conclusion

RSM and GA techniques have been used for the optimization of Dyoyom sSuccessfully.
Subsequent results found through investigation have been enumerated.

i.

il.

iii.

Developed model is acceptable and reliable for Dygom because F-value for
response was more than 95%.

Exit diameter (Dyoom) has been increased by 6.75% at optimum value of control
factors.

Maximum current and lower PF improve Dyottom-
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Chapter 19 ®)
An Efficient Algorithm for Solving Cell o
Formation Problem in Cellular

Manufacturing

Love Kumar and Rajiv Kumar Sharma

Abstract Cellular manufacturing emerged as a production strategy capable of find-
ing sure issues of complexness and long manufacturing lead times in batch produc-
tion. One of the major problems encountered in the development and implementation
of cellular manufacturing is that of cell formation. The existing algorithm focuses
on improving the grouping efficacy by reducing number of exceptional elements and
voids. The lesser the number of exceptional elements and voids, the more efficient
is the algorithm. The existing similarity coefficient method clustering algorithms are
suffering from a common problem called chaining problem. In this paper, a new
algorithm is proposed based on similarity coefficients for the cell formation. The
proposed algorithm exhibits better results compared to existing algorithms by elim-
inating the chaining problem effectively. Grouping efficiency (1), grouping efficacy
(u), number of exceptional elements (EE), grouping index (y ) and grouping measure
(n,) are the performance measures used for the analysis.
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19.1 Introduction

On the basis of plant layout, there are three categories of manufacturing systems, i.e.
mass production, job shop production and batch production system. Layout design
of job shop production system is such that it accommodates the production of vast
variety of manufacturing items with relatively small lot sizes. When it comes to
batch production, each and every part moves in small sets for optimum production.
There are some limitations of this type of production. Major disadvantage of a batch
manufacturing system is that it consumes much time. It can be preferred when the
production volume is large and there is less variety in manufacturing items in order
to increase rate of production. Those industries which have batch production facility
are predetermined to attain certain goals such as less lead time, less set-up time and
improved utilization of machine. Cellular manufacturing is set to achieve such goals.
To achieve these goals, cellular manufacturing is emerged as the efficient technique
to improve batch-type processes.

Cellular Manufacturing System (CMS)

In period of incredible global competency, people in the manufacturing industries
are attempting to extend their competency in order to be remarkable among their
competitors. Specifically, they are meaning to increase productivity in production
floor. “CMS” with application of concept of GT is a methodology which is most
popular that has been adopted to achieve some important goals of production floor.

GT focuses on common features of the parts, and these features include design
and manufacturing attributes. These features decide which part will be assigned to
which machine group [1].

CM comes out to be fruitful in overcoming major problem of batch manufacturing
which includes frequent set-ups, long throughput time, needless in-process inven-
tory, complicated control and planning function. Various studies are there related to
GT/CM [2].

19.2 Literature Review

Various clustering techniques are used for solving CF problem in CMS design. Exist-
ing approach for CF is discussed in the following sections. The idea of GT was first
proposed by Burbidge [3, 4] continuing work of Mitrofanov [5]. Different CF meth-
ods are discussed below, and the classification is done on the basis of technique used
by various authors.

Different cell formation methods
Visual inspection

Classification and coding
Production flow analysis (PFA)
Similarity coefficient method (SCM)
Cluster analysis
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Array-based methods

Graph-theoretic approaches

Mathematical programming

Cell formation using heuristics

Soft computing technique for cell formation.

Identified Research Gaps
Various research gaps from the literature are identified and listed in Table 19.1.

19.3 Problem Description

As per the literature survey, it was observed that the algorithms based on the simi-
larity coefficients are widely used for CF [17]. Based on this concept, the available
algorithms suffer from many drawbacks.

Chaining problem is one of the main drawbacks of the clustering algorithms in
similarity coefficient method. Chaining problem is encountered when there are more
EE in the clustered matrix because of which we are unable to get the optimum result
in the CF problem. There are many CF algorithms developed by many different
researchers, but these researches did use different performance measures for the
analysis purpose. For the better results in terms of CF algorithm, one should use
more than one performance measure. One can get optimal results easily by using
only one performance measure.

In the current proposed work, an algorithm is designed for solving CF problem
using similarity coefficient method. This algorithm will be able to give optimal results
to CF problem; that is, the algorithm will give minimum EE and voids in the solution,
and at the same time, the algorithm will be able to avoid the chaining problem effec-
tively. For the quality check of the algorithm, five different performance measures
are taken from the literature and are used for analysis. CF problems are analysed with
these performance measures. The exceptional elements in the CF problems result in
the material handling problem which raises the importance of machine duplication
so the material handling cost can be reduced. Machine duplication can be applied to
the final clustered matrix of the proposed algorithm.

19.3.1 Similarity Coefficient Method (SCM)

There are numerous similarity coefficients that were proposed earlier. A few among
them are being used in association with cellular manufacturing. The method follows
predefined steps which are as follows:

Step 1: Construct a machine-part relation matrix. Mathematically, matrix A can be
represented as follows:
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Table 19.1 Research gaps
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S.No. | Sources Issue addressed Research
gap/remark/future scope
1 McAauley [6] Proposed a set of rules Performance measures just
focused on Jaccard SC to for grouping efficiency,
deal with CF problem by grouping efficacy and
deploying SLCA many more were not used
for the analysis purpose
SLCA suffers from the
chaining
2 King [7, 8] Proposed an algorithm This algorithm cannot
called rank order clustering | incorporate different
(ROC). Large size production data just for
problems can be solved by | action of production
using this algorithm volume, operational
ordered events, etc.
3 Shafer et al. [9, 10] Dissimilarities between 16 | Limited, binary
SC and 4 clustering machine-part GT datasets
algorithms usually taken from the
literature that were
deployed for the aim of an
act of comparing
4 Chan and Abhary [11] Designed and evaluated a The author has not talked
CMS using distinct about the inter- and
scientific procedures, for intracellular distances
instance, AHP, simulation
modelling
5 Yin et al. [12] Estimate the study of 20 Jaccard, Sorenson, and
SCs and studied Sokal and Sneath 2 carry
performance parameters out the best occurring in 20
tested SCs. Jaccard SC is
regularly the most stable
coefficient in the middle of
all 20 similarity
coefficients
6 Wafik et al. [13] Intend a modern procedure | The computational

for finding an answer to the
CF problem. The algorithm
involves three phases

The third phase of the
algorithm is used for
assigning exceptional
elements

requirement is more for
getting the optimal result

(continued)
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Table 19.1 (continued)

307

S.No. | Sources Issue addressed Research
gap/remark/future scope
7 Bortolini et al. [14] Proposed an algorithm The author had not
based on similarity compared the proposed
coefficients. A linear algorithm with the
programming model is well-known results
used to optimize the cell available in the literature
configuration with the
application of hierarchical
algorithm
8 Kumar and Sharma [15] | Proposed an easy to For more realistic
understand cell formation problems, machine
heuristic. The author used | flexibility can be
principle component considered
analysis and Taguchi
method for solution of cell
formation problem
9 Sayyed et al. [16] Minimized the sum of The number of demands of
intercell movement, parts, cells, machines and
intracell movement, tool available tools is fixed
replacement, machine
breakdown and set-up costs
A= [aij] (19.1)
a;j = 1, part j is to be processed on machine i
a;j =0, then
where
i machine (i =1—M)
J part(j=1—P)
M machines
N parts
Step 2:  Choose SC and calculate SC values among machine pairs. Thus, a matrix
is formed. And every element shows commonality between the respective
pairs.
Step 3:  Select clustering algorithm for applying similarity coefficient values to form

machine sets and allied part group.

Jaccard similarity is the most popular coefficient in CF problem. This coefficient
is widely used for solving CF problem. It has some limitations. One of the main lim-
itations is to incorporate different production data to machine component grouping

process.

Another SC is the commonality score which was introduced by Wei [18]. One of
the main advantages of the commonality score is that it recognizes not only the part
which requires both the machines to process the part but also the machine which does
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not require both the machines to process it. Commonality score (Cj;) is as follows:

P
Cij =Y 8(a-aj) (19.2)
k=1

(P—=D,ifax=1a =1

S(Clik,cljk) = : 1, ifaik = 0, a_jk = 0
0, if aix # ajyi

i = { 1, if machine i processess part k,

0, otherwise

where
k = (1, ..., P) is the part index. Although C;; is simple one and considers the parts
which do not visit a machine pair for processing, still it has many limitations.

Cij is computed by order of machine-part relation matrix. Commonality score &
is calculated as (P — 1) if part is processed on both the machines and added by 1
if a part uses neither machines and added by 0 if a part uses either machines. This
is how we can say that C;; is computed by the total number of parts available in
machine-part relation matrix.

For two machines, the commonality score is determined as follows:

1. Parts in machine-part relation matrix, P, and
2. Parts visiting both the machines, a.

The third limitation of C;; is that of the definition of 3 given in Eq. (19.2). Gen-
erally, similarity coefficient gives the highest value to the machines which is similar
and same in terms of operation. But the commonality score offers the highest value
to the machine which has highest parts that visit machines no matter how similar
those machines are. This is so because the author defined 8 as P — 1 when a part
visits both the machines.

Different algorithms are available in the literature, and some of them are described
below in detail which are widely used in the literature. These algorithms are SLCA,
complete CLCA, ALCA, Hawaleshka’s algorithm, etc.

19.3.2 Solution Methodology

An algorithm is proposed in this work which is superior to other algorithms in
different aspects. Mainly, the proposed algorithm is successful in eliminating the
chaining problem which is encountered in most of the algorithms.
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19.3.3 Proposed Algorithm

The algorithm works in two phases:

(1) Building similarity coefficient matrix and
(2) Clustering phase.

19.3.3.1 Phase 1: Constructing SC Matrix

This algorithm uses Jaccard SC to solve the CF problems. Input data for CF problem
is given by m x n machine-part relation matrix A, where m and n represent number
of machines and parts, respectively. Mathematically, matrix A can be represented as
follows:

A= [aij] (193)

a;; = 1, only if part j needs to process on machine i
a;j = 0, otherwise
Jaccard similarity relation is applied to machine-part relation matrix, i.e.

a
S = ——— 19.4
a+b+c ( )

where

S;j  m x m matrix, m represents total number of machines

a = total parts visiting both the machines
= quantity of parts visiting machine i but not machine j
¢ = quantity of parts visiting machine j but not machine i.

19.3.3.2 Phase 2: Clustering Phase

The clustering phase works on the basis of similarity coefficients. Certain rules are
to be followed for clustering the machines. One important concept used in this phase
is called new machine unit. This new machine unit concept is formed by using a
transformation technique. The details of transformation technique and the steps of
clustering phase are given below:

The transformation technique used to define the new machine unit is given by:

1, ajry = loraj(,.) =1

19.5
0, Otherwise (19:5)

M j),r = {
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where M; ;) is new machine unit. Consider a machine-part relation matrix given in

Table 19.2. By applying Eq. 19.1, a modified machine-part relation matrix is obtained

as given in Table 19.3, and new machine unit that we obtained in this case is M 7).
Working procedure for the proposed algorithm is given below:

Step 1:
Step 2:

Step 3:

Step 4:
Step 5:

Step 6:

Step 7:

Deduce SC of the relation matrix.

Discover two machines, which contribute the highest positive value for the
similarity coefficient of the relation matrix.

If all the values in similarity coefficient matrix are negative, then select the
machines with the highest negative similarity coefficient value.

Group these two machines and transform them into new machine unit.
Replace the two grouped machines with the new machine unit in relation
matrix.

Again, calculate the similarity coefficient matrix with this new machine-
part relation matrix and repeat the procedure until new relation matrix has
only one unit of machine.

If there is only one machine unit, then stop; otherwise, go to Step 1.

The proposed algorithm’s flowchart is illustrated in Fig. 19.1.

Table 19.2 Machine-part relation matrix

P Py P3 P4 Ps Ps
M; 1 0 0 0 1 0
M, 1 0 1 0 0 0
M3 0 1 0 1 0 0
My 1 0 1 0 0 1
M; 0 0 1 0 1 0
Ms 1 1 1 0 0 0
My 0 1 0 1 0 1

Table 19.3 Modified machine-part relation matrix after applying equation

Py Py P3 Py Ps Pe
M1 1 0 1 0 1 0
M; 0 1 0 1 0 0
My 1 0 1 0 0 1
M; 0 0 1 0 1 0
Ms 1 1 0 0 0
M7 0 1 0 1 0 1
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| Initial machine-part incident |

v

Applying similarity coefficient relation

v

Construction of similarity matrix

If all the

Find highest value

coefficients

are -ve

311

Ignore —ve coefficients

v
Find highest

Find which machines are contributing this value

v

Cluster those machines

v

Apply the transformation technique for the new machine unit

If the machine
part matrix row

=1

Fig. 19.1 Proposed algorithm’s flowchart

19.4 Illustrative Examples and Problems

To describe methodology regarding the proposed algorithm, one example
considered in this section.

is
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Ilustrative Example 1. Hawaleshka and Chow [19] Solution:

Apply similarity coefficient relation as explained in Chap. 3 to the machine-part
relation matrix which is given in Table (19.4). It leads to the formation of similarity
coefficient matrix.

a

Jaccard similarity, J = ————
a+b+c

The obtained similarity coefficient matrix is given in Table 19.5.

During the construction of SCM, the first phase of the proposed algorithm is
completed. In the second phase, clustering of the machines is done. For this, select
the highest positive value from SCM. For instance in above-mentioned example,
the highest value is 1 which is coributed by machines M3 and Ms. Therefore, these
machines are clustered first.

The next step is the transformation technique, using which machines M3 and Ms
are clustered. New machine unit is written as M3 5 (Eq. 19.5).

Modified machine-part relation matrix is illustrated in Table 19.6.

This procedure can be repeated until the total number in machine-part relation
matrix is one; for these cases, we obtain a single machine cell which is not our
requirement. Hence, user can decide to terminate when optimum solution is reached
or sufficient cells are generated.

The final clustered matrix is illustrated in Table 19.7, which consists of two

machine cells. The solution we get is optimum as there are least voids within the
diagonal box and least EE outside the diagonal box for this particular problem.
Analysis of illustrative example:
To analyse the final clustered matrix, different five performance measures are used
as EE, 1, i, y and n,. Here, equal importance is provided to EE and voids while
analysing the results; thereby, weighting factor is taken as 0.5 in grouping efficiency
and grouping capability index.

Evaluation of performance parameters:

1. Exceptional elements (EE)

EE =2
2. Grouping efficiency (1)
n=gn+tqn
where ;= G228 and s = e

M total machines

P total parts

o total operations (1’s) in machine-part relation matrix
e EE in solution

v number of voids in the solution
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P1
0
1
0
1
0

Py
1
0
1
0
1

Py
0
1
0
1
0

Pg
1
0
1
0
1

Py
1
0
0
1
0

Pg
1
0
1
0
1

Ps
1
1
0
0
0

Py
0
1
0
1
0

P3
0
0
1
0
1

P,
1
0
0
1
0

Py
1
1
0
0
0

M,
M;
M3
My
Ms

Table 19.4 Machine-part relation matrix
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Table 19.5 Similarity coefficient matrix

My M, M M, Ms
My 1 0.2 0.375 0.2 0.375
M, 1 0 0.428 0
M; 1 0 1
M, 1 0
Ms 1

q weight factor

M=5 P=11;e=3,v="T, ¢q =05, 0=25
Grouping efficiency = 82.16%

Here, g is the weighting factor which decides the weightage to EE and voids.
Weighting factor is usually taken as 0.5 which means equal weightage to voids
and EE.

Grouping efficacy (u)

0o—e

o+v

u:

0=25 e=3,v="7
Grouping efficiency = 68.75%
Grouping capability index (y)
v+(1—g)(e—A)
| — e

y =
gvt+(—=g)(e—A)
1+ B

where

B: Block diagonal space

Q: A weighting factor ranges between 0 and 1
A=0fore<BandA=¢—Bfore>B
B=29,4g=05

Grouping index (y) = 70.49%
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Pn
0
1
0
1

P
1
0
1
0

Pg
1
0
1
0

Py
1
0
0
1

Pg
1
0
1
0

Ps
1
1
0
0

Py
0
1
0
1

P3
0
0
1
0

P;
1
0
0
1

Py
1
1
0
0

M,
M;
M35
My

Table 19.6 Modified machine-part relation matrix
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5. Grouping measure (1)
Ng = Nu — N

where

Number of 1s in diagonal box
Nu =

Total diagonal space
EE

- Total number of 1s in matrix
N, = 0.75;nm,, = 0.12

M, = 63.86%

Nim

19.4.1 Chaining Problem

Chaining problem is the problem encountered while solving CF problem using dif-
ferent algorithms. This problem is very common in the algorithm available in the
literature. Due to this problem, the EE in solution are comparatively high, which
creates high intercellular movements of the material. Due to this, the material han-
dling cost increases, thereby increasing the overall cost of the manufacturing goods.
Therefore, this problem must be eliminated to obtain proper and efficient machine
cell. The main criterion for avoiding this problem is to decrease EE (Table 19.8).
Problem 1. Seifoddini (1989) (5 x 18 matrix)

See Table 19.9 [20].

Solution:

Solution by SLC algorithm exhibits seven exceptional elements and three voids.
Solution by the CLC algorithm gives five exceptional elements and seven voids. In
comparison with SLC, this algorithm consists of less EE which is better for solution.
But as the voids are also considered equal importance, so in view of the number
of voids, this algorithm consists of larger number of voids so the solution is not
optimal. Solution by Hawaleshka’s algorithm gives comparatively more number of
EE and voids in solution. Table 19.10 shows the solution by using the proposed

Table 19.8 References of the

No. Source Dimension
selected problems

1 Seifoddini [20] 5x 18

2 Hawaleshka and Chow [21] 5x13

3 Hawaleshka and Chow [19] 5x11

4 Yang et al. [22] 9x%x9

5 Rajesh [23] 8 x 20
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algorithm. The proposed algorithm performs better in terms of EE which is one of
the performance measures for the validity of the result. Exceptional elements in this
case are 5, which are least among all the solutions made by different algorithms.
Problem 2. Hawaleshka and W.S. Chow (1993) (5 x 13 matrix)

See Table 19.11 [21].

Solution:

Solution by using SLCA contains four exceptional elements and eight voids. Also,
the results attained by CLCA contain the same EE and voids, thereby exhibiting
the same results as that of SLCA. Hawaleshka’s algorithm and proposed algorithm
show the same results with three EE and eight voids (Table 19.12). These results
are optimal as the solution contains least EE and voids compared with the other
algorithms.

Problem 3. Hawaleshka and Chow 1992 (5 x 11 Matrix)

See Table 19.13 [19].

Solution:

Solution by SLCA consists of four exceptional elements and five voids. Solution
by CLCA consists of eight exceptional elements and nine voids which is the worst
solution in this case as it consists of largest EE and voids. These are responsible
for high intercellular movement; therefore, it is not the optimal solution for this
case. Table 19.14 shows the results using Hawaleshka’s algorithm and the proposed
algorithm. Both the algorithms show the same results and consist of three exceptional
elements and seven voids. These results show minimum EE; thus, it is the optimal
one.

Problem 4. Yang et al. (2008) (9 x 9 matrix)

See Table 19.15 [22].

Solution:

Solution by SLCA consists of six exceptional elements and three voids. Hawaleshka’s
algorithm exhibits 12 exceptional elements and 5 voids, which cannot be the optimal
solution as it contains highest EE. CLCA and proposed algorithm show better results
in terms of the EE as it contains the minimum number of exceptional elements
(Table 19.16), which will result in minimum intercellular moves of parts, thereby
reducing overall cost of the product.

Problem 5. Rajesh [23] (8 x 20 matrix)

See Table 19.17 [23].

Solution:

See Table 19.18.

The results of chaining problems are illustrated in Table 19.19.

19.4.2 Non-chaining Problem

To explain the quality of the proposed algorithm in giving optimal results in the
problems which face no chaining, various eight examples are solved using SLC,
CLC, Hawaleshka’s and proposed algorithms. When there is no chaining, the existing
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Py3
0
0
0
1
1

Py
0
0
0
1
1
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0
0
0
1
1

Py
0
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0
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0
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0
1
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0
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0
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0
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M,
M;
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Table 19.11 Machine-part relation matrix
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P1
0
1
0
1
0

Py
1
0
1
0
1

Py
0
1
0
1
0

Pg
1
0
1
0
1

Py
1
0
0
1
0

Pg
1
0
1
0
1

Ps
1
1
0
0
0

Py
0
1
0
1
0

P3
0
0
1
0
1

P,
1
0
0
1
0

Py
1
1
0
0
0

M,
M;
M3
My
Ms

Table 19.13 Machine-part relation matrix
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0
1
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0
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My
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Table 19.15 Machine-part relation matrix
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Table 19.19 Chaining problem results

329

S. | Source Size Algorithm EE | Grouping | Grouping | Grouping | Grouping
No efficiency | efficacy index measure
1. Seifoddini 5x 18 | SLCA 89.14 79.59 78.12 77.63
[20] CLCA 5 | 87.01 75.35 74.49 74.54
Hawaleshka | 10 | 82.43 69.23 68.00 63.97
Proposed 5 | 86.75 77.35 77.77 74.54
2. Hawaleshka | 5 x 13 | SLCA 4 | 8143 66.67 68.42 60.71
*[‘;’f]ChOW CLCA 4| 8143 66.67 68.42 60.71
Hawaleshka 3 | 83.11 69.44 71.42 65.04
Proposed 3 | 83.11 69.44 71.42 65.04
3. Hawaleshka | 5 x 11 | SLCA 4 | 83.48 70.00 70.52 64.76
*[‘i‘g]Ch"W CLCA 8 | 68.89 50.00 50.72 33.38
Hawaleshka 3 | 82.16 68.75 70.49 63.86
Proposed 3 | 82.16 68.75 70.49 63.86
4, Yang et al. 9x9 SLCA 6 | 89.05 74.28 73.13 60.41
[22] CLCA 37928 54.05 40.35 42.50
Hawaleshka | 12 | 78.05 60.41 65.23 60.41
Proposed 3 | 89.05 74.28 73.13 60.41
5. Rajesh [23] | 8 x 20 | SLCA 95.83 85.24 84.07 70.49
CLCA 14 | 89.57 72.30 70.00 54.09
Hawaleshka 95.83 85.24 84.07 70.49
Proposed 95.83 85.24 84.07 70.49

algorithm should give optimal results, and therefore, to check the ability of the
proposed algorithm, it should also give the optimal results. Thus, its use can be
generalized in all situations.

Table 19.20 shows references of the selected problems. Performance measures
such as EE, 1, ¥, nand p are used for the analysis of the final clustered matrix. The
analysis of the results is illustrated in Table 19.21.

Table 19.20 References of

the selected problems

S. No. SOURCE SIZE

1 Venugopal and Narendran [24] 9 x 10
2 Kusiak [25] 6 x 8
3 Wang [26] S5x7
4 Albadawi [27] 8 x 20
5 Yang [22] 15 x 15
6 Wafik [13] 7x 11
7 Murugan [28] 7 x 8
8 Wattinan [29] 4 x5
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Table 19.21 Non-chaining problem results

S. Source Size Algorithm EE | Grouping | Grouping | Grouping | Grouping
No. efficiency | efficacy index measure
1 Venugopal | 9 x 10 | SLCA 0 100 100 100 100
and CLCA 0 | 100 100 100 100
Narendran
[24] Hawaleshka | 0 100 100 100 100
Proposed 0 100 100 100 100
2 Kusiak 6x8 SLCA 2 87.49 76.92 77.77 74.24
[25] CLCA 2 | 8749 76.92 77.77 74.24
Hawaleshka | 2 87.49 76.92 77.77 74.24
Proposed 2 87.49 76.92 77.77 74.24
3 Wang [26] | 5x7 | SLCA 2 85.61 73.68 74.35 69.85
CLCA 2 85.61 73.68 74.35 69.85
Hawaleshka | 2 85.61 73.68 74.35 69.85
Proposed 2 85.61 73.68 74.35 69.85
4 Albadawi 8 x20 | SLCA 9 85.61 85.24 84.00 84.24
(27] CLCA 9 | 8561 85.24 84.00 84.24
Hawaleshka | 9 85.61 85.24 84.00 84.24
Proposed 9 85.61 85.24 84.00 84.24
5 Yang [22] 15 x 15 | SLCA 8 89.17 72.58 72.80 68.23
CLCA 8 89.17 72.58 72.80 68.23
Hawaleshka | 8 89.17 72.58 72.80 68.23
Proposed 8 89.17 72.58 72.80 68.23
6 Wafik [13] 7x 11 | SLCA 2 86.10 70.37 72.41 66.47
CLCA 2 86.10 70.37 72.41 66.47
Hawaleshka | 2 86.10 70.37 72.41 66.47
Proposed 2 86.10 70.37 72.41 66.47
7 Murugan 7x8 | SLCA 5 73.33 62.85 64.38 92.59
(28] CLCA 5 | 7333 62.85 64.38 92.59
Hawaleshka | 5 73.33 62.85 64.38 92.59
Proposed 5 73.33 62.85 64.38 92.59
8 Wuttinan 4x5 | SLCA 1 90.00 81.81 81.81 90.00
(29] CLCA 1| 90.00 81.81 81.81 90.00
Hawaleshka | 1 90.00 81.81 81.81 90.00
Proposed 1 90.00 81.81 81.81 90.00

Elucidating above-mentioned problems, it is concluded that all algorithms are
showing optimal results. The problem discussed above is non-chaining problem.
The results of non-chaining problems are illustrated in Table 19.21.
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19.5 Results and Discussion

19.5.1 Chaining Problem

Chaining problem is encountered when the solution exhibits more EE and voids in
the solution. Figure 19.2 shows the comparison of different algorithms in terms of
exceptional elements for the selected problems. The result shows that the proposed
algorithm exhibits minimum EE. But this trend is not followed by any other algo-
rithms. Therefore, it can be concluded that the proposed algorithm is consistent in
giving minimum EE. Although SLCA was not able to give minimum EE for all
the problems, it is good at other performance parameters. CLCA exhibits minimum
EE for two problems, and Hawaleshka’s algorithm exhibits minimum EE for three
problems.

Figure 19.3 shows the comparison of various algorithms in terms of the grouping
efficiency. Grouping efficiency for four problems is optimum using the proposed
algorithm. SLCA is showing optimum results for all the five problems in terms of
grouping efficiency. But in most of the problems, this algorithm gives more EE,
which is not desirable, and the problem leads to the chaining problem. Thus, this
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algorithm is not able to remove chaining problem completely for all the problems;
thereby, it is not consistent to give optimal result.

CLCA and Hawaleshka’s algorithm do not give good result for most of the
problems in terms of grouping efficiency.

Figure 19.4 shows the comparison of various algorithms in terms of grouping
efficacy. The proposed algorithm and SLCA hold better for the selected problems.
CLCA and Hawaleshka’s algorithm do not give better results.

Figure 19.5 shows the comparison of different algorithms in terms of grouping
index. As is shown in the graph, the proposed algorithm and SLCA show better
results for all the chaining problems selected from the literature. Again, the CLCA
and Hawaleshka’s algorithm do not give better results and were not able to remove
chaining for the selected problems.

Figure 19.6 shows the comparison of results for different algorithms in terms
of grouping measure. For five problems, SLCA gives good results, and for four

90

80
>
70
<
O 60
=
&5 50 mSLCA
S a0 mCLCA
& 30 HAWALESHKA'S
2 PROPOSED
o 20

10

0

1 2 3 4 5

PROBLEMS

Fig. 19.4 Comparison of algorithms (grouping efficacy)

100
80

6 = SLCA
4 m CLCA
2 HAWALESHKA'S
0 PROPOSED
1 2 3 4 5

PROBLEMS

o o

GROUPING INDEX
o

Fig. 19.5 Comparison of algorithms (grouping index)



19  An Efficient Algorithm for Solving Cell Formation Problem ... 333

& 100
7 80
<
g 60 m SLCA
g 40 = CLCA
5 20 HAWALESHKA'S
o)
g 0 PROPOSED
1 2 3 4 5

PROBLEMS

Fig. 19.6 Comparison of algorithms (grouping measure)

problems, the proposed algorithm gives better results, but still the proposed algorithm
was able to remove chaining as this algorithm exhibits better results in terms of the
EE.

19.5.2 Non-chaining Problem

There are eight problems selected from the literature which are non-chaining prob-
lems. As previously discussed, non-chaining problem results in the minimum inter-
cellular movement of the material, thereby decreasing the total cost of the manu-
facturing goods. The results of these problems solved using various algorithms are
shown in Fig. 19.7. The results are compared with the best-known results.

The proposed algorithm also gives the optimum results for all the selected
problems, and hence, the authenticity of the algorithm is proved.

From the above discussion and analysis, we got to know that the proposed algo-
rithm is consistent in giving optimal result for the problems taken from the literature.
Figure 19.8 shows for how many problems the various algorithms are showing better
results. In this graph, the proposed algorithm shows good results for eleven problems
in terms of the exceptional elements. SLCA shows better results for 13 problems,
Hawaleshka’s algorithm shows better results for 10 problems, and CLCA shows the
better results for 8 problems, which is the least one for the selected problems. On the
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Fig. 19.7 Comparison of results (grouping efficiency)
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basis of minimum EE criteria, the proposed algorithm is consistent in giving better
results for all mentioned problems.

Conclusion and Scope for Future Work

The work presented in this report gives an idea of new algorithm based on similarity
coefficient method for solving the CF problems. Thirteen problems are selected from
the literature, and five different performance parameters are taken for the analysis
of the proposed algorithm. On comparing the outcomes of this algorithm with var-
ious algorithms mentioned in the literature, it shows better results for the selected
problems. The proposed algorithm gives better results compared with the other algo-
rithms. The proposed algorithm is also able to remove chaining problem from all the
problems as it exhibits less exceptional elements. And thus, this algorithm shows
optimal result. When these problems are solved with the help of other algorithms,
then no algorithm is consistent in giving optimal result for all the problems, but this
is not the case with the proposed algorithm. This algorithm is consistent and reliable
to minimize the exceptional elements which is the key requirement to obtain optimal
result. Complete linkage clustering algorithm shows least accurate result as this algo-
rithm follows the criteria opposite to that of single linkage clustering algorithm. This
procedure results in the worst procedure for most of the cases. These comparisons
can be seen from the results of different algorithms for the selected problems.

Exceptional elements are responsible for the maximum intercellular movements
which will lead to increase in the total cost of the manufacturing goods.

The future work can be carried out by taking different production data such as batch
size, production volume, material handling cost, set-up time operation sequences and
alternative routing. Taking this data into consideration will lead to the more realistic
solution and can be implemented in a plant.

Another suggestion is the layout issue of machines assigned to cell and layout
of cells itself. Doing this efficiently will result in less material handling cost. While
solving the layout problems, various constraints can be incorporated such as mini-
mum floor area required by machines or cells, machine clearance and overlapping
of machines.
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Chapter 20 )
Performance Study of Surface Integrity oo
of Inconel 625 by DoE Approach During
WEDM Machining

Ashish Goyal, Anand Pandey, Pooja Sharma, Rakesh Kumar,
and Satish Namdev

Abstract Nowadays, industries are facing problem to attain a good surface charac-
teristic in hard-to-cut materials. The wire electrical discharge machining (WEDM)
process is an advanced machining method which is highly advantageous in machin-
ing of superalloys with improved surface characteristics. Inconel 625 superalloy
material has unique properties and is required for the aerospace, automobile and
medical industry. This paper analysed the effect of significant process parameters,
i.e. tool electrode (plain and cryogenic), current, pulse on time, pulse-off time, wire
feed and wire tension on the surface roughness (SR) during the cryo-treated WEDM
process. Taguchi’s L18(2!#3%) mixed orthogonal array was employed to conduct the
experimentations. The significance coefficients were observed by performing analy-
sis of variance at 95% confidence level. The tests were performed by using a different
grouping of machining parameters. The effect of normal tool and the cryogenic tool
was also investigated in present experimental work.

Keywords Cryogenic + Wire electrical discharge machining - Design of
experiment + Surface finish - Superalloys

20.1 Introduction

In today’s competitive industrial environment superalloys, such as Inconel 625 mate-
rial, finds its uses in aerospace and automobile industries due to its advantageous
properties. The machining of these advance materials is difficult owing to their high
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strength and low thermal conductivity. The machining at high temperature creates
surface defects, and uneven surface is produced. To overcome this problem is a chal-
lenging task for the researchers and industries. Yang et al. [1], Puri et al. [2], Goyal
[3] and Kumar et al. [4] reported that non-traditional machining processes provide
an active solution for the machining of hard materials, i.e. titanium, tungsten car-
bide, superalloys, composite, etc., with intricate shapes that were hard to machine
by traditional machining techniques. With the use of the wire EDM process, better
surface finish and machining of complex structures were possible to suitable for
precision industries. Chow et al. [5] and Tzeng et al. [6] suggested that the grooves
and slits have the essential geometrical features which were generally observed on
intricate components such as on fabrication of MEMS parts. The demand for precise
components in the area of MEMS is due to their micro-size.

Dhanabalan et al. [ 7] proposed an approach on advance materials by using analysis
of variance methodology in EDM process. Taguchi’s procedure has been used to
reduce the number of experimental trials and cost of machining. Dabade et al. [8],
Singh et al. [9] and Mahapatra et al. [10] adopted the design of experiment technique
to enhance the efficiency of the WEDM machining. Experiments were performed on
a WEDM machine to analyse the effect of significant and non-significant parameters
on response characteristics, i.e. MRR, Ra, overcut and dimensional deviation during
the machining of difficult to machine material.

Guetal. [11] studied the influence of cryogenic process for biomedical application
through cutting of Ti-6Al-4V alloy. The cryogenic treatment with same soaking time
at different temperature was conducted. The X-ray and SEM technique were used to
analyse microstructure.

Sharma et al. [12] and Kapoor et al. [13] studied the influence of cryogenic process
on the tool electrode during wire EDM process. The modelling of the parameters
was performed by the different optimization techniques, i.e. RSM, GA and DOE.

Somashekhar et al. [14] investigated the modelling of MRR in micro-EDM
machining using ANN and GA optimization methodologies. The applied techniques
were used very effectively to optimizing the characteristics of the EDM process.
Manjaiah et al. [15] applied a study on D2-Steel material by WEDM process by
using machining parameters such as 7oy, Tofr, SV and Wf on the MRR and SR. It
was concluded that the recast layer thickness increases with the increase in pulse on
time. Shakeri et al. [16] adopted artificial neural network and linear regression tech-
niques for prediction of input parameters on WEDM machining. It was found that an
increase in pulse current and frequency raises the performance of WEDM process.
The brief studies exposed that WEDM process performance can be improved by the
usage of high conductive tool electrode and cryogenic treatment provide the better
solution to enhance the conductivity of materials. In present study, investigation has
been performed to analyse the influence of control factors of WEDM method on SR
for machining of Inconel 625 material using the design of experiment methodology.

In current experimental work, V slits have been fabricated to obtain the better
surface roughness which is required for the various industries purpose, such as to
improve the heat transfer rate of fluids, fabrication of micro-channel and micro-fins.
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20.2 Work Material and Tool Electrode

The tests were done on wire EDM machine as shown in Fig. 20.1. The input parame-
ters, i.e. diffused tool electrode (plain and cryo-treated), peak intensity, pulse-on time,
pulse-off time, wire feed and wire tension were selected for experiments. The surface
roughness was considered as response characteristics. Experiments were performed
on Inconel 625 superalloy. The composition (chemical) and mechanical properties
of material are given in Tables 20.1 and 20.2, respectively. The chemical composi-
tion of Inconel 625 was tested at MRC laboratory, MNIT Jaipur by OES test. The
tool electrode used was diffused wire (plain and cryogenic). Electrode material was
also considered as one of the machining factors. Figure 20.2 shows the working of
the WEDM process. A width of workpiece (3 mm), tool electrode dia. (0.25 mm)
and flow rate of dielectric (5 LPM) were kept constant during the experiments. The
workpiece material was having the shape of a rectangular plate (150 mm x 50 mm)
has been used for experimental study and V slits profile were cut. Mitutoyo Surf test
(SJ-210) was used to measure the surface roughness of the specimen.

Cryogenic treatment is the cooling of materials to temperatures as low as — 183 °C
unlike other cold temperature processing where the temperature is around —80 °C.
Wire material possessing high melting point result in better surface morphology.
Therefore, diffused wire having dia. of 0.25 mm was selected as a tool electrode
material for experimentation in the present case. The cryogenic treatment of tool
electrode was done in cryogenic chamber. The line diagram of cryogenic processing

Fig. 20.1 Machining of Inconel 625

Table 20.1 Chemical composition of Inconel 625
Ni Cr Fe | Co | Mo Nb Ti Al C Mn | Si
58(min) 20-23 5 1 8-10 | 3242 |04 |04 |01 0.5 0.5
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Table 20.2 Mechanical properties of Inconel 625

Density Hardness Ultimate Yield Specific Elongation

(g/ce) (HRC) tensile strength(MPa) | gravity percentage
strength(MPa)

8.44 37 940 430 8.44 51.5

Slot width

i

Spark Gap

Work-Piece/lnconel 625

Wire dia.

Used Wire snoal

Fig. 20.2 WEDM machining process

machine is shown in Fig. 20.3. Each measurement was piloted 3 times as per L;g
mixed OA and their average is considered for the calculation of SR.

20.3 Design of Experiment

The studies of signal-to-noise ratio and analysis of variance were used to analyse the
relative effect of process parameters on the response characteristics. The smaller is
better characteristic is used for the present experimental design.

Smaller the Better (SB)

S 1 n
(-) = —10 log —§ sz (20.1)
N /g ni

where

Y; = characteristic value in an observation j

n = number of repetitions in a trial
Alternately,

<§> = —10 log (MSDsp) (20.2)
SB
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TEMPERATURE CONTROLLER AND PROGRAMMER
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Fig. 20.3 Cryogenic process chamber

For surface Roughness, smaller is better (Fig. 20.4).

The value of surface roughness has measured three times and the mean of data
was used for analysing the results. Figure 20.5 shows the surface roughness tester
that was used for the measurement of the machined surface. Table 20.3 presents the
control factors and their levels, and Table 20.4 presents the L18 orthogonal array,
experimental result and responses for SR.

20.4 Result and Discussion

See Table 20.4.

20.5 Analysis of Surface Roughness (SR)

From Fig. 20.6, the S/N ratio plots for SR shows that cryogenically treated tool elec-
trode provides the superior finishing characteristics as related to plain tool electrode.
Also, it is noticed that pulse-off time value is increasing, it leads to a decrease in the
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Display Probe/stylus

Fig. 20.5 Surface roughness tester

Table 20.3 Control factor and their levels

Symbol Control factor Unit Level 1 Level 2 Level 3
A Tool electrode - Plain Cryo-treated -

B Current Intensity A 10 12 14

C Pulse on time s 105 115 125

D Pulse off time s 48 54 60

E Wire feed m/min 4 6 8

F Wire tension N 7 9 11
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Main Effects Plot for S/N ratios
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Signal-to-noise: Smaller is better

Fig. 20.6 Main effects plot for S/N ratio (Ra)

temperature of the workpiece material before the next sparks start and there increases
the surface roughness. As a result, pressure energy generates large size crater on the
specimen that finally increases the SR. Observing of main effect plots for SR leads
to inference that SR increases with increase in Ton and WT may be owing to the
increase in volume of discharge energy subsequent in increased vibration in tool
electrode [13].

Table 20.5 presents the response table for S/N ratio of SR. The greater performance
for the Ra is obtained for the optimal parametric settings at plain tool electrode (level
1), peak current: 12 A (level 2), pulse-on time: 125 ps (level 3), pulse-off time:
60 s (level 3), wire feed: 6 m/min (level 2) and wire tension 9 N (level 2). Thus,
the optimum levels for individual machining constraints are A1, B2, C3, D3, E2 and
F2 since due to high signal-to-noise ratio. The rank of the parameters is done based
on the difference of maximum and minimum S/N ratio of the parametric level.

Table 20.5 Response table for S/N ratios for SR

Level TE IA Ton Tott WF WT

1 —7.504 —8.122 —8.218 —9.091 —8.091 —8.662
2 —8.618 —7.764 —8.092 —8.121 —7.644 —7.606
3 —7.297 —7.873 —6.971 —8.449 -7.916
Delta 1.114 0.533 0.345 2.120 0.805 1.056
Rank 2 5 6 1 4 3
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Table 20.6 Analysis of variance (ANOVA) for SR

Source Df Seq. SS Adj. MS F-value P-value
A 1 0.52020 0.52020 15.15 0.008
B 2 0.07103 0.03552 1.03 0.411

C 2 0.4343 0.02172 0.63 0.563
D 2 1.21090 0.60545 17.64 0.003
E 2 0.22203 0.11102 3.23 0.111

F 2 0.38803 0.19402 5.65 0.142
Error 6 0.20597 0.03433

Total 17 2.66160

A—Tool electrode, B—Current, C—Pulse-on time, D—Pulse-off time, E—Wire feed, F—Wire
tension (Significant at 95% level)

Pulse-off time machining parameter is the best important in terms of SR since it has
the major influence and ranked one, while tool electrode is the second-best significant
parameter as it provides better machining characteristics during the machining of
workpiece material important to reduce on SR. The optimum parameters were Al,
B2, C3, D3, E2 and F2. ANOVA was directed on output data on SR at a level of
significance of 5%. Table 20.6 shows the consequences of analysis of variance created
on the signal-to-noise ratio for surface roughness. It is seen that tool electrode and
pulse-off time have the large effect on the surface roughness at 95% CI.

20.6 EDS Analysis of Machined Workpiece and Tool
Electrode

The elements on machined surface are identified by the EDS analysis. EDS analysis
(Fig. 20.7) shows that certain amount of tool elements copper and zinc gets dropped
on the machined specimen. The deposition of Cu and Zn components occurs dur-
ing sparking. The same amount of Cu and Zn was observed at the top surface of
the machined work material indicating the transfer of copper and zinc of electrode
material on the work material surface [17, 13].

The surface of wire electrode after the WEDM process was also analysed with
EDS as presented in Fig. 20.8. Figure 20.8 shows that Ni and Fe workpiece materials
gets deposited on the wire electrode surface. This means that during plain sparking,
transfer of specimen material to tool electrode material takes place. The amount of
Cu and Zn was found at the top surface of the machined work material indicating
the transfer of copper and zinc on the work material surface.
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Fig. 20.7 EDS image of the materials present on to the machined workpiece surface
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Fig. 20.8 EDS image of the flow of material on to the tool electrode
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Table 20.7 Predicted optimal values and confirmation experiments

Response Optimal levels of Predicted Experimental Difference % Diff
parameter process parameters value/S/N value

ratio value
Surface A1-B3-C3-D3-E2-F2 | 1.76/—5.58 1.51 0.25 14.20
roughness

20.7 Confirmation Experiments

Confirmation test was performed for the response characteristic (Ra) at the opti-
mal level of process parameters and presented in Table 20.7. In the present case,
confirmation experiment was required because the optimal solution for factors and
their levels are not matched with experiments of OA experiments (L18). Like for the
present case, the optimal solution was at A1-B3-C3-D3-E2-F2.

20.8 Conclusions

In the present experimental work, an effort has been made to identify the effect of
machining parameters on surface roughness during wire EDM process of Inconel
625 material. The conclusions are as follows:

1. The results of DOE analyses carried out at a CI of 95% showed that the most
significant parameters on SR were tool electrode (cryogenic), pulse-off time and
wire tension.

2. ANOVA analysis has been done successfully applied to the process. The
improved SR was 14.20% based on the optimal setting of machining parameters
obtained.

3. SEM-EDS analysis shows the process significantly lies with the experimental
data.
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Chapter 21

Multiresponse Optimization of EDM e
Machining Parameters Using Taguchi
Methodology with Grey Relational

Analysis

Bhuvnesh Bhardwaj, Varun Sharma, Subodh Kumar, and Suneel Dutt

Abstract Inthe present research, Taguchi methodology with grey relational analysis
has been employed to optimize EDM parameters for multiple responses, i.e. metal
removal rate and surface roughness during the EDM machining of Hastelloy
C-276 alloy. The experiments have been carried out according to Taguchi approach
based on Lg orthogonal array. The gap voltage, peak current and pulse on time have
been considered as EDM parameters, while metal removal rate and surface rough-
ness have been taken as responses. A grey relational grade has been obtained from
the grey relational analysis. The optimum level of parameters has been obtained
on the basis of rank. The percentage contribution of EDM parameters on multiple
responses is calculated using analysis of variance. The pulse on time has been found
main influencing parameter that affects the metal removal rate as well as surface
roughness. The best-performance characteristics have been obtained at the first level
of peak current, at first level of gap voltage and at first level of pulse on time.

Keywords Hastelloy C-276 alloy - Grey relation - Taguchi methodology - MRR -
Surface roughness
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21.1 Introduction

Electric discharge machining (EDM) is an alternative machining process to tradi-
tional machining process for the precise machining of complex shaped electrically
conductive machine parts. Nowadays, industries are more concerned about the qual-
ity of their products with high metal removal rate. During EDM machining, the
machining conditions play important role. The EDM machining conditions have sig-
nificant impact on the quality of the machined workpiece, also on the economics
of the machining. Therefore, proper parametric study is required for obtaining the
desired response at minimum cost of machining. The selected EDM machining con-
ditions should yield required shape and size of the machined surface with desire
surface finish at minimum cost of production. Therefore, in the past researchers used
different techniques for the optimization of EDM conditions for desire responses.

Pecas and Henriques [1] studied the impact of increase in powder particles in
dielectric fluid on the surface roughness (SR) during the EDM machining. Puertas
etal. [2] examined the impact of duty cycle on SR, machining parameters pulse inten-
sity, pulse time, electrode wear and material, while machining of WC-Co composites.
Chow et al. [3] used SiC mixed water as dielectric for EDM machining of Ti-6AL.
Results revealed higher MRR and low electrode wear. Dhar et al. [4] studied the
impact of EDM conditions on TWR and MRR during the machining of Al-4 Cu-6 Si
alloy-10 wt% SiC composite using DOE. Chattopadhaya et al. [5] used linear regres-
sion analysis to formulate empirical relationship in terms of EDM parameters for the
prediction of surface roughness, TWR and MRR. Kung and Chiang [6] employed
response surface methodology (RSM) to formulate the relationship between EDM
conditions and TWR, MRR and SR. Habib et al. [7] used response surface method-
ology to investigate the effect of kerosene and mixture of SiC as dielectric fluid
on MRR, electrode wear rate and surface roughness in electric discharge machin-
ing. Khan et al. [8] employed RSM to formulate the relationship between the EDM
conditions and SR during the machining of Ti-6Al-4V. Gopalakannan et al. [9] exam-
ined the impact of EDM conditions on MRR, SR and EWR during the machining of
aluminium-based composite. Mali et al. [10] studied the effect of waste vegetable oil,
conventional hydrocarbon oil (CHO) named blended used vegetable oil and edible
vegetable oil during the EDM machining of Inconel 718. Salcedo et al. [11] inves-
tigated the impact of EDM conditions on MRR, SR and tool wear during the EDM
machining of Inconel 600 using copper/carbon, graphite and copper electrodes. Jain
et al. [12] investigated the effect of Al,O; powder in de-ionized water as dielectric
fluid and EDM parameters on MRR.

From the review of literature, it is clear that number of research was done to
optimize the EDM conditions for desire responses. Some researchers made efforts to
examine the impact of EDM conditions on the various responses. Very less effort was
made for the multiobjective optimization during the EDM machining. The Hastelloy
C-276is anickel-molybdenum—chromium grade widely used in chemical processing
industries, for making the dies for plastic injection moulds, extrusion dies for thermo-
plastics and for compression moulds. Therefore, the objective of the present study is
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to optimize the multiple-performance characteristics using grey Taguchi methodol-
ogy during the EDM machining of Hastelloy C-276 alloy. The multiple-performance
characteristics included surface roughness and metal removal rate.

21.2 Experimentation and Measurement

In this study, peak current, open gap voltage and pulse on time have been taken as
EDM parameters. The range of EDM parameters has been selected by considering
several factors like type of material, type of electrode, range given in the published
literature and according to machine specification. The de-ionized water has been
selected as dielectric fluid.

Table 21.1 represents the selected range and levels of EDM parameters, while
Table 21.2 represents the design matrix for experimentation according to Lo-based
Taguchi methodology. For the all experimentation, copper electrode of diameter
10 mm has been used for EDM machining. The electrode is kept at negative polarity
during the machining, while workpiece is kept at positive polarity. All the experiments
have been conducted on CNC-based EDM machine “Smart ZNC” manufactured by
Electronica India limited. The centreline average (R,) of the workpieces after the
EDM machining has been measured using portable surface tester. The metal removal

Table 21.1 EDM parameters and levels

EDM conditions Type Levels

1 2 3
Gap voltage (V) Numeric 10 20 30
Peak current (A) Numeric 10 15 20
Pulse on time (jLs) Numeric 50 75 100

Table 21.2 Design matrix in actual form and measurement results

Std | Voltage (V) | Peak current (A) | Pulse on time MRR (mg/min) | Surface
(ws) roughness (L)

1 10 10 50 109.29 2.319

2 10 15 75 140.78 4211

3 10 20 100 216.71 6.694

4 20 10 75 124.52 3.727

5 20 15 100 177.73 5.014
6 20 20 50 100.6 2.632

7 30 10 100 149.28 3.344

8 30 15 50 118.88 2.87

9 30 20 75 181.87 4.198
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rate has been calculated using Eq. (21.1). The measured values of surface roughness
and metal removal rate along with design matrix have been presented in Table 21.2.

MRR = (W; — W;)/T 21.1)

where,
T = Machining time; W; = Initial weight of specimen and W, = Final weight after
machining.

21.3 Steps Forgrey Relational Analysis (GRA)

The Taguchi methodology is generally used for the optimization of single-
performance characteristics. On the other hand, optimization of multiple-
performance characteristics is also required. It can be easily carried out using grey
relational analysis. The grey relational analysis converts optimization of multiple-
performance characteristics into the optimization of single grey relational grade.
The steps for the optimization of multiple-performance characteristics using Taguchi
methodology with GRA are:

Step 1. Calculation of S/N ratio;

Step 2. Normalization of S/N ratio;

Step 3. Calculation of grey relational coefficient (GRC) for the normalized S/N ratio;
Step 4. Generation of grey relational grade (GRG);

Step 5. Identification of optimum combination of levels;

Step 6. Analysis of variance (ANOVA) based on GRG.

21.4 Bi-objective Optimization Using Grey Relational
Analysis

Step 1: Calculation of S/N ratio

The objective of present research work is to maximize the metal removal rate and
minimize the surface roughness of the machined part. For this, larger the better
S/N ratio has been adopted MRR, while smaller the better S/N ratio has been used
for surface roughness and calculated using Eqs. 21.2 and 21.3, respectively. The
calculated values of S/N ratio have been presented in Table 21.3.

I 1
S/N ratio — —1010g10<— > _2> (212)
n

i=1 7ij

1 n
S/Nratio = —10log,, <; Z y,2]> (21.3)
i=1
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r’Ia‘f::)olevjllugs fiirgll\l/ffl{_l? ;I;(ZliSSeR S. No. MRR (larger is better) SR (smaller is better)
1 40.77161 —17.30601
2 42.97082 —12.4877
3 46.71758 —16.5137
4 41.90478 —11.4272
5 44.99521 —14.0037
6 40.05196 —8.40572
7 43.48003 —10.4853
8 41.50218 —9.15764
9 45.19522 —12.4608

where 7 is the number of replications; yl.zj is the experimental response; i = 1, 2, ...,
nj=12,...,k

Step 2. Normalization of S/N ratio

The normalization of the S/N ratio is carried out to transfer original data into a
comparable data. The normalization of S/N ratio of MRR and SR is carried out using
Egs. 21.4 and 21.5, respectively. Table 21.4 shows the normalized value of MRR and
SR.

X = y,]—mln(le,lzl,Z,,n) (214)
v max(y;;,i =1,2,...,n) —min(y;,i =1,2,...,n) ’

¥ - max(y[j,izl,Z,...,n)—yij (21.5)
v max(y,-j,i = 1,2,...,n) —rnin(yij,i = 1,2,...,n) '

Step 3. Calculation of GRC for normalized S/N ratio
The grey relational coefficient y (yo(k), y; (k)) can be calculated as:

Table 21.4 Normalized

values of MRR and SR S. No. Normalized values
MRR SR

1 0.107964228 1

2 0.437897633 0.567543
3 1 0

4 0.277966977 0.678171
5 0.741604655 0.384

6 0 0.928457
7 0.514291623 0.765714
8 0.217566547 0.874057
9 0.771610343 0.570514
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’:;I:ll:nits Deviation S. No. Material removal rate Surface roughness
x5 () =<7 o lxé k) — x3 )|

1 0.892036 0

2 0.562102 0.432457

3 0 1

4 0.722033 0.321829

5 0.258395 0.616

6 1 0.071543

7 0.485708 0.234286

8 0.782433 0.125943

9 0.22839 0.429486

Amin + ¢ Amax
Y (o (k), yi(k)) = m (21.6)

where

j=1,2,3,...,mk=1,2,3,..., m, n is the number of experiments and m is the
number of response. y, (k) is the reference sequence; y; (k) is the specific comparison
sequence. A,; is the absolute value of the difference between yo (k) and y; (k), and ¢
is the distinguishing coefficient. The value of ¢ can be adjusted between the range 0
and 1. In the present work, ¢ is taken 0.5 for MRR and SR.

Table 21.5 shows the deviation sequence for MRR and surface roughness, while
Table 21.6 shows the GRG for MRR and SR.
Step 4. Calculation of GRG
In this step, grey relational grade is calculated using the Eq. (21.7)

1 m
nj :;ZVU

i=I

21.7)

Table ;1'6 Grey relational Exp. No. Material removal rate Surface roughness

coefficients for surface

roughness and MRR 1 0.359186172 1
2 0.470764415 0.536217674
3 1 0.333333333
4 0.409154246 0.608399388
5 0.659286747 0.448028674
6 0.333333333 0.874825035
7 0.507249417 0.680933852
8 0.389883778 0.798794961
9 0.686445772 0.537931882
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Table 21.7 GRG and rank Rank

Exp. No. GRG
0.679593086
0.503491045
0.666666667
0.508776817
0.55365771
0.604079184
0.594091635
0.59433937

0.612188827

NeRe IR e N Y R N U S R
W | || Q00|10 O |-

where 77; the GRG for jth experiment and k is the number of responses. Table 21.7
shows the GRG and rank.
Step 5. Identification of optimum combination of levels
The larger value of grey relational grade indicates better performance of the pro-
cess. Thus, optimal level for each parameter can be obtained on the basis of higher
GRG. From Table 21.7, it is visible that experiment number 1 has highest weighted
grey relational grade. Therefore, this experiment sequence is considered as optimum
values for optimization of multiple performances, i.e. first level of gap voltage, first
level of peak current and first level of peak current.
Step 6. ANOVA based on GRG
In the present work, ANOVA is employed to identify the percentage contribution of
each EDM parameters on grey relational grade. Table 21.8 shows the ANOVA table
for GRG. 1t is cleared from the table that percentages contribution for gap voltage,
peak current and pulse on time on multiple-performance characteristics have been
found as 22.56%, 33.78% and 43.65%, respectively.

Therefore, pulse on time has been found main influencing parameter that affects
the metal removal rate as well as surface roughness.

Table 21.8 ANOVA table for GRG

Source DF Sum of square Mean square F-value % Contribution
Gap voltage 2 0.005997 0.002999 1.739269 22.56

Peak current 2 0.00898 0.00449 2.604408 33.78

Pulse on time 2 0.011602 0.005801 3.364849 43.65

Residual error 2 0.003448 0.001724

Total 8 0.030027
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21.5 Conclusion

The objective of this study is to optimize the EDM conditions for multiple-
performance characteristics, i.e. SR and MRR, using GRA.

The conclusions can be drawn from the present study as follows:

The grey Taguchi methodology is a powerful tool for the optimization of
multiresponse problems during the EDM machining.

The percentage contribution for gap voltage, peak current and pulse on time
on multiple-performance characteristics has been found as 22.56%, 33.78% and
43.65%, respectively. Therefore, pulse on time has been found as main influencing
parameter that affects the metal removal rate as well as surface roughness.

The best-performance characteristics have been obtained at the first level of peak
current (10 A), at first level of gap voltage (10 V) and at first level of pulse on
time (50 ws).
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Chapter 22 )
Design of Optimal Noise Barrier e
for Metropolitan Cities Using Artificial

Neural Networks

Nishant K. Dhiman, Bhopinder Singh, Parveen K. Saini, and Naveen Garg

Abstract The study compares the available models that describes the insertion loss
of noise barrier and also describes the development of the ANN model for Indian
traffic scenario. The height of the noise barrier was made to increase with an increment
of 0.1 m from a height of 2 to 15 m to carefully examine the behaviour of the curves
obtained from both models. The output from the best model based on the comparisons
was then selected for the design of the noise barrier. Sri Aurobindo Marg (near AIIMS,
New Delhi) was selected as the site for assessing the traffic flow parameters such as
the traffic flow, average speed and noise levels at the site. These parameters together
with the insertion loss results served as the input to the desired ANN model. The
ANN model with various architectures was trained with 70% of the data, tested with
15% of data and validated with 15% of the data, while the root mean square error
and the corresponding correlation coefficients were the judging parameters for the
ANN model.

Keywords Noise barrier - Insertion loss - Artificial neural networks -
Kurze—Anderson model

22.1 Introduction

Effectiveness of a noise barrier is generally assessed in terms of insertion loss (IL) or
attenuation. Numerous scientists have created different models and strategies which
are thus used to decide the insertion loss of a noise barrier hypothetically [14—16].
Anyway with the progression of time and improving advancements, few analysts
have additionally talked about the downsides of above said models moreover and
provided various new model to adjudged the attenuation of the barrier more accurately
[8, 18, 20]. Maekawa [16] was probably the first to contemplate the insertion loss
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of a barrier. The results were published in the form of the curve after performing
a number of experiments in the test room where a pulsed tone was used to study
the diffraction at the end [16]. Maekawa’s curve is well known for assessing the
insertion loss of an acoustical barrier. Kurze and Anderson developed analytical
equations which precisely decide the insertion loss of the barrier. The outcomes
were done by considering the diffraction phenomenon at the boundary of the barrier
by utilizing a point source and line source [15].

Kurze compared the different attenuation models around then and talked about the
different sources of errors including the geometrical diffraction of the wave, absorp-
tive properties of the barrier and influence of the wind [14]. Lam and Roberts pro-
posed a newer model that was based on the geometric theory of minimum diffracted
waves. However, some assumptions were made while doing the experimental works
to make the model simpler. The proposed model was much simpler and capable of
producing the results comparable to the previous methods in the narrow bands. This
was also said to be the major improvements in the Maekawas’s curve for octave band
finite barrier calculations [9]. However, Lam again presented a newer model for finite
barrier attenuation calculation which was typically based on the Maekawa’s curve.
But in this study, instead of doing the energy contribution of the waves diffracted
at the edges, new interpretations were used for studying the phase relationships
between the waves that permit the pressure summations. The model was verified
by extensive experiments, and the accuracies were also found to be more than that
of the traditional Maekawa’s chart in the octave band [17]. Further discrepancies
of the discussed models were computed and discussed in details where the type of
the incident waves, their geometric diffraction, proximity of source and barrier, and
reflections from the ground were also considered and separate equations were then
developed to compute these effects. Previously, a compensatory effect of 5 dB (A)
was considered in place of these parameters [18, 19, 24]. However, with the help of
this method, the net insertion loss was found to be somewhat less than that in the
previously used models, and hence, this effective model is used in the present study.

The effectiveness of a noise barrier to a great extent relies upon its geometry.
Other than the height of the barrier and its top component structure, the cross section
of the barrier also adds to its efficiency too. The new study was conducted on Indiana
Toll Roads, and the aim was to investigate the geometry and the acoustic properties
of noise walls. The methodology comprised of creating and testing of boundary ele-
ment models, which were then practised so as to refine the barrier design parameters
and also to decide advanced designs for improved insertion loss. The study also sug-
gested that the use of different topological shapes can improve the performance of
the barrier, and noise barrier with absorptive treatment was found to be more effi-
cient than the traditional ones [26]. A review on the different topological geometries
was presented using full-scale testing in a semi-anechoic room, and the studies con-
ducted on the geometries were also presented. A catalogue was also presented which
describes the advantages and disadvantages of the various shapes of noise barriers
[10]. The attenuation calculations for the different topological geometries, i.e. T-
shape, rectangular and Y-shape were computed using the boundary element method,
and it was concluded that the T-shape noise barrier with absorbing upper surface has
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the maximum insertion loss. The performance of the wells on the noise barrier was
also studied, and the role of noise frequency in the process of computing attenuation
was described precisely [3]. A 3-m-high T-shape noise barrier gives the same amount
of attenuation as the 10-m-high plain barrier will provide; this was proved with the
help of boundary element method where the height and width of the barrier were
standardized and the attenuation was computed at various receiver positions. Con-
cept of spectral efficiency was also described broadly [7]. An evolutionary algorithm
was designed and tested using the boundary element method (BEM), and acoustical
efficiency of the thin-shaped noise barrier with different geometries was computed
using the said model. Using a 2D BEM code in eight different topological shapes
of noise barriers, it was suggested that the complex barrier configurations enhanced
the barrier efficiency up to a great extent than normal barrier [27]. Boundary Ele-
ment Method (BEM) is a generally utilized technique to figure the insertion loss
of noise barriers having complex topological configurations. For large-scale three-
dimensional issues, nonetheless, the BEM is not conceivable. However, estimation
techniques for noise mapping are proficient, but for the shapes other than the straight
edge barrier cannot be appropriately determined [5, 8, 28, 29].

The properties of sound-retaining materials were tested by exposing them for
the reality conditions outer in the environment, for their durability and for sound
transmission coefficients. The material for testing was supplied by different providers
[21]. One of the most significant characteristics that impact the sound-absorbing
attributes of a fibrous material is the particular flow resistance per unit thickness of
the material. Generally, it was induced from the study that higher airflow resistance
consistently gives better results; however, for airflow resistance higher than 1000, the
sound retention has less values [24]. A recent study on the sound absorption materials
discussed the various phenomenons of sound absorption in different materials and
also the elementary techniques for the development of the new effective designs
using the foam for better results. This review was conducted and assessed in three
phases: the mechanism of sound absorption, sound absorption foams and fibrous
sound absorption materials [2].

To develop a method for computing insertion loss with the help of noise frequen-
cies, concept of noise energies was employed to get the desired results. The outcomes
of the insertion loss at varied frequencies were computed and then compared to a
single equivalent frequency of 500 Hz. The effect of various frequencies on the inser-
tion loss was examined and furthermore confirmed to be sensible in investigations
with various propagation distances [28, 29]. The effect of the sound absorption coef-
ficient (SAC) in the insertion loss was studied using the artificial neural networking
(ANN) and the design of experiments (DOEs). The study demonstrated that the SAC
strongly influences the insertion loss value of the barrier and hence the effectiveness
[30].

Noise level relies upon numerous components, for example, the number of vehi-
cles, speed of vehicles, noise from the vehicles, and meteorological, also, and geospa-
tial conditions. These parameters together make modelling of noise a puzzling task
and exceptionally the nonlinear phenomenon. ANN gives adaptability, parallelism,
learning and testing capacity, precision, and some measure of adaptation to adverse
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conditions. ANN is suitable precise computing technique which is proved to be the
best for the nonlinear phenomenon and complex information-related issues [11-13].
A fuzzy TOPSIS approach was proposed for creating a noise barrier by keeping in
mind all the economic as well as design constraints. A design morphology for the
effective design of noise barrier was also proposed which includes all the parameters
required for designing, i.e. basic requirements, types of barriers, and materials for
noise barrier and design consideration [4].

In the present paper, the study focused on the design of a noise barrier for the urban
highway (Sri Aurobindo Marg near AIIMS, New Delhi). The developed model for
the designing of noise barrier provides the height of the noise barrier corresponding
to different values of insertion loss, noise levels and noise frequencies. Exhaustive
data sets, i.e. number of vehicles, average speed and noise levels acquired from the
site, are used as an input to the ANN modelling, while the barrier height was taken
as an output from the ANN modelling. Also a comparison between the conventional
Kurze—Anderson [15] formula and the [18] approach is also described in the present
study.

22.2 Data Acquisition and Analysis

22.2.1 Site Selection

Sri Aurobindo Marg or Aurobindo Marg is a significant South Delhi road interfacing
notable Safdarjung’s Tomb to Qutub Minar. The road is an essential course for traffic
from North Delhi and Central Delhi and goes from the All India Institute of Medical
Sciences (AIIMS) and Safdarjung emergency clinic. The data acquisition was done
close to the AIIMS. This site was chosen as the site for the data collection as it lies in
the category of the silence zone as per the CPCB. It is located at 28.565 °N latitude
and 77.21 °E longitude. The noise limits for AIIMS are thus prescribed to be 50 dB
(A) in the day and 40 dB (A) in the night by Central Pollution Control Board [22].
The noise levels and all other required parameters were assessed outside the AIIMS
campus on a six-lane highway. Figure 22.1 shows the real view of the Sri Aurobindo
Marg adjoining AIIMS and Safdarjung Hospital. Figure 22.2 shows the geospatial
view of the site, and the yellow arrow marks the place at which the set-up for the
data analysis was installed.

22.2.2 Noise Measurements

An important part of noise evaluation is the real estimation of the noise levels. The
‘A’ weighted system was utilized as it relates all around near an individual’s hearing
affectability. The noise level at the site was estimated with the assistance of Cygnet
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Fig. 22.1 View of the site selected for the study
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Fig. 22.2 Satellite view of the site (taken from Google Maps)

2001 Model on an advanced presentation type as shown in Fig. 22.3. The sound-
level meter used for the noise measurements was properly calibrated at the National
Physical Laboratory. Noise estimations were taken at a distance of 15 m from the
centre of the road as shown in Fig. 22.4.

The set-up for the noise monitoring to govern the whole procedure of noise
determination was in accordance to the rules proposed by the Federal Highway
Administration (FHWA) [19].
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Fig. 22.4 Location of the measurement spot on highway
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Fig. 22.5 Noise levels of the site corresponding to different monitored hours

o The calibrated sound-level meter (SLM) was installed at a distance of 15 m from
the centre of the highway and has been placed at a height of 1.5 m from the ground
with the help of a tripod stand. Also, the place for setting up the SLM was selected
such that there is no wall or building near to the instrument in order to avoid the
reflections. Meteorological conditions were also favourable at the time of noise
monitoring.

¢ The noise levels were recorded from morning 10:00 AM to 19:00 PM at an interim
of 10 s from Monday through Saturday near AIIMS. Later, these interim values
were logarithmically averaged to find the equivalent noise levels (Leq). The noise
levels of the selected site were in the range from 68 dB (A) to 88 dB (A), where the
maximum was observed during the day hours and during the clogging of traffic.
Figure 22.5 shows the noise levels of the site corresponding to the different values
of the monitored hours.

e A total of 144 h were monitored for the noise levels, and the values of the corre-
sponding hours on simultaneous days were averaged logarithmically. Figure 22.6
shows the value of the whole-day noise levels (Leq) compared to the noise limits
imposed by the Central Pollution Control Board, New Delhi. The equivalent noise
level (Leq) for the whole day is found to be 74.9 dB (A). So, the noise level of
the site is 25 dB (A) more than the prescribed limit for the site, and there is huge
need for the installation of the noise barrier at the selected site.

22.2.3 Average Traffic Flow

The number of vehicles/h. as indicated by the kind of vehicle, for example, two
wheelers, three wheelers, cars, buses and goods vehicles, were calculated separately
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Fig. 22.6 Noise levels of the site compared to the prescribed limit by CPCB

for the every hour in which noise was monitored. Total volume of vehicles for the
whole time frame was recorded with help of a digital camera which is calculated
afterwards. A traffic stream of approximately 5000 vehicles/h was considered, with
5% of the all-out stream relating to heavy vehicles, in the circumstances of both
execution and task of the stream.

The noise levels of the site are highly influenced by the speed of the different
types of the vehicle. Usually, the light vehicle exhibits the noise at higher frequency
which is, however, easy to attenuate while the noise from the heavy vehicles are
generally at low frequency which is somewhat difficult to attenuate [6]. Hence, this
parameter is also considered for the designing of noise barrier. The speed considered
for both heavy and light vehicles was approximately 40 km/h amid the assessing
phase. Figure 22.7 shows the distribution of the traffic flow at the Sri Aurobindo
Marg which is common to both AIIMS and Safdarjung Hospital, whereas Fig. 22.8
shows the average amount of the vehicle flow during the day hours.

22.2.4 Average Speed of the Vehicles

Speed of the vehicle was recorded with the assistance of Bushnell Velocity Speed
Gun. The speed of various categories was observed to be packed in the scope of 30—
50 km/h. The speed considered for both heavy and light vehicles was approximately
40 km/h amid the assessing phase. The tyre pavement noise from the vehicles is
dominant usually at the high speed but as per the study up to here, the speed is
usually normal so the tyre noise can be neglected [23]. Figure 22.9 shows the speed
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Fig. 22.7 Distribution of the traffic flow at the Sri Aurobindo Marg
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Fig. 22.8 Number of categorized vehicles recorded corresponding to day hours
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