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A Hybrid Instance Selection Method Based
on Convex Hull and Nearest Neighbor

Shanghe Wang and Jin Tian(&)

College of Management and Economics, Tianjin University, Tianjin, China
jtian@tju.edu.cn

Abstract. With the increasing size of the data, reducing dataset to reduce
computational complexity has become an important task. Instance selection is
one of the common preprocessing processes in data mining, which can delete the
redundant instances and noisy points from dataset. In the past, various instance
selection algorithms have been proposed. Most of them are effective for
selecting convex instances, but fail to achieve good performances when dealing
with concave instances. This paper proposes a hybrid instance selection algo-
rithm based on convex hull and nearest neighbor information. Firstly, he pro-
posed algorithm identifies the nearest enemy for each data point, and then
divides the dataset into several subsets by grouping the points, which have the
same nearest enemy, into one subset. Finally, the convex hull algorithm is
executed on each subset to select the convex hull points. Our algorithm is
evaluated on 14 datasets and compared with some traditional instance selection
algorithms. The experimental results show that the proposed algorithm performs
better than other traditional algorithms.

Keywords: Nearest enemy � Convex hull � Instance selection � SVM

1 Introduction

In recent years, with the rapidly development of the e-commerce and social networks, a
large amount of data have been produced, and the data has accumulated at an
unprecedented rate. How to identify noise points and redundant samples from massive
data, extract the useful instances and obtain the knowledge of the whole data by
analyzing the typical instances, which is still a challenge.

Instance selection is a method of data preprocessing [1], whose purpose is to select
a subset from the whole dataset and achieve the original goal of the data mining
application. In general, instance selection includes a family of methods which are using
different rules. The objective of instance selection is to select a subset as small as
possible and not lead to the reduction of the performance.

Actually, instance selection can be used to reduce the scale of the original dataset,
resulting in the reduction of the computational resources, and select a subset that can
perfectly represent the whole dataset. Instance selection algorithms can remove the
noises and the redundant instances, remaining the important minority instances before
applying learning techniques. So, the accuracy of the learning techniques will increase
after using the instance selection methods.

© Springer Nature Singapore Pte Ltd. 2020
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In recent years, lots of instance selection methods have been proposed [2]. Some of
them are to select the boundaries points to represent the whole dataset [3–7], although
the subset’s scale will be small, but there are still some problems. Most of these
algorithms typically have high time complexity, which is often not feasible when
dealing with large scale datasets. So it is usually inefficient for these algorithms to look
for boundary instances by traversing the whole dataset. The convex hull algorithms can
select the outer contour of the dataset. However, it’s always inefficient while solving
the instances on the concave surface. Therefore, this paper proposes an instance
selection method based on convex hull and the nearest enemy. Our approach uses the
nearest neighbor to divide the original dataset into several small subsets, and selects the
boundary points on each small subset. Simultaneously, dividing the whole dataset into
subsets also divides the classification decision surface into several small faces, which
can reduction the limitation of the concave surface of the convex hull algorithms. First,
we use an Edited Nearest Neighbor (ENN) method filter the noises [8]. Second, our
algorithm divides the whole dataset into several subsets based on the distance from
each point to its nearest enemy. The convex hull algorithm is used on each subset to
obtain the convex hull points. Then select some convex hull points and map the
remaining convex hull points to the lines of each pair of the consecutive selected
points. Finally, find the closest points of the mapping point in the entire dataset. Our
approach was evaluated on 14 well-known datasets and its performance was compared
with 4 other important algorithms. The SVM classifier is used to verify the effec-
tiveness of the algorithms. The results show that the proposed method performs the best
accuracy, comparing with other algorithms.

Section 2 introduces our methods. Section 3 presents and analyzes the results of the
experiments. Section 4 sets out the conclusions.

2 Methodology

In this section, we propose a hybrid instance selection algorithm based on convex hull
and nearest enemy, called CNEIS.

Some concepts are introduced in advance. In a real vector space, for a given dataset
X, the intersection T(X) of all convex sets containing X is called the convex hull of
X. x is an instance in X and t is an convex hull points of X. NE(x) is the nearest enemy
of instance x. The nearest enemy is an instance which is closest to x and has a different
class label. And c(x) represent the class of x. knx represents the k nearest neighbors of
x. l(a, b) represents the lines connecting points a and points b.

We firstly use an ENN method to filter the noises. We calculate the k nearest
neighbors of each training instance. x is a given instance. If the number of the instances
which have the same class with x in knx is smaller than a threshold p, x is considered to
be a noise point and should be deleted from training set. The threshold p is an artificial
value set by us.

px ¼
X kj j

t¼1
a cðxtÞ; cðxÞð Þ ð1Þ

4 S. Wang and J. Tian



where xt is an instance in knx and the function a is defined as follows:

a cðxtÞ; cðxÞð Þ ¼ 1 if cðxtÞ ¼ cðxÞ
0 if cðxtÞ 6¼ cðxÞ

�
ð2Þ

If Px is smaller than p, x is considered to be an noise point and should be deleted.
Then we identify each point’s nearest enemy in the dataset and put the points which

have the same nearest enemy into one subset. So the original dataset is divided into
several subsets. Figure 1 shows a dataset which have two classes and Fig. 2 shows the
subsets of points in class1 according to their nearest enemy. Instances of different shape
markers represent different subsets and are recorded as follows:

SEðyÞ ¼ xl NEðxlÞ ¼ yjf g ð3Þ

where SE(y) is a subset in which the instance’s nearest enemy is y. Note that y is an
instance which has the different class label with x.

Thus the following process can be performed in parallel in each subset. A convex
hull algorithm is used on the subset SE(y) to obtain the convex hull points T(SE(y)).
According to the geometric position of the convex hull points and its nearest enemy,

Fig. 1. A two-class dataset

Fig. 2. The subsets of points in class1

A Hybrid Instance Selection Method Based on Convex Hull and Nearest Neighbor 5



when the line connecting the convex hull points to its nearest enemy is the tangent of
the convex hull, the convex hull points between the two tangential points is the points
to be selected in this step. These points are put into a new set S. Figure 3 shows the
process. Take a subset of Fig. 2 as an example. The hollow o-shaped dots are the
convex hull points of the subset, and the triangle-shaped point is the nearest enemy of
the subset. The two solid lines represent the two tangent lines from the nearest enemy
to the convex hull of the subset. Thus there are two intersection points of the tangent
and the convex hull. The yellow o-shaped points represent the final selected points,
which are exactly the convex hull points between the two intersection points.

The points selected in the previous step are respectively connected to its adjacent
points in the selected points set, and the remaining convex hull points are mapped to
the lines of these selected points. Specifically, the remaining convex hull points x is
connected with its nearest enemy NEx and intersects with the line connecting the
selected points. Then the intersection points obtained find its nearest points in the entire
dataset. These nearest points are the mapping points that we need.

The union of the mapping points and the selected points is the set of points obtained
by the proposed method. The points circled by the black circles in Fig. 4 are the final
selected points of class1.

Fig. 3. Instance selection in the convex hull points of a subsets in class1

Fig. 4. The final selected points in class1

6 S. Wang and J. Tian



3 Experimental Results

To testify the performance of the proposed method, we compare the algorithm with
four well-known important instance selection algorithms: the Instance Based 3 (IB3)
[9], the Iterative Case Filtering (ICF) [10], Kernel Subclass Convex Hull (KSCH) [11]
and Fast Condensed Nearest Neighbor (FCNN) [12]. We conducted the experiments on
14 datasets which are briefly described in Table 1.

Our experiments were designed for comparing the classification accuracy.

accuracy ¼ SuccessðTestÞj j
Testj j ð4Þ

where Test is a given set of instances used to testify how the instance selection
algorithm performs. Success(Test) is a set of correctly classified instances in the Test. �j j
represents the number of the instances in a set.

For evaluating the accuracy of our methods, we applied a SVM classifier. And
conducted 30 experiments on each dataset. In each experiment, the dataset was ran-
domly divided into two parts, a 70% training set X and a 30% test set Test. Each
algorithm processes the train set X, use the result S train the classifier, and classifies the
test set Test with the classifier to obtain the classification accuracy.

Table 1. 14 Datasets used in experiments

Dataset Instances Attributes Classes

Flame 240 2 2
15r 600 2 15
Pathbn 670 2 3
Ring3 2783 2 3
Jain 373 2 2
Slabcircle 1000 2 2
Sharpcorner 873 2 2
31d 3100 2 31
44overalcross 3500 2 2
Phoneme 5404 5 2
Monk 432 6 2
Newthyoid 215 5 3
Bupa 345 6 2
Haberman 306 3 2

A Hybrid Instance Selection Method Based on Convex Hull and Nearest Neighbor 7



Firstly, we compare the proposed method with four instance selection methods and
Table 2 shows the accuracies of the five algorithms.

Shown in Table 2, the proposed CNEIS performs best in most datasets. The KSCH
algorithm mainly selects the convex instances and performs well on some datasets in
which the distribution of each class of points is roughly circular, such as 15r and 30d.
However, KSCH performs poorly on other datasets, such as Phoneme. The FCNN
algorithm achieves lower accuracies on some datasets compared with the CNEIS, such
as Jain and Ring3. As for ICF algorithm, the accuracies are much lower than those of
CNEIS on 12 of 14 datasets. The IB3 algorithm only achieves similar accuracies on
phoneme and flame with CNEIS, and performs worse on the other datasets. Thus we
can conclude that CNEIS has an advantage on all datasets, especially on monk,
haberman and bupa.

Secondly, in the ENN algorithm used in the proposed method to filter the noises,
we need to design a threshold p. For a given instance x, if the number of the instances
which have the same class to x in the set of k nearest neighbors is lower than p, x is
considered to be a noise and should be deleted from the training set. To testify the effect
of the threshold p on the classification accuracy, we set p as {0.3, 0.4, 0.5, 0.6}.

Table 2. The accuracy of all algorithms

Accuracy KSCH FCNN IB3 ICF CNEIS ICF

Flame 0.8998 0.9157 0.9199 0.9786 0.9816 0.9786
15r 0.9921 0.9707 0.9534 0.9887 0.9958 0.9887
Pathbn 0.9231 0.8796 0.9045 0.9210 0.9959 0.9210
Ring3 0.8015 0.7997 0.8647 0.9337 1 0.9337
Jain 0.7298 0.8767 0.9754 0.9123 0.9867 0.9123
Slabcicle 0.5418 0.6754 0.7864 0.8425 0.9781 0.8425
Sharpcorner 0.5629 0.6923 0.7884 0.8218 0.9685 0.8218
31d 0.9713 0.9167 0.9468 0.9163 0.9727 0.9163
44overalcross 0.8721 0.7825 0.8651 0.8772 0.9786 0.8772
Phoneme 0.5504 0.8551 0.8343 0.7342 0.8719 0.7342
Monk 0.9667 0.6942 0.6995 0.7253 0.9975 0.7253
Newthyoid 0.9348 0.8858 0.8435 0.8497 0.9508 0.8497
Bupa 0.6999 0.5445 0.5459 0.5763 0.7220 0.5763
Haberman 0.5504 0.5074 0.5276 0.5197 0.7326 0.5197

8 S. Wang and J. Tian



From Table 3, we can conclude that the accuracy of the algorithm varies with the
value of p. With the p value is gradually increased, the accuracy of the algorithm
increases. Because with the increasing of p value, the denoising intensity is strength-
ened, and the noises in dataset are deleted so that the accuracy is improving. However,
when the p value is increased to a certain extent, with the p value increasing, the
accuracy will gradually decrease. This is because that if the p value is too large, the
denoising intensity will be too large, so that the effective boundary instance points are
regarded as noisy points and deleted, and the accuracy is decreasing. In this paper, we
use the appropriate denoising threshold for different datasets, and remove the noisy
instances, then select instances from datasets.

We further conduct additional experiments to compare the instance selection per-
formances of CNEIS and KSCH on two 2-dimensional datasets flame and ring3.
Figure 5 show the instance selection results of CNEIS and KSCH on flame dataset.
Different shapes represent different types of instance points. The points circled by red
circles represent the instances finally selected and the points circled by the blue triangle
indicates the instances that were misclassified in the test set.

Table 3. The effect of different p values on the accuracy of the algorithm

p 0.3 0.4 0.5 0.6

Flame 0.9530 0.9530 0.9749 0.9763
15r 0.9944 0.9944 0.9944 0.9944
Pathbn 0.9940 0.9944 0.9944 0.9941
Ring3 1 1 1 1
Jain 0.9926 0.9928 0.9930 0.9924
Slabcicle 0.9979 0.9966 0.9966 0.9963
Sharpcorner 0.9532 0.9534 0.9534 0.9526
31d 0.9667 0.9689 0.9718 0.9718
44overalcross 0.9993 0.9993 0.9912 0.9666
Phoneme 0.8723 0.8641 0.8641 0.8533
Monk 0.9936 0.9936 0.9789 0.9680
Newthyoid 0.9179 0.9179 0.9000 0.8856
Bupa 0.6641 0.6641 0.6618 0.6518
Haberman 0.7253 0.7253 0.7272 0.7180

A Hybrid Instance Selection Method Based on Convex Hull and Nearest Neighbor 9



Shown in Fig. 5, KSCH selects the convex instance points but fails to select the
concave instances of class2, which lead KSCH to misclassify both two classes and
more than 13% instances of class2 are misclassified. CNEIS only misclassifies a few
points in class1.

Table 4 shows the classification accuracies in different classes on the flame dataset.
KSCH has a high classification accurate on class1, because KSCH moves the classi-
fication hyperplane down which leads to increase the classification accuracy in class1
but damage the classification accuracy in class2.

(a) CNEIS 

(b) KSCH 

Fig. 5. The instance selection result on flame

Table 4. The accuracy of flame in different classes

Predicted 1 2

CNEIS Real 1 0.9630 0
2 0.0370 1

KSCH Real 1 0.9955 0.1387
2 0.0045 0.8613

10 S. Wang and J. Tian



Figure 6 shows the instance selection results of CNEIS and KSCH on Ring3
dataset.

Shown in Fig. 6, we can find that the KSCH algorithm can classify the instances in
class2 completely correctly, but for the instances in class1 and class3, since the convex
hull algorithm can only select the convex samples, the instances in the inner ring,
which are close to the classification decision surface, can’t be selected. The classifi-
cation decision surface moved out, resulting in a large number of instances in class1
and class3 being misclassified. However, CNEIS performs well on all three classes of
instances, and the accuracy is close to 100%.

Table 5 shows the classification accuracies in different classes on the ring3 dataset.
Shown in Table 5, we can find that the classifier trained by instances that KSCH

algorithm identifies more than 9% of the instances in class2 as class1, and more than
15% of the instances in class3 are classified into class2.

(a) CNEIS

(b) KSCH 

Fig. 6. The instance selection result on Ring3

A Hybrid Instance Selection Method Based on Convex Hull and Nearest Neighbor 11



4 Conclusion

In this paper, we propose an instances selection method based on the convex hull and
the nearest enemy, which can select the boundary instance close to the classification
decision surface. It can reduce the restriction of the concave instances by dividing the
dataset into subsets. At the same time, the method executes in parallel on each subset,
which improves the effectiveness of the method. The experimental results show that
CNEIS can select powerful instances and yield the best accuracy compared to other
instance selection methods.

In the future, we plan to find the points on the contour of the dataset while finding
the instances close to the classification decision surface. This can solve the problem that
the dataset is too large to be imported and should be processed in batches.
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Integrating Explicit Trust and Implicit Trust
for Product Recommendation

Ling Ma and Jin Tian(&)

College of Management and Economics, Tianjin University, Tianjin, China
jtian@tju.edu.cn

Abstract. Recommender systems discovers users’ interests through users’
historical activities, and provides personalized recommendation for users. With
the development of E-commerce, there are more and more users and items,
which lead recommender systems to face a lot of challenges, such as data
sparsity, cold start, scalability and so on. Adding trust information to recom-
mender system provides a new way to solve the problem of data sparsity and
cold start. There are two kinds of trust relationships between users. One is
explicit trust, which can get from users’ trust list or friends list. The other is
implicit trust, which can be obtained through users’ historical activities. In this
paper, we propose a recommender system based on explicit trust and implicit
trust. Each user’s predictive ratings consist of two parts, one is from the user’s
explicit trust friends, and the other is from the user’s implicit trust friends.
Experimental results on two datasets demonstrate that the proposed approach
outperforms other state-of-the-art recommendation algorithms.

Keywords: Recommendation systems � Implicit trust � Explicit trust � Trust
propagation

1 Introduction

With the development of the Internet, a lot of data are generated. It is becoming more
and more difficult to quickly find the required information in a large amount of data.
This is the problem of information overload. Recommender systems are proposed to
solve this problem. Recommendation system can analyze user preferences according to
historical data, then help users filter information, and display the useful information to
users. Recommender systems are widely used in the field of e-commerce. On the one
hand, it can make the user experience better and improve the loyalty of users. On the
other hand, it can help businesses sell more things and increase sales.

Recommender systems can be divided into content-based recommender systems,
collaborative filtering systems and hybrid recommender systems. Collaborative filtering
is one of the most widely used recommender systems [1]. Collaborative filtering
assumes that two users with similar historical ratings also have similar ratings for other
items that have not been rated. Collaborative filtering includes three steps: the first step
is to calculate the similarity between users according to their historical ratings; the
second step is to find the nearest neighbors who are most similar to the target users as
the nearest neighbors of the target users; and the third step is to calculate the weighted
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average of the nearest neighbors’ ratings on the target items as the predicted rating.
Collaborative filtering does not require domain knowledge, and is intuitive and easy to
understand. However, traditional collaborative filtering faces the following problems:
data sparsity, cold start, scalability and so on [2]. Adding trust relationship between
users in recommender systems provides a new way to solve the above problems.

Some scholars have tried to use trust relationship to improve recommender system.
Ma et al. propose SoRec which map user-item rating matrix and trust relation matrix to
low dimensional space at the same time, and combine the two matrixes by sharing the
same user latent feature space [3]. Tidaltrust performs a modified breadth-first search in
social networks to predict the target user’s rating on the target item [4]. MoleTrust is
similar to TidalTrust, the different is that MoleTrust considers all users who have rated
the target item up to a maximum-depth [5]. Jamali et al. proposed a random walk
method called TrustWalker, which is a combination of trust-based and item-based
recommendations [6]. Deng et al. proposed an algorithm called RelevantTrustWalker,
which is similar to TrustWalker, but using matrix factorization to calculate the simi-
larity between users and the similarity between items [7]. Jamali and Ester proposed a
recommender system which combines the collaborative filtering and trust-based
approach to improve Top-N Recommendation [8]. Though these papers have improved
recommender systems by consider trust information, most of these paper did not
combine the explicit trust and implicit trust. In fact, the implicit trust is also really
useful in recommendation.

In this paper, we proposed a trust based recommender system named RS-exp-imp,
which combine explicit trust influence and implicit trust influence. Firstly, we mine the
implicit trust between users by calculating similarity of historical ratings between users.
Then, for every user, we select K explicit trust users and K implicit trust users. The
predicted rating is a combination of the rating from explicit trust users and implicit trust
users. Besides, we consider trust propagation to use more effective information. In
specific, if the target users have not rated the target item, then his rating is predicted
ratings from his own explicit trust users and implicit trust users.

2 Methodology

Suppose there are m users and n items. The historical ratings can be expressed as a
matrix R = [rij]m � n. rij is the rating of the jth item given by the ith user, which is
usually an integer number from 1 to 5 with interval of 1. T = [Tif]m � m denotes the
explicit trust matrix. If the ith user trust the fth user, Tif= 1, otherwise T if= 0. The
problem we study in this paper is as follows: predict the ratings for items given by users
using R and T.

A. Mining the implicit trust between users

Explicit trust is obtained directly from the user’s trust list or friends list and is
defined by the user himself. Implicit trust is mined through user’s historical ratings. The
idea behind implicit trust is that there is a trust relationship between the target user and
those users who have similar historical ratings with him. So we calculate the
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similarities between users. In this paper, we use Pearson Correlation Coefficient
(PCC) to measure the similarities between users. The calculation formula of PCC is 1.

simig ¼

P
j2Ii \ Ig

ðrij � �RiÞ� ðrgj � �RgÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j2Ii \ Ig

ðrij � �RiÞ2
r

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j2Ii \ Ig

ðrgj � �RgÞ2
r ð1Þ

where simig is the similarity of the ith user and the gth user, Ii is the set of the items that
the ith user has rated rij is the rating that the ith user gave to the jth item �Ri is the average
rating of the ith user. The value of simig is between −1 and 1. The larger the value is,
more similar the two users are.

For every user, we select top K users who are the most similar to him as his implicit
trust users and build implicit trust relationship between users.

B. Trust propagation

For the target user, his predicted rating is a combination of predicted rating from his
explicit trust users and his implicit trust users. As shown in Fig. 1.

The target user is presented as a red point in Fig. 1. The dotted line represents the
implicit trust relationship between users, while the solid lines represent explicit trust
relationships between users. Suppose the target user has two explicit users and three
implicit users, his predicted rating for the target item consists of two part. One is from
his two explicit users, which is defined as Rexp

ij . Another is from his three implicit users,

which is defined as Rimp
ij . The weights of Rexp

ij and Rimp
ij are Wexp

i and Wimp
i , respectively.

Wexp
u þWimp

u ¼ 1 ð2Þ

Rexp
ij is the weighted average of the ratings from all explicit trusted users. The

formula of Rexp
ij is 3.

Rexp
ij ¼

�Ri
P

m2Texp
i

Trustexpim �ðRmj � �RmÞP
m2Texp

i
Trustexpim

ð3Þ

Fig. 1. Recommender systems based on explicit trust and implicit trust
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where �Ri is the average rating of the ith user. Texp
i is the set users who are explicit users

of the ith user. Trustexpim is the trust degree of the ith user to the mth user. The more the
target user trusts the mth user, the large the weight is and the greater the influence from
the mth user, Trustexpim is calculated by 4.

Trustexpim ¼ 1

1þ expð� IðiÞ \ IðmÞj j
2 Þ

� simim ð4Þ

where I(i) is the item set the ith user has rated. simim is calculated using 1.
Similar to explicit trust, the formula of Rimp

ij is defined in 5

Rimp
ij ¼

�Ri
P

n2Timp
i

Trustimpin �ðRnj � �RnÞP
n2Timp

i
Trustimpin

ð5Þ

where Timp
i is the set users who are implicit users of the ith user. Trustimpin is the trust

degree of the ith user to the nth user, which is calculated by 6.

Trustimpin ¼ 1

1þ expð� IðiÞ \ IðnÞj j
2 Þ

� simin ð6Þ

In this paper, we set Wexp
u ¼ Wimp

u ¼ 0:5:
If a user who is trusted by the target user has not rated the target item, we predict a

rating for from his own explicit trust users and implicit trust users, and the predicted
rating are seen as his own rating and is fed back to the target user. In this way,
propagation of both explicit trust and implicit trust is considered into the recommender
system.

3 Results

A. Datasets

In this section, we select two well-known datasets FilmTrust and Ciao to do
experiments to compare the recommender system proposed in this paper and other
recommender systems.

FilmTrust is a movie website. Users in this website are able to rate the movies in the
range of 0.5 (min) to 4.0 (max) with step 0.5. Moreover, we can get the explicit trust
relationship between users. The Ciao dataset contains users’ ratings on an online-
shopping website Ciao.com. The values of the ratings are in the range of 1 (min) to 5
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(max) with step 1. We can also get the explicit trust relationship between users. The
general statistics of the two datasets are shown in Table 1.

B. Metrics

We use the Mean Absolute Error (MAE) and the Root Mean Square Error (RMSE)
to measure the accuracy of predicted ratings.

The MAE is defined as:

MAE ¼

P
ði;jÞ2Te

rij � r̂ij
�� ��

Tej j ð7Þ

where r̂ij is the predicted value of the rating rij and Te is the testing rating set.
The RMSE is defined as

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ði;jÞ2Te

rij � r̂ij
� �2

Tej j

vuuut ð8Þ

The smaller the value of MAE or RMSE is, the better the recommendation per-
formance is.

C. Comparison

We compare our proposed recommender system and the following recommender
systems.

(1) UBCF: user-based CF approach, which predicts the preference of a target user by
collecting the ratings from other similar users.

(2) TrustWalker: proposed by Jamali and Ester, which is a random walk method
combining the trust-based and item-based recommendations [6].

(3) RelevantTrustWalker: proposed by Deng et al. [7]. The target of each walk is
selected according to the trust relevancy among users instead of being selected
randomly.

(4) Trust-CF: proposed by Jamali and Ester [8]. It combines the collaborative filtering
and trust-based approach.

Table 1. Statistics of FilmTrust and Ciao

Statistics FilmTrust Ciao

Users 1642 4770
Items 2071 5079
Social relations 1853 12883
Ratings 35494 44716
Maximum number of ratings per user 244 679
Maximum number of social relations per user 59 73
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K is the number of implicit trusted users. We do 5-fold cross validation six times.
A total of 30 experiments were conducted and T-test was carried out. The results are
shown in Tables 2 and 3.

From Tables 2 and 3 we can see that our proposed recommender system can predict
ratings more accurate than other 4 recommender systems and T test are significant.
When K = 10, RS-exp-imp performs better than K = 5, but the results is not signifi-
cant. So the parameter K can affect the results, but the effect is not obvious.

D. The Advantage of Explicit Trust and Implicit Trust

In this section, we do experiments to explore the advantages of combining explicit
trust and implicit trust. We compare the performance of only consider explicit trust,
only consider implicit trust and consider both of explicit trust and implicit trust. The
results are shown in Table 4.

It can be seen that considering both explicit trust and implicit trust perform best,
which confirm the advantage of explicit trust and implicit trust.

Table 2. Accuracy comparisons of rating prediction on FilmTrust

Recommender systems FlimTrust
RMSE MAE

UBCF 0.8551*** 0.6531***
Trustwalker 0.8975*** 0.6646***
RelevantTrustWalker 0.8958*** 0.6683***
Trust-CF 1.0709*** 0.8077***
RS-exp-imp (K = 5) 0.8383 0.6369
RS-exp-imp (K = 10) 0.8383 0.6305

*p < 0.05; **p < 0.01; ***p < 0.001

Table 3. Accuracy comparisons of rating prediction on Ciao

Recommender systems Ciao
RMSE MAE

UBCF 1.0817*** 0.7937***
Trustwalker 1.2128*** 0.8550***
RelevantTrustWalker 1.1795*** 0.8409***
Trust-CF 1.5302*** 1.1141***
RS-exp-imp (K = 5) 1.0059 0.7473
RS-exp-imp (K = 10) 1.0036 0.7477

*p < 0.05; **p < 0.01; ***p < 0.001
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4 Conclusion

In this paper, we proposed a recommender system RS-exp-imp, which combines both
explicit trust and implicit trust. We calculate the similarity between users and mine the
implicit trust between users. Then predicted rating for the target user is the combination
of predicted rating from users who are explicit trusted by him and predicted rating from
users who are implicit trusted by him. The degree of trust determines the weight of
rating. If the direct trusted users have not rated the target items, we predict a rating for
him in the same way as his rating. In this way, trust propagation is considered into RS-
exp-imp. Experimental results on two datasets demonstrate that the proposed RS-exp-
imp outperforms other state-of-the-art recommender systems and confirms the advan-
tage of combine the explicit trust and implicit trust.
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Abstract. The prediction of engineering parameters is crucial for engineering
management. This study proposes an improved integrated artificial neural net-
work (ANN) model, combining ANN with AdaBoost algorithm and cost sen-
sitive method to predict engineering parameters. Through the integration of
ANN and the set of prediction error threshold and cost value, it not only
improves the generalization ability of ANN, but also ensures the scientificity of
engineering prediction. The proposed model is applied to predict concrete
compressive strength, and compared with artificial neural network, linear sup-
port vector machine, support vector regression, multiple linear regression,
classification and regression tree. The results show that the mean absolute
percentage errors are respectively 14.23%, 16.54%, 30.07%, 17.91%, 31.85%,
and 26.08%. Compared with the other five models, the proposed model shows
best prediction accuracy. The study shows that the proposed model is superior in
engineering prediction.

Keywords: ANN � AdaBoost algorithm � Engineering prediction

1 Introduction

In recent years, Building Information Modeling (BIM) has been widely used in
engineering projects. BIM contains a large amount of project information, such as
geometric and physical data of components, functional features, etc. As a platform for
data integration and sharing, BIM can provide reliable data and result visualization for
algorithms [1]. Many researchers have studied the combination of BIM and various
algorithms for cost prediction, construction site layout, etc. The capability of Artificial
Neural Network (ANN) to perform nonlinear mapping of output from multiple inputs
makes them suitable for handling estimation problems in construction that typically
involve complex input-output relations [2–4]. ANN demonstrated excellent predictive
ability [5–7]. Reference [8] used BP neural network to predict construction cost based
on BIM.

In the process of machine learning, the prediction results of ANN depend on its
network topology, weights, thresholds and other parameters. Therefore, the results are
often unstable. Researchers have optimized the parameters of ANN to improve the
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prediction accuracy. Lahiri and Khalfe [9] developed a new hybrid procedure to find
the optimum ANN architecture and tunes the ANN parameters. This method incor-
porated hybrid ANN and differential evolution technique (ANN-DE) for efficient
tuning of ANN meta parameters. Jo et al. [10] introduced three optimization algorithms
to search for the optimal values of the ANN’s hyper-parameters. They were random
search (RS), tree-structured Parzen estimator (TPE), and hyper-parameter optimization
via radial basis function and dynamic coordinate search (FIORD). Lo et al. [11] used a
parameter automatic calibration (PAC) approach to adjust the training parameters and
found the results yielded by the ANN-PAC model were more reliable. Lu et al. [12]
pointed out that the genetic algorithm (GA) performs better in determining the
weighting and threshold of ANN models and is therefore combined with BP to develop
this study’s ANN model. Although hyperparametric optimization of ANN can improve
its prediction accuracy, the optimized ANN model has poor generalization ability.
Therefore, when the model is applied to new data sets, and robustness of the model is
weak. In order to overcome this problem, Sun and Gao [13] combined AdaBoost
algorithm with neural network to overcome the instability of single neural network and
provide more accurate and stable prediction for new data sets. AdaBoost algorithm is
an iterative algorithm, which is mainly applied to the classification problem [14]. After
several years of development, it has been extended to the prediction field [15]. Ada-
Boost algorithm can improve the prediction accuracy of any given weak predictor.

In this study, AdaBoost algorithm is used to achieve predictors ensemble. ANN is
regarded as weak predictor, and the sample weight is adjusted according to the pre-
diction error of ANN. The updated sample weight is used again to train the next new
weak predictor, and finally a series of weak predictors are combined, getting a strong
predictor and the final output. In order to test the accuracy of the proposed algorithm in
engineering prediction, it is applied to the prediction of concrete compressive strength.
In order to avoid engineering risks, the prediction error needs to be controlled within a
certain range. Therefore, the proposed algorithm is combined with cost sensitive
method, threshold value is set for prediction errors.

2 Methodology

In order to improve the accuracy of prediction, the AdaBoost algorithm is used to build
a hybrid prediction framework containing multiple ANNs. The prediction results of all
ANNs are summarized to obtain the final prediction results. The weight of each ANN is
controlled by the AdaBoost algorithm. In order to distinguish the importance of dif-
ferent training samples, the weight of the training samples is jointly controlled by the
AdaBoost algorithm and the cost sensitive method, and the cost sensitive method is
used to set an appropriate threshold for the prediction error. When the error exceeds the
threshold, the sample weight needs to be increased on the basis of high cost value, that
is, the sample whose prediction error falls outside the threshold has higher prediction
cost. When the prediction error is within the set threshold, the sample weight is
decreased based on the lower cost value.

In order to ensure the validity and scientificity of the engineering prediction results,
the prediction whose error exceeds the set threshold is regarded as a wrong prediction,
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that is, the prediction result that is too high or too low is unacceptable, therefore, the
prediction problem can be converted into classification problem. The prediction results
are divided into two categories, one is the correct prediction, the error of which is
within the threshold, and the prediction is regarded as þ1, and the other is the wrong
prediction, the error of which exceeds the threshold, and the prediction is regarded as
�1. The prediction result is recorded as ðhiðxiÞ; yiÞ, yi is the actual result, ðþ1; þ1Þ
represents that the prediction is correct, and the cost value is C1; ðþ1;�1Þ represents
that the prediction is wrong, and the cost value is C2. The cost of ðþ1;�1Þ is higher
than ðþ1; þ1Þ, that is, C2 [C1. By combining the AdaBoost algorithm with the cost-
sensitive method, the prediction accuracy of ANN is improved.

ANN is applied for prediction. AdaBoost algorithm and the cost-sensitive method
are used to adjust the sample weights, and then several ANNs (weak predictors) are
combined by AdaBoost algorithm to achieve the high-precision prediction. The cal-
culation steps of the algorithm are as follows:

Step 1. Select the training data set Sn ¼ Xi; Yif g ¼ ðx1; y1Þ; ðx2; y2Þ; . . .; ðxn; ynÞf g
ði ¼ 1; 2; . . .; nÞ. The weight of the sample Sn is WtðiÞf g ðt ¼ 1; 2; . . .; TÞ. The initial
weight of the sample is 1=n.

W1ðiÞf g ¼ 1=n ði ¼ 1; 2; . . .; nÞ ð1Þ

n is the sample size. T is the number of the predictors.
Step 2. Use the predictor Ht to predict the output variable Yif g, and calculate the

prediction error Etf g.

Et ¼
X

i:ftðxiÞ6¼yi
wi
t ð2Þ

Step 3. Calculate the weight of the predictor.

at ¼ 1
2
lnð1� Et

Et
Þ ð3Þ

Step 4. Update the sample weight WtðiÞf g. The error threshold value is set to h.

WtðiÞ ¼ CiWt�1ðiÞ expð�atCilitÞ
Zt

Zt ¼
P
i
CiWt�1ðiÞ expð�atCilitÞ

8<
: ð4Þ

lit ¼
1; ftðxiÞ ¼ yi
�1; ftðxiÞ 6¼ yi

�
ð5Þ

Ci ¼ C1;Et � h
C2;Et [ h

�
ð6Þ

Calculating according to the sample weight update formula above can minimize the
prediction error with high cost [16].

Step 5. Repeat step 1–4 until all predictors have been executed.
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Step 6. Summarize all the predictors in the AdaBoost framework to form the final
strong predictor.

H ¼
XT
t¼1

atHt ð7Þ

The engineering parameters are used to predict the concrete compressive strength.
The data set used in the experiment is from the UCI database, which include1030
samples. The sample attributes include cement (m3/kg), blast furnace slag (m3/kg), fly
ash (m3/kg), water (m3/kg), superplasticizer (m3/kg), coarse aggregate (m3/kg), fine
aggregate (m3/kg) and age (day).

In practical engineering projects, the data of these basic parameter can be directly
read from BIM through the API interface using algorithm software, and then analyzed
by the algorithm proposed in this paper. In order to test the superiority of the improved
artificial neural network, the data set is obtained from the engineering database.

The three-layer ANN model is applied, the number of input neurons is 8, the
number of output neurons is 1, the number of hidden layer neurons is 32, the learning
rate is 0.2, the number of iterations is 500, and the number of experiments is 25. The
error threshold is set to 0.15. The AdaBoost algorithm integrates 10 ANN models. 75%
of the total samples are randomly selected as the training set, and the remaining 25% as
the test set.

3 Results

Four evaluation indicators are selected to evaluate the performance of the model,
namely mean absolute error (MAE), mean square error (MSE), root mean square error
(RMSE) and mean absolute percentage error (MAPE).

To obtain comparable experimental results, the same problem is solved by five
different methods. AdaBoost-ANN algorithm is compared with artificial neural net-
work (ANN), linear support vector machine (linear SVM), support vector regression
(SVR), multiple linear regression (MLR), classification and regression tree (CART) by
calculating the values of the prediction error. The experimental results are shown in
Table 1.

It can be seen from Table 1 that the mean absolute error of the AdaBoost-ANN
algorithm is reduced by 0.65–4.04 compared with the other five algorithms. In addition,

Table 1. Experimental results of six models

AdaBoost-ANN ANN Linear SVM SVR MLR CART

MAE (MPa) 4.20 ± 0.28 4.85 ± 1.01 8.15 ± 0.35 4.95 ± 0.22 8.24 ± 0.31 7.22 ± 0.32

MSE (MPa2) 33.35 ± 5.36 42.23 ± 16.89 118.96 ± 14.71 45.10 ± 5.01 108.02 ± 7.76 85.97 ± 7.03

RMSE (MPa) 5.75 ± 0.46 6.40 ± 1.11 10.89 ± 0.68 6.71 ± 0.37 10.39 ± 0.38 9.26 ± 0.38

MAPE (%) 14.23 ± 1.16 16.54 ± 3.27 30.07 ± 2.25 17.91 ± 1.75 31.85 ± 2.23 26.08 ± 1.65
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among the other five algorithms, the mean absolute error of the ANN model is the
lowest. Similar results are also shown in other indicators. Compared with the other five
algorithms the mean square error, root mean square error, and average absolute per-
centage error of the proposed algorithm are reduced by 8.88–85.61, 0.65–5.14 and
2.31%–17.62%, respectively. Among the other five algorithms, the ANN model out-
performs other algorithms. The mean square error is reduced by 8.88–85.61. The root
mean square error is reduced by 0.65–5.14. The mean absolute percentage error is
reduced by 2.31%–17.62%. Therefore, compared with the other five algorithms, the
proposed algorithm has higher prediction accuracy, which indicates that it is superior to
the other five algorithms in engineering prediction.

In addition, For SVR, the variance of each evaluation indicator is the lowest among
the other five algorithms. For the proposed algorithm, the variance of MAE and MSE is
only higher than that of SVR, and the variance of MAPE is the lowest. In addition, the
variance of every indicator of the ANN model is the highest.

4 Discussion

Table 1 shows that compared with the other five algorithms, the proposed algorithm
has the highest prediction accuracy, and each evaluation indicator of the method is
lower, indicating that the proposed algorithm outperforms the other five algorithms and
the prediction stability is better. Among the other five algorithms, the ANN model has
the best performance in prediction accuracy, but it has the worst performance in pre-
diction stability, which indicates that the ANN model can accurately predict the
compressive strength of concrete, but its poor stability can sometimes lead to excessive
differences in prediction accuracy, which limits the practical application of the ANN
model. Compared with the ANN model, the AdaBoost-ANN algorithm further
improves the accuracy of the prediction, and more importantly, it significantly
improves the stability of the prediction, and can avoid the situation, to some extent,
where the prediction error is large, thus having better generalization ability. The pro-
posed algorithm has higher engineering applicability in practical engineering.

5 Conclusion

From the perspective of engineering application, in order to reduce the risk of engi-
neering practice and improve the prediction accuracy of engineering parameters, the
cost-sensitive method is combined with ANN to set a threshold for the prediction error,
and the samples whose prediction errors are beyond the threshold are set to higher cost
values, thus ensuring higher prediction accuracy and improving the safety and scien-
tificity of engineering prediction. In order to overcome the dependence of single ANN
prediction on hyperparameters and samples, improve the generalization ability of the
model and the accuracy of prediction, the AdaBoost algorithm is used to integrate
multiple ANNs so as to overcome the dependence of single ANN on hyperparameters
and samples and improve the generalization ability of the model. By applying the
proposed model to concrete compressive strength prediction and comparing with the
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experimental results of five other algorithms, it is proved that the proposed model has
high precision in engineering prediction.

Combining BIM with ANN provides a new idea for engineering data analysis of
BIM project. With the promotion and application of BIM, it will become a new
direction for the informatization development of engineering management to combine
BIM with algorithms to make full use of the massive data in BIM. By applying the
results of data analysis to engineering practice, technical support can be provided for
engineering decisions.

There are a large number of engineering parameters in the construction project.
This study only uses the compressive strength of concrete as an example to verify the
applicability of the improved artificial neural network in engineering prediction.
Therefore, in order to meet the actual needs of engineering practice, it is necessary to
conduct further research in other engineering parameters in BIM.
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Abstract. This paper uses the improved global artificial fish swarm algorithm
to optimize BP neural network, which reduces the training error of the neural
network. Firstly, the structure of BP neural network is established to determine
the number of network layers and neurons. Secondly, the improved global
artificial fish swarm algorithm is used to optimize the algorithm, which mainly
searches for the initial weights and thresholds of the global optimum according
to the convergence and search ability of the algorithm. Finally, the optimized BP
neural network is used to detect, the weights and thresholds are assigned to the
BP neural network. Then the weights and thresholds are trained to minimize the
training error. Through experimental analysis, the improved global artificial fish
swarm algorithm can optimize BP neural network better, reduce errors and
training times, improve the training speed of the network, and enrich the
research on the improvement of the neural network.

Keywords: BP neural network � Global artificial fish swarm algorithm �
Optimization � Simulation

1 Introduction

The error function of BP neural network is a non-linear function with Sigmoid function
as its independent variable. There inevitably exists a local minimum with zero gradient
on the error surface [1]. The training process is mainly accomplished by two stages: the
forward propagation of signals and the reverse propagation of errors. The error of each
connection weight of the neural network can be reduced continuously [2]. BP network
has strong ability of non-linear mapping [3], but because the weights and thresholds of
the neural network are adjusted according to the direction of negative gradient, the
training results will have errors with the actual situation. Therefore, many experts and
scholars are studying how to reduce network errors, and put forward many improve-
ment methods, such as: BP Neural Network Constraints [4]. Optimizing Neural
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Networks by Genetic Algorithms [5, 6]. Neural Network Based on Bee Colony
Optimization [7]. Optimizing BP Neural Network by Improved Differential Evolution
Algorithms [8]. Optimizing Neural Networks by Particle Swarm Optimization [9]. In
the aspect of application, the analytic hierarchy process and neural network are com-
bined and applied to the actual situation [10]. And more research results have been
achieved. Guo [11] proposed to improve BP neural network, and then reduce the error.
Yu and Xidongmin [12] proposed an artificial fish swarm algorithm to optimize the
initial weights of the PID neural network, aiming at the characteristics of decoupling
control for multivariable systems, which accelerated the convergence speed of the PID
neural network. Liu [13] introduced chaotic initialization strategy and immune regu-
lation mechanism to overcome the shortcomings of basic AFSA, and used the
improved AFSA to optimize the wavelet neural network. In BP neural network, the
initial weights and thresholds of the network are set randomly, not artificially con-
trolled. As a result, in the process of training the network, BP neural network is easy to
fall into local extremes and increase training errors.

In order to improve the prediction accuracy of BP neural network, this paper
improves the global artificial fish swarm algorithm, and constantly adjusts the initial
weights and thresholds of BP neural network, combines the improved global artificial
fish swarm algorithm with BP neural network to optimize the network, so that the
prediction results have higher accuracy and applicability. To improve the training speed
and error recognition rate.

2 Brief Introduction of Global Artificial Fish Swarm
Algorithms

Li [14] first proposed artificial fish swarm algorithm (AFSA) in 2002. This algorithm is
a new top-down autonomous search model. It mainly studies the behavior of fish
swarm and imitates the behavior of fish such as foraging, clustering, tailing and
stochastic to achieve global optimization. In the basic fish swarm algorithm, the
position updating formula of artificial fish has only local optimal information, but not
global optimal information [15]. Therefore, adding global optimal fish information can
effectively improve the global search ability of the algorithm, and improve the accuracy
and accuracy of the algorithm.

The mathematical description of the global artificial fish swarm algorithm is as
follows:

X = (x1, x2,…, xn): indicates the state of an individual of an artificial fish. The
variables to be sought are xi(i = 1, 2, …, n); Steps: step of artificial fish; visual: field of
artificial fish; try_number: number of attempts; delta: crowding factor; distance
between two artificial fish: dij = |Xi − Xj|; food concentration of location: Y = f(X);
T_value: threshold of swallowing behavior in global artificial fish swarm algorithm.

(1) foraging behavior

Assuming that the current state of artificial fish i is Xi, a state Xj is selected randomly,
and the artificial fish moves randomly in one direction. If a larger food concentration is
found, the artificial fish moves further in that direction. On the contrary, the state Xj is
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selected randomly again. If the try-number times are repeated, and the conditions of
advance are not satisfied, the artificial fish will move randomly.

Mathematical representation is:

Xj ¼ Xt
i þ ðXj�Xt

i Þþ ðXbest�of�Xt
i Þ

ðXj�Xt
i Þþ ðXbest�of�Xt

i Þk k � Step � RandðÞ; Yi [ Yj

Xj ¼ Xt
i ¼ Visual � RndðÞ; else

(

Rand () is a random number between 0 and 1.

(2) Cluster Behavior

Assuming the current status of artificial fish is Xi, the number of partners NF and the
central location Xc in the region are also found. If Yc/nf〉Yi, the cluster behavior
occurs, Xi moves one step in the direction, otherwise the previous behavior is executed.

Mathematical representation is:

Xj ¼ Xt
i þ ðXc�Xt

i Þþ ðXbest�af�Xt
i Þ

ðXc�Xt
i Þþ ðXbest�af�Xt

i Þkk � Step � RandðÞ; Ycnf [ dYi

foraging; else

(

(3) Tail-chasing behavior

When an artificial fish Xi finds a higher food concentration, the nearby artificial fish
will automatically gather here, that is to say, each artificial fish will move towards a
higher food concentration.

Mathematical representation is:

Xj ¼ Xt
i þ ðXj�Xt

i Þþ ðXbest�af�Xt
i Þ

ðXj�Xt
i Þþ ðXbest�af�Xt

i Þkk � Step � RandðÞ; Yjnf [ dYi

foraging; else

(

(4) Jumping behavior

Jumping behavior is mainly to improve the global search ability. When jumping
behavior is introduced, artificial fish can be effectively avoided from falling into local
optimum by forcibly changing the parameters of artificial fish and then changing the
behavior of artificial fish.

The expression is expressed as:

Xsomeðtþ 1Þ ¼ XsomeðtÞþ b � Visual � RandðÞ

b is a parameter or a function that changes the parameters of artificial fish.
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(5) Swallowing behavior

In order to reduce the complexity of the algorithm, swallowing behavior is introduced on
the basis of artificial fish swarm algorithm. When the number of artificial fish increases,
it will occupy more space and increase the complexity of the algorithm. The introduction
of swallowing behavior can effectively solve this problem. When the artificial fish
swarm algorithm passes through n iterations, if the objective function value of an
artificial fish does not satisfy the condition, in order to reduce the space, the artificial fish
must be discarded. The total number of artificial fish: Af_total = Af_total-1.

3 Improved Global Artificial Fish Swarm Algorithm

Compared with other algorithms, the global artificial fish swarm algorithm has many
advantages, such as good convergence and robustness, but it also has some disad-
vantages, such as low optimization accuracy and easy to fall into local optimum. In this
paper, the global artificial fish swarm algorithm is improved, so as to achieve higher
optimization effect, jump out of local extremum, and reduce the optimization error.

(1) The adaptive step size is added to the global artificial fish swarm algorithm. In the
process of executing each behavior, the Step parameter will be involved in each
iteration. In the past, the Step is an invariant value, which easily makes the artificial
fish fall into local optimum. In this paper, the step size is set to adaptive step size.

Steptþ 1 ¼ b � N � t
N

Step; b 2 ð1:1; 1:5Þ

Among them, N represents the total number of iterations.

(2) Attenuation factor was introduced into foraging behavior. With the increase of
iteration times of artificial fish, the visual field of artificial fish is gradually reduced,
and then the optimization effect is improved. That is, Visualk+1 = a + Visualk, and
a є [0, 1]
At the same time, in order to improve the research accuracy, this paper removes the
congestion factor.

(3) Tabu tables are introduced into the global artificial fish swarm algorithm to record
the routes each artificial fish has traveled and the best advantages of its arrival.
These information are updated in the tabu table in every time to avoid repetitive
routes for artificial fish, and to search the points that have not yet arrived, expand
the search scope, enhance the global search ability and search efficiency.

4 Improved Global Artificial Fish Swarm Algorithms
to Optimize BP Neural Network

Global artificial fish swarm optimization of BP neural network is mainly to set the
artificial fish state as the initial weights and thresholds of the neural network. the neural
network is represented by artificial fish, and the reciprocal of the training error of BP
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neural network is expressed by the food concentration of artificial fish. To improve the
global artificial fish swarm algorithm is to continuously adjust the initial weights and
thresholds of BP neural network. The improved global artificial fish swarm algorithm
can optimize the initial weights and thresholds of the neural network to the global
optimal value, which can minimize the training error. The point with the greatest food
concentration is the point with the smallest error in the BP neural network.

Improving the implementation steps of global artificial fish swarm algorithm to
optimize BP neural network: Firstly, determining the basic structure of BP neural
network; Secondly, using the improved global artificial fish swarm algorithm to opti-
mize BP neural network; Finally, through testing the optimized BP neural network, the
running speed and error of the algorithm are improved. The network structure is
determined by the number of layers and neurons in the network. The improved global
artificial fish swarm algorithm is mainly searches for the initial weights and thresholds
of the global optimum according to the convergence and search ability of the algorithm.
Finally, the optimized BP neural network is used to detect, and the weights and
thresholds are assigned to the BP neural network. Then the weights and thresholds are
trained to minimize the training error. The specific algorithm flow is as follows:

Step1, Determine the structure of BP neural network, that is, the number of layers of
neural network and the number of neurons.
Step2, Parameter initialization, including the number of artificial fish, step size,
visual field, crowding factor, number of attempts, initial position.
Step3, the algorithm is initialized, and the state of the global optimal artificial fish is
recorded and counted into the bulletin board.
Step4, In the initialization of the fish flock, artificial fish begin to perform foraging
and tail-chasing behavior. Finally, the results of the implementation are evaluated
and the target location is determined.
Step5, compared the result with that of the bulletin board. If a better function value
is obtained, it is moved to the bulletin board, otherwise, turned step (4);
Step6, Perform the artificial fish selection and update the position information of
each artificial fish.
Step7, the artificial fish state in the bulletin board is assigned to the neural network
as initial weights and thresholds.
Step8, simulate the BP neural network and test the simulation error.

5 Analysis of Experimental Results

In order to verify the effectiveness of the improved global artificial fish swarm algo-
rithm to optimize the BP neural network, the experimental errors before and after the
improvement of the neural network were tested. 500 groups of training samples were
randomly selected and 150 groups of data were tested.

(1) parameter setting. According to the establishment of BP neural network, the hidden
layer contains seven neurons, the transfer function is logsig, the middle layer
contains four neurons, the transfer function is purelin, the training function is
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traingdx, the training times in BP neural network are 500, the total number of
artificial fish is 20, the maximum number of iterations is 20, and the maximum
number of probes is 20. The number of artificial fish was set to 5, the visual field of
artificial fish was set to 0.1, the crowding factor was set to 0.618, and the step size
was set to 0.2.

(2) The experimental results. By comparing the experimental results before and after
the improvement, it is found that after the improvement of the global artificial fish
swarm algorithm, the optimization of the neural network can better reduce the
error. Table 1 and Fig. 1 show the simulation error and training error requirement
of the improved BP neural network. According to Table 1, it can be seen that with
the increase of iteration times, the error is gradually decreasing. When the number
of iterations reaches 12, the error will not change. At the same time, according to
Fig. 1, when the number of training reaches 497 times, it meets the expected error
requirement.

Through the improvement of BP neural network optimized by global artificial fish
swarm algorithm, the improved simulation error results and training error are obtained.
As shown in Table 2 and Fig. 2.

Table 1. Global artificial fish swarm algorithm optimization BP neural network simulation error
before improvement

Number of
iterations

1 2 3 4 5 6 7 8 9 10

Error 0.5733 0.5733 0.5733 0.5733 0.5733 0.56 0.56 0.56 0.56 0.56
Number of
iterations

11 12 13 14 15 16 17 18 19 20

Error 0.56 0.5467 0.5467 0.5467 0.5467 0.5467 0.5467 0.5467 0.5467 0.5467

Fig. 1. Training error curve
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According to Table 2, the weight and threshold of BP neural network are optimized
by using the improved global artificial fish swarm algorithm. When the number of
iterations reaches 4 times, the error tends to be stable, and the recognition rate of the
error is 97%. According to the training results, as shown in Fig. 2, after 400 training
sessions, the training error of BP neural network meets the expected training error
requirements.

By comparing the results before and after the improvement, it can be concluded that
the weight and threshold of BP neural network can be optimized by improving the
global artificial fish swarm algorithm. The improved BP neural network can better
reduce errors, get higher accuracy, and improve the number of network training. It
shows that the improved global artificial fish swarm algorithm can better optimize the
initial weights and thresholds of BP neural network, avoid falling into local extremes,
reduce errors and improve the error recognition rate.

Table 2. Improvement of global artificial fish swarm algorithms to optimize BP neural network
simulation errors

Number of iterations 1 2 3 4 5 6 7 8 9 10
Error 0.373 0.373 0.373 0.33 0.33 0.33 0.33 0.33 0.33 0.33
Number of iterations 11 12 13 14 15 16 17 18 19 20
Error 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.33

Fig. 2. Training error curve
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6 Conclusion

Standard BP neural network is easy to fall into local extremum, resulting in increased
error. In order to reduce the error of the neural network, this paper improves the global
artificial fish swarm algorithm by continuously adjusting the initial weights and
thresholds, and assigns the adjusted weights and thresholds to the neural network. The
simulation results show that this method effectively reduces the training error and
simulation error of BP neural network, and improves the recognition rate of the error.
Through the improvement of the neural network, the feasibility of the network is
enriched, the scope of application of the network is expanded, and the improvement of
the neural network is further studied.
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Abstract. The emergence of cloud computing has completely changed the
entire IT world. There is no doubt that making a profit is a cloud service
provider (CSP)’s ultimate goal. To make a profit, a CSP needs a reasonable
pricing strategy. At the same time, in order to increase the attractiveness of cloud
service, CSPs tend to write default clauses in the service level agreement
(SLA) and the default cost will affect the profit of CSPs. To determine an
optimal pricing strategy, this paper builds some bi-level programming models of
CSPs and users. The basic model does not consider default compensation and
the default cost is included in the extended model. Finally, the comparison
results of the two models prove that it is significant for the CSP to set default
compensation clauses.

Keywords: Bi-level programming � Cloud service � Default compensation �
Pricing strategy

1 Introduction

In the 21st century, cloud services have developed rapidly in terms of technical services
and market size. The global scale has increased from $68.3 billion in 2010 to $305.8
billion in 2018. According to Gartner’s forecast, by 2020 this figure will exceed $400
billion.

Hence, it is crucial for a cloud computing providers (CSP) to make a reasonable
pricing strategy for cloud computing services. The configuration of cloud service
resources is an important factor of pricing [1]. It is because resource allocation directly
affects the operating cost. In addition, relevant research indicates that it is more rea-
sonable to adopt a dynamic and tiered pricing strategy [2].

To better coordinate the transaction cooperation between cloud service providers,
CSPs usually sign service level agreement (SLA) with users. Generally, SLA includes
an agreement on the price of the service, the level of service, and the amount of
compensation for breach of contract. The latest version of the Alibaba Cloud Elastic
Cloud Service (ECS) Service Level Agreement, which came into force on February 1st,
2018, specifically defines service availability level indicators and compensation plans.
One of the clauses is “For a single ECS instance, if the service availability is less than
99.95% but equal to or higher than 99%, the user is compensated for 10% of the
monthly service fee.”
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The default compensation item will inevitably lead to certain default costs, which
will thus affect the profit of the CSP. Obviously, this impact is worthy of deep study.
The default issue can be treated as whether a transaction is generated [3]. However,
using quantitative methods to analyze the cost of default is more realistic.

The main contribution of this paper consists of three parts:

• This paper focuses on the analysis of the default compensation for cloud service
pricing. Therefore, this study established two comparative bi-level programming
models.

• This paper uses quantitative methods to analyze the cost of default. Furthermore,
the response time is defined as the service quality indicator and could be calculated
by the queuing theory model.

• This paper clearly provides the optimal pricing formula and optimal resource
allocation formula for the basic model. Moreover, the evaluation between the basic
model and the extended model shows it is valuable for CSP to set default clauses.

The rest of this paper is organized as follows. This paper discusses related work on
cloud service pricing in Sect. 2. The problem description and two comparative bi-level
programming models are presented in Sect. 3. The cost function and the user utility
function are defined in Sect. 4. In Sect. 4, this paper lists the optimal pricing formula
and the optimal resource allocation formula for the basic model and shows the com-
parison results of the two models. The conclusion is given in Sect. 5.

2 Related Work

In the previous research on cloud service pricing, scholars have established pricing
models from different perspectives. Jin et al. propose the cloud service pricing opti-
mization scheme on a fine-grained scale [4]. And they calculate the maximum value of
the social welfare so that both parties are satisfied. Wang et al. established a key
parameter determination model including price and service quality index based on
multiple game relationships among big data reporting organizations, cloud service
organizations, and customers [5]. It can be seen that cloud service pricing is an essential
game process between CSPs and users.

For the game problem of cloud service pricing, Cardellini et al. propose the optimal
pricing strategy based on the relationship between SaaS and IaaS [6]. They studied two
different IaaS provider pricing strategies: the first assumes that the IaaS provider sets a
unique price; the second assumes that the IaaS provider can set different prices for
different customers. For each pricing strategy, the literature confirms the existence of
game equilibrium.

Most of the previous related literature use simple linear functions to calculate the
cloud service cost. Chiang et al. consider the cost of hardware resource, energy con-
sumption, buffer, user opportunity and congestion in the cost efficiency analysis of
cloud services [7]. The total cost is a linear combination function for each cost. When
studying the cost model of cloud services, Liu et al. even consider energy consumption
factors, involving physical voltage, capacitance, and frequency. But the total cost is
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also a linear function of the decision variable of the number of servers [8]. What utility
function should be used depends on the definition of “quality of service” in the
research.

There are a variety of existing user utility functions. Sumanta et al. construct a linear
user utility function in the study of cloud service pricing, which is a linear combination
of a vector composed of utility positive factors and a vector composed of negative
factors [9]. Tang et al. establish a logarithmic user utility function for service quality in
their research, based on the law of diminishing marginal utility in economics [10].

Given the problem of cloud service default, most of the previous literature chose
response time as a service level indicator to investigate default and adopted a variety of
processing methods. Zhang et al. use the default condition as a constraint on the model
to ensure that the response time of the service could not exceed the time specified in the
agreement [3]. Sen et al. construct the resource request model of the service system
based on the first-come-first-served MMC model [11]. They propose that the proba-
bility of completing the request within the time limit should be greater than the
probability set in SLA. Macías et al. propose that users can pay a certain tip to allow
cloud service providers to guarantee the quality of service [12].

3 Bi-level Programming Model for Pricing Cloud Service

This paper studies the optimal pricing strategy for real-time cloud services considering
SLA in a monopolistic environment, that is, the game relation between one CSP and
multiple users.

CSP takes profit maximization as the decision objective, and its decision variable is
price and resource allocation. Users take the utility maximization as the decision
objective, and the decision variable is to choose the service or not.

The detailed game process is as follows:

1. In the beginning, the CSP provides the users with service information, including
price, promised response time and default compensation clauses.

2. The users decide whether to select the service according to the service information
provided and their demand for the urgency of the service. Then, they issue purchase
instructions to the supplier.

3. The CSP assigns service queues to users based on their purchase instruction, and the
users start to wait in line for the service.

4. The users accept the provider’s cloud service and feedback on the status of the
service to the CSP.

5. The CSP judges whether there is a breach of contract on the basis of the users’
feedback. If there is a default, the users will be compensated according to the
clauses of default.

According to the problem description above, this paper takes the decision of CSP as
the upper decision and the decision of the user as the lower decision.

To strongly prove the value of the compensation clauses set in the SLA, this paper
establishes two comparative models. The basic model does not consider default
compensation and the default cost is included in the extended model.

38 X. Wan et al.



In the basic model, CSP aims at maximizing its profit p, taking the price p and the
number of configured servers NS as decision variables. When there are n users pur-
chasing the services, the CSP’s profit is the part of the revenue from the users minus the
operating cost C of the cloud service. The CSP’s programming is expressed as (1).

maxpðNS; pÞ ¼ pn� C ð1Þ

Assuming there are M users in the cloud service market, the utility of user j (j = 1,
2, …, M) is a function U of the price and promised response time PRT in the SLA.
Each user’s goal is to maximize their utility uj. This study assumes that the CSP only
provides one service, and users are free to choose whether to purchase the service or
not. The users’ programming is expressed as (2) and (3).

maxujðxjÞ ¼ UjðPRT ; pÞxj ð2Þ

s:t: xj ¼ 0 or 1 ð3Þ

Equation (3) means that when xj is equal to 0, user j does not purchase the service,
and when xj is equal to 1, user j purchases the service. It can be inferred that user
j would purchase the service only if the utility function value is greater than zero.

In the basic model of this study, the promised response time PRT is not directly
treated as a decisive variable. Since there is no default clause, the CSP should con-
sciously make the promised response time PRT as equal as possible to the actual
response time RT of each user. It should be noted that RT is a random variable.

Because it is a real-time cloud service, this paper uses the queuing theory model to
analyze the response time of the system. Furthermore, the system can be viewed as an
MM1 model in which multiple service stations are connected in parallel [4]. This paper
assumes that each server is homogeneous. The service rate l of the system represents
the number of users each server can serve in a unit of time. The arrival rate of the
system represents the number of users entering the system per unit time. In this study,
the arrival rate can be directly reflected by the occupied market size n. Thus, the
promised response time PRT can take the average value of the actual response time RT ,
which is expressed as (4).

PRT ¼ EðRTÞ ¼ 1
l� n

NS

ð4Þ

In the extended model, the CSP needs to consider the issue of default costs DC. The
CSP’s profit is equal to the revenue minus the operating cost and the default cost.
Meanwhile, the promised response time PRT is a decisive variable, not necessarily
equal to the average value of the actual response time RT . Anyhow, the value of PRT
should not be exaggerated. This paper assumes that the minimum value of PRT is the
reciprocal of the service rate l. So, the CSP’s programming in the extended model is
expressed as (5) and (6).
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maxpðNS;PRT ; pÞ ¼ pn� C � DC ð5Þ

s.t.PRT � 1
l

ð6Þ

The users’ programming in the extended model is the same as that in the basic
model, which is expressed as (2) and (3).

In the extended model, whether a default occurs or not depends on whether the
actual response time RT exceeds the promised response time PRT. If the actual
response time of user j exceeds the promised response time, the CSP needs to provide
the user with default compensation and bear the cost.

However, according to the fact and relevant literature, the compensation provided
by CSP cannot be infinite. In other words, there should be an upper limit a for
compensation. When the actual response time increases to a certain extent, the default
cost paid by the CSP does not increase.

Thus, the default function is defined as (7) and (8). And the relationship between
default cost of user j and the response time is shown in Fig. 1.

DC ¼
X

DCj ð7Þ

DCjðRTÞ ¼ 0; RT �PRT
að1� PRT

RT Þ; RT[PRT

�
ð8Þ

Both in the basic model and the extended model, the CSP needs to consume a lot of
power resources, maintain the servers regularly, and pay for relevant personnel. These
would make the CSP bear operating costs.

This paper assumes that each cost in the operation is proportional to the number of
servers NS. For each server, the operating cost is a. The operating cost function is
defined as (9).

Fig. 1. The relationship between default cost of user j and the response time
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C ¼ aNS ð9Þ

For the lower decision of the models, cloud services with lower prices and better
quality are more popular with the user community. In the eyes of users, the smaller the
promised response time is, the better quality service would be. So, the utility function is
defined as (10).

U ¼ v0 � djPRT � p ð10Þ

In (10), v0 indicates users’ basic utility, which is the same for each user. dj rep-
resents the sensitivity of user j to the response time. The higher dj means the higher
time requirements of user j. This paper assumes that dj obeys a uniform distribution of
zero to a positive number b.

4 Results and Analysis

4.1 Optimal Decision of the Basic Model

User j would purchase the service only if the utility function value is greater than zero
and dj obeys a uniform distribution of zero to a positive number. Therefore, according
to (10), the occupied market size n could be expressed as (11).

n ¼ v0 � p
PRT

ð11Þ

Then, according to (4) and (11), n is solved as (12).

n ¼ lNSðv0 � pÞ
NSþ v0 � p

ð12Þ

If the optimal price p� and the optimal number NS� of servers exist, the partial
derivatives of the profit function with p and NS are both equal to 0.

The second derivative test proves that the optimal price and the optimal must exist.
Finally, the optimal number NS� of servers and the optimal price p� of the basic model
are obtained as (13) and (14).

NS� ¼ ð
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ v0

p
� 1Þð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
al

ffiffiffiffiffiffiffiffiffiffiffiffi
1þ v0

p
ð

ffiffiffiffiffiffiffiffiffiffiffiffi
1þ v0

p
� 1Þ

q
� 1Þ ð13Þ

p� ¼ NS� þ v0 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NS�ðNS� þ v0Þ

p
ð14Þ

4.2 Comparative Evaluation

Based on the queuing theory, the probability density function of the customer’s stay
time is expressed as (15).
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fRTðtÞ ¼ ðl� n
NSÞe�ðl� n

NSÞt; t� 0
0; t\0

�
ð15Þ

In terms of probability theory, the calculation method of the default cost expec-
tation of user j in the extended model is expressed as (16).

EðDCjÞ ¼
Z þ1

�1
fRTðtÞ � DCjðtÞdt ð16Þ

Then, the profit function of the extended model is transformed into (17).

p ¼ pn� aNS� an
Z 1

PRT
ðl� n

NS
Þe�ðl� n

NSÞtð1� PRT
t

Þdt ð17Þ

Equation (17) is not an elementary function. Therefore, this paper has to use the
numerical method to solve the extended model. The parameter settings are listed in
Table 1.

Next, the enumeration method is used to search and evaluate the optimal solution of
the extended model with the default upper limit a taking multiple values.

Table 1. Parameter settings

Parameter Value

l 2
a 1
v0 3

Fig. 2. The optimal price in the cases of different values of the default upper limit a
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Finally, the parameters are substituted into (13) and (14) to evaluate the basic
model, and the results of the two models are compared and analyzed.

Figures 2, 3 and 4 show the optimal solution of the basic model and the extended
model when a takes different values. Figures 5 and 6 present the occupied market size,
cost and profit when the decisive variables are optimal.

When a is lower than 1.9 (i.e. less than 82% of the corresponding price), the profit
in the extended model is higher than the profit of the base model. In this case, the price
and the occupied market size in the extended model are both greater than those in the
basic model, though the number of servers (the operating cost) and the default cost are
also more.

Fig. 3. The promised response time in the cases of different values of the default upper limit a

Fig. 4. The number of serves in the cases of different values of the default upper limit a
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When a is higher than 1.9 (i.e. more than 82% of the corresponding price), the
profit in the extended model is less. However, due to the very short PRT, the CSP still
occupies a greater market size in the extended model. At worst, the market size in the
extended model has increased by 15%, from 1 to 1.15.

According to the results, it is significant for the CSP to set default compensation
clauses in SLA. Such a strategy for cloud services is beneficial for the CSP to expand
its market size, and this strategy would even give the CSP a chance to increase its
profit. When the default upper limit is low, if the CSP adopts the default compensation

Fig. 5. The occupied market size when the decisive variables are optimal in the cases of
different values of the default upper limit a

Fig. 6. The profit when the decisive variables are optimal in the cases of different values of the
default upper limit a
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strategy, it would gain more profit. It is because the price and the occupied market size
get improved obviously, whereas the costs only increase slightly. When the default
upper limit is high, the default compensation strategy still makes the CSP occupy a
larger market size thanks to the adjustable promised response time.

5 Conclusion and Future Work

This article studies the optimal pricing strategy for real-time cloud services considering
SLA with default compensation in a monopolistic environment.

In the model section, the article establishes two comparative bi-level programming
models (the basic model and the extended model) based on the game relation between
one CSP and multiple users. The basic model does not consider default compensation
and the default cost is included in the extended model. Simultaneously, this paper
provides the default cost function, the operating cost function, and the utility function
for the models. For the default cost function, this study chooses the response time as the
service quality index, which is calculated by the queuing theory model.

In the analysis section, the article first analyzes the basic model by using analytical
methods to figure out the optimal pricing formula and optimal resource allocation
formula. Then, the article compares the evaluation between the basic model and the
extended model. The results show that it is better for the CSP to set default compen-
sation clauses. The default compensation strategy gives CSP a great opportunity to
increase its profit. Even though the profit level does not rise, the market size would
expand.

In the future, we plan to study the tiered pricing strategy for cloud services. Also,
we are considering adding the expectation of default cost to the utility function.
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Abstract. In order to solve the phenomenon that the layout of packaging test
workshop facilities in semiconductor company is complex and not suitable for
production requirements, this paper puts forward an improved bat algorithm for
re-layout planning based on the double-layer structure of the workshop, the
unequal area of the workshop and the production status of multi-variety prod-
ucts, with the goal of minimizing material handling cost and maximizing the
utilization rate of workshop area. The results after the calculation of the algo-
rithm obviously improve the layout of the packaging test workshop, reduce the
cost of material handling, and increase the area utilization rate.

Keywords: Unequal area facility layout � Improved hybrid bat algorithm �
Semiconductor company packaging test workshop

1 Introduction

For manufacturing industry, to enhance the viability of industry, reduce the cost of
production processes and enhance the production capacity of multi-variety products has
become the main goal in its production improvement. According to a study by the
Market Intelligence & Consulting Institute (MIC) of the Taiwan Policy on China, the
global semiconductor industry market will increase by more than 10% in 2018, and the
growth of this market is mainly due to the product demand of communication terminals
and the further development of artificial intelligence technology. But World Semi-
conductor Trade Statistics (WSTS) in its latest 2019 annual forecast that the tide of
higher prices for semiconductor products in 2019 is likely to fade, and that the world
semiconductor market is expected to enter a steady pace of development. Because of
the inherent characteristics of semiconductor products, there are many characteristics in
the process of processing, such as large quantity, variety, complex production process,
many auxiliary materials and high time constraints. Therefore, it is possible to reduce
the manufacturing cost and improve the production efficiency through the adjustment
of the facility layout.
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Because of the importance of facility layout to manufacturing enterprises, many
scholars have carried out in-depth research on this problem. Cho and Bai applied the
research results to the enterprise, solved the existing problems [1, 2]. To solve the bi-
objective facility layout problem, Sahin used simulated annealing (SA) and it per-
formed better than the previous works [3]. Abdulateef applied the Ant Colony tech-
nique to make the Ant colony system which can solve high flexibility facility layout
problems [4]. Hasda proposed an iterative based two steps genetic algorithm [5]. Ning
and Li studied the single row layout problem and proposed CE-based algorithm [6].
Zhang and Murray, they developed the mixed integer programming model to solving
the double-row layout problem by a corrected formulation [7]. With the continuous
study of the layout of the facility, some scholars began to consider the impact of other
objective factors on it. There are scholars in the layout process to consider the security
and other factors [8, 9].

As the pace of market change continues to improve, the needs of enterprises for the
layout of facilities also have a change. In this case, many scholars began to study the
dynamic layout problem [10–13] and the robust layout problem [14].

In the above research, most of the areas to be laid out are assumed to be rectangular,
to a certain extent ignored the objective limitations of the area to be arranged, in this
case, some scholars have also studied this aspect. Some scholars also use algorithms for
the optimization of unequal area facility layout problems [15, 16].

In the follow-up research of this paper, according to the actual layout of the
packaging test workshop of semiconductor manufacturing company, in order to min-
imize the material handling cost and maximize area utilization as the optimization goal,
an improved bat algorithm is proposed to optimize the layout of the workshop.

2 Mathematic Modeling

In this paper, the objective function of the package workshop aiming at the minimum
logistics handling cost and the maximum used area utilization as the target is as
follows:

T ¼ a � rateU þ b � rateC ¼ a � (Pu � PnÞ
Pu

� �� �

þ b �
Xt
t¼1

Xm
i¼1

Xm
j¼1

Dij � F � Snij
 ! ð1Þ

Subjected to

ratec ¼ currentC
C�

; rateu ¼ currentU
U�

ð2Þ
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Pu ¼ ½ðmax xi þ lj
2
Þ

� ðmin xj � lj
2
Þ � ðmax yk þ

hk
2
�min yl �

hl
2
Þ�

ð3Þ

In order cater for real production condition and avoid overlapping between facil-
ities, the constraints should be considered as follows:

xir � xjr � 1
2
� (Li þ Lj)þ dij ð4Þ

yir � yjr �
1
2
� (Hi þHj)þHij ð5Þ

Xm
i¼1

nir þ
Xm
j¼1

Xm
i¼1

dij � Rir � Rjr\L ð6Þ

Rir ¼ 1; unit I is placed on line R
0; unit I is not placed on line R

;
Xm
i¼1

Rir ¼ 1

(
ð7Þ

As shown in (1), the objective function value T of this mathematical model is
composed of the maximum area usage and the minimum logistics handling cost. a, b as
the target weight, take the value of 0.7, 0.3. In order to ensure the consistency of the
units between the two optimization targets, the (2) is normalized.

The meanings represented by each letter are as follows:
Pu represents the area used in the current layout mode; Pn is the sum of the area

required for the job unit; max xi, min yl correspond to the largest and smallest working
units of transverse and longitudinal coordinates respectively;

C represents the cost of material handling under a certain layout; m is the sum of all
operating units in the workshop; t is the type of product quantity processed in the
workshop; i; j are integers, and i 6¼ j 2 ½1;m�; Stij refers to the number of parts t required
to be transported between the operating unit i and the operating unit j, and F is the unit
cost of material handling; Dij represents the manhattan distance between the operating
unit i and the operating unit j.

3 The Improved Bat Algorithm for Unequal Area Facility
Layout

In order to solve the problem that the basic bat algorithm is prone to fall into local
optimal solution and solve the problem of insufficient precision, an improved bat
algorithm is proposed and applied to the layout of unequal area.
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3.1 Adding Parallel Grouping Schemas

To enhance the global search ability of bat algorithm and enrich the population
diversity in the iterative process, the population structure in the algorithm is adjusted.
When the initial population is produced, the population is randomly divided into N
groups, and the best solution between the groups is Group j best (j = 1, 2, …, N) is
recorded separately during the iteration, and the relevant data is updated after each
iteration for the next step.

3.2 Improvement of Speed Update Equations

Bat algorithm in the speed update of global search, because only the impact of the
current optimal solution is considered, the diversity of the population will be lost in the
later stage of the algorithm. Therefore, this paper designs three kinds of speed update
equations, combined with the parallel grouping architecture proposed in the previous
step, the improved Speed update pseudo code is as follows:

if  rand k1≤ ; 

( _ )c c-1 c-1
i i i iv v f x Group_j best= + − ) (8)

elseif  rand>k1&rand<k2 ; 

*

* * ( _ )

( )

c c-1 c-1
i i i i

c-1
i i

v v c1 f x Group_j best
c2*f x x

ω= + −

+ −
(9)

elseif   rand k2≥ ;

*( )c c-1 c-1
i i i iv =v f x x+ −       (10)

end

In the above equations, k1 and k2 are the fixed thresholds initially set, and the speed
update equation of individual i in the c iteration is judged by comparing the threshold
value with the numerical size of the random number rand. The speed update equation
of particle swarm algorithm, which is used to calculate the common influence of the
optimal solution Group j best and the current global optimal solution x� on individual
speed renewal, was calculated using (9). c1; c2 is the position learning factor, and the
size of the learning factor will affect the direction of speed renewal; Eq. (8) based on
the improvement of the speed update equation in the basic bat algorithm, the current
global optimal solution x� is replaced with the optimal solution Group j best between
groups to calculate the effect of the optimal solution between groups on the individual,
while the (10) is the original speed update equation that is retained. According to the
pseudo-code mentioned above, it can be seen that when the speed of the bat individual
is updated, it is no longer limited to the influence of the optimal solution of the current
population, considering the influence of the suboptimal solution (that is, the optimal
solution between groups) on the speed update and the speed update equation in the
particle swarm algorithm, which expands the global search scope To a certain extent,
the situation of falling into local optimal solution is avoided, and the ability to deal with
high dimensional multi-peak problem is enhanced.
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3.3 Improvement of Domain Search Equations

(1) Improvements to Solution set updates
In the face of high dimensional multi-peak problem and population falling into
local optimal solution, it is difficult to jump out of local optimal solution and cause
the search ability of the algorithm to decrease and the population diversity to be
lost. For this purpose, a multi-layer dynamic domain search model is designed, that
is, during the iterative process, when rand[ r0i , each bat in the population flies
around the optimal bat in the group in which it is located, creating a new indi-
vidual, as shown in the (11):

Xnew ¼ dAc þGroup j best ð11Þ

After iterating through the Eq. (11), it is possible that Xnew is not a viable solution,
so Xnew is compared with xc�1

i to find different solution fragments and assign them
to mmðiÞ, while assigning different fragments in Xnew to 0 and mmðiÞ in order to
Xnew. The new value is 0 in the position.

(2) Interchange operator
In order to strengthen the search ability of the algorithm for better solution, this
paper uses two kinds of domain search methods to use the optimal solution
Group j best and the Global optimal solution x� respectively, and the specific
domain search method diagram is shown in Fig. 1a and b.

3.4 Longitudinal Coordinate Dynamic Adjustment

When the line between the length and spacing of each operating unit in the horizontal
direction is determined by the constraint between the sum of the work units and the
length of the shop floor, the coordinates of the second line first are the baseline with the
highest vertical distance in the preceding line, plus the minimum spacing in the vertical
direction ygap and half of the width in the vertical direction of the After all the job unit
locations have been determined, the longitudinal coordinates are adjusted to the

Fig. 1. (a) Domain search method of group optimal solutions. (b) Domain search method of
global optimal solution

Research on Unequal Area Facility Layout Problem of Packaging Test 51



position difference in the vertical direction of the previous line of work, but the vertical
spacing between the two operating units must be no less than ygap. This step is
adjusted to make the job Unit layout compact.

4 Case Study

4.1 Present Situation of Workshop

The package test workshop studied in this paper contains a double-decker building can
be arranged area is 10596.6 m2 per layer, workshop size data for 144 m * 60.5 m (the
upper part of the workshop) and 139.6 m * 13.5 m, the workshop layer is 4 m high,
the workshop contains more than 20 processing processes and more than 10 auxiliary
processes or equipment.

In the existing layout of the packaging test workshop, according to the processing
process for the dust-free requirements of the different, the workshop is divided into the
front section of the workshop and the post-processing segment. Through the analysis of
the existing layout, we can see that beyond the processing area, more than 30% of the
workshops are used as additional office areas, and the space utilization in the area is
low. At the same time, it is precisely because of the existence of this office area, so that
the subsequent increase in equipment can only be placed on the second floor. The plane
workshop has been cut and divided horizontally, in the premise of only one elevator for
cross-floor transport, there has been a cross-transport situation, which has a negative
impact on the degree of product cleanliness.

4.2 Process Flow Analysis

The package test workshop studied in this paper is mainly based on QFN, SOP, QFP,
BGA in the classification of these four types of packaging technology, there are more
than 15 kinds of product types. The total daily production batch is about 130 times, a
total of 112,680 Semiconductor finished products. After the actual investigation and
operation manual requirements in the packaging test workshop, the main processes in
the production process and area data are shown in Table 1, and the handling batches is
shown in Table 2, respectively. In Table 2, A, B, C, D, E, F represent the removal
batches, with values of 120, 100, 80, 60, 40, 20 and each batch containing 864
semiconductor components.

Due to the small weight of the semiconductor products themselves, hundreds of
semiconductor processing after the completion of the finished product weight to reach
more than two grams, so this article in the calculation of logistics handling costs to set
the unit weight of 1, unit distance removal costs set to 1. Based on these two
hypotheses and the data in Table 2, the current workshop handling cost can be cal-
culated, the handling cost is 107240, in which the packaging process results in a
handling cost of 82890.5, the test process resulting in a handling cost of 24349.5.
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4.3 Related Constraints

In order to reduce the cost of equipment movement and downtime due to the process of
equipment movement, TT, FT and packing operations will be placed on the second

Table 1. The main processes in production process

Table 2. Logistics from packaging and testing workshop to table (batch)

From To Number From To Number

1 2 A 12 19 F
2 3 D 13 12 F
2 5 D 13 14 E
3 4 D 13 20 E
4 5 D 14 17 D
5 6 A 15 13 E
6 7 C 16 17 E
6 10 E 17 13 E
7 8 C 17 18 D
9 11 C 18 21 D
10 11 E 19 20 F
11 12 E 20 21 D
11 13 F 21 22 B
12 14 F 21 23 F
12 15 E 22 23 B
12 16 E
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floor of the workshop according to the requirements of R’s Industrial engineering
department. Therefore, the package, test two processes separate layout, that is, the first
floor of the workshop packaging process layout design and office area placement, the
second floor of the workshop to carry out the layout design of the test process.
Therefore, all semiconductor products that need to be sent to TT, FT, packing for
further processing need to be transported across the floor through the elevator, where
the elevator coordinates are determined to be (96.1, 232.4).

4.4 Analysis of Optimization Results

In order to make the codec process in the algorithm process more concise and intuitive,
select the two-stage encoding method here is: m1;m2; . . .;mnjD1;D2; . . .;Dnf g, in this
encoding mode, the real number sequence of the first n items represents the order of the
placement of n job units, each of which appears only once; The latter n item represents
the spacing between the various operating units in order to ensure the smooth trans-
portation of the transport equipment during the production process, and its value range
is [0.8,1.8].

In order to verify the performance of improved bat algorithm, the basic bat algo-
rithm is added for comparison, and sets the remaining relevant parameters in the
algorithm as follows: Frequency range fmax ¼ 2, fmin ¼ 0, loudness attenuation coef-
ficient q = 0.9, pulse increase rate e = 0.9, threshold k1 ¼ 0:3; k2 ¼ 0:7, minimum
spacing ygap = 0.8 in vertical direction, maximum iteration number g = 500, popu-
lation size nchr = 40.

Through the algorithm calculation, the order of the operation units in the optimal
solution is {5, 10, 2, 8, 20, 15, 14, 16, 9, 7, 11, 12, 19, 6, 3, 4, 21, 13, 7, 18, 23, 22,
21}, and the spacing between the working units is {1.19, 1.51, 1.61, 1.41, 1.60, 1.54,
1.11, 1.00, 1.76, 0.85, 1.61, 1.39, 1.43, 1.37, 0.91, 1.22, 0.90, 1.42, 1.77, 1.02, 1.33,
1.41, 1.02}.

The optimal solution is 44291.8 and the area of operation area is Pu ¼ 9170m2 The
algorithm iteration is shown in Fig. 2.

Fig. 2. Algorithm iteration diagram
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After the arrangement of the operation unit inside the packaging test workshop,
according to the relevant requirements of the company, the relevant auxiliary units in
the workshop are placed in place. The requirements are as follows:

(1) The placement of auxiliary units shall not have an impact on the semiconductor
manufacturing process;

(2) Auxiliary unit placement should be coherent, as far as possible to avoid the phe-
nomenon of scattered placement;

(3) The specific specifications of the auxiliary unit can be adjusted according to the
actual layout, but it is necessary to keep the footprint of the corresponding units
unchanged;

Under the above three requirements, combined with the relevant requirements of
the process manual and the existing layout, the packaging test workshop in the
remaining units to be placed, after the adjustment of the package test workshop layout
diagram as shown in Figs. 3 and 4.

Fig. 3. Packaging test workshop first floor final layout diagram

Fig. 4. Packaging test workshop second floor final layout diagram
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The removal cost of the test process calculated by the algorithm is 44291.8401, and
compared with the existing layout conditions, the test process reduces the handling cost
by 38598.7 and the cost reduction reaches 46.6%, and the total cost of handling in the
adjusted Package Test workshop is 63587.4, The removal cost is 40.7% lower than
under the current layout conditions, the utilization rate of the area used in the first floor
of the workshop is 91.5%, and the utilization rate of the area used in the second floor of
the workshop is 91.4%.

5 Conclusion

Aiming at the unequal area condition and actual layout of the packaging test workshop,
this paper puts forward a multi-objective optimization model, and optimizes the design
with the improved bat algorithm. First of all, through the actual investigation and data
collection of the packaging test workshop, through the process analysis of four main
production products in the workshop, summed up the current packaging test workshop
problems and other data. Secondly, in view of the unequal area of the workshop to be
arranged, an improved bat algorithm is proposed and used in the layout design of the
packaging test workshop. Through the iterative calculation of the algorithm, the han-
dling cost of the package test workshop is reduced to 63587.4, the handling cost is
reduced by 40.7% compared with the current layout condition, the utilization rate of the
first floor of the workshop is 91.5%, and the utilization rate of the second floor of the
workshop is 91.4%, which saves the area used in the workshop. Finally, after the
correlation calculation of the algorithm, according to the actual situation and specific
needs of the company, the algorithm results are improved two times, so that the
improved layout mode is more in line with the actual situation of the workshop, more
practical significance.
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Abstract. Aiming at the problems existing in the ticketing service system of
Guangzhou-Zhuhai Intercity Railway Zhuahai Station, the paper used the basic
principles of IE and queuing theory to model and simulate the system using
Flexsim software, and put forward the optimized scheme of the system of
Zhuhai Station, which can alleviate the serious situations that the ticketing
service time was so long, meanwhile, reduced the number of ticket sellers and
made passengers travel more convenient. And this provided new ideas for the
optimization of the service platform of Zhuhai Station.

Keywords: Facilities layout � Modeling and simulation � Queuing theory �
Service efficiency

1 Introduction

How to scientifically and reasonably set up the number of service windows and layout
of facilities in railway service system has always been the research content in the
railway passenger station construction.

Queuing theory in operational research is a commonly used method to improve and
optimize the efficiency of existing systems in IE research. It takes the number of queues,
queue length and arrival rate in service system as the research object, and obtains the
optimal service by observing, recording and calculating the field data in detail [1].

Facility planning is a new, improved and expanded manufacture or service system.
It comprehensively considers various factors and makes analysis, plans and designs so
that the resources can be rationally allocated and the system can be effectively operated
after completion to achieve various expected goals [2].

System modeling and simulation technology [3] has been successfully applied in
service industries such as banks and highway passenger stations, and achieved good
results, such as Flexsim-based highway passenger station simulation system whose
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author is Hu, and Xi [4]. It provides many ideas for the use of simulation technology in
relevant passenger service areas.

Industrial Engineering is mostly used in production systems, while service systems
are relatively few. This paper takes the ticketing service system of Guangzhou-Zhuhai
intercity railway Zhuhai Station as the research object. Based on queuing theory,
Flexsim Simulation and Facility Planning, it explores a simple, effective and practical
improvement plan in the paper.

2 Basic Information

Zhuhai Station is the terminal of Guangzhou-Zhuhai Intercity Railway, at the same time,
it is also the starting station of Zhuhai-Jinwan Airport intercity railway under construc-
tion, which is close to Gongbei Port, the largest land crossing in China. There are more
than 140 trains are sent to Guangzhou South, Guilin, Chengdu, Nanning, Zhengzhou,
Kunming, Beijing and Shanghai every day. Since February 2013, the average daily
passenger flow of Zhuhai Station has reached more than 15,000 people, and which on the
peak day during National Day in 2017 has reached more than 60,000 people.

The main building of the station has four floors. The first and second floors of the
underground are taxi station and social parking space, the first floor is ticket selling and
waiting hall, and the second floor is train arrival and departure platform. On the first
floor, there are 10 manual windows, 29 self-service ticket machines and 10 self-service
ticketing machines. Figure 1 shows the layout of the ticket office and the entrance.

3 Situation Analysis and Improvement

The status of Zhuhai Station is analyzed by using the system thinking method of
Industrial Engineering, System modeling and simulation, questionnaire survey, 5W1H
questioning method and ECRS improvement principle [5].

Flexsim software is used to model and simulate [6] the process from ticket selling
to ticket checking in Zhuhai Station. According to the data collected from field

Fig. 1. Plane layout of ticket office and entrance of Zhuhai Station
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investigation and questionnaire, the Flexsim is imported to set and run the relevant
parameters. The results are shown in Fig. 2.

The simulation results show that the flow of passenger is not balanced in the
manual and the self-service ticketing areas, the manual ticketing window is congested,
that the waiting time is long, and some self-service ticket machines are idle.

Using 5W1H method, combined with the results of simulation, field investigation
and questionnaire, the main reasons are found as follows:

a. The manual ticketing window business distribution is inappropriate and the pro-
cessing efficiency is low.

b. The improper placement of self-service ticketing equipment leads most people to go
to the manual ticketing hall, and some machines are idle. It takes a long time for
passengers to enter the ticketing hall until the tickets are purchased.

c. The unreasonable location planning of manual ticketing hall and self-service tick-
eting area leads to crowding in manual ticketing hall.

After analysis, the above three aspects are the key to determine the inefficiency of
ticketing service at Zhuhai Station, so we should optimize these three aspects.

3.1 Artificial Ticketing Hall

Statistical analysis [7] of field observation data of effective days shows that the tick-
eting service system of Zhuhai Station is busy at 11:00–12:00 and 16:00–17:00. The
total number of arrivals is 2424, of which 90% are for ordinary business. Therefore, the
arrival rate of passengers handling business at ordinary windows:

k ¼ 2424 � 90%=120 ¼ 18:18 ðperson=minÞ

At the same time, the time of 100 passengers in the manual service windows were
observed in these two periods. According to the statistics of relevant data, after cal-
culation and test, it was determined that the service processing time obeyed Poisson

Fig. 2. Flexsim simulation diagram of ticketing service system (before)
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Distribution at a certain significant level, and the average time of each passenger’s
service processing in a window was obtained (v value was taken as the median value of
the interval). Assuming that each window has the same business capability, meanwhile,
six windows have the same service rate:

v ¼
P

vfv
100

¼ 118:42 ðsec/person)

Average number of business processes completed (service rate):

l ¼ 60=118:42 � 6 ¼ 3:05 person=minð Þ

According to: c = 6, k = 18.18 (person/min),

l ¼ 3:05 person=minð Þ;

We derive the following calculations:
Busy rate of six ordinary windows

ðqÞ ¼ k
cl

¼ 18:18
6� 3:05

¼ 99%

P0 ¼ 1=½
Xc�1

n¼0

ðk=lÞn
n!

þ ðk=lÞc
c!

� 1
1� ðk=CuÞ� ¼ 2:28� 10�5

According to the system idle probability Po, the following data are calculated
respectively:

Length of queue: Lq ¼ P0ðk=lÞcq
c!ð1�qÞ2 ¼ 14:1 person/minð Þ

Number of people in queuing: Ls ¼ Lq þ k
l ¼ 20:06 ðperson/min)

Average waiting time: Wq ¼ Lq
k ¼ 0:78 min/personð Þ

Average length of stay: Ws ¼ Ls
k ¼ 1:10 min/personð Þ

Passenger handling per unit time: Z ¼ 60=Ws ¼ 60=1:10 ¼ 55 ðpersonÞ
As can be seen above, when the number of the manual ticketing window is 6, the

manual busy rate is as high as 99%. In this queuing system, the best waiting time
calculated is 1.1 min per person. However, from the field observation time, it can be
seen that in reality, the queuing waiting time is far more than 1.1 min per person, so the
number of service windows in this queuing system is seriously insufficient.

After further analysis, it is due to the improper distribution of window services,
resulting in low service efficiency of each service window. In this regard, based on the
actual situation of the manual ticketing hall, without changing the total number of busi-
ness processingwindows, after ESCRI analysis, the refundwindow, duty room andHong
Kong, Macao and Taiwan business were merged. The two additional windows were
changed to ordinary windows, alleviating the queuing situation of ordinary windows and
retaining barrier-free windows. The improved manual ticketing system is calculated.
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Arrival rate: k = 18.18 (person/min)
By adding two windows, l ¼ 60

118:42 � 8 ¼ 4:05 ðperson/minÞ
Reception c = 8, k = 18.18 person/min, l = 4.05 person/min
From that, we get this calculation:
Business Rate: q ¼ k

cl ¼ 18:18
8�4:05 ¼ 56%

P0 ¼ 1=½
Xc�1

n¼0

ðk=lÞn
n!

þ ðk=lÞc
c!

� 1
1� ðk=CuÞ� ¼ 0:13

Length of queue: Lq ¼ P0ðk=lÞcq
c!ð1�qÞ2 ¼ 1:54 person/minð Þ

Number of people in queuing system: Ls ¼ Lq þ k
l ¼ 6:03 ðperson/min)

Average waiting time: Wq ¼ Lq
k ¼ 0:08 min/personð Þ

Average length of stay: Ws ¼ Ls
k ¼ 0:33 min/personð Þ

Passenger handling per unit time: Z ¼ 60=Ws ¼ 60=0:33 ¼ 181 personð Þ
After adding two windows, the artificial busy rate is reduced to 56%, and the

queuing time is reduced to 0.33 min per person.

3.2 Self-service Ticket Area

According to the same observation and analysis method, it was found that the improper
placement of equipment in the self-service ticketing area cause most people to go to the
manual ticket hall, some machines were idle, and the time for passengers to enter the
area to purchase tickets was longer. In this regard, under the condition that the overall
layout of the self-service ticketing area remains unchanged, the number of self-service
equipment is reasonably arranged according to the results calculated by queuing theory,

Table 1. Data computation of self-service ticket area
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and the number of self-service ticketing machines is reduced from 39 to 17. The
calculation method is the same as the above which based on queuing theory, and the
process is slight [8]. Data comparison before and after improvement is shown in
Table 1.

3.3 Self-service Ticketing and Ticket-Checking Area

After on-the-spot investigation, passengers need to walk out of the gate of the manual
ticketing hall and than enter the ticket-checking area from another gate. The distance
they need to walk is 68 m. Between the self-service ticketing and ticket-checking area,
29 ticket-selling and ticket-collecting machines and 10 student ticket-collecting
machines account for 60% of the total area, and there are intersections between the
ticket-selling queue and the ticket-checking queue. The layout before improvement is
shown in Fig. 3.

In these two closed areas, there is a delay in the transmission of information, in
other words, when passengers queue in the manual ticketing area, they can not receive
broadcasting reminders in the check-in area, and the queuers in the manual ticketing
area can not see the use of the self-service ticket machine.

According to the principle of space minimization in facility planning [9], we get
these improvements:

a. To transform two separate closed ticket-selling areas, manual and self-service, into
an open area;

b. The proportion of self-service ticket machines and ticket-checking machines in the
self-service ticketing and ticket-checking areas will be adjusted from 6:4 to 4:6.

The improved layout is shown in Fig. 4.

Fig. 3. Self-service ticketing and ticket-checking area (before)
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4 Analysis of Improvement Effect

In the manual ticketing hall, three windows (the refund window, Hong Kong, Macao
and Taiwan resident window and duty room) are merged, and the busy rate of the
whole ticketing hall system is taken as a comparative reference. Under the condition
that the passenger arrival rate remains unchanged, the number of people served per
minute is increased by increasing the window, the busy rate is reduced from 99% to
73%, and the busy rate of staff is reduced by 26 percentage points, which is handled in
unit time. The number of passengers increased from 55 to 181, which effectively
alleviated the original queuing phenomenon.

In the aspect of self-service ticketing machines, 39 self-service ticketing machines
were reduced to 17 because of the low utilization rate of the machines. Under the
condition that the arrival rate of passengers and the service rate of the machines remain
unchanged, the busy rate increased to 95%, effectively improving the utilization rate of
the machines.

In terms of facility layout, separate closed manual and self-service ticket selling
areas were transformed into an open area, and the distance of customers’ walking was
reduced from 68 m to 52 m, which improved the service level of the system. The
proportion of the self-service ticket machines and ticket checking machines in the self-
service ticket selling and checking area was adjusted from 6:4 to 4:6, which improved
the utilization rate of the station.

Fig. 4. Self-service ticketing and ticket-checking area (after)

Fig. 5. Flexsim simulation diagram of ticketing service system (after)
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Flexsim simulation of Zhuhai Railway Station after improvement is shown in
Fig. 5 [10]. The simulation shows that the above improvement measures effectively
alleviate the phenomenon of passenger queuing for ticket purchasing.

It is known that the average time spent by passengers in the manual ticketing hall
decreases from 1.10 min/person to 0.33 min/person, the straight line distance from the
gate of the self-service ticket office to the ticket checking office is 71 m. Before
improvement, the distance from the manual ticketing hall to the self-service ticketing
area is 68 m while the distance is 52 m after. We assume that the walking speed is
0.75 m/s, and the time spent by passengers in the whole ticketing service is calculated:

Before improvement: TI = 1.1 � 60 + 68/0.75 + 71/0.75 = 251.0 (s)
After improvement: T2 = 0.33 � 60 + 52/0.75 + 71/0.75 = 183.8 (s)
Average saving time: T = T1−T2 = 67.2 (s)
After the adjustment of ticket windows and areas, the average time spent by pas-

sengers decreased from 251.0 s to 183.8 s, and the average time saved by each pas-
senger was 67.2 s.

5 Conclusion

a. Flexsim modeling and simulation software is used to simulate the current situation,
find the key problems, and then improve and optimize the system.

b. The application of queuing theory to the calculation and analysis of manual and
self-service ticketing areas can alleviate the situation of queuing and idle machines,
which also improve the service efficiency and the utilization rate of the self-service
ticketing machines per unit time, and reduce the busy rate of artificial windows.

c. Through the spatial layout analysis of Facility Planning, the pedestrian distance is
shortened, concurrently the information is more convenient and the situation of
cross-flow chaos is eliminated.

Aiming at the problem of system modeling and simulation in the ticketing service
system of Zhuhai Station, this optimization design uses queuing theory and Facility
Planning to optimize the system, and explores the simple mode of service system
optimization design. This method has a good reference value for other service systems.

Clarification. The data is anonymized. The reason why anonymous is chosen in this
questionnaire survey is that the questions involved do not need the respondents to
provide their invalid information, and the respondents can directly express their true
inner thoughts and situations. I promise that the questionnaire survey of this paper is
true, the data source and data processing are true, and I am responsible for the
authenticity of the questionnaire survey. If there is any falsehood, I am willing to bear
all the consequences.

Declarant: Da-wei Zhou
Jan. 9, 2020
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Abstract. Based on the basic principle of ergonomic anthropometry, the
structure and size of oxygen mask in hyperbaric oxygen chamber were rede-
signed by using pro/E software, which greatly increased the patients’ pure
oxygen inhalation and blood oxygen concentration, enhanced the effectiveness
of hyperbaric oxygen treatment, made user more conveniently, and reduced the
production cost of oxygen mask.

Keywords: Cost � Facial size � Mask inner volume � Modeling

1 Introduction

Hyperbaric oxygen can increase the oxygen content in human blood and tissues, and
increase the oxygen diffusion distance. Hyperbaric oxygen therapy is widely used in a
series of diseases caused by hypoxia and ischemia. Increasing blood oxygen concen-
tration is an effective way to treat related diseases [1, 2].

At present, the oxygen inhalation masks in the hyperbaric oxygen chamber are
mostly half-masks, wrapped around nose and mouth, forming a sealed space, connected
with intake and exhaust pipes, providing patients with a certain amount of pure oxygen
for medical treatment. We know that the smaller the space inside the oxygen mask, the
less exhaust the patient breathes in the mask, the more oxygen he inhales in the body,
and the better the therapeutic effect.

Human factor engineering studies various factors of human anatomy, physiology and
psychology in a certain environment, which makes human, machine and environment
more harmonious [3, 4]. This design takes the large oxygen inhalation mask of hyper-
baric oxygen chamber produced by Wujin Huaxing Medical Equipment Co., Ltd. as the
basic research object, fully considers the measurement of the human facial size, and uses
pro/E software to improve the design of oxygen inhalation mask modeling. On the
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premise of guaranteeing the application function of oxygen inhalation mask, the capacity
of its internal space is reduced as far as possible. The purpose of improvingmedical effect
is to reduce the residual amount of exhaust gas and increase the oxygen inhalation.

2 Current Situation Analysis and Improvement Ideas

2.1 Physiological Analysis of Human Respiratory System

According to the experimental data, the tidal volume (the amount of gas inhaled or
exhaled at a time) of normal adults during peaceful breathing is about 500 ml, and the
ventilation volume is about 7.5 L/min according to 15 breaths per minute [5].

2.2 Improving Ideas

Setting the tidal volume of human body as V1, the volume of oxygen mask as V2, then
the oxygen inhaled by patients once per breath is V = V1 − V2. From the perspective
of medical efficacy, the more oxygen inhaled, the more conducive to the treatment of
diseases [1, 2]. V1 is a constant for normal adults, generally ranged from 400 ml to
600 ml [5]. As a result, in order to increase V, we must try to reduce V2.

2.3 Analysis of OxygenMask in Traditional Hyperbaric Oxygen Chamber

The oxygen-absorbing mask of the hyperbaric oxygen chamber is composed of a mask
shell, a three-way joint of the valve body and an inlet and outlet bellows. A one-way
valve is installed in the end joint of the three-way inlet and outlet pipe. The function of
the valve piece is that when the air is inhaled, the helium valve flap is opened, the
exhaust valve flap is closed, and the exhalation is reversed [6]. The following studies do
not involve inlet and outlet bellows. The cover case and the tee joint are shown in Fig. 1.

Pro/E software was applied to the following calculations (The wall thickness of the
mask shell in this design is measured by 2 mm). Figure 2 shows the volume of the
oxygen mask model, that is, V21 = 329631 mm3.

Figure 3 shows the volume of the actual oxygen mask model, which means
V22 = 45423 mm3.

one-way valve

Fig. 1. Model of oxygen mask
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Figure 4 shows the actual volume of the patient’s face, mouth and nose entering the
oxygen mask, which means V23 = 124684 mm3.

Subtracting the volume V21 of the oxygen mask model, the volume V22 of the
actual oxygen mask model, and the volume V23 of the patient’s face, mouth and nose
into the oxygen mask, we can conclude that the space volume V2 of the traditional
mask is 159524 mm3.

That is, the space volume of the mask V2 = V21 − V22 − V23 = 329631 −
45423 − 124684 = 159524 (mm3)

Fig. 2. Volume of physical model of traditional oxygen mask

Fig. 3. The actual volume of oxygen mask model

Fig. 4. The volume of the patient’s face, mouth and nose entering the oxygen mask model
(before)
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The position of the T-joint face mask shell of the traditional oxygen mask is about
the middle of the person below the nose, and the joint bellows can be adjusted inward
and outward.

The total length, width and height of the mask shell are 128 mm, 74 mm and
68 mm. As shown in Fig. 5, the nose depth of 95 percentiles of adult men is 22 mm
(18 mm for women) [7]. The corresponding size of the mask is 68 mm, which is far
larger than the actual size required. It does not meet the requirements of human
engineering, resulting in the excessive volume of the mask and less oxygen uptake of
patients.

3 Improvement Design of Oxygen Mask

The design of oxygen mask involves anatomy, physiology and psychology. The most
basic problem in the design is the size of human body [8, 9]. The new design reduces
the area of the mask, changes the structure of the mask, adjusts the outlet from the
middle and the lower part of the front to the middle part of the left and right oblique
sides, adjusts the connector from a tee joint to two straight-through joints, and adjusts
the installation position of the one-way valve from the tee joint to the bellows end of
the straight-through joint to the shell end of the mask, so as to reduce the total height of
the mask. It is as low as the size that conforms to the principle of Ergonomics. Figure 6
shows the overall model of the improved oxygen mask. According to the data of human
face size in the national standard of human body size, the main dimensions of the mask
shell are set as below [7].

The total length of the mask shell = nose height + distance between the nasal and
submental points = 55 + 77 = 132 mm (male 95 percentile size)

The total width of the mask shell = mouth width + function correction + psycho-
logical correction = 51 (female 95 percentile size) + 15 + 8 = 74 mm

Total height in the mask case = nose depth + functional correction + psychologi-
cal correction = 22 (male 95 percentile size) + 18 + 8 = 48 mm

Fig. 5. Size of traditional mask case
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The newly set dimensions of the mask case are shown in Fig. 7.
The pro/E software is used to calculate the volume V3 of the improved oxygen

mask.
Figure 8 shows that the volume V31 of the improved oxygen mask model is

208745 mm3.

one-way valve

Fig. 6. Modeling of improved oxygen mask

Fig. 7. Improves the main dimensions of the rear housing

Fig. 8. Entity model Volume of oxygen mask after improvement
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The volume V32 of the actual oxygen mask model can be improved from Fig. 9 to
31053 mm3.

Figure 10 shows that the volume of the actual oxygen mask (V33) is 124684 mm3

when the patient’s face, mouth and nose enter the improved mask.

The volume V31 of the improved oxygen mask model, the volume V32 of the actual
oxygen mask model and the volume V33 of the improved oxygen mask can be sub-
tracted. It can be concluded that the volume V3 of the improved oxygen mask is
53008 mm3.

That is, the space volume of the mask V3 = V31 − V32 − V33 = 208745 −
31053 − 124684 = 53008 (mm3).

4 Effect Analysis

Content area reduction before and after improvement of oxygen mask is △V = V2 −
V3 = 159524 − 53008 = 106516 (mm3).

Fig. 9. The actual model volume of oxygen mask after improvement

Fig. 10. The volume of the patient’s face, mouth and nose entering the oxygen mask model
(after)
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The volume reduction of shell V4 and the volume reduction of ventilation joint V5

of oxygen mask before and after improvement were calculated by pro/E software.

Fig. 11. Volume of mask shell (before)

Fig. 12. Volume of mask shell (after)

Fig. 13. Volume of joint (before)

Fig. 14. Volume of joint (after)
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From Figs. 11, 12, 13 and 14, we can see that the volume of mask shell before
improvement (V41) is 39066 mm3, the volume of mask shell after improvement (V42)
is 29639 mm3, the volume of joint before improvement (V51) is 6357 mm3, and the
volume of joint after improvement (V52) is 5997 mm3. Therefore, the volume reduction
of the rear mask shell (V4 = V41 − V42 = 39066 − 29639 = 9427 mm3) and the vol-
ume reduction of the ventilation joint (V5 = V51 − V52 = 6357 − 5997 = 360 mm3)
are improved.

Table 1 compares the data before and after the improvement of oxygen mask.
From this we can see that:

a. After improvement, the volume of oxygen mask decreased by 106516 mm3,
106.5 ml in total, which means that the amount of pure oxygen inhaled per breath
increased by 106.5 ml. According to 60 min of routine treatment in the hyperbaric
oxygen chamber, more pure oxygen could be inhaled 106.5 � 15 � 60 = 95850
ml = 95.85 L, and the increase rate of pure oxygen inhalation was (106.5/500) �
100% = 21.3%.

It is precisely the 106.5 ml pure oxygen inhaled per breath that can make the
peripheral blood vessels and nerves of patients get better oxygen, increase the con-
centration of blood oxygen, increase the dispersion distance of blood oxygen, and
improve the effect of hyperbaric oxygen therapy.

b. After the improvement, the volume of the cover shell is reduced by 9428 mm3 and
the volume of the valve body joint is reduced by 360 mm3. Polyvinyl chloride
(PVC) material is generally used in the face mask case with a density of 1.38 g/cm3,
and ABS material is generally used in the valve body joint with a density of
1.12 g/cm3. Each oxygen mask can save 1.38 � 9428/1000 = 13.01 g, ABS plastic
1.12 � 360/1000 = 0.4 g [10].

Based on the price of 6,900 yuan per ton of PVC (quoted by Tianyuan Group on
June 6, 2019), the cost of each oxygen mask can be reduced by 13.01 � 6900/100
0000 = 0.09 (yuan). If one million sets are produced annually, the cost of materials can
be reduced by 90,000 yuan per year.

In addition, when the tee joint connected with bellows is replaced by two directly
connected joints with the mask, the bellows can be adjusted in more directions and
angles, which is more convenient for patients to use.

Table 1. Comparison of data before and after improvement of oxygen mask

Project Before After Reduce

Total length/mm 128 132 −4
Total width/mm 74 74 0
Total height/mm 68 48 20
Mask content/mm3 159524 53008 106516
Mask material/mm3 39066 29639 9428
Pipeline material/mm3 6357 5997 360
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5 Conclusion

a. This design is based on the principle of human factor engineering. By reducing the
volume of oxygen mask, the patient’s pure oxygen inhalation volume can be greatly
increased, the blood oxygen concentration and the oxygen diffusion distance can be
increased, so as to improve the therapeutic effect. The improvement of curative
effect needs further study.

b. The improved design can effectively reduce the material usage of the mask shell,
reduce the material cost of the product and improve the economic benefits of the
enterprise.

c. The improved mask makes the patient more comfortable and convenient to use.
d. The improvement design of this mask provides some design ideas and methods for

other products.
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Abstract. To discover the evolution rules of strategy choice for the group safety
behavior of grass-roots employees, the payment matrix for the behavioral inter-
action among employees is constructed by virtue of the evolutionary economics.
Through analysis of evolution model for the interactive process of behavior, the
influence of strategy choice for the employees’ individual behavior on the evo-
lution of group behavior is revealed. Through numerical simulation, the study on
the influence of variation in the different initial proportion and different parameters
of group on the evolutionary trend. The result shows that it is conducive for grass-
roots employees to have their behavior evolve towards the expected direction if
business executives strengthen the safety check, fair in meting out rewards or
punishments, improve employees’ awareness to the cost of safety noncompliance
behavior, lower the satisfaction from noncompliance operation, optimize the
operation procedure and pre-job safety education and training.

Keywords: Evolutionary path � Grass-roots employees � Group game �
Numerical experiment � Safety behavior

1 Introduction

Grass-roots employees’ safety behavior exerts a great influence on the healthy and
sustainable development of an enterprise as they directly participate in the production
and engage in the element tasks. With the perfection of facilities and equipment and
increasingly mature technology, the hard environment for the work safety of employees
has witnessed a certain improvement, but the support for the soft environment such as
encouragement of workmates to supervise others and communicate with each other
about safety is ignored, as a result, the noncompliance production of employees still
continues despite repeated prohibition and the risk of accident is increased [1]. It is
pointed in the social learning theory put forward by Albert Bandura, an American
psychologist that human behavior can be acquired through their own direct experience
and model behavior of others, and people can form their own behavior through
observing that of people around them [2]. As the grass-roots employees and their
surrounding workmates are in the same work environment and their living environment
and cultural level are similar, one person’s behavior will inevitably have an impact on
the others’ behavior through exchange and communication about the safety and transfer
of all information, and the group behavior of work safety or compliance production can
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also be formed [3], which will exert an influence on the employees’ choice for their
own attitude and behavior. Moreover, employees can judge their workmates’ behavior
and compare their own behavior with them, once a certain behavior can bring gains to
them, other employees will learn such behavior [4].

Grass-roots employees of an enterprise are always in a group consisting of them-
selves and their workmates during the production process instead of being isolated. It is
very easy for grass-roots employees to show the safety attitude and behavior [5]
consistent with that of their workmates due to influence of group pressure as most of
them have low education level, high labor intensity, weak safety awareness, yearn for
integration into the group and being accepted by workmates. The group behavior of
grass-roots employees is a stable status which is finally formed from the employees’
interaction in the group and constant adjustment of their own strategies, during which
employees and their workmates interact with each other, and workmates’ safety
behavior is a major factor affecting the safety atmosphere of the group. In the literature
review by [6] with respect to the safety atmosphere of construction site, it is pointed the
workmates’ role and influence is an important dimension for the safety atmosphere.
Also, there are scholars verifying the workmates’ influence and support behavior are
the major parts constituting the safety atmosphere of a group [7, 8] through factor
analysis. Zohar’s (2010) study shows the group atmosphere and workmates’ behavior
exert a significant influence on the employees’ safety behavior, and positive friendship
among workmates can reduce the adverse influence of low-level safety atmosphere on
the employees’ attitude towards safety and safety behavior from the network per-
spective of employees’ friendship [9]. Fugas, Silva and Meliá (2012) discovers the
workmates’ behavior plays a role of regulating the employees’ cognition of standard
for safety and attitude towards safety in the study on relations between the safety
atmosphere and safety behavior in the transformational leadership organization [10].
Besides, Zhou, Fang and Wang (2008) draw a conclusion from the study that the
degree of influence of safety atmosphere (colleague’s influence and management
commitment) on the safety behavior is greater than that of personal experience thereon
according to Bayesian Theory [11].

Thus it can be seen that the grass-roots employees’ safety behavior is closely
related to their workmates’ behavior [12], however, there is few study in the domestic
and foreign literatures based on the interaction of their employee’ safety behavior.
Therefore, this article provides theoretical support and policy suggestion for normal-
izing the group behavior of grass-roots employees through building game model
between employees and their workmates with evolutionary economics theory and
discussion about the factor affecting the evolutionary results through analysis of evo-
lution model in the interactive process.

2 Methodology

A. Model assumption

In the same group (such as a team), the grass-roots employees’ and their workmates’
choice for safety behavior is interactive and is a dynamic adjustment process. It is
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assumed that the employees’ attitude towards safety and safety behavior in the group are
different, some have strong safety consciousness, while some have weak safety con-
sciousness, therefore, employees in the group are divided into Group A and Group B,
two game players with bounded rationality, from which one employee is randomly
selected respectively each time to play the game. Behavior abiding by the provisions for
work safety is called safety compliance behavior, while the behavior inconsistent with
the provisions for work safety is called safety noncompliance behavior [13].

The second it is assumed that employees need to contribute extra labor L in case of
choice for work safety behavior, coefficient of gains from work safety behavior is a1,
coefficient of gains from production is a2, the potential loss to be borne by employees
in case of choice for safety noncompliance behavior is SZ ; as the safety compliance
behavior may cause injury and death to workmates, the potential loss to be borne by
workmates is kSZ (k[ 0). The psychological satisfaction obtained by employees who
choose safety compliance behavior due to puppyism or follow of their workmates’
behavior is called puppyish gains V , and such behavior can bring negative demon-
stration effect (D) to the workmates. The probability that employees choose safety
noncompliance behavior are discovered by enterprise executives is PC1, once being
discovered, those will be imposed upon a punishment B (fine and deduction of bonus),
and all the workmates in the team getting involved will be also imposed upon a
punishment eB (e[ 0) and will complain, as a result, the workmates’ words and deeds
will bring a certain psychological blow E to the noncompliance employees. If all the
selected employees choose the safety noncompliance behavior, the probability for the
discovery of noncompliance behavior will rise to PC2, which, together with PC1,
reflects the enterprise’s strength for supervision over its employees’ work safety.
Table 1 shows the payment matrix built for the game of grass-roots employees’ choice
for work safety behavior model.

B. Model evolution

To build the replicated dynamic equation for the grass-roots employees’ choice for
work safety behavior model according to the game relationship above, and simulate the
replicated game process of these two groups with bounded rationality with such
replicated dynamic equation. It is assumed that, at the initial time of the game, pro-
portion of employees in the Group A that choose safety compliance behavior strategy
is p, and that choose safety noncompliance behavior strategy is 1� p; while proportion
of employees in the Group B that choose safety compliance behavior strategy is q, and
that choose safety noncompliance behavior strategy is 1� q.

Table 1. Payment matrix

Employee A Employee B

Safety compliance a ¼ a1L,
e ¼ a1L

c ¼ a1L� kSZ � PC1eB� D,
g ¼ a2L� SZ � PC1BþV � PC1E

Safety
noncompliance

b ¼ a2L� SZ � PC1BþV � PC1E,
f ¼ a1L� kSZ � PC1eB� D

d ¼ a2L� SZ � PC2BþV ,
h ¼ a2L� SZ � PC2BþV
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Gains U1 and U2 respectively from employees’ choice for safety compliance
behavior and safety noncompliance behavior strategy in Group A is:

U1¼qaþð1� qÞc ð1Þ
U2¼qbþð1� qÞd ð2Þ

The replicated dynamic equation for employees’ choice for safety compliance
behavior in Group A is as follows:

FðpÞ ¼ dp
dt

¼ pð1� pÞðU1 � U2Þ ¼ pð1� pÞ½q a� b� cþ dð Þþ c� d� ð3Þ

Gains V1 and V2 respectively from employees’ choice for safety compliance
behavior and safety noncompliance behavior strategy in Group B is:

V1 ¼ peþð1� pÞf ð4Þ

V2 ¼ pgþð1� pÞh ð5Þ

The replicated dynamic equation for employees’ choice for safety compliance
behavior in Group B is as follows:

FðqÞ ¼ dq
dt

¼ qð1� qÞðV1 � V2Þ ¼ qð1� qÞ½pðe� g� f þ hÞþ f � h� ð6Þ

Jacobian Matrix of the equation obtained therefrom is:

J ¼
dFðpÞ
dp

dFðpÞ
dq

dFðqÞ
dp

dFðqÞ
dq

2
4

3
5

¼ ð1� 2pÞ½q a� b� cþ dð Þþ c� d� pð1� pÞ a� b� cþ dð Þ
qð1� qÞðe� g� f þ hÞ ð1� 2qÞ½pðe� g� f þ hÞþ f � h�

� �

ð7Þ

By recording the determinant of Jacobian Matrix as Det J and its trace as Tr, we can
get:

Det J ¼ ð1� 2pÞð1� 2qÞ½q a� b� cþ dð Þþ c� d�½pðe� g� f þ hÞþ f � h�
� pqð1� pÞð1� qÞ a� b� cþ dð Þðe� g� f þ hÞ ð8Þ

Tr ¼ ð1� 2pÞ½q a� b� cþ dð Þþ c� d� þ ð1� 2qÞ½pðe� g� f þ hÞþ f � h� ð9Þ
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3 Analysis

The symbols p and q respectively represent the proportion of individuals in Group A
and B that choose the compliance behavior strategy in such group, so 0� p� 1 and
0� q� 1, and equilibrium and stability of the system will be discussed about on the
plane M� ¼ fðp; qÞj0� p; q� 1g.
Case 1: When a� b[ 0 (or e� g[ 0) and c� d[ 0 (or f � h[ 0), the system has
four equilibriums, among which (0,0) is source point, (1,1) is stable point, while (0,1)
and (1,0) are saddle point, and see Fig. 1 for the dynamic interactive process. No matter
what kind of strategy the other player chooses, gains from safety compliance behavior
strategy are greater than those from safety noncompliance behavior strategy. Therefore,
increase the employees’ understanding of the importance of work safety, have them
fully realize the safety gains and the potential loss from noncompliance behavior;
reinforce the strength for the inspection of and punishment upon employees’ safety
noncompliance behavior; strengthen the construction of safety atmosphere and reduce
puppyish gains from employees’ safety noncompliance behavior and cut off their
adverse demonstration effect to make the system evolve into the mode of (compliance,
compliance).

Case 2: When a� b\0 (or e� g\0) and c� d\0 (or f � h\0), the system has
four equilibriums, among which (1,1) is source point, (0,0) is stable point, while (0,1)
and (1,0) are saddle point, and see Fig. 2 for the dynamic interactive process. In this
case, the system will evolve into the mode of (noncompliance, noncompliance), and no
matter what kind of strategy one player chooses, gains from safety compliance
behavior strategy by the other player are less than those from safety noncompliance
behavior strategy. The accident is caused by many factors including safety noncom-
pliance behavior, therefore, employees’ noncompliance may not cause accident, in this
state, their workmates may even imitate their safety noncompliance behavior due to
gains-seeking and fluke mind instead of stopping the same, as a result, the safety
noncompliance behavior exerts a further influence on the workmates around and causes
the whole system to fall into an “adverse” locking mode.

Case 3: When a� b\0 (or e� g\0) and c� d[ 0 (or f � h[ 0), the system has
five equilibriums, among which (0,0) and (1,1) are source point, (0,1) and (1,0) are
stable point, while (p�,q�) is saddle point, and see Fig. 3 for the dynamic interactive
process. In this case, the system will evolve into the mode of (compliance, noncom-
pliance) or (noncompliance, compliance).

In such case, the game player can obtain higher gains as long as he or she chooses
the strategy different from that of the other players, which means when employees of
one player choose compliance behavior, those of the other that choose the safety
noncompliance behavior will obtain higher gains and vice versa. Strategy chosen
employees will witness adjustment according to the status of whole behavior of the
group. If the safety noncompliance behavior in the group is relatively serious,
employees therein will be inclined to the safety compliance strategy in the new round
of the game, and vice versa as it is easy for an enterprise to relax the safety inspection
when the safety compliance is better, and employees will be inclined to the safety

80 S. Liu et al.



q

p

L(1, 1)

H(1, 0)

N(0, 1)

O

Fig. 1. Dynamic interactive process of case 1
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Fig. 2. Dynamic interactive process of case 2
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Fig. 3. Dynamic interactive process of case 3
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noncompliance behavior to meet their own interests, at which time employees choosing
safety compliance behavior will be inclined to choose the safety noncompliance
strategy as they obtain smaller gains; however, with the seriousness of noncompliance,
enterprise will strengthen the inspection, at which time employees will turn to choose
the safety compliance behavior due to worrying about being punished and having their
workmates get involved upon exposure of safety noncompliance, and those employees
will not only get punished due to noncompliance with the standard for safety, but also
the safety rating of their group will be affected and their workmates’ bonus will be
deducted, then employees choose safety compliance behavior will get gains higher than
those of the employees choosing safety noncompliance behavior. To avoid the evo-
lution of system into such a mode, the probability for the discovery of one employee’s
safety noncompliance behavior is required to be improved, which means enterprise
shall immediately take measures to prevent and punish employees choosing safety
noncompliance behavior instead of doing so until the safety noncompliance behavior in
the group becomes serious.

Case 4: When a� b[ 0 (or e� g[ 0) and c� d\0 (or f � h\0), the system has
five equilibriums, among which (0,1) and (1,0) are source point, (0,0) and (1,1) are
stable point, while (p�,q�) is saddle point, and Fig. 4 shows the dynamic interactive
process and Table 2 for analytic results of local stability.

p� ¼ q� ¼ ða2 � a1Þþ ðk� 1ÞSZ þPC1eB� PC2BþV þD
PC1BþPC1EþPC1eBþ kSZ þD� PC2B

ð10Þ

In Fig. 4, the broken line between two unstable equilibriums (0,1) and (1,0) and
saddle point (p�,q�) is the boundary where the system converges to the two different
modes, (compliance, compliance) and (noncompliance, noncompliance), and the evo-
lutionary process and stable state of group are affected by the proportion of employees
choosing the different strategies in the group and relative location of saddle point M.
The stable equilibrium result in the game between employees and their workmates may

p

L(1, 1)

H(1, 0)

N(0, 1)

O

M(P*, q*)

Fig. 4. Dynamic interactive process of case 4
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be compliance or noncompliance behavior, and their evolutionary path and stable state
depend on the area SHMNO and SHLNM of the region HMNO and HLNM respectively. To
conduct the parameter analysis and regulation through analyzing the factors affecting
the area S of regions. When SHLNM [ SHMNO, the system will evolve into the com-
pliance behavior along the path ML in a higher probability; when SHLNM\SHMNO, the
system will evolve into the noncompliance behavior along the path MO in a higher
probability; according to Fig. 4,

SHLNM ¼ 1� 1
2

p� þ q�ð Þ¼ 1� ða2 � a1Þþ ðk� 1ÞSZ þPC1eB� PC2BþV þD
PC1BþPC1EþPC1eBþ kSZ þD� PC2B

ð11Þ

In the compliance model of employees of middle and small-sized enterprises, there
are 11 parameters involved therein in total, based on which the evolutionary direction
of safety compliance behavior of employee group is analyzed below, with the result
shown in Table 3.

Proposition 1: Proportion p and q of employees choosing compliance behavior in the
group is in direct proportion to the extra labor L required to be contributed by
employees choosing safety compliance behavior, puppyish gains V , variations of gains
a2 � a1ð Þ and probability PC for the discovery of noncompliance behavior, while in
inverse proportion to negative effect D and psychological blow E.

As the L, V , a2 � a1ð Þ and E have a monotonic relationship with p� and q�, the
impact of increase and decrease on p� and q� can be seen obviously. By seeking partial
derivatives of PC and D through p� and q� respectively, we can get.

@p�

@pC2
¼ @q�

@pC2
¼ B b� að Þ

a� b� cþ dð Þ2 \0 ð12Þ

Table 2. Analytic results of local stability

Equilibriums Det J Tr Result

p ¼ 0, q ¼ 0 �ðc� dÞðf � hÞ + ðc� dÞþ ðf � hÞ – ESS
p ¼ 0, q ¼ 1 �ðc� dÞðe� gÞ + �ðc� dÞþ ðe� gÞ + Unstable
p ¼ 1, q ¼ 0 �ða� bÞðf � hÞ + ða� bÞ � ðf � hÞ + Unstable
p ¼ 1, q ¼ 1 ða� bÞðe� gÞ + �ða� bÞ � ðe� gÞ – ESS
p ¼ p�, q ¼ q� � p�q�ð1� p�Þð1� q�Þ

ða� b� cþ dÞðc� g� f þ hÞ
– 0 Saddle point
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@p�

@D
¼ @q�

@D
¼ a� b

a� b� cþ dð Þ2 [ 0 ð13Þ

The proposition is proved.

Proposition 2: The impact of punishment B upon employees due to noncompliance on
the employees’ choice for behavior is uncertain.

By seeking partial derivatives of B through p� and q�, we can get:

@p�

@B
¼ @q�

@B
¼ PC1e� pC2ð Þ a� bð Þ � PC1ðd � cÞ

a� b� cþ dð Þ2 ð14Þ

When

e\
1
PC1

PC1 d � cð Þ
a� b

þPC2

� �
ð15Þ

And

@p�

@SZ
¼ @q�

@SZ
\0 ð16Þ

B is in inverse proportion to the proportion p and q of employees choosing compliance
behavior in the group; when

e[
1
PC1

PC1 d � cð Þ
a� b

þPC2

� �
ð17Þ

And

@p�

@SZ
¼ @q�

@SZ
\0 ð18Þ

B is in direct proportion to the proportion p and q of employees choosing compliance
behavior in the group; therefore, the proposition is proved.

Proposition 3: Impact of potential loss SZ on the employees’ choice for behavior is
uncertain.

By seeking partial derivatives of SZ through p� and q�, we can get:

@p�

@SZ
¼ @q�

@SZ
¼ k� 1ð Þ a� bð Þþ c� d

a� b� cþ dð Þ2 ð19Þ
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When

0\k\
d � c
a� b

þ 1 ð20Þ

And

@p�

@SZ
¼ @q�

@SZ
\0 ð21Þ

The potential loss SZ is in inverse proportion to the proportion p and q of employees
choosing compliance behavior in the group; when

k[
d � c
a� b

þ 1 ð22Þ

And

@p�

@SZ
¼ @q�

@SZ
[ 0 ð23Þ

The potential loss SZ is in direct proportion to the proportion p and q of employees
choosing compliance behavior in the group; therefore, the proposition is proved.

Table 3. Impact of variations of parameters on employees’ behavior strategies

Variations of parameters Variations of
saddle point

SHLNM Evolutionary direction

L # p� #, q� # " (Compliance, compliance)
V # p� #, q� # " (Compliance, compliance)
a2 � a1ð Þ # p� #, q� # " (Compliance, compliance)
E " p� #, q� # " (Compliance, compliance)
PC2 " p� #, q� # " (Compliance, compliance)
D " p� ", q� " # (Noncompliance,

noncompliance)
B # e\ 1

PC1

PC1 d�cð Þ
a�b þPC2

h i
p� ", q� " # (Noncompliance,

noncompliance)

e[ 1
PC1

PC1 d�cð Þ
a�b þPC2

h i
p� #, q� # " (Compliance, compliance)

SZ " 0\k\ d�c
a�b þ 1 p� #, q� # " (Compliance, compliance)

k[ d�c
a�b þ 1 p� ", q� " # (Noncompliance,

noncompliance)
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4 Results

In order to reflect the impact of variations of parameters on the evolutionary result more
intuitively, and as some variables cannot be analyzed through derivation of saddle
point, numerical experiment is hereby conducted with Matlab simulation software
against the complex evolution of Case 4 to analyze the impact of initial proportion of
the group choosing one tactic and variations of parameters affecting the gains of game
players on the system evolutionary result. By considering the preconditions of Case 4
and constraint from facts, the value of parameters besides the analyzed object
parameters is as follows: a1¼ 1:2, a2 ¼ 2, L ¼ 1:4, k ¼ 0:2, SZ¼2, PC1 ¼ 0:5,
PC2 ¼ 0:6, e¼0:6, B ¼ 0:3, V ¼ 0:5, D ¼ 0:6 and E ¼ 0:06.

(1) See Fig. 5 for the result of numerical experiment on the impact of changes of
initial proportion of the group choosing one tactic on the evolutionary result,
among which p0 and q0 respectively represent the initial proportion of employees
choosing the safety compliance behavior in Group A and Group B.

The caption According to Fig. 5, the evolutionary process of strategy interaction
behavior between employees and workmates has the path dependence. Path lines
starting from different initial conditions will not be overlapped before converged to the
equilibrium state. The time length for the convergence to the equilibrium state is related
to the initial proportion of employees choosing different strategies in the group, when
the proportion approaches to the equilibrium state, the rate of convergence becomes
faster. For the circumstances where more employees choose safety noncompliance
behavior, this essay will next focus on the analysis of the circumstance where the initial
proportion of the group choosing safety compliance behavior which is lower (i.e.
q0 ¼ 0:2) and analyze the impact of variations of different parameters on the evolu-
tionary result of the group through numerical experiment to guide the system to evolve
into the ideal stable state of (compliance, compliance).

Fig. 5. Impact of changes of initial proportion’s difference of the group choosing one tactic on
the evolutionary result
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(2) See Fig. 6 and Fig. 7 for the result of numerical experiment on the impact of extra
labor L required for safety compliance behavior and changes of gains a2�a1ð Þ on
the evolutionary result.

According to Fig. 6, when the extra labor L required for safety compliance
behavior and gains difference between production and safety input a2�a1ð Þ rise to a
certain extent, the employees’ and their workmates’ behavior will totally evolve into
the mode of (noncompliance, noncompliance). Especially under the circumstance
where the enterprise implements the piecework wage, grass-roots employees can
clearly realize the gains from production, and work safety can be easily ignored for the
saving of labor. Therefore, on one hand, enterprise should provide favorable conditions
for work safety, improve production environment, have its safety facilities, equipment
and products conform to the Standard for Ergonomics, and reduce additional opera-
tional steps and difficulty in operation to the greatest extent; on the other hand,
enterprise should also provide the favorable cultural atmosphere for work safety instead
of focusing on the improvement of production efficiency to make its employees fully
realize the potential benefits of work safety for the enterprise, especially for themselves
and their workmates.

(3) See Fig. 8 and Fig. 9 for the result of numerical experiment on the impact of
puppyish gains V from safety noncompliance and psychological blow E after
being discovered on the evolutionary result. V and E are the analysis of evolu-
tionary result from the perspective of psychology, differently, the former refers to
the psychological satisfaction of employees from following their workmates’
noncompliance, while the later refers to the psychological damage caused to the
employees due to their workmates’ complaint and isolation as their noncompli-
ance behavior causes injury and even death to their workmates. According to the
figures, when the puppyish gains rise to a certain extent, the system will evolve
into the mode of (noncompliance, noncompliance), which explains employees in
the group can follow their workmates’ safety noncompliance behavior and such
behavior is infectious. Besides, psychological blow E has little influence on the
evolutionary result, but the system will need a longer time to converge to the
equilibrium state with the increase of E. Therefore, it is vital to improve the safety
atmosphere of the group and to improve employees’ sensitivity towards their
workmates’ noncompliance behavior to make the con-compliance behavior lack
proper environment and thus try to reduce the psychological satisfaction to the
employees from noncompliance behavior. Moreover, conduct training for the
safety education to make employees fully realize the potential damage of non-
compliance behavior to their workmates and improve their awareness to the cost
of noncompliance behavior.
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Fig. 6. Impact of changes of extra lab of safety compliance behavior on the evolutionary result

Fig. 7. Impact of changes of the gains difference between production and safety input on the
evolutionary result

Fig. 8. Impact of changes of puppyish gains on the evolutionary result
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(4) See Fig. 10 to Fig. 12 for the result of numerical experiment on the impact of
punishment B for and accident loss SZ from safety noncompliance behavior and
enterprise supervision on the evolutionary result. The trend of influence of B and
SZ , such two losses on the system evolutionary results are same. However, with
respect to the punishment actually incurred, the expected accident loss is the
potential loss, to which employees are insensitive. Changes of enterprise super-
vision exert a significant influence on the system evolutionary result, which means
the system will evolve into the ideal mode of (compliance, compliance) when the
supervision is greater. Moreover, it is important to note that when the probability
for the discovery of safety noncompliance of employees of one player is lower,
the system will eventually evolve into the adverse “locking” state of (noncom-
pliance, noncompliance), even though the initial proportion of employees in the
group choosing the safety compliance behavior is particularly high; when the
probability for the discovery of safety noncompliance of employees of one player
remains the same (PC1 ¼ 0:30), the evolutionary direction of the system will
witness changes when the probability for the discovery of safety noncompliance
by the players is increased. Therefore, under the circumstance where the safety
noncompliance is serious, enterprise shall strengthen the safety inspection to
timely discover its employees’ safety noncompliance behavior, and it is very
necessary for the enterprise to impose strict punishment on employees having
safety noncompliance behavior. When necessary, enterprise may introduce the
system for the report of employees’ safety noncompliance behavior, and drive its
employees to participate in the management over work safety to make the safety
noncompliance behavior discovered once it occurs and employees involved
therein punished (Fig. 11).

Fig. 9. Impact of changes of psychological stress the evolutionary result
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Fig. 10. Impact of changes of fine on the evolutionary result

Fig. 11. Impact of changes of potential loss on the evolutionary result

Fig. 12. Impact of changes of safety check frequency on the evolutionary result
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(5) See Fig. 13 for the result of numerical experiment on the impact of negative effect
D of safety noncompliance on the evolutionary result.

According to Fig. 13, the system will totally evolve into the mode of (noncom-
pliance, noncompliance) when D reaches a certain degree. As employees can com-
municate with their workmates in the daily production and be influenced by their
behavior, they will re-examine themselves when their workmates’ noncompliance
behavior does not cause any accident, nor discovered by enterprise; besides, more
employees will follow their workmates as the noncompliance behavior is infectious; as
a result, the poor safety atmosphere is formed and will bring a huge potential safety
hazard and loss to the enterprise.

5 Conclusion

The grass-roots employees’ safety behavior is the key to improve the level of enterprise
in work safety, and the interaction effect of behavior among employees dynamically
determines the safety state of group (workshop and team). In such group, the single
employee will constantly adjust his or her strategy according to other employees’
choice for behavior, and the system will eventually evolve into a certain stable state,
which is the process for the employees to choose the group behavior after compre-
hensively measuring the factors, such as amount of labor necessary for safety com-
pliance, safety gains, potential loss from safety noncompliance, reaction from
workmates and enterprise supervision. During such process, enterprise can adjust and
control relevant parameters to guide the system to evolve into an ideal state.

(1) Based on the facts that the safety awareness of most of grass-roots employees is
low, and they will consider the gains from safety noncompliance behavior are
greater than those form safety compliance behavior when they cannot realize the
potential, indirect and non-economic benefits of safety compliance behavior, and
then take the noncompliance behavior, which will exert an adverse demonstration
effect in the group, on one hand, enterprise executives shall strengthen the safety
inspection to timely discover, prevent and correct the safety noncompliance

Fig. 13. Impact of changes of negative effect on the evolutionary result
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behavior, and impose corresponding punishment thereupon, improve employees’
awareness to the cost of safety noncompliance behavior and reduce their satis-
faction thereto. On the other hand, enterprise shall reduce the extra labor neces-
sary for the safety compliance behavior and the cost of safety compliance
behavior to the knowledge of employees through normalizing the procedures for
production and operation and optimizing the production environment.

(2) In the group of grass-roots employees, employee relationship is relatively close
and many employees are fellow-villagers or relatives, employee’s individual
behavior is more susceptible to other workmates and group, and the group’s
noncompliance behavior is highly infectious, therefore, the strict prejob safety
education and training is of great importance, through which employees can have
a good command of Safety Operating Procedures and fully realize the importance
of work safety, realize their own safety noncompliance behavior which may cause
damage to themselves and their workmates, and other workmates’ noncompliance
may do harm to themselves, and can thus form the awareness of “no harm” [14],
in this way, can employees refuse operation against rules and also actively stop
their workmates from doing so.

(3) It is very important to completely eradicate the employees’ safety noncompliance
behavior and create a favorable safety atmosphere [15]. Employees break rules
and regulations for saving labor and puppyism. Therefore, enterprise can build a
favorable enterprise safety culture atmosphere to make employees break the rules
unable to feel the psychological satisfaction and subject to the resistance from
other workmates, to make employees clearly realize the safety noncompliance
behavior does not conform to the enterprise requirements, but also the require-
ments of group norm so as to reduce the workmates’ indifference or self-identity
towards noncompliance behavior and lower the motivation of employees’ safety
noncompliance behavior and its adverse influence. In the meantime, enterprise
shall reward and punish employees according to their performance in work safety,
and impose strict punishment upon the employees having safety noncompliance
behavior, provided that it shall cautiously use the employee’s individual perfor-
mance in work safety to measure other workmates’ safety performance, otherwise,
it may discourage the employees who take the safety compliance behavior
strategy.
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Abstract. In order to meet the needs of modern warfare, have higher
requirements for the military physical fitness. Military physical fitness training
subjects and difficulty increased, greater security risk. Therefore, based on the
analysis of the relevant factors affecting the safety of military physical fitness
training, combine the triangle fuzzy math and the accident tree, determining the
order of fuzzy importance of military physical fitness training safety risk factors,
finally, it proposes countermeasures to prevent the risk of military physical
fitness training from the aspects of insufficient understanding of safety and
single training methods.

Keywords: Accident tree analysis � Physical fitness training � Security risk
assessment � Triangular fuzzy mathematics

1 Introduction

Accident tree analysis is one of the important analytical methods for safety system
engineering, is a deductive security system analysis method. The accident tree analysis
was first proposed by the American Bell Telephone Research Institute in 1961 for the
study of the militia missile launch control system [1, 2]. The US Atomic Energy
Commission used FTA to conduct a risk assessment of nuclear power plant accidents in
1974, published the famous Ramson Report, the report made a large-scale and effective
application of accident tree analysis. Since then, it has caused great repercussions in all
walks of life and has received extensive attention, which has been rapidly applied and
promoted in many countries. The accident tree analysis starts with the specific accident
or failure to be analyzed, analyzes the cause at various levels, until the basic cause of
the accident is found [3]. Therefore, it can identify and evaluate the dangers of various
systems, not only can directly analyze the direct cause of the accident, but also reveal
the potential causes of the accident. However, in practical applications, due to the
ambiguity of basic events and the inadequacy of data, the traditional accident tree
analysis method is limited, it is difficult to accurately calculate the probability value of
its occurrence, and fuzzy theory is an excellent tool to deal with this problem [4]. At
present, military training is the central task of strategic position in army building and
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the basic way to generate and improve combat effectiveness. However, as the training
requirements increase, the number of training subjects’ increases, and the safety risks
appearing in physical fitness training become more apparent. Therefore, it is necessary
to identify the main causes of risks and provide a reliable basis for determining safety
measures, so as to prevent accidents.

2 Triangular Fuzzy Number Correlation Theory

2.1 Triangular Fuzzy Number

The fuzzy theory was proposed by Zadeh in 1965 to deal with the problem of inac-
curacy and ambiguity. Set a fuzzy set uk on the domain U, for any x 2 U, have a
number ukðxÞ 2 ½0; 1� corresponding to it, then the membership function of ukðxÞ is uk.
Write uk as uk ¼ lim

x!u

R ðukðxÞ=xÞdx, indicates the degree to which x belongs to uk, and

the two are positively correlated. If the membership function of a fuzzy number con-
sists of a linear function, expressed as

ukðxÞ ¼
x�mþ l

l l� x�m
mþ u�x

u m� x� u
0 other

8<
: ð1Þ

Where m is the core of uk, uþ l is called the blindness of uk [5], its membership
function is shown in Fig. 1.

2.2 Triangular Fuzzy Number Operation

(1) 3r method
The 3r method is generally used to represent the fuzzy probability of a basic
event. For the fuzzy probability of basic events without statistical data, the expert
scoring method is used for evaluation. The expert group generally consists of
three or more. Each expert gives the estimated value of each basic event, and the

Fig. 1. Triangular fuzzy number
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mean value of each estimated probability is m, and the variance is r2, and the
estimated probability value obeys the standard normal distribution, according to
statistical knowledge, its probability of falling within the interval u� 3r; uþ 3r½ �
is 99.7%, so set l ¼ u ¼ 3r, vaguely express each probability value as
3r; m; 3rh i. There are n experts who score the score of an event. The mathe-
matical expectation is the mean value EðxÞ. The variance is DðxÞ, then there are
[6]:

m ¼ EðxÞ ¼ 1=n
� �

� ðx1 þ x2 þ � � � þ xiÞ ð2Þ

Where i ¼ 1; 2; � � � ; n.

Variance DðxÞ ¼ r2 ¼
Xn
k¼1

½xk � EðxÞ�2Pk ð3Þ

Standard deviation r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
k¼1

½xk � EðxÞ�2Pk

s
ð4Þ

Where xk is the kth probability value.

(2) Basic event relationship processing in the accident tree
The AND gate fuzzy operator of the accident tree fuzzy processing [7] is:

~qand ¼ landh ; mand ; uandi ¼ P
n

i¼1
qi ¼ q1

� � q2
� � q3

� � � � � � qn
�

¼ P
n

i¼1
li; P

n

i¼1
mi; P

n

i¼1
ui

� �
ð5Þ

The OR gate fuzzy operator of the accident tree fuzzy processing is:

~qor ¼ lorh ;mor; uori ¼ h1� P
n

i¼1
ð1� ~qiÞi

¼ h1� P
n

i¼1
ð1�~liÞ; 1� P

n

i¼1
ð1� ~miÞ; 1� P

n

i¼1
ð1� ~uiÞi ð6Þ

(3) Accidental tree basic event fuzzy importance
For Fig. 1:

Make A1 ¼
Rm

m�l
u~AðxÞdx, A2 ¼

Rmþ u

m
u~AðxÞdx, A ¼ A1 þA2, there is a point Z

through which the boundary is the boundary, and the left and right portions under
the fuzzy number curve are equal in area, and Z is said to be the median of the
fuzzy number. Let the structure function of the accident tree be uðx1; x2; . . .; xnÞ, xi
are the basic events of the accident tree, the probability distribution fuzzy number
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is recorded as ~xi, top event probability distribution ~T ¼ uð~x1; ~x2; . . .; ~xnÞ ¼
ð3r; m; 3rÞ, the median is recorded as TZ . ~Ti ¼ uð~x1; ~x2; . . .;~xi�1; ~xiþ 1;

. . .; ~xnÞ ¼ ð3r; m; 3rÞ, the median is recorded as Ti
Z . Fuzzy importance of basic

events xi [8, 9]:

Si ¼ TZ � Ti
Z ð7Þ

If Si [ Sj, it is considered that xi is important to xj, that is, xi to xj have a great
influence on the system.

3 Accident Tree Establishment of Military Physical Fitness
Training Safety Risk Analysis

3.1 Building an Accident Tree

In terms of military physical fitness, countries have put forward higher requirements for
the military physical fitness in order to meet the needs of modern warfare. For example,
how to play the role of military physical fitness training under modern high-tech
military conditions, how to implement scientific physical fitness training to enhance the
military physical fitness and so on. However, behind the higher requirements, more
training intensity and more training subjects are needed. Although the units attach great
importance to the safety work in training, they still expose problems such as insufficient
implementation of the system and insufficient scientific analysis of risks. Military
physical fitness training safety risk is the result of many factors, but the general
summary comes from two aspects, one is training environmental problems, such as bad
weather, poor medical security, equipment and equipment damage, etc. Trainer issues,
such as inadequate education and guidance, lack of awareness of safety, single training
methods, and inadequate physical activity [10, 11]. The specific accident tree is shown
below (Fig. 2).

Fig. 2. Physical fitness training safety risk accident tree

Safety Risk Assessment and Management of Military Physical Fitness Training 97



3.2 Quantitative Analysis Based on Fuzzy Accident Tree

Since the basic event statistics work is very difficult, the expert group of the three
groups is used for scoring. The members of the expert group are the teachers of the
relevant subjects, the grassroots commanders and the squad leader of the grassroots
units, and score the experts to find the fuzzy probability of the basic events. The results
of the blurring according to Eq. 4 are shown in the following Table 1.

The probability of occurrence of x1 � x7 and the top event T using the above
formula is shown in the following table.

4 Discussion

Through the 3r method, the triangular fuzzy number graph is symmetric in the area of
the mean value, so the median of the top event and the median of the basic event are
equal to the respective mean values, namely TZ ¼ m, Ti

Z ¼ mi. Since the median TZ of
each basic event and top event is constant, the size of S can be compared by directly
comparing mi. The importance of the basic event S is as shown in the above table.
Through Table 2, the final importance order of the basic events can be obtained as:
X4 [X2 [X6 [X1 [X7 [X5 [X3. Judging from the above sorting results, in the

Table 1. Data got by method of marks of experts and treated by fuzzy method

Basic event Expert 1 Expert 2 Expert 3

X1 0.015 0.011 0.014
X2 0.022 0.020 0.015
X3 0.002 0.006 0.008
X4 0.026 0.023 0.016
X5 0.004 0.008 0.011
X6 0.015 0.017 0.023
X7 0.014 0.012 0.011

Table 2. Statistical data treated by fuzzy method

Basic event Pxj Importance S

X1 <0.005, 0.013, 0.005> 0.013
X2 <0.008, 0.019, 0.008> 0.019
X3 <0.007, 0.005, 0.007> 0.005
X4 <0.012, 0.021, 0.012> 0.021
X5 <0.008, 0.007, 0.008> 0.007
X6 <0.009, 0.018, 0.009> 0.018
X7 <0.003, 0.012, 0.003> 0.012
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military physical fitness training, the lack of understanding of safety, the single training
method is the main factor that causes the military physical fitness to train safety risks,
and secondly, the medical ability is insufficient, the living body is not in place, and the
equipment is seriously damaged, bad weather, lack of educational guidance.

5 Conclusion

From the order of importance, it can be seen that among the factors leading to the
occurrence of top-level events, the factors of safety awareness have the greatest impact.
Safety education is one of the important contents of the security work of the army.
Thought is the forerunner of behavior. As long as it is recognized by thought, it can
establish a strong sense of security. Therefore, it is necessary for the troops to actively
publicize the relevant protective measures for prevention of training injuries, as well as
to analyze and summarize past cases, sort out common training safety risks, and put the
work to the ground, to be practical, and to integrate the contents of safety education
into the usual training. Secondly, the training method is single. The single training
method not only makes the military feel dull and boring, but also increases the training
injury. In the usual training, different training methods should be used flexibly
according to different actual situations, so that the training can be divided into shallow
and deep. Finally, the purpose of scientific training is achieved. A strong health care
team can best minimize military training injuries. Therefore, it is necessary to
strengthen medical supervision and medical support, establish personal health records
for military personnel, and achieve early prevention, early detection, and early treat-
ment. In addition, an important factor that is easy to occur in training injuries is that the
warm-up activities are not enough. The human body needs an adaptive process from
static to dynamic. Failure to warm up can result in physical discomfort and discomfort.
Physical training is an important part of the military training of the military. The
assessment and management of the safety training of the human body can effectively
reduce and prevent physical training injuries, and help improve the safety of the troops.
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Abstract. With the rapid development of cloud manufacturing (CMfg), a lot of
cloud services are emerging on the Internet, which leads to cloud service
clustering a critical topic. However, most existing approaches suffer from the
low clustering quality due to the data sparsity condition, and are thus prone to
the unreal result. To handle this problem, we put out a hybrid approach called
HCA for cloud service clustering. At the first, we utilize Pearson Correlation
Coefficient (PCC) and Proximity-Significance-Singularity (PSS) to compute the
user similarity. Then, a similar group of users can be obtained using K-medoids
algorithm, in which an ensemble model is established by incorporating those
two user similarities. Based on two real-world data sets, the results show that the
effectiveness of HCA.

Keywords: Cloud manufacturing � Clustering � Manufacturing systems � User
similarity

1 Introduction

Nowadays, cloud manufacturing (CMfg) [1, 2] is becoming an emerging platform, has
been put forward utilizing the modern information technologies, involving Big Data
[3], Cloud Computing [4], Internet of Things [5]. The main purpose of CMfg are to put
the distributed resources and idle capabilities into cloud pool, and provide cloud service
to meet user’s requirements (e.g., faster execution time, higher reliability, lower cost
and so on.) [6].

However, the growing number of similar cloud services available in the CMfg
systems raises a new research problem: it is costly and time consuming to make a cloud
service selection of the large range of options. Under this circumstance, cloud service
clustering is becoming a critical topic recently.

Clustering is an unsupervised classification algorithm, which aims to reduce the
search space and find similar grouping of pattern [7]. In general, there are three classic
clustering algorithms in the CMfg systems: K-means [7], K-medoids [8] and Hyper-
graph partition algorithm [9].

For example, Ghazanfar et al. [7] found a similar group of users by integrating the
user similarity into clustering algorithm, namely K-means. However, the results of this
clustering algorithm mentioned above may be unreliable by averaging all the attribute
values. To cope with the problem, Guo et al. [8] utilized a novelclustering algorithm
called K-medoids to develop a multi-view recommendation system.
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But it also shows a relatively poor clustering quality. Then, Yang et al. [9] designed
a vertex hypergraph partitioning algorithm, EQHyperpart, to generate better parti-
tioning results. The hypergraph partitioning algorithm has a faster execution time, but
limited to low coverage and partitioning quality.

Above all, we put out a novel hybrid clustering approach, HCA, whose main
purpose is to improve the clustering quality. In the HCA, firstly, we integrate the PCC
and PSS into our improved K-medoids algorithm to achieve a better result. And the
experiment part demonstrates the superiority of HCA.

2 Methodology

Considering the fact that PCC is more understandable and easy to implement, PCC
becomes a common method to compute the user similarity, and has been widely used in
the CMfg systems recently [10, 11]. And PCC is computed as follows:

PCCðu; vÞ ¼
P

s2 S ru;s � �ru
� �

rv; s � �rv
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
s2 S ru;s � �ru

� �2q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
s2 S rv;s � �rv

� �2q ð1Þ

where S ¼ Su \ Sv is the set of co-rated services by user u and v, ru; s represents the
value of service s rated by u, and ru denotes the average value of all service s rated by u.

Despite high accuracy of PCC, there are still some problems remained that will lead
to unsatisfactory results, since the user similarity is computed only based on the co-
invoked users or services.

To overcome the problem and better compute the non-linear relationship between
users, we also employ the Proximity-Significance-Singularity (PSS) model [12] to
compute the user similarity which not only relies on the co-invoked services.

And the PSS model in this paper is defined as below:

PSS ðu; vÞ ¼ Proximityðrui; rvjÞ�
Significanceðrui; rvjÞ � Singularityðrui; rvjÞ

ð2Þ

where PSS ðu; vÞ denotes the similarity between u and v, rui and rvj denote the rating
value of i and j, respectively.

Here, Proximity is the absolute difference between rui and rvj. Significance aims to
measure the impact of the rating pair to the similarity values. Singularity denotes the
difference between one rating pair to others. And the formulas of three functions are
presented as below:

Proximity ðrui; rvjÞ ¼ 1 � 1
1 þ exp � rui � rvj

�� ��� � ð3Þ

Significance ðrui; rvjÞ ¼ 1
1 þ exp � rui � �ruj j � rvj � �rv

�� ��� � ð4Þ
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Singularity ðrui; rvjÞ ¼ 1� 1

1 þ exp � rui þ rvj
2 � �ri þ�rj

2

�� ��� � ð5Þ

Based on the PCC and PSS, we can establish a novel ensemble model to compute
user similarity, and the formula is presented as below:

Sim ðu; vÞ ¼ k � PCCðu; vÞ þ ð1 � kÞ � PSSðu; vÞ ð6Þ

where Sim ðu; vÞ is the hybrid user similarity between u and v. k ð0\ k\ 1Þ denotes a
specific parameter to affect how much the hybrid user similarity focus on the
PCC ðu; vÞ and PSS ðu; vÞ, and the impact of k will be further studied in the following
section.

Then, we use the improved clustering algorithm to find the similar subgroups of
users by incorporating hybrid user similarity into K-medoids (see in Fig. 1). Different
from the existing approaches, this improved clustering algorithm considers a true user
as the center and then keep up the group characteristics [8].

The objective function is defined as below:

J ¼ min
X
c2C

X
u;v2 c

dðu; vÞ ð7Þ
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Fig. 1. Overview of the main steps of HCA.
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where C denotes the user subgroups in which u and v belong to the subgroup c 2 C,
and d ðu; vÞ denotes the key distance between u and v.

In order to find the user subgroups, hybrid user similarity is replaced as the distance
metric to cluster the similar users. More specifically, the higher user similarity means
the users are closer than others [6].

Therefore, the distance can be calculated as follows:

d ðu; vÞ ¼ 1 � Sim ðu; vÞ ð8Þ

Based on the above analysis, the pseudocode of our clustering algorithm is clearly
presented in Algorithm 1.

3 Results

In this part, like our previous paper [6], we carry out a series of experiments to validate
the effectiveness of our novel approach HCA.

To verify the performance of HCA, we collect two data sets in real-world. One is
about web service called WSDream, which is gathered by Zheng et al. [10]. The
WSDream-dataset includes 339 � 5825 rating records of two attributes (response time
and throughput). Another is about CMfg service collected by Xiang et al. [13],
including 463 users and 7548 services.
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All the experiments were processed with Intel Core i5-4210 M 2.60 GHz proces-
sors and 4 GB RAM on a Lenovo E540 computer. The experimental parameters are
presented in Table 1.

In this section, like our previous paper [6] and [11], we employ the Normalized
Mean Absolute Error, namely NMAE, as a metric to evaluate the clustering quality.
Considering the fact that the huge ranges of response time in two different data sets,
NMAE is computed as below:

MAE ¼
P

u;i ðrui � r̂uiÞ
W

NMAE ¼ MAEP
u;i
rui=W

8>><
>>:

ð9Þ

where MAE represents the average absolute deviation between the predicted value and
real value according to the clustering users, rui denotes the real value of service i rated
by user u, r̂ui is the predicted rating value. W denotes the number of whole predicted
values.

In order to achieve a performance comparison, we compare our hybrid clustering
approach (HCA) with other popular approaches:

K-Mean: K-Mean clustering algorithm [7] is designed to search the similar group to
improve the recommendation quality.

K-medoids: K-medoids [8] is another clustering algorithm to find the similar group
using the PCC similarity model.

EQHyperpart: EQHyperpart [9] is a hypergraph partitioning method to obtain high
quality clustering results based on information entropy modularity.

We also explore the impact of different parameters on the performance of HCA.
Generally, we change a specific parameter under different condition (i.e., k and K)
while holding the others consistent. And the whole analysis process is concluded as
below.

Table 1. Experimental parameters

Parameters Web CMfg

m: the number of users 100 100
n: the number of services 500 500
k: how much HCA relies on PCC and PSS 0.45 0.45
K: maximum cluster number 6 8
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4 Discussion

The experimental results in Fig. 2 give that the value of NMAE in above approaches
are decreasing as the matrix density increase, which means that the clustering quality
can be significantly improved by employing more data in the rating matrix.

Obviously, the NMAE value of HCA is relatively lower compared with other
algorithms K-Mean, K-medoids and EQHyperpart. This is because HCA not only focus
on the co-invoked rating records, but also the other rating information. By combining
the both PCC and PSS to compute a hybrid user similarity seems to be helpful when
making cloud service clustering. In addition, K-medoids show a better performance
than other approaches when integrating a hybrid user similarity into it.

In Fig. 3, we can find that HCA obtains the best clustering quality in two data sets,
namely web service and CMfg service, indicating that the optimal value of k are
affected by the matrix density to some extent. Since when k\ 0:5, the impact of PCC
are less to be considered, while when k [ 0:5, the impact of PSS is also decreased.
Thus, we set k ¼ 0:45 as the unchanged value in this part.

As shown in Fig. 4, the experimental results of K does influence the clustering
quality of our approach, an appropriate K value will give out better solution in two data
sets. Besides, we set K ¼ 6 in the web service data set, and K ¼ 8 in the CMfg
service data set.

Fig. 2. Performance comparison of HCA.

Fig. 3. Impact of k.
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5 Conclusion

In cloud manufacturing systems, cloud service clustering is important for successful
implementation of CMfg application. For a better clustering quality, we put out a
hybrid clustering approach, called HCA. The main contribution of this manuscript lie in
three-folds: (1) we establish an ensemble model to take advantage of both PCC and
PSS. (2) we insert the hybrid user similarity into K-medoids clustering algorithm to
acquire a high clustering quality. (3) we carry out a series of experiments on two data
sets to validate the performance of HCA.

In the future, we plan to establish a comprehensive model to compute the user
similarity by considering more factors in the CMfg systems.
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Abstract. The improvement of assembly line is a crucial issue for the mass
production in factory, which can effectively increase the balancing rate of
production line and overall equipment effectiveness (OEE) for product. There-
fore, the improvement of assembly line plays an important role in the man-
agement and cost control of factories. In this paper, the process analysis method
is adopted to analysis the assembly line to find the bottleneck process firstly.
Furthermore, the content of the bottleneck process and the stations’ equipment
are optimized to satisfy the requirements of Takt. Meanwhile, the occasional
factors which cause to reduce the OEE are founded and corresponding work
standards are established to eliminate these influences. The F factory example
can verify that improvement of assembly line can effectively increase the OEE
and reduce the operate time of bottleneck process. Finally, the improvement
achieves the line balance in F factory.

Keywords: Assembly line balancing � Overall equipment effectiveness �
Process analysis

1 Introduction

Production line balancing is an indispensable part for the improvement of the on-site in
assembly line factory [1]. The aim of line balance is to average all the time of pro-
duction processes and adjust the operating load for the whole production line [2].
Finally, it can eliminate the efficiency loss and overproduction which caused by
unbalance between work stations and increase the overall equipment effectiveness
(OEE) for factory. Therefore, production line balance is widely studied in practice and
theory.

The assembly line balancing problem is a non-deterministic polynomial type-
planning problem for mass production. The heuristic based on critical path method has
been proposed for the assignment of tasks to the workstations on U-shaped assembly
line layout [3]. Meanwhile, A hybrid ant colony algorithm for U-line balancing is
proposed to satisfy the just-in-time production environment [4]. A genetic algorithm
proposed to balance the mixed model assembly line [5, 6]. Balancing the production
line can also improve the OEE for the whole factory [7, 8]. OEE is widely accepted by
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whole word factories to evaluate the effectiveness of product [9]. Therefore, Assembly
Sequence Planning (ASP) and Assembly Line Balancing (ALB) problems play an
important role in the optimization of product [10]. Currently, the cost and productivity
is used to evaluate the effect of line balance [11] and the simulation model is adopted to
analyze the bottleneck process of the production line to achieve continue improvement
[12]. For more detail, the tasks in the workstations are redistributed to achieve the line
balance [13] and unnecessary stations are eliminated in the whole assembly line.

The line balance accounts high weight for the future development of factory. In this
paper, the work processes are reanalyzed to find the bottleneck for the whole pro-
duction line. Furthermore, the content of the workstation and the employees’ actions
are studied to modify based on the human factors engineering standard. The F company
example can verify that the improvement of production line can finally achieve the
synchronization of processes, improvement of OEE and balance of assembly line.

2 Current Situation of Production Line

Company F is a company that produces auto parts. Its main product is Electronic Stability
Program (ESP). ESP products are mainly composed of electronic control unit (ECU),
pump shell, andmotor. Pump shell is themain part of ESP, and the assembly of other parts
is based on pump shell. Currently, seven production lines in the company’s workshop are
used to produce ESP with overall equipment efficiency of approximately 90% or the M
assembly line has 23 workstations and 8 workers, one of whom is the team leader,
responsible for the normal operation of the line. The assembly line layout is shown in
Fig. 1. The green arrow represents the position and movement route of the worker, and a
Loop represents the operation cycle of a worker. All the 23 workstations and 7 loops are
regarded as processes, and the takt time is 21 seconds/piece. The whole M assembly line
is U-shaped production line, which starts from the upper right pump shell input port.

Although the standard operating time of each process of the M assembly line is
lower than the cycle time of production line, the investigation found that the actual
production time of Loop 1 and Loop 4 exceeded the cycle time of production line,
which was the bottleneck of the assembly line. Meanwhile, each process has different
degrees of time loss, which leads to low OEE index. It is necessary to find out the
reasons for these time losses and improve them.
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3 Improvement of M Assembly Line

3.1 Improvement of Bottleneck Process Loop 4

The cycle time of Loop 4 is 19.6 s. For device-centric workstations, it is safe as long as
cycle time is below cycle time of production line of 21 s. Loop 4 is the work of
workers, with an allowance rate of 13%. Therefore, the actual cycle time of Loop 4 is
22.1 s, which exceeds the cycle time of production line. After decommissioning the
process of Loop 4, it was found that the workers spent 1.6 s in the last work of ram
pump stamping workstation, which could be transferred to the neighboring Loop 5.
After the transfer, the cycle time of Loop 5 is 19.6 s, which becomes the new
bottleneck process.

The job contents for Loop 5 are shown in Table 1. The most time-consuming
operation is the installation of magnetic valve, which needs 12.9 s. In this operation,
workers assemble 12 magnetic valves on the pump shell, with a total of 6 models, so
there are 6 material containers for storing magnetic valves, as shown in Fig. 2.

Table 1. Standard work instruction of Loop 5

Loop 5
Process Time (s) Total Time (s)

1 Take the finished pump shell 2.1 19.6
2 Go to workstation of installing magnetic valves 1.1
3 Install magnetic valves 12.9
4 Go to workstation of stamping magnetic valves 1.1
5 Assemble the pump shell 0.9
6 Walk back to the workstation of stamping pump element 1.6

Fig. 2. Workstation of storing magnetic valves
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The time of assembling 12 magnetic valves was estimated by MOD method, and
the measured time was 14.9 s. At the same time, the result is correct when measured by
stopwatch. It was found that the actual time for workers to preinstall magnetic valves
was more than 12.9 s of operation standard time. Improvements will be made through
the following measures.

(1) Design to the Material Container: The container of magnetic valves was modified
as shown in Fig. 3. Two slides were added and the end of each slide was provided with
a bayonet. Since the material container is inclined at a certain angle, the materials in the
container can slide out by gravity. Compared with taking magnetic valves from the
container, the design made it easier for workers to access magnetic valves.

Fig. 3. The new container of magnetic valves

Fig. 4. Placement position of containers
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(2) Placement of Material Containers: It can be seen from the Fig. 2 that some
containers were too high for workers to take magnetic valves from it. After redesigning
these containers which is shown as Fig. 4, the placement of it can also be modified
more concentrated. Workers would use shorter movement distance and less time to take
magnetic valves.

(3) Design to Error Prevention Device: Figure 5 presents there are twelve holes on the
pump shell, corresponding to six types of magnetic valves. Workers need to select the
corresponding hole when assembling the magnetic valve. To save time and prevent the
magnetic valve from being installed in the wrong hole, the error prevention device was
designed as shown in Fig. 6.

Six types of magnetic valves were divide into three groups. When installing one of
the groups, other holes of magnetic valves would be covered by four sticks. Figure 6
presents three working modes of the error prevention device. Work modes can be
switched automatically when the sensor detected that the group of magnetic valves
were installed. In this way, Workers have increased the speed and accuracy of installing
magnetic valves.

24 42

1 1 33

5

6 6

5

Fig. 5. Holes of magnetic valves on the pump shell

Fig. 6. The error prevention device
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Cycle time of the Loop 5 have been reduced from 19.6 s to 16.8 s which time met
the cycle time of production line.

3.2 Reducing the Lost Time of Equipment

Statistics indicates that major equipment time loss occurred at the workstation with
screws installed on the ECU. In this workstation, screws were hooked up by the device
and transferred to the screw gun through a pipe. Screws were placed in the machine as
shown in Fig. 7. When there were too many screws the entrance of the pipe would be
blocked. While screws cannot be hooked up when it’s amount was too few. Therefore,
a proper standard of screws quantity should be set to make sure the device is working
well.

Firstly, the lowest level of the screws quantity should be determined. That means
the device can at least pick up one screw at a time. Set six lines on the side of the
container for different quantity of screws. Observe how many screws the device picked
at one time at different levels of screws quantity. Calculate the average of the data after
multiple trials and the results are shown in the Table 2. It indicates that the lowest level
of screws quantity corresponding to line 5.

Secondly, considering that workers add screws every 20 min. During this time, 57
products were produced and 228 screws were consumed. So on the lowest level of
screws quantity, 228 more screws should be added into the container. In this way, there
would be no shortage of screws and the pipe would not be blocked. Therefore, the
highest level of screws quantity was determined which corresponding to line 3.

Fig. 7. Machine of supplying screws
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4 Conclusion

This paper presented a study which applied assembly line balancing to increase the
balancing rate of production line and overall equipment effectiveness. With the
improvement of tools and method of operation, the cycle time of bottleneck process
reduced from 19.6 s to 16.8 s that satisfied the requirements of cycle time of produce
line. Operating standards were developed through experimentation which avoided time
loss of equipment. The overall equipment effectiveness increased from 83% to 89.6%.
Those achievements prove that assembly line balancing and the OEE play an important
role in the improvement of production line.
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Abstract. Order picking is considered the most critical operation in ware-
housing. In the low-level manual picking warehouse, in order to increase the
warehouse capacity and make full use of the rack space, the overall height of the
rack is increased by increasing the number of layer and reducing the height of
each layer of the rack, or directly increasing the number of layers. These all lead
to take more time to pick up the goods at the bottom or top of the rack. If the
picking time of the vertical travel is not taken into account and the best-selling
goods are placed on the bottom or top layer, the order picking efficiency will be
greatly affected. Therefore, based on class-based storage strategy, we propose a
picking time estimation model that considers the vertical travel. A heuristic
algorithm is constructed to optimize the warehousing location and determine the
optimal warehousing boundary of goods of different types on each shelf. The
results show that the proposed algorithm can better optimize the storage location
and reduce the picking time.

Keywords: Order picking � Low-level manual warehouse � Vertical travel �
Storage optimization

1 Introduction

With the continuous development of economic globalization and e-commerce, con-
sumption demand of consumers is becoming more and more personalized and diverse.
As a result, enterprises receive more and more orders, and the types of goods are also
more and more abundant. In this context, enterprise warehouses need more space to
store goods, but as the soaring value of land, expanding the warehouse area requires
significant costs. Therefore, for low-level manual picking warehouses, especially for e-
commerce enterprise warehouses with a large variety of products, it is possible to
expand the warehouse area and enhance the warehouse space utilization by increasing
the number of shelves plies and reducing the height of each shelf layer, or directly
increasing the number of shelves plies.

Order picking can be described as the process of picking up multiple items from a
warehouse storage to complete a customer order. In low-level manual picking
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warehouses, order sorting operations are cumbersome and time-consuming. According
to Topkkins et al. [1], the cost of sorting orders may account for 55% of all operating
costs of the warehouse; and the labor of sorting orders accounts for about 60% of the
total workload [2]. There are many factors to affect the efficiency of order picking, such
as facility layout, order picking path, and storage allocation and so on. Among them,
the optimization of storage places has been concerned by many scholars. Some scholars
carried out a series of studies in the context of low-level manual picking warehouses
without considering vertical travel. Le-Duc et al. [3] constructed an approximate model
to estimate the picking distance in a dual-area warehouse, and proposed a heuristic
algorithm to determine the optimal storage boundary problem with the goal of mini-
mizing the distance of picking. Wu et al. [4] took a storage system as the research
object, carried out a reasonable division of the storage area, and established an integer
linear programming model with minimum picking time, then obtained the method of
optimizing the location allocation. Pan et al. [5] considered the situation where multiple
pickers work in the same area, and proposed a throughput model to optimize the order
picking efficiency by considering a trade-off between the picking distance and the
blocking-caused delay for the storage assignment. Bottani et al. [6] used genetic
algorithm (GA) to optimize the storage location in the warehouse, which ultimately
reduced the picking time and simplified the order picking operation. Glock et al. [7]
created a U-shaped order picking system and proposed an alternative strategy for
distributing products to shelves in it. Grosse et al. [8] considered the influence of
human factors on the efficiency of the order picking system. Their results showed that
learning and forgetting should be considered in order to properly plan the storage
allocation strategy. Calzavara et al. [9] combined cost and ergonomics to conduct
comprehensive planning of shelves with different layouts. Their results showed that the
traditional pallet storage system could be replaced with half pallet on lower shelves to
improve ergonomics and reduce costs. Li et al. [10] proposed an approximation
algorithm to optimize the allocation of storage considering the turnover rate of goods
and the correlation of demand. Zhang et al. [11] introduced the concept of demand-
related models to describe the correlation between goods, and proposed a determining
DCP method from historical data. On this basis, a new model was constructed to solve
the problem of storage allocation. To solve this model, they developed heuristic and
simulated annealing methods.

These scholars studied storage optimization from the perspective of models and
algorithms. Some scholars carried out related research from the perspective of the
combination of routing strategy and storage strategy, such as Dekker et al. [12] used
computer simulation to combine storage and routing strategies, and then discussed the
ways to improve the efficiency of warehouse operations. Dijkstra et al. [13] constructed
the precise average path length mode of multi-lane and multi-cargo picking under the
return, S-shaped, maximum gap and midpoint routing methods, and proposed a
dynamic programming algorithm to allocate storage locations in the warehouse.

In addition, many scholars have done research on high-level shelf warehouses and
AS/RS system warehouses with considering vertical travel. For example, Parikh et al.
[14] pointed out that when vertical travel can be considered, models can be used to
determine the optimal storage system configuration. Chan et al. [15] conducted
research on storage allocation strategies and optimization orders, such as warehouse
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division, goods classification and division, to make the warehouse layout more rea-
sonable and the sorting operation more efficient; Chen et al. [16] studied the opti-
mization of shelf allocation and access path in automated warehouse based on mixed
integer programming model, and proposed a two-stage decision-making algorithm
based on graphics. Pan et al. [17] constructed a multi-layer “artificial” picking time
estimation model based on the classification storage strategy and various routing
strategies, with considering the shelf height, the number of layers and the vertical
motion of the picking. Their experimental results showed that there is a sufficiently
accurate practical use in the model. Kou et al. [18] used a random storage strategy in a
parallel storage system based on belt conveyor to construct a travel time model for
automatic retrieval and automatic storage systems, and used Matlab to verify the model
and optimize the automatic storage system.

In summary, previous studies focused on low-level manual picking warehouses
without considering vertical travel or high-rise warehouses and AS/RS system ware-
houses that consider vertical travel. However, in some low-level manual picking
warehouses, in order to increase warehouse capacity, people tend to make full use of
the shelf space by increasing the number of shelves and reducing the height of each
layer of the shelf, or directly increasing the number of shelves to increase the overall
height. This leads to the need to squat and other additional actions to pick up goods,
and people need to step on the lower shelves to pick up the goods when picking up the
top shelf goods. With the rapid development of e-commerce, the warehouse receives
more and more orders every day. Under such circumstances, the order picking effi-
ciency will be greatly affected if the goods with high order frequency are placed at the
bottom or top layer, which takes more time for picking, without considering the vertical
picking time. Therefore, this paper constructs an average picking time estimation model
considering vertical travel, and proposes a heuristic algorithm to optimize the shelf
storage.

2 Average Picking Time Estimation Model

2.1 Problem Description

The warehouse has a horizontal roadway (in the middle of the warehouse) and multiple
working roadways. The layout of the warehouse is symmetric with respect to the lateral
roadway, that is, i.e. the storage layout of the symmetric working roadway is com-
pletely consistent. The return path strategy is adopted, which is derived from Caron
et al. [19]. The storage allocation uses a classification storage strategy. Figure 1 shows
the warehouse layout of a horizontal roadway and six working roadways; each shelf
consists of several columns and several layers, and the storage capacity on each shelf is
equal to the number of columns. Figure 2 shows the layout of five shelves.

The order picking process of such warehouses can be described as follows: the
pickers start picking the goods from the warehouse entrance/exit. First, they enter and
the nearest working roadway where goods needed to be picked up. Then they travel to
the position of the required goods, and pick up the goods from the shelf level until the
farthest goods are picked up. Then they return to the middle of the horizontal roadway.

Storage Optimization of Low-Level Manual Picking Warehouse 119



Next, the pickers enter the nearest working roadway where the goods needed to be
picked up. Repeat the above process. After completing the farthest goods picking in the
operation roadway, the pickers return to the warehouse entrance/exit. The picker first
picks up the goods on one side of the warehouse and then picks the other side of the
goods have the same total travel time with picking up the goods on both sides exactly.

2.2 Modeling Assumption, Parameter and Decision Variable

This paper proposes the following hypotheses:

(1) The storage shelves in the warehouse are identical, each storage space is of the
same size, and each shelf can store multiple types of goods.

(2) The length, width and height of all operation roadway are equal.
(3) The working roadway is narrow enough that the picker can pick the goods on both

shelves at the same time without changing the position.
(4) The picker can pick up the goods on the shelves regardless of the height of the

shelves.

1w

2w

/
I

O

L

Fig. 1. Warehouse layout

N

25jl 3w

Fig. 2. Shelf layout of operation roadway
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(5) Order frequency of the same category goods is equal. The order frequency of each
category is defined as the number of goods needed for that category in a certain
period of time.

The parameters in model as follows:
j represents the sequence number of operation roadway ðj ¼ 1; 2; . . .; JÞ;
i represents the category of goods ði ¼ 1; 2; . . .; IÞ;
k represents the layer number of shelves ðk ¼ 1; 2; . . .;KÞ;
n represents the layer number of columns ðn ¼ 1; 2; � � � ;NÞ;
ðj; n; kÞ represents the space coordinates of storing shelves;
w1 represents the distance between two adjacent operation roadway center lines;
w2 represents the width of horizontal roadway;
w3 represents the length of each storage;
v represents the speed of the picker;
tk represents the time of picking k layer numbers of the goods;
Oi represents the order frequency of i goods.
Si represents the proportion of storage space of i goods, that is, the proportion

of the total storage space;
qji represents the numbers of i goods picked in j operation roadway;
pji represents the probability of i goods picked in j operation roadway;
Pji represents the probability of picking the farthest goods in the category

i goods area in the j operation roadway;
ljik represents the storage length of i goods on the k shelves in the j operation

roadway;
HTji represents the horizontal travel picking time in category i cargo area of

j operation roadway;
VTj represents the vertical travel picking time in j operation roadway;
TTj represents the total picking time in j operation roadway

Decision variable:
njik represents the numbers of storage space of i goods stored in k shelves of

j operation roadway.

2.3 Single Working Roadway Model

First, we consider the situation of single working roadway (all goods are in j th
operation roadway), and the shelf layout of operation roadway is shown in Fig. 2,
region 1, region 2,…, region I store separately 1 goods, 2 goods… I kinds of goods, the
quantity of storage space for i goods in each layer is njik, within each class of cargo
area, the probability of picking each stored cargo is equal.

Expected picking time TTj in operation roadway includes the vertical travel
expected picking time VTj and the horizontal travel expected picking time. We can
determine expected picking time by adjusting the farthest reach area, that is, the
probability of farthest pick position in region i multiply the corresponding desired
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horizontal expected picking time, multiply 2 is the time of entry and exit in the
operation roadway. Expected picking time in operation roadway can be obtained as
follow:

TTj ¼ 2
XI

i¼1
Pji � HTji þVTj ð2� 1Þ

(1) Vertical travel expected picking time

When picking one good, we can calculate the probability that the goods on each
shelf in the category are picked up by ljik

�PK
k¼1 ljik, and then multiply the picking time

required to pick each shelf tk to get the horizontal expected picking time of the goods
on each shelf. Then add the time spent on all shelves and multiply the probability of
each category of goods will be picked so as to get the vertical travel desired picking
time. When the expected quantity of picking goods is qj, the vertical travel expected
picking time is:

VTj ¼ qj
PI
i¼1

pji
PK
k¼1

ljikPK

k¼1
ljik
tk

ljik ¼ njik � w3

ð2� 2Þ

(2) Horizontal travel expected picking time

We consider the horizontal travel expected picking time in the following situation:

(1) If the farthest picking goods are in region 1, this means that all goods to be picked
are in region 1, i.e.

PI
i¼1 qji ¼ qj1¼ qj, its probability is:

Pj1 ¼ p
qj
j1 ð2� 3Þ

According to the ratio of the storage length ljik of each shelf to the total storage
length of the cargo in the operation lane, to obtain the probability of picking each shelf
cargo, and then multiply the horizontal expected picking time of each shelf, adding
them together to get the total horizontal expected picking time HTji

HTj1 ¼
XK
k¼1

lj1kPK
k¼1 ljik

 !
lj1k
v

� qj1
qj1 þ 1

� �" #
ð2� 4Þ

Remark: qj1random variables x are uniformly distributed in the interval 0; 1½ �. Its
maximum expected value is qj1

�ðqj1 þ 1Þ [3]. The maximum expected value (the time to
get to the furthest position) is lj1k

�
v

� �� qji
�ðqji þ 1Þ� �

when pick qj goods in region 1.
Therefore, Eq. (2-4) is valid when the situation is generalized to each shelf.
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(2) If the farthest picking goods are in region 2, this means that all goods to be picked
are in region 1 or region 2, but not only in region 1, i.e.

PI
i¼1 qji ¼ qj1 þ qj2 ¼ qj,

its probability is:

Pj2 ¼ ðpj1 þ pj2Þqj � ðpj1Þqj ð2� 5Þ

Calculating the horizontal stroke picking time HTji is basically the same as the
calculation method of HTj2:

HTj2 ¼
XK
k¼1

lj2kPK
k¼1 lj2k

 !
lj1k
v

þ lj2k
v

� qj2
qj2 þ 1

� �" #
ð2� 6Þ

qj2 is the number of goods to be picked in the area 2. It is difficult to calculate HTJ2 by
formula (2-6) directly, so we can calculate HTJ2 by estimating. First, we calculate the
expectation of picking quantity Eðqj2Þ as formula (2-7):

Eðqj2Þ ¼
Xqj

qj2¼1
qj2PðB=AÞ

¼
Xqj

qj2¼1
qj2

PðABÞ
PðAÞ

¼
Xqj

qj2¼1
qj2

PðABÞ
Pj2

¼
Pqj

qj2¼1 qj2
qj2
qj

� �
ððpj2Þ=ðpj1 þ pj2ÞÞ
� �qj2 ððpj1Þ=ðpj1 þ pj2ÞÞ

� �qj�qj2

ðpj1 þ pj2Þqj � pqjj1
� �

¼ ðqjpj2Þ=ðpj1 þ pj2Þ
ðpj1 þ pj2Þqj � pqjj1

ð2� 7Þ

As shown in the Eq. (2-7), event B refers to the quantity of goods picked in region
2, event A refers to all of the goods are in region 1 or region 2, but not only in region 1;
so event AB refers to the quantity of goods picked in region 2 is qj2, and the quantity of
goods picked in region 1 is qj � qj2. The final step of the formula is derived from the
expectation of the binomial distribution.
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We can get the HTj2 by replacing qj2 with E qj2
� �

[3]:

HTj2 �
XK
k¼1

lj2kPK
k¼1 lj2k

 !
lj1k
v

þ lj2k
v

� Eðqj2Þ
Eðqj2Þþ 1Þ

� �" #

¼
XK
k¼1

lj2kPK
k¼1 lj2k

 !
lj1k
v

þ lj2k
v

�
qjpj2=ðpj1 þ pj2Þ
� �

= ðpj1 þ pj2Þqj � pqjj1
� �

qjpj2=ðpj1 þ pj2Þ
� �

= ðpj1 þ pj2Þqj � pqjj1
� �

þ 1

0
@

1
A

2
4

3
5

¼
XK
k¼1

lj2kPK
k¼1 lj2k

 !
lj1k
v

þ lj2k
v

� qjpj2= pj1 þ pj2
� �

qjpj2= pj1 þ pj2
� �� �þðpj1 þ pj2Þqj � pqjj1

 !" #

¼
XK
k¼1

lj2kPK
k¼1 lj2k

 !
lj1k
v

þ lj2k
v

� qjpj2

qjpj2þ ðpj1 þ pj2Þ pj1 þ pj2
� �qj�pqjj2
� �

0
@

1
A

2
4

3
5

ð2� 8Þ

(3) If the farthest picking goods are in region i ði ¼ 3; 4; . . .IÞ
If the farthest picking goods are in region i, this means that all goods to be picked

are in region 1 to region i, but not only in region 1 to region i-1, i.e.PI
a¼1 qja ¼

Pi
a¼1 qja ¼ qj, its probability is:

P ji
i� 3

¼ ðpj1 þ pj2 þ � � � þ pjiÞqj

� ðpj1 þ pj2 þ � � � þ pj;i�1Þqj

¼
Xi

a¼1
pja

� �qj� Xi�1

a¼1
pja

� �qj ð2� 9Þ

Let H pja; qj
� � ¼ Pi

a¼1 pja
� �qj� Pi�1

a¼1 pja
� �qj

. The expectation picking time of

horizontal stroke HTji;i� 3 is calculated in a similar way HTJ2 is calculated:

HT ji
i� 3

�
XK
k¼1

ljikPK
k¼1 ljik

 ! Xi�1

a¼1

ljak
v
þ ljik

v
� qjpji
qjpji þ

Pi
a¼1 pja

� �
H pja; qj
� �

 !" #

ð2� 10Þ

Finally, we can get the total expected picking time in the operation roadway TTJ :

TTj ¼ 2
XI
i¼1

Pji � HTji þVTj

¼ 2� pqjj1 � HTj1 þ 2
XI

i¼2
H pja; qj
� �

� HTji
h i

þVTj

ð2� 11Þ
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2.4 Multiple Operation Roadway Model

The average picking time estimation model for multi-job roadway includes two parts:
the expected picking time of all operation roadway and the expected picking time of the
horizontal roadway.

First, the probability of i goods being picked in j th operation roadway pji can be
obtained by the ratio of the storage length of i goods stored in j operation roadways to
the storage length of i goods stored in all operation roadways, multiplied by the
probability of i goods be picked Oi:

pji ¼ Oi

PK
k¼1 ljikPJ

j¼1

PK
k¼1 ljik

; 8j 2 J; i 2 I

Then, we calculate the probability of entering each operation roadway. If a cargo is
picked, the probability of entering the working roadway j is the sum of the probability
of picking all the goods picked in the roadway

PI
i¼1 pji. If q items cargo is picked, the

probability of entering the working roadway can j be obtained by the probability that all
the selected items are not in the working roadway j is:

bj ¼ 1� 1�
XI

i¼1
pji

� �q
Next, calculate the expected quantity qj of goods picked up in the working roadway

j based on entering the working roadway j:

qj ¼ q
PI

i¼1 pji
bj

TTj is the time taking to pick up qj goods from the center-line of the horizontal
roadway to the farthest picking location in the operation roadway j. In formula (2-12),
p

0
ji ¼ pji

�PI
i¼1 pjið8j 2 JÞ ; w2=2v is the time taking from the center line of the hori-

zontal roadway to the entrance of the working roadway.

TTj ¼ 2� w2

2v
þ 2� p

0
j1

� �qj �HTj1 þ 2
XI
i¼2

H p
0
ja; qj

� �
� HTji

h i
þVTj

¼ w2

v
þ 2� p

0
j1

� �qj XK
k¼1

lj1kPK
k¼1 lj1k

� lj1k
v

� qj
qj þ 1

 ! !
þ 2�

XI
i¼2

H p
0
ja; qj

� �
�

PK
k¼1

ljikPK

k¼1
ljik

Pi�1

a¼1

ljak
v þ ljik

v � qjp
0
ji

qjp
0
ji þH p0ja;qjð ÞPi

a¼1
p0ja

� �� �	 

8>><
>>:

9>>=
>>;

þ qj
XI
i¼1

p
0
ji

XK
k¼1

ljIktkPK
k¼1 ljIk

ð2� 12Þ
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We can get the total expected picking time in each working roadway by adding the
expected picking time in each working roadway:

TTa ¼
XJ
j¼1

TTjbj

¼
XJ
j¼1

TTj 1� 1�
XI

i¼1
pji

� �q� �h i

¼
XJ
j¼1

w2

v
þ 2� p

0
j1

� �qj�HTj1 þ 2�
XI
i¼2

H p
0
ja; qj

� �
� HTji

h i
þVTj

" #
� bj

( )

ð2� 13Þ

Next, we calculate the expected picking time in the horizontal roadway. Due to the
symmetry of the warehouse layout, we assume that the probability of at least one of the
working roadways j or the working roadways J � jþ 1ð Þ being accessed is nj, which
can be obtained by calculating the probability that neither of the working lanes are
accessed (mj and mJ�jþ 1):

nj ¼ 1� ð1� mjÞð1� mJ�jþ 1Þ ¼ 1� ð1� mjÞ2 ¼ 1� ð1�
XI
i¼1

pjiÞ2q:

The expected picking time TTc in the horizontal roadway is obtained by multi-
plying the probability of the furthest picking goods in the working roadway j with the
time spent on arriving working roadway j on the horizontal roadway:

TTc ¼ 2
XJ=2
j¼1

2j� 1ð Þ w1=2vð Þ
Xj

e¼1

n
0
e

 !q

�
Xj�1

e

n
0
e

 !q" #" #

¼
XJ=2
j¼1

2j� 1ð Þw1

v

Xj

e¼1

n
0
e

 !q

�
Xj�1

e¼1

n
0
e

 !q" #" # ð2� 14Þ

And n
0
j ¼ nj

.PJ=2
j¼1 njð8j 2 J=2Þ. Finally, we can estimate the average picking time

TT according to TTa and TTc.

3 Storage Location Optimization

The average picking time can be estimated using a 2-section model for a given layout
ðL; J; I;K;N;w1;w2;w3Þ, order frequency Oi, storage allocation scheme njik, pick
quantity q, and picking time in every layer tk. In this section, if a storage space ratio Si
is given, the formulas are used to optimize the storage location.
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3.1 Model Building

In many cases, the problem of determining the optimal storage space for each category
of goods on each shelf floor in each working roadway often occurs, for example, when
the warehouse first starts to be used, and the goods classification or order mode change.
This section defines the problem as follows: based on various given parameters of the
warehouse, we determine the optimal storage boundary of the types of goods on each
shelf in each working roadway, so as to get minimize the total average picking time,
based on the classification storage strategy (probability of picking each category of
goods and the proportion of total storage required). The objective function is:

min TT ¼ TTa þ TTc ð3� 1Þ

The constraint conditions are:

XI

i¼1
njik ¼ N; 8j 2 J; k 2 K ð3� 2Þ

XJ

J¼1

XK

k¼1
njik ¼ siKNJ; 8i 2 I ð3� 3Þ

pji ¼ Oi

XK

k¼1
njik
.
siKNJ; 8j 2 J; i 2 I ð3� 4Þ

njik ¼ nJ�jþ 1;ik; 8j 2 J; i 2 I; k 2 K ð3� 5Þ

njik � 0; 8j 2 J; i 2 I; k 2 K ð3� 6Þ

The objective function is to pick up q goods with the minimum picking time. The
picking time consists of two parts: the operation roadway and the horizontal roadway
picking time. Use the formula (2-13) to calculate the picking time of the operation
roadway, and use formula (2-14) to calculate the picking time of the horizontal
roadway.

In the constraint conditions, formula (3-2) indicates the number of storage spaces
each shelf is N; formula (3-3) indicates the storage space required of each category
goods; formula (3-4) indicates relationship between pji and njik, formula (3-5) repre-
sents the symmetry of the warehouse layout; the non-negative property of njik is rep-
resented by Eq. (3-6).

With the increase of the quantity of picking goods, working roadways, goods
categories and shelf layers, the objective function will become very complex. There-
fore, this paper tends to propose the following heuristic algorithm to solve this problem.
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3.2 Heuristic Algorithm

First, define the following terms: the same roadway layout means that in all the operation
roadway, the quantities njik of goods of the same category on all shelves are the same.
We defined that a and i are adjacent categories if a� ij j ¼ 1.

The heuristic algorithm proposed in this paper is a 2-opt switching technology,
which belongs to the neighbor search heuristic algorithm. In the algorithm, the picking
time of each shelf is sorted in descending order. If it takes the same time, they will be
sorted in ascending order according to the number of shelves. The highest ranking of
shelves in the longest picking time is rank as 1, the lowest ranking of shelves in the
shortest picking time is rank as K, and the corresponding numbers are 1; 2. . .;K. The
heuristic algorithm in this paper is divided into two parts. The first part is horizontal
optimization of storage location. The initial layout is the same roadway layout. Con-
sidering the picking time of horizontal travel, the adjacent goods are exchanged
between the operation roadways step by step. The goods of high order frequency far
from the starting point of the warehouse and the goods of low order frequency near the
starting point of the warehouse are exchanged. This part refers to the heuristic algo-
rithm of Le-Duc et al. [3]. The second part is storage vertical optimization, as shown in
Fig. 3. On the basis of the first part optimization, considering the time spent on vertical
travel, goods with long picking time and high shelf order frequency are exchanged with
goods with short picking time and low shelf order frequency between adjacent cate-
gories in each operation roadway, so as to determine the optimal storage boundary of
each category of goods on each shelf in each operation roadway and minimize picking
time. Since the warehouse layout is symmetrical, only half of the warehouse needs to
be considered.

To illustrate this method, assume there is a semi-layout of three-layer shelves in
three operation roadways (numbered as operation lanes 1 to 3 and shelf layers 1 to 3, in
which shelf layer 3 takes the most picking time, shelf layer 2 takes the least picking
time, and shelf layer 1 takes the middle picking time) and three categories of goods
(category A, B, and C). First of all, only consider the picking time in the horizontal
direction, let start from the farthest working lane 3, the class A goods in the working
lane 3 and the class B goods in the working lane 1 are exchanged, then the class B
goods in the working lane 3 and the class C goods in the working lane 1 are exchanged,
and then the exchange is carried out between the working lane 3 and the working lane
2. Finally, consider the exchange between operation lane 2 and operation lane 1. After
completing the previous steps, start to consider the vertical travel picking time.
Between adjacent categories in each operation roadway, first exchange the storage
locations of class A goods on third shelf and class B goods on second shelf one by one,
then exchange the storage locations of class A goods on third shelf and class B goods
on first shelf one by one, finally exchange the storage locations of class A goods on first
shelf and class B goods on second shelf, and so on until the exchange between all
adjacent categories and all operation lanes is completed.
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Fig. 3. Flow chart of storage vertical optimization
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3.3 An Illustrative Example

In order to evaluate the performance of heuristic algorithm and determine the best
storage area in the warehouse, assume that an average of 100,000 pieces of goods are
picked up in the warehouse A every day, and the picking time required for each shelf is
estimated (in reality, according to the actual situation the time required for each shelf
can be measured in the warehouse). Refer to the parameters in literature [3], various
numerical experiments are carried out to compare with the heuristic algorithm in lit-
erature [3], which did not optimize the storage location in the vertical direction. In these
experiments, this paper considers the classified storage strategy of three layouts (with 6,
12 and 24 work lanes) and different picking quantities (6, 12, 24 and 48 goods). The
warehouse layout parameters are as follows:

N ¼ 90;K ¼ 6;w1 ¼ 15;w2 ¼ 10;

w3 ¼ 1; v ¼ 2; tk ¼ 2; 1; 1; 1; 1; 4ð Þ

Goods are divided into three categories according the order frequency and ratio of
storage space, namely ABC storage strategy, as shown in Table 1.

According to the above parameters, the comparison results of the average picking
time are shown in Table 2:

Table 1. Classified storage strategy (order frequency/storage space ratio)

Classified storage strategy Class A(%) Class B(%) Class C(%)

80/20 15/30 5/50

Table 2. The comparison results of the average picking time

Numbers
of
operation
roadway

Quantity to
be picked
each time

Total
quantity
to be
picked

Average picking time The time saved
by the algorithm
in this paper

Le-Duc’
heuristic
algorithm

This paper
heuristic
algorithm

6 4 100000 2797531.11 2794564.96 2966.15
12 100000 1782121.96 1776317.91 5804.05
24 100000 1254183.73 1237251.41 16932.32
48 100000 864585.33 818266.00 46319.33

12 4 100000 3730103.36 3727897.67 2205.69
12 100000 2449103.45 2445371.48 3731.97
24 100000 1803769.53 1797844.51 5925.02
48 100000 1268285.28 1251245.43 17039.85

24 4 100000 5168603.00 5167128.97 1474.03
12 100000 3316805.86 3314125.63 2680.23
24 100000 2475759.60 2471967.24 3792.36
48 100000 1814884.50 1808899.98 5984.52

130 A. Wu et al.



As we can see from Table 2, compared with the heuristic algorithm from literature
[3], the heuristic algorithm proposed by us can reduce the picking time by optimizing
the storage location in the vertical direction, and can save more time as the picking
quantity increases. Therefore, considering the picking time on the vertical travel in the
low-level manual picking warehouse can better optimize the storage, reduce the picking
time and improve the picking efficiency.

Figure 4 shows the comparison of 4, 12, 24, 48 goods in the 6 operation roadways
before and after vertical optimization of storage location of operation roadway 1.
Between adjacent categories, the optimized operation roadway layout will exchange the
higher order frequency goods with longer picking time in a shelf with lower order
frequency goods with shorter picking time in a shelf, we place more A goods in 2–5th
layer with the least time spending, and place fewer A goods in 1st and 6th layers. We
should place more B type goods on the 6th and 1st floors than the middle layer, this is
because Class A goods occupy more storage locations of 1st and 6th layers. More
Class C cargo is placed on the 6th and 1st floors, while on the 2–5th floor there are
fewer Class C cargoes. With the number of picks increasing, this phenomenon becomes
more apparent as the number of picks increases, the picker needs to take a complete
operation roadway to pick up all the goods. At this time, reducing the vertical pick
picking can reduce the total picking time, so more and more goods with high order
frequency are placed on the shelf layer with less picking time.

4 Conclusion

Based on the existing research, this paper optimizes the storage position in the vertical
direction for the low-level manual picking warehouse that takes a long time to pick up
goods at the bottom or top of the shelf. The goods with high order frequency and the

q=4 q=48q=12 q=24

20

20

20

27

27

20

20

20

27

27

27

27

43

43

43

43

43

43

1

2

3

4
5

6

Layer k

I/O

20

21

20

27

27

21

21

17

27

27

27

27

43

42

42

42

43

46

1

2

3

4
5

6

Layer k

I/O
18

19

19

27

26

20

20

12

26

27

27

29

45

44

44

44

44

49

1

2

3

4
5

6

I/O
16

22

22

29

25

23

23

2

24

24

24

36

45

42

43

44

44

52

1

2

3

4
5

6

Layer k

I/O
0

27

27

37

24

27

27

0

23

23

23

32

53

39

40

40

40

58

1

2

3

4
5

6

Layer k

I/O

Layer k

18

18

18

27

27

18

18

18

27

27

27

27

45

45

45

45

45

45

1

2

3

4
5

6

I/O

18

18

18

27

27

18

18

18

27

27

27

27

45

45

45

45

45

45

1

2

3

4
5

6

I/O

Layer k

18

18

18

27

27

18

18

18

27

27

27

27

45

45

45

45

45

45

1

2

3

4
5

6

I/O

Before 
optimization

After 
optimization

A class of 
goods

B class of 
goods

C class of 
goods

Fig. 4. Operation roadway layout before and after optimization

Storage Optimization of Low-Level Manual Picking Warehouse 131



longer picking time on the shelf are exchanged with those with low order frequency
and the shorter picking time. The results show that the optimization of the storage
position can reduce the picking time. And, with the number of picking increasing, the
picking time can be reduced more significantly.

In this paper, only one warehouse layout is considered, and the influence of vertical
travel on picking time can be further studied later in other low-level manual picking
warehouse layouts.
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Abstract. This paper took plate workshop of A furniture production enterprise
as research object, and analyzed logistics situation of workshop according to
data materials such as material flow of workshop and distance between pro-
duction processes of workshop, and found out problems existing in layout of
workshop facilities of the company. Then, targeting at these problems, system
layout planning method was used to analyze logistics relationship, non-logistic
relationship, and comprehensive relationship, diagram of work area was drew
and an improvement plan for the company’s workshop layout was proposed.
Finally, simulations of the front and post improvement scenarios were simulated
by flexsim simulation software and effects were evaluated.

Keywords: Facility layout � Flexsim simulation � System layout planning
method (SLP)

1 Introduction

Workshop layout, as a key factor affecting logistics cost, directly affects enterprise
logistics efficiency, the rate of workshop equipment utilization, production efficiency,
production balancing and safety. Therefore, it is of great significance in practice to
study the layout of workshop to improve the economic benefit of enterprises. this paper
discussed the optimization of the board workshop in B area of A furniture company
based on SHA and SLP methods, and improvement schemes are proposed. Flexsim
software is used to simulate the schemes before and after improvement and evaluate the
effects.

2 Methodology

2.1 Analysis of the Layout of the Plate Workshop

2.1.1 Analysis of the Production Process
The plate workshop of company A mainly produces medium fiber plate and triamine
plate. The processing process of medium fiber plate is as follows: cutting, bonding, fine
cutting, edge sealing, modeling, special-shaped edge sealing, modeling, drilling,
sanding, finishing, sand dyeing and final inspection. The technological process of
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triamine plate is as follows: blanking, edge sealing, drilling, sanding and final inspec-
tion. According to the production process flow and process characteristics of the plate
workshop, the plate workshop can be divided into 13 work units, as shown in Table 1.

2.1.2 Analysis of Material Handling Route
Workshop efficiency and production cost control are closely related to material han-
dling. It is difficult to control the logistics and information flow in the production
process because of the many influencing factors in the layout of furniture processing
workshop facilities. Therefore, the study and analysis of material handling route is an
important step in the layout optimization of workshop facilities. The layout of the plate

Table 1. Work unit division

Serial
number

Job unit name Content Area (m2)

1 Raw material
area

Stacking of plates, hardware and packaging
materials

3700

2 Cutting area Xianlin electronic saw, vertical and horizontal
saw, push table saw, electronic cutting saw

1200

3 Edge banding
area 1

Triamine plate parts: four-end edged drilling line,
double-end edge line, narrow part edge banding,
single edge banding line, shaped edge banding
area

1550

4 Edge banding
area 2

Thickened parts: edge sealing line, straight edge
banding machine

1000

5 Drilling area Ten row drill, six row drill, hinge drill, double
end drill

980

6 Thickened
area

Binding, bonding, cold pressing, hot pressing 1250

7 Modeling area Machining center, engraving machine, vertical
axis milling, router

1080

8 Sanding area 1 Triamine plate parts: coarse sand, fine sand,
knocked embedded, hand drill

400

9 Sanding area 2 Thickened parts: coarse sand, fine sand, knocked
embedded, hand drill

360

10 Finishing area Paint process 3100
11 Detection area Hand sand, inspection, labeling 850
12 packaging area Trial assembly, packing 450
13 Finished

product library
Packed parts classified storage 2800

14 Workspace Production plan release, logistics management 340
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workshop is shown in Fig. 1. It can be seen from the figure that there are two major
problems: in the area of drilling area and sanding area 1, there are round-trip and cross-
transport; repeated handling and excessively long handling distance exist in the
thickening zone and blanking interval.

2.1.3 F—D Analysis of Workshop Logistics
According to the relationship between the flow rate and the distance between each
operation unit, the F—D diagram is shown in Fig. 2.

Fig. 1. Layout of plate workshop

Fig. 2. F-D diagram. Note: Longitudinal axis represents logistics volume (F), horizontal axis
represents distance (D).
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From the F-D diagram, it can be seen that there are some problems in the middle of
the diagram, such as several points with large flow rate and far distance, that is, in the
feeding area to the thickening area, from the feeding area to the sealing edge area 1, and
from the thickening area to the feeding area.

2.1.4 Problems Existing in the Current Layout of Corporate Facilities
Through the analysis of the process flow, material handling route and material flow rate
of the plate workshop, as well as the field investigation, the main problems in the layout
of the workshop facilities are as follows: (1) there are the following problems in the
layout of the workshop facilities: (1) there are long handling routes, cross round trips
and too many handling times. (2) the layout of the workshop facilities is not in
accordance with the requirements of logistics distance. (3) there are more open spaces
in the workshop and the space utilization rate is low. (4) the large equipment in the
workshop has not been put into production for a long time, and the equipment uti-
lization rate is low.

2.2 Optimization of Plant Facilities Layout Based on SLP Method

2.2.1 Analysis of Logistics Relationship of Operating Units
For the subjects studied, the logistics intensity was transformed into five grades, which
were expressed by the letters A, E, I, O, U, that is, A was the strongest, and the order
from high to low was E, I, O, U.

According to the characteristics of logistics intensity, the proportion of material
flow is calculated, and the standard table of logistics intensity grade is used to deter-
mine the intensity level of the operation unit. Then the analysis table of the logistics
intensity grade of the operation unit is obtained, so as to draw the logistics analysis of
the operation unit as shown in Fig. 3:

Fig. 3. Logistics intensity level analysis table
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2.2.2 Analysis of Non-logistics Relations in Operating Units
Through the established benchmark relationship, the relationship table between the
operating unit pairs is obtained, and the non-logistics correlation diagram of the
operating unit is established, Fig. 4.

2.2.3 Analysis of the Comprehensive Relationship of Operating Units
The correlation diagram of the comprehensive relationship of the operation unit is
established by Figs. 3 and 4. As shown in Fig. 5.

Fig. 4. Non-logistic relationship correlation graph

Fig. 5. Comprehensive relationship correlation graph
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2.2.4 Correlation Diagram of Operation Unit Location
For a more reasonable layout of facilities, the operation area with high comprehensive
proximity should be in the central position, which can greatly shorten the movement
times and distance of materials. Through the analysis of the intuitive data of com-
prehensive proximity, the values of comprehensive proximity are arranged in
descending order. The ranking order of each pair of operation units is: 1, 14, 5, 11, 2, 3,
12, 7, 8, 4, 6, 9, 10, 13. The correlation diagram of the position of operation units is
drawn as shown in Fig. 6.

2.2.5 Correlation Diagram of Working Unit Area
Consider the following two aspects of the job unit position correlation diagram: the
area of each operation unit and the shape of the equipment involved in each operation
unit, and draw the area correlation diagram of the job unit, as shown in Fig. 7 below:

Fig. 6. Job unit location correlation graph

Fig. 7. Job unit area correlation graph
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2.2.6 The Optimization of the Layout of the Workshop Facilities
According to the above analysis, the relative position between the operating units is
rearranged, and the layout is further optimized in accordance with the actual situation
of the plate workshop of Company A, and the improvement is shown in Fig. 8. There
are five points to be improved as follows: (1) through field investigation and interview
method, it can be seen that the adhesive line on the left side of the workshop is no
longer suitable for the existing production demand, so it is changed to rest culture hall
and office area 2; (2) in the blanking area and edge sealing area 1, a push table saw is
added to meet the finishing process of unilateral edge sealing parts; (3) in order to
reduce the problem of reciprocating transportation between the thickening area and the
feeding area in the finishing process, two additional sets are added in the thickening
area. The fine cutting equipment is electronic saw and push table saw, which are simple
in operation and low in cost, which can meet the existing production needs of the
company from the point of view of cost and technology. (4) in order to reduce the
problem of round trip and cross handling between grinding area 1 and drilling area, the
position layout of drilling area and grinding area 1 is adjusted, and the handling of
small equipment is considered from the point of view of cost and production practice.
(5) in order to shorten the handling distance from the blanking area to the thickened
area and the closed edge area 1, two doors and two slide tracks were added to the
corresponding position of the temporary storage area to improve the handling effi-
ciency, but at the same time, the cost of improving the company was also increased.

Fig. 8. Improvement solution
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3 Discussion

3.1 Modeling of the Workshop Layout and Evaluation on the Solution
Based on Flexsim

3.1.1 Modeling and Simulation of Workshop Layout Based on Flexsim
In the process of modeling and verification, the on-line production components of the
two lines (bedside table and panel, tea cabinet side board) are modeled and simulated
respectively.

According to the different processes of the two production lines, the operating time
of each process is derived from the SAP system, as shown in Table 2:

The models of both the old and new layouts are shown as follows: Fig. 9 is about
the old layout and Fig. 10 the new layout.

Table 2. Work time of part process

Product parts Process name Single processing quantity Single processing time

Bedside table Cutting 5 30
Fixed thickness 1 33
Frame 1 78
Hot pressing 1 24
Fine cut 1 33
Drilling 1 30.96
Edge banding 1 3.54
modeling 1 93.06
Sand dyeing 1 103.44

Fig. 9. The model of the old layout
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3.1.2 Analysis of Simulation Results
The simulation outputs of facility layout before and after the improvement are shown in
Tables 3 and 4.

Fig. 10. The model of the new layout

Table 3. Pre-improvement facility layout simulation data output

Table 4. Improved facility layout simulation data output
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3.1.3 Effectiveness Evaluation
According to the output results of simulation data, the processing time before and after
the improvement of facility layout can be known. Before the improvement, it takes the
workshop about 1526582.909 s to reach the production volume of 5200 pieces, while
adopting the improving solution, the whole processing time reduces to 1299220.248 s,
and the time utilization rate is obviously increased by 17%. At the same time, we can
indirectly get the utilization rates of the workshop equipment of the old layout and the
new one from the above simulation results. The utilization rates of equipment before
and after improvement are shown in Fig. 11. The utilization rate of improved equip-
ment is much higher than that before improvement, among which, the utilization rate of
machining center equipment increases by 12.01% and the utilization rate of special-
shaped edge sealing equipment increases by 72.33%. In general, the improved scheme
has significantly improved the efficiency of time utilization and equipment utilization,
thus reducing the logistics cost of the enterprise and improving the production
efficiency.

4 Conclusion

For the present furniture manufacturing enterprises, whether the workshop layout and
space utilization are reasonable or not will directly affect the production efficiency and
economic benefits of the whole enterprise. This paper takes the board workshop of A
furniture enterprise as the research object, applies the material handling and system
layout planning method to optimize the workshop logistics and layout, and puts for-
ward the improvement plan. In addition, Flexsim software was used to simulate the
schemes before and after improvement and evaluate the effects. After layout opti-
mization, the time utilization efficiency of plate workshop was increased by 17%, and
the utilization rate of equipment was also greatly improved. The utilization rate of

Fig. 11. Comparing table of equipment utilization rate before and after improvement. Note: 1;
Blanking/2; Blanking/3; Sanding/4; Nail frame/5: Hot pressing/6: Edge closure/7: Machining
center/8: Special-shaped edge sealing/9: Drilling holes/10: Modeling.
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machining center equipment was increased by 12.01%, and the utilization rate of
special-shaped edge sealing equipment was increased by 72.33%. The results show that
the study on the optimization of workshop layout can greatly improve the logistics
efficiency, workshop equipment utilization rate and production efficiency of furniture
enterprises, thus reducing the logistics cost and enhancing the competitive advantage of
enterprises in the market.
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Abstract. Based on the option game theory, we build up the asymmetric
duopoly B2B platforms’ information technology (IT) investment decision-
making model under the uncertain market demand environment. By adopting
the method of game analysis, we obtain B2B electronic intermediary companies’
optimal investment strategy under simultaneous equilibrium and sequential
equilibrium respectively. Equilibrium analysis shows that B2B platform’s user
capacity is inversely proportional to its own marginal operation cost and directly
proportional to its rival’s marginal cost. Numerical analysis shows that com-
petition between B2B platforms encourages preemptive investment while the
appropriate delayed investment strategy can bring higher profits to the inter-
mediary enterprises. this research result can provide scientific theoretical guid-
ance for the IT investment decision-making of B2B electronic intermediary
enterprises.

Keywords: B2B platform � IT investment strategy � Option game

1 Introduction

B2B electronic intermediary companies as the Internet provides third-party B2B
platform services, e-commerce has become a dynamic, fast-growing market main body.
However, with the rapid development, the competition of B2B e-intermediary industry
is also intensifying. With the constant emergence and rapid diffusion of new tech-
nologies, B2B electronic intermediary enterprises face huge investment pressure and
serious homogenization competition. The industry presents the situation that the
operating income is soaring, but the net profit loss continues to expand. Therefore, B2B
e-intermediary enterprises face a problem in operation and management practice, which
is how to choose the most favorable IT investment strategy according to market
demand, environment and other factors to achieve the long-term profit maximization.

When choosing IT investment strategy, B2B e-intermediary enterprises will con-
sider the level of platform service quality, IT cost reduction and asymmetry with
competitors. In general, IT investment includes human capital, hardware and software
equipment investment in information technology research and development, etc. The
empirical research shows that the B2B platform services are promoted quality mainly
depends on the B2B electronic intermediary enterprise IT investments (Devaraj and
Kohli 2000; Thatcher and Oliver 2001; Thatcher and Pingry 2004). The size of the IT

© Springer Nature Singapore Pte Ltd. 2020
C.-F. Chien et al. (Eds.): IE&EM 2019, pp. 145–152, 2020.
https://doi.org/10.1007/978-981-15-4530-6_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4530-6_15&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4530-6_15&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4530-6_15&amp;domain=pdf
https://doi.org/10.1007/978-981-15-4530-6_15


investment costs often affects the platform to the level of service quality of the existing
research is to assume that the quality and cost of investment in a quadratic function
relation (Demirhan et al. 2007). Due to the rapid development of information tech-
nology, the cost of IT investment over time deferred and a trend of rapid decline is a
significant feature of IT investment, important influence on enterprise investment
strategy. Demirhan et al. (2006) studied IT costs decline timing penetration into the
market two oligopoly enterprise IT investment strategy, found that after the entrants
can through low cost IT investment improve the quality of services beyond the first-
mover. Xie and Li (2004) studied the investment strategy of e-commerce websites from
the perspective of IT investment cost reduction, and the research results pointed out that
when the later-in-market makes low-cost IT investment, the quality of the website can
be improved to attract more users, considering the time sequence and technology of
enterprise scale entering the market. Level of management level differences, asymmetry
between B2B e-intermediaries are the important influencing factors of enterprise IT
investment strategy, in the asymmetric duopoly model, the current scholars focus on
the cost of asymmetric impact on enterprise technology innovation investment strategy.
Pawlina and Kort (2006) analyzed the asymmetry of two enterprises investment cost,
the choice of investment strategy in the results show that when the asymmetric cost
level within a certain range, with a cost disadvantage enterprise by increasing invest-
ment to improve their income and reduce a competitor’s earnings. Yang and Da (2005)
researched that the asymmetric cost impact on enterprise technology innovation
investment timing by the option game method, they found that the equilibrium results
depends on the cost of the asymmetric degree of the existing IT investments decisions.
Most studies only consider investing and not investing in both cases, ignore the pos-
sibility of deferred investment. However, in the real investment environment of elec-
tronic commerce, an information technology investment will continue for a period of
time. Accordingly, B2B e-intermediary enterprises can choose the best investment time
according to the changes of market demand, technology level and investment cost
during this period of time. Therefore, it is of great significance to research on B2B
platform technology investment decisions in multiple periods.

Three basic characteristics of technological innovation investment: irreversibility of
investment cost, uncertain future returns and flexibility in investment decisions. The
concept of real option was first proposed by Mayers (1977), and further developed by
Brennan and Schwartz (1985) and McDonald and Siegel (1986). Real option has
gradually become an important method of the research of technology innovation
investment, and it admits that the value of management flexibility and information,
compared with the traditional investment evaluation methods more in line with the
actual situation of technology innovation investment. B2B e-intermediary industry is
highly competitive, and the investment decisions of enterprises are not only affected by
the uncertainty of the project itself and the rationality of the decision, but also affected
by the investment behaviors of other enterprises. Considering the market competitive
behavior, scholars gradually game analysis method into the real option theory (Pawlina
and Kort 2006; Michele 2008), competition for enterprise investment decision analysis
to provide more scientific theoretical guidance.

Considering two oligopoly B2B platform, we combined real option theory with
game theory, discussed the information technology investment timing and the selection
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of investment strategy to reduce the B2B electronic intermediary companies in the
uncertainty of technology investment, make up the lack of experience decision-making,
improve the investment decision-making scientific nature and effectiveness of the
enterprise operator.

2 Model

Assume that there are two B2B e-intermediaries in the market that are risk-neutral and
pursue profit maximization, and they have the same IT investment opportunity to
improve the service quality of their B2B platform. Assume that this new technology is
inseparable and only requires one-time investment, but the investment opportunity can
last n periods.

IT investment cost of B2B platform includes fixed cost of new technology
investment and operation cost of platform maintenance due to quality improvement.
As IT costs decrease over time, fixed costs are affected by the service quality level and
investment time to be achieved by the new platform. The operation cost is related to the
enterprise’s own size and other factors.

Assumption 1: For technology investment projects in the same period, the higher the
service quality of the new platform, the higher the investment cost. If the platform
decides to invest in the technology to achieve a service quality of k, the corresponding
fixed investment cost can be described as I ¼ k2=2.

Assumption 2: For investment projects of the same technical level, let I0 be cost of
investment in the t0 period. The cost of investment in the t period can be described as
It ¼ I0 vtþ 1ð Þ�1, where v is the rate at which IT costs fall over time.

Assumption 3: The operating cost of the platform increased due to the investment in
new technologies can be expressed as Ci qið Þ ¼ ciqi (I = A, B), where ci as the marginal
cost, represents the increase in the operating cost of B2B platform for each additional
unit of users, and qi is the number (capacity) of users after the upgrading of B2B
platform. Due to differences in technology level, management level and enterprise
strength, the operating costs of platform A and platform B are asymmetric, i.e. cA 6¼ cB.

Based on the above assumptions, it can be further concluded that the expected
revenue of the intermediary in each period:

pi qA; qBð Þ ¼ P Ht; qA þ qBð Þð Þqi � Ci; i ¼ A;B

Where P Ht;Qð Þ ¼ Ht � b qA þ qBð Þ is inverse demand function, Ht is a random
demand drift parameter, which represents the uncertainty of market demand and fol-
lows a continuous log-normal distribution process. Parameter b measures elasticity of
demand, which inversely relates to the number of users.

If the new intermediary platform continues to operate for n – t + 1 years, then the
expected total return of B2B e-intermediary on this technology investment is

Pi ¼
Pn
t

pi
1þ kð Þt � Ii; i ¼ A;B, where k is discount rate.
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3 Single Period Investment Strategy Analysis

To maximize their expected returns, intermediaries A and B need to decide whether to
invest or delay in each period, and if an electronic intermediary decides to invest in the
technology during A certain period, it also needs to decide the user capacity of the new
product. Therefore, there is room for strategy for each e-intermediary Si;t ¼ I;D ; qi Ijð Þ,
i ¼ A;B. Until the investment or project is completed. The following paper presents the
equilibrium results of simultaneous investment and sequential investment of platform A
and B in A single period decision, and analyzes the impact of the marginal operating
cost of the platform on the optimal number of users and the equilibrium revenue.

Proposition 1: Under the balance of investment strategy at the same time, the optimal
number of users of two B2B platforms is

q�1A ¼ 1
3b

Ht � 2cA þ cBð Þ

q�1B ¼ 1
3b

Ht þ cA � 2cBð Þ

8><
>: ð1Þ

The equilibrium revenue of each B2B e-intermediary is

p�1A ¼ 1
9b

Ht � 2cA þ cBð Þ2

p�1B ¼ 1
9b

Ht � 2cB þ cAð Þ2

8><
>: ð2Þ

According to Eqs. (1) and (2), when simultaneously investing, the optimal number
of users and platform revenue of either platform are not only affected by market
demand and its own marginal cost, but also by the marginal cost of competitors.

Corollary 1: The optimal user capacity of B2B platforms decreases with the increase
of their own marginal operating costs and increases with the increase of the marginal
operating costs of rival platforms.

Corollary 1 shows B2B electronic intermediary companies in the investment
decision-making when considering their rival between enterprises of the differences in
terms of size, strength, and to infer the opponent platform operating costs, on the basis
of this, choose this enterprise B2B platform can achieve the user capacity and platform
of IT investment, if the relative to other competitors have high marginal costs, enter-
prises will choose smaller user capacity, on the contrary, will choose the larger user
capacity of IT investments on B2B platform. In the B2B electronic intermediary
management practice, we observe the actual situation of consistent with Corollary 1.

Proposition 2: The optimal user capacity of two B2B platforms is respectively

q�2A ¼ 1
2b Ht2 � 2cA þ cBð Þ

q�2B ¼ 1
4b Ht2 þ 2cA � 3cBð Þ

(
ð3Þ
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The equilibrium profits of the two intermediary enterprises are respectively

p�2A ¼ 1
8b Ht2 � 2cA þ cBð Þ2

p�2B ¼ 1
16b Ht2 þ 2cA � 3cBð Þ2

(
ð4Þ

It can be seen from Eqs. (3) and (4) that, similar to the situation of simultaneous
investment, the optimal number of users and platform revenue of either platform in
sequential investment are not only affected by market demand and its own marginal
cost, but also by the marginal cost of competitors.

Corollary 2: The optimal number of users selected under the sequential investment of
two platforms is a decreasing function of their own marginal operating costs and an
increasing function of competitors’ marginal operating costs.

Corollary 3: The optimal number of users and equilibrium income of the invested
B2B platform are larger than the optimal number of users and equilibrium income of
the invested B2B platform, and B2B e-intermediary enterprises have the incentive to
invest in advance.

Corollary 3 shows that compared with the condition of simultaneous investment,
leading B2B e-intermediary enterprises can choose larger user capacity and obtain
higher investment returns. Therefore, enterprises have the incentive to invest in new
technologies to improve platform quality and expand user scale. Seize the chance to
beat to invest in new technology to gain high monopoly profits, can make the enterprise
get a competitive advantage and quickly from many market competitors. Because there
is a strong incentive for B2B e-intermediaries to invest first, each B2B e-intermediary
makes IT investment at the cost of loss. As a result, a new technology soon becomes
the standard match of each B2B platform, which is also the reason for serious
homogeneous competition in B2B market at the present stage.

4 Multi-period Investment Analysis

If the final intermediary B decides to invest in the technology that can last for n years
with intermediary A, the expected income of intermediary A and B is respectively

P1
A ¼

Xn
t¼t1

p�1A
1þ kð Þt � I1A ¼

Xn
t¼t1

Ht � 2cA þ cBð Þ2
9b � 1þ kð Þt � k2

2 tt1 þ 1ð Þ

P1
B ¼

Xn
t¼t1

p�1B
1þ kð Þt � I1B ¼

Xn
t¼t1

Ht � 2cB þ cAð Þ2
9b � 1þ kð Þt � k2

2 tt1 þ 1ð Þ

8>>>><
>>>>:

ð5Þ

If intermediary B decides to extend the investment in the technology operated for
n years and exercise the option in t2 period, then the expected income of intermediary A
and B is respectively
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P2
A ¼

Xn
t¼t1

p�2A
1þ kð Þt � I2A ¼

Xn
t¼t1

Ht2 � 2cA þ cBð Þ2
8b � 1þ kð Þt � k2A

2 tt1 þ 1ð Þ

P2
B ¼

Xn
t¼t2

p�2B
1þ kð Þt � I2B ¼

Xn
t¼t2

Ht2 þ 2cA � 3cBð Þ2
16b � 1þ kð Þt � k2B

2 tt2 þ 1ð Þ

8>>>><
>>>>:

ð6Þ

From Eqs. (5) and (6), IT investment projects of B2B expected revenue is related to
marginal operating cost, platform service level, rate of decline of information tech-
nology cost with time, investment opportunity and project operation years. Due to the
complexity of function form, the following numerical examples will be further used to
analyze the influence of each parameter on investment timing, investment strategy
selection and total return.

5 Result

For B2B e-intermediaries investing in technology, market competition brings advan-
tages to the pioneers of investment, so each intermediary has the incentive to invest
first.

When t = 2, that is, in the second phase of the investment, intermediary A predicts
that the expected return in this phase is higher than that in each subsequent phase,
whether it invests the project simultaneously with intermediary B or in sequence, so
intermediary A decides to exercise the option in this phase. Intermediary B decides to
exercise the option in the second period when it expects that the expected income
obtained from the simultaneous investment with intermediary A is higher than that of
each subsequent period. In the opinion of intermediary A, if the option is exercised in
the second period, the expected return of the pre-investment is 49.98 million yuan
higher than the expected return of the simultaneous investment is 44.42 million yuan,
so the incentive of pre-investment is generated. From the perspective of intermediary
B, if the option is exercised in the second period, the pioneer advantage and follower
disadvantage of the market are very obvious, so there is an incentive to invest in
advance. Therefore, the final investment decision is that B2B electronic intermediary
enterprises A and B invest in this information technology at the same time in the
second phase, so as to achieve an equilibrium.

For B2B e-intermediaries investing in technology, the choice of investment timing
affects their investment returns, and delaying investment may yield more returns.

If he does not consider delay investment option value, that is, intermediary A and B
only at the beginning of the project the first phase of investment opportunities, so,
because of the competition in the market, agents A and B are realized the first mover
advantage and follower disadvantage, also has A preemptive investment motives, the
final investment decision and investment at the same time, the expected return for 18.03
million, the earnings significantly less than consider the balance of the delay option
income 44.42 million, so this research adopts multiple period investment decision
model based on the theory of option games to A certain extent, improved the traditional
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investment decision model is a single period, This point has important guiding sig-
nificance to the investment decision in the real market.

6 Conclusion

Based on the option game theory, this paper constructs the information technology
(IT) investment decision model of asymmetric B2B platform under uncertain market
demand, and obtains the optimal investment strategy of B2B e-intermediary enterprises
under the condition of simultaneous investment equilibrium and sequential investment
equilibrium by using the game analysis method. Different from the previous research
on technology innovation investment decision-making of e-commerce, this paper
considers investment as an executable or deferred option on the basis of considering the
competitive nature of investment, and analyzes the decision-making process of tech-
nology investment projects of B2B e-intermediary enterprises in various periods. The
result shows that the market competition will lead B2B e-intermediary enterprises to
invest in advance, so as to gain more market share and expected investment income. In
a single period, the user capacity selected at the beginning of B2B platform investment
is inversely proportional to its own marginal operating cost, and directly proportional to
the marginal operating cost of competitors’ platforms. The competition between plat-
forms makes both parties have the incentive to invest in advance. Due to uncertain
market demand, appropriate delay investment strategy can bring higher returns to
intermediary enterprises. In the further research, we could consider the B2B platform
IT investment strategy under incomplete information closer to practice, and the
research on investment decisions in multiple periods can adopt dynamic simulation
technology to simulate the decision-making process of competitors in a more intuitive
and reliable way.
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Abstract. By analyzing the shortcomings of Manhattan distance and Euclidean
distance algorithm commonly applied in A* algorithm, this paper is to theo-
retically solve the traditional A* algorithm with problems, imprecise search
results and long response time when being applied in path planning process, as
well as improving and obtaining the complex diagonal distance with the
heuristic function distance to simulate the path planning. Meanwhile, it proposes
the eight-neighbor search optimization with the path planning simulation of the
improved A* algorithm. The simulated results indicate that the improved A*
algorithm can achieve the ideal effect of reducing and improving the search rate
to finally locate the optimal path with precise search results and prompt
response.

Keywords: A* algorithm � Mobile robot � Path planning

1 Introduction

In recent years, with the continuous development of science and technology and
computer level, the wave of scientific and technological revolution with intelligence as
the core has swept the world. As an intelligent product, mobile robots have been
rapidly developed under technological innovation and market demand, and are widely
used in manufacturing, medical services, military and other fields, effectively
improving people’s production and lifestyle. Since path planning is the key technology
to realize intelligent control of mobile robots, mobile robot path planning has become a
hot research topic for scholars.

Path planning refers to finding an optimal or sub-optimal collision-free path from
the starting node to the target node according to an evaluation index (such as time,
distance, search efficiency, etc.) in the working environment with obstacles. Mobile
robots can safely pass all obstacles in a complex work environment [1, 2]. Common
path planning algorithms are Dijkstra algorithm [3], A* algorithm [4], Artificial
potential field method [5], Fuzzy logic method [6], Genetic algorithm [7], Ant colony
algorithm [8], etc. Among them, A* algorithm has the advantages of high search
efficiency and short planning path in global path planning, and is widely used in mobile
robot path planning.
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At present, most scholars study mobile robot path planning mainly focusing on
algorithm improvement, and make different improvements for different application
requirements. In [9], Wang solved the problem of redundant points in the traditional A*
algorithm path search and found the minimum corner at the path turning point. In [10],
Chen improved the obstacle search method and heuristic function in the traditional A*
algorithm, improved the path-finding speed of the path search, and narrowed the search
range. In [11], Lu reduced the number of path search nodes by adding a threshold to the
open list, and optimized the planned path to obtain a smooth path.

The rest of this article is organized as follows. In Sect. 2, introduce the basic
principles and algorithm flow of the traditional A* algorithm. In Sect. 3, according to
the shortcomings of traditional A* algorithm path planning, the optimization of
heuristic function distance algorithm and path planning search neighborhood is
improved. In Sect. 4, simulation experiment analysis for improved A* algorithm. In
Sect. 5, introduce the conclusion of the paper.

2 Traditional A*Algorithm

The A* algorithm is a typical heuristic search algorithm, first proposed by Hart [12] in
1968. The algorithm combines the advantages of both Dijkstra algorithm and best-first
search algorithm. By adding heuristic function in Dijkstra algorithm to determine the
search direction, it solves the problems of large path search range and long response
time, and has high search efficiency [13].

Cost function expression of A* algorithm:

Fðn) = GðnÞþHðnÞ ð1Þ

In the formula (1), F(n) is the value of the value from the starting node to the target
node through the current node. G(n) is the actual value of the starting node to the
current node. H(n) is the estimated cost of the current node to the target node.

When using the A* algorithm for path search. Firstly, the extended node that can be
reached except the obstacle point around the starting node is added to the open list, and
the value of all the nodes in the open list is calculated. The node with the smallest F
value is added to the close list, which is recorded as the parent node, and as the starting
node for the next search. Secondly, continue to calculate until the search target node
stops, thus getting all path nodes. Finally, the parent node returns the starting node
from the target node, and sequentially connects all the passed nodes to obtain the
planned path. The open list is used to store extended nodes in the search process, and
the close list is used to store the barrier points and the nodes with the lowest value F in
the search process.

The flow chart of the A* algorithm is shown in Fig. 1.
Using A* algorithm for path planning, the path search process is shown in Fig. 2.

The side of the square is 10, The F, G, H values are calculated using the Manhattan
distance formula. The red star indicates the starting point position, the green star
indicates the target point position, the black square indicates the obstacle point position,
and the red solid circle indicates the planned path node position. The values in the red
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Fig. 1. A* algorithm flow chart
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Fig. 2. A* algorithm path search
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square are the F, G, H values obtained in the first search, and the values in the blue
square are the F, G, H values obtained in the second search, and the latter search will
overwrite the value obtained in the previous search. The values in the yellow, brown,
gray, and green squares represent the values obtained by the third, fourth, fifth, and
sixth searches.

3 Improved A* Algorithm

The traditional A* algorithm planning path has many problems such as many turning
points, large search range, and long response time [14]. In order to optimize the
planning path of the A* algorithm and optimize the planning path, the traditional A*
algorithm is improved by optimizing the heuristic function distance algorithm and the
path planning search neighborhood.

3.1 Heuristic Function Distance Algorithm

In the traditional A* algorithm cost function, the commonly used distance algorithm of
the heuristic function H(n) is the Manhattan distance and Euclidean distance algorithm.
Suppose the starting node coordinate is S(Sx, Sy), the current node coordinate is N(Nx,
Ny), and the target node coordinate is T(Tx, Ty).

The Manhattan distance formula:

Hðn) ¼ Nx � Txj j þ Ny � Ty
�� �� ð2Þ

The Euclidean distance formula:

Hðn) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðNx � TxÞ2 þ ðNy � TyÞ2

q
ð3Þ

Because mobile robots use the Manhattan distance and Euclidean distance algo-
rithm for path planning, there are often problems such as too many search nodes and
too long calculation time [15]. In order to reduce the number of search nodes for path
planning, narrow the search scope, and quickly find the optimal planning path. The
heuristic function distance algorithm is improved, and a new distance algorithm is
proposed, which is recorded as a complex diagonal distance algorithm. The algorithm
considers the moving distance and moving steps of the current node to the target node,
and performs weighting calculation.

The complex diagonal distance formula:

HðnÞ¼
ffiffiffi
2

p
� 2

� �
� min Nx � Txj j;f Ny � Ty

�� ��� þ Nx � Txj j þ Ny � Ty
�� ��� �
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3.2 Path Planning Search Neighborhood

In the raster map, if the edges are calculated adjacent to each other, each grid is
surrounded by 4 grids, as shown in Fig. 3(a). If the edge and the top corner are
adjacent, each grid is surrounded by 8 grids, as shown in Fig. 3(b). Therefore, the path
planning search neighborhood is divided into two types, four-neighbor search and
eight-neighbor search. The light green fill in the raster map indicates the neighborhood
search range, and the red arrow indicates the planned path direction.

At present, four-neighbor search is widely applied to the path planning of the A*
algorithm, but when the A* algorithm performs path planning search, the number of
extended nodes affects the path search rate. The eight-neighbor search is doubled
compared with the extended node of the four-neighbor search, which can improve the
path planning search rate and ensure that the planned path is the optimal path.

4 Simulation Experiment and Result Analysis

In order to compare the optimization degree of the improved A* algorithm heuristic
function distance algorithm, This paper constructs a 10 � 10 raster map environment
model in which obstacle points are randomly distributed. Assuming the same starting
point and target point, the heuristic function distance algorithm performs path planning
simulation according to Manhattan distance, Euclidean distance and improved complex
diagonal distance. The simulation results are shown in Fig. 4. The light green fill in the
raster map represents the search node for the path plan.

From the simulation data of Table 1, it can be seen that the complex diagonal
distance algorithm reduces the number of search nodes and path nodes by 30%, the
path length by 20%, and the calculation time by 45%. Therefore, the mobile robot uses
the complex diagonal distance algorithm for path planning, which can achieve the ideal
effect of narrowing the search range, reducing the number of path nodes, shortening the
path length and increasing the calculation rate.

a Four  neighborhood  search  b Eight  neighborhood  search

Fig. 3. Path planning search type
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a Manhattan distance algorithm

b Euclidean distance algorithm  

c Complex diagonal distance algorithm

Fig. 4. Mobile robot path planning simulation diagram

Table 1. Mobile robot path planning simulation data

Distance algorithm Search node Path node Path length Calculating time

Manhattan distance 45 15 14 18.94
Euclidean distance 60 15 14 26.71
Complex diagonal distance 39 10 11 12.48
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In order to compare the superiority of A* algorithm in path planning under four-
neighbor search and eight-neighbor search, select the same starting point and target
point, use the improved complex diagonal distance algorithm to calculate, and set the
accessibility environment as a comparison. To make the simulation comparison result
of path planning more accurate, the simulation results are shown in Figs. 5 and 6. The
light green fill portion of the raster map represents the search node for the path plan.

From the simulation data of Table 2, it can be seen that in the barrier-free envi-
ronment, the number of nodes and the path length of the eight-neighbor search are
better than the four-neighbor search, in which the number of search nodes is reduced by
nearly 1/2 and the path length is shortened by nearly 1/3. Therefore, the eight-neighbor
search for path planning can obtain an optimal path with a small search range and a
short path length.

a Four  neighborhood  search      b Eight  neighborhood  search

Fig. 5. Path search in an accessible environment

a Four  neighborhood  search      b Eight  neighborhood  search

Fig. 6. Path search in an obstacle environment
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5 Conclusion

In this paper, the optimization research of mobile robot path planning algorithm is
carried out. By analyzing the shortcomings of the commonly used heuristic function
distance algorithm in traditional A* algorithm, the A* algorithm is improved to get the
complex diagonal distance algorithm. At the same time, the eight-neighbor search is
proposed to optimize the path search mode, and the path planning simulation of the
mobile robot is carried out in the raster map. The simulation results show that the
improved A* algorithm can narrow the search range, reduce the number of path nodes,
shorten the path length, solve the problem of too many search nodes and long calcu-
lation time in the path planning process, and the planned path is the optimal path.
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Abstract. Emergency material dispatching plays an important role in rescue
operations. Because of many uncertainties in the objective world, emergency
materials will be disturbed by many uncertain events in the distribution process,
and the initial distribution plan will be affected. Based on the interference
management of emergency material dispatching, this paper combs and discusses
the forecast of material demand, the classification of material demand points,
and the interference management of emergency material dispatching. And an
emergency material disturbance management model considering the change of
demand is constructed. Finally, the future research is prospected.

Keywords: Disruption management � Model analysis � Material demand �
Emergency material dispatching � Optimal analysis

1 Introduction

In recent years, unexpected disasters have occurred frequently in the world, which has
brought great property losses and casualties to people. After disasters occur, emergency
materials need to be quickly and effectively distributed to the disaster site. Due to the
uncertainty of the objective world, emergency materials are often disturbed by many
uncertain events in the distribution process, which makes the original distribution plan
affected or even impossible. With the progress of technology and the improvement in
human abilities, people begin to take active measures to reduce and eliminate the
impact on uncertain events, which results in interference management.

According to the definition of interference management according to Yu and Qi [1],
Interference management needs to establish corresponding optimization models and
effective solving methods for various practical problems and the nature of interference
events, and quickly give an optimal adjustment plan for dealing with interference
events. The adjustment plans are based on this state to quickly generate system dis-
turbances. The smallest adjustment plan, although also considering cost savings, is
often not the most cost-effective option. How to make full use of the idea of inter-
ference management to minimize the disturbance to the original scheme becomes very
important.
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2 Research Status of Emergency Material Scheduling
and Disturbance Management Considering Material
Demand

2.1 Research Status of Emergency Material Scheduling Considering
Material Demand Forecasting

After natural disasters occur, it is of great significance to study the post-disaster
emergency material dispatch considering material demand forecasting. Xu et al. [2]
adopt a hybrid forecasting method which combines empirical mode decomposition
with autoregressive integral moving average. Sun et al. [3] considered two fields of
emergency material demand to forecast under the framework of rough set theory, and
established two fields of fuzzy rough set model. Wang [4] describes the attribute
characteristics of post-earthquake secondary disaster events by using multi-case anal-
ysis scheme, and establishes a Petri model combined with Markov chain.

2.2 Research Status of Emergency Material Scheduling Considering
Material Demand Classification

Disaster itself has great uncertainty and unexpectedness, so considering the classifi-
cation of material needs is very helpful to improve the efficiency of emergency rescue.
Ling et al. [5] establish an emergency medical resource allocation model with the
objective function of minimizing the total transportation distance. Wang et al. [6] apply
fuzzy comprehensive evaluation method to the corresponding demand urgency level
and demand urgency value for different emergency materials. In order to improve the
efficiency of emergency material transportation, Cheng [7] takes the first transportation
time and the total twice transportation time as two objective functions.

2.3 Research Status of Emergency Material Dispatching Disturbance
Management

(1) Analysis of Single-objective Model
The shortest time consuming usually refers to the shortest time consumed in the
whole material distribution process, which is also the primary factor for many
interference management considerations. Zhao et al. [8] constructed a disturbance
management model on the minimum generalized total deviation cost as the
objective function. Yang et al. [9] established an interference management model
with the objective function of the minimum of the customer time window violation,
the total vehicle travel time and the new vehicle preparation time. Li et al. [10]
established an operational model that minimizes the sum of operating costs,
scheduling interference costs, trip cancellation costs, and delay penalty costs as
objective functions.

(2) Analysis of Multi-objective Model
In addition to the shortest time-consuming and the lowest cost, some literatures
also consider the shortest route and the least time deviation, which constitute a
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multi-objective model. Ruan [11] and others put forward the method of helicopter
and vehicle joint transportation for material transportation. Wang et al. [12]
identified and analyzed the VRPB problem of changing demand of picking-up
customer points. Wang et al. [13] established a mathematical model of the inter-
ference problem with the goal of minimizing the deviation from the customer’s
time window and minimizing the distribution cost. Zhang et al. [14] established a
multi-objective model to measure the original problem target and time window
deviation from the delay problem.

(3) Model considering demand satisfaction and disaster victim satisfaction
Demand satisfaction and disaster victims satisfaction are very important indicators
in the research of emergency material dispatching interference management. They
are taken into account in the objective function in the following literature. Ding
[15] constructed a dictionary order multi-objective interference management model
with the change of customer time window as the interference factor. Liu [17]
combines human behavioral science to analyze the interference events from three
aspects: the needs of victims, emergency decision-making departments and
emergency logistics executives. Zhu [16] and others set up a two-stage relief
material dispatching model based on the dynamic characteristics of emergency
material demand. Cao et al. [18] established an interference management model
considering customer value in order to effectively allocate resources to customers
in logistics enterprises.

(4) Model optimization analysis
(1) Heuristic algorithm

Heuristic algorithms widely used in the problem of disturbance management of
vehicle scheduling in emergency supplies distribution mainly include genetic
algorithm, particle swarm algorithm, ant colony algorithm and so on. After
considering the complexity of the model, Yang [9] proposed a knowledge-
based heuristic algorithm to solve the model. Wang [12] and others proposed a
heuristic algorithm based on two strategies to solve the interference problem.
Ruan et al. [11] designed an improved genetic algorithm for the interference
model of joint transport of emergency medical supplies aiming at the change of
transit point. Cao [18] and others designed an improved particle swarm opti-
mization (PSO) algorithm to solve the logistics distribution problem consid-
ering different values. Ding [15] and others considered the impact of
interference events on the whole logistics distribution system, and proposed an
improved ant colony algorithm - hybrid ant colony algorithm. Liu [17] and
others proposed a hybrid ant colony algorithm to solve the interference model
in order to deal with the interference events effectively. Li et al. [10] proposed
a relaxation algorithm based on Lagrange.

(2) Multi-stage and hybrid algorithms
Zhu et al. [16] proposed a two-stage emergency resource scheduling model. In
the first stage, branch and bound algorithm was adopted, and in the second
stage, fast non-dominant sequencing genetic algorithm with elite strategy was
adopted. Wang et al. [13] proposed the method of route enumeration and route
selection to solve the distribution vehicle scheduling interference problem with
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travel time delay. Zhang et al. [14] designed a hybrid algorithm combining ant
colony algorithm with discrete search algorithm for multi-objective model.

3 Construction of Disturbance Management Model
Considering the Change of Demand

3.1 Model Assumptions

(1) In the early post-earthquake period, the local emergency material distribution
center is an important supply point of emergency rescue, without considering the
transfer from other places, and the total amount of materials in the local emer-
gency material distribution center are in short supply.

(2) An emergency material distribution center is allowed to supply materials to
multiple demand points, and one demand point can receive materials from mul-
tiple distribution centers.

(3) The number of rescue vehicles for the local emergency distribution center is
limited.

(4) Vehicles carry the same cargo and the same load capacity.
(5) The demand point where the vehicle is serving for the time of interference is

regarded as the completed point.
(6) The supply of emergency materials distribution centers is known, and the demand

of each disaster site may change from the early post-earthquake period.

3.2 Problem Description

When an earthquake occurs to a certain area, several disaster spots occur. How to
distribute emergency materials reasonably in the early period after the disaster without
external material assistance, so that the disturbance of path and cost is minimal under
the constraints on shortage of supply and demand, the change of demand of the disaster
site and a certain time.

3.3 Definitions of Parameters and Variables

K: remaining rescue vehicles assemble when interference occurs, K = {k | k = 1, 2,
……, n}; N: number of unserved disaster sites when interference occurs; L: number of
vehicles in transit when interference occurs; R: local emergency material distribution
center, R = {r | r = 1, 2, … a}; RQr: remaining material quantity of distribution center
after interference occurs; Qk: the amount of residual materials loaded by vehicles k after
interference occurs; Qmax: maximum load of distribution vehicle; C1: fixed cost of a
new car dispatched from the distribution center; C2: vehicle driving cost per unit path
length; Dij: the distance from disaster site i to disaster site j; P: the position of vehicle k
in the course of driving when disturbance occurs; Dpj: distance of vehicle k from
current location to disaster site j after disturbance occurs; Dk: the total driving distance
of the remaining unserved disaster areas after the interference occurs; qj: demand for
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materials not serving the disaster site j after the interference occurs; Tik: the time when
the vehicle k arrives at the disaster site i; LTi: the latest time for emergency materials to
arrive at the disaster site i; Tijk: the travel time of vehicle k from disaster site i to disaster
site j; xijk: when the vehicle k is from the disaster point i to the disaster point j, xijk = 1,
otherwise xijk = 0; yir: when the distribution center r provides material for disaster site i,
yir = 1, otherwise yir = 0.

3.4 Model Construction

MinZ ¼
XK

k¼1
C1x0jk þ

XL

k¼1
C2ð

XN

j¼0
xpjkdpj þ

XN

i¼1

XN

j¼0
xijkdij � dkÞ ð1Þ

XN

i¼1
qjyir �

XR

r¼1
RQr ð2Þ

XN

i¼1

XN

j¼1
qjxijk �Qk ð3Þ

XN

i¼1

XN

j¼1
qjxijk þ

XN

j¼1
qjx0jk �Qmax ð4Þ

XK

k¼1

XN

j¼1
x0jk �K ð5Þ

XR

r¼1
yir � 1 ð6Þ

ki ¼
PN

i¼1 qjPR
r¼1 RQr

ð7Þ

Tjk ¼ Tik þ tijk ð8Þ

Tik � LTj ð9Þ

xijk ¼ 1; 0f g; yir ¼ 1; 0f g; ki � m ð10Þ

The objective function represents the minimum disturbance to the path cost.
Constraints (2) indicates that the total capacity of the distribution center is not greater
than the total demand of the disaster site. Constraints (3) indicates that the amount of
vehicle surplus in transit is not greater than the demand for the next service disaster site.
Constraints (4) denotes the constraints on newly dispatched vehicle transport materials.
Constraints (5) indicates that the number of additional rescue vehicles should not
exceed the number of remaining vehicles in the distribution center. Constraints (6)
means ensuring that each disaster site has at least one emergency material distribution
center to serve it. Constraints (7) defines the overall satisfaction function of material
demand in all disaster areas. Constraints (8) represents the time window constraint of
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material demand in disaster areas. Constraints (9) denotes the time constraints of
vehicle transportation. Constraints (10) denotes the constraints of decision variables
and m is the lowest satisfaction.

4 Conclusion

According to the literature review of emergency material dispatch about demand
change, a disturbance management model about demand change is constructed, and the
satisfaction factor of disaster victims is added. The next step is to solve the model
algorithm. In recent years, many new algorithms have emerged, which can be com-
bined with existing algorithms to form a hybrid algorithm to solve the model. In the
future, the interference in simultaneous changes of multiple factors of emergency
material dispatching can be comprehensively considered. In addition, the combination
of human behavior factors and interest pursuit of interference management is also a
problem worth studying.

Acknowledgment. This research is supported by the National Natural Science Foundation of
China (No. 71872002), and the Project of Humanities and Social Sciences of the Education
Department of Anhui Province (No. SK2018A0073).

References

1. Yu, G., Qi, X.: Disruption Management: Framework, Models and Applications. World
Scientific Publishing Co., Pte. Ltd., Singapore (2004)

2. Xu, X., Qi, Y., Hua, Z.: Forecasting demand of commodities after natural disasters. Expert
Syst. Appl. 37(6), 4313–4317 (2010)

3. Sun, B., Ma, W., Zhao, H.: A fuzzy rough set approach to emergency material demand
prediction over two universes. Appl. Math. Model. 37(10–11), 7062–7070 (2013)

4. Wang, X.: Research on evolution prediction and emergency decision-making of seismic
secondary disasters with stochastic Petri nets (Chinese). Chin. J. Manage. Sci. 22(Special
Issue), 158–165 (2014)

5. Ling, S., Yang, B., Sun, S.: Emergency medical resources allocation based on demand
hierarchy (Chinese). J. Guangxi Univ. Nat. Sci. Ed. 39(2), 358–364 (2014)

6. Wang, J., Wang, H.: Gradation for demand urgency of emergency materials in emergency
relief (Chinese). J. Catastrophol. 49(5), 4–7 (2013)

7. Cheng, X.: Study on twice emergent resources distribution based on demand classification
(Chinese). J. Harbin Univ. Commerce (Nat. Sci. Edn.) 10(10), 2556–2559 (2011)

8. Zhao, L., Liang, X., Yang, H., Wang, Z.: Disruption management optimization for VRPSDP
with changes of customer distribution requirement (Chinese). J. Transp. Syst. Eng. Inf.
Technol. 18(03), 222–228 (2018)

9. Yang, W., Hu, X., Wang, Z.: Research on management method for logistics distribution
system under disruptions of customer time window changing (Chinese). J. Dalian Uni.
Technol. 52(2), 290–296 (2012)

10. Li, J.Q., Mirchandani, P.B., Borenstein, D.: A Lagrangian heuristic for the real-time vehicle
rescheduling problem. Transp. Res. Part E Log. Transp. Rev. 45(3), 419–433 (2009)

170 C. Fang et al.



11. Ruan, J., Wang, X.: Disruption management of emergency medical supplies intermodal
transportation with updated transit centers (Chinese). Oper. Res. Manage. Sci. 25(4), 114–
124 (2016)

12. Wang, X., Ruan, J., Sun, Z., Cao, H.: Disruption recovery model for vehicle routing problem
with backhaul (Chinese). J. Syst. Eng. 28(5), 608–616 (2013)

13. Wang, Z., Hu, X., Wang, X.: Disruption management model and algorithm for distribution
vehicle scheduling problems under accidental travel time delay (Chinese). Syst. Eng.-Theory
Pract. 33(2), 378–387 (2013)

14. Zhang, X., Tang, L.: Disruption management for the vehicle routing problem with time
windows. In: International Conference on Intelligent Computing, pp. 225–234. Springer,
Heidelberg (2007)

15. Ding, Q.: Model of disruption management for the change of time window based on human
behavior in logistic distribution (Chinese). Chin. J. Manage. Sci. 23(5), 89–97 (2015)

16. Zhu, H., Zhou, H., Kong, J., Gao, D.: Problems of two stage emergency resources
scheduling with demand interference (Chinese). J. Safety Sci. Technol. 14(05), 69–76 (2018)

17. Liu, C., Zhu, Z., Liu, L.: Disruption management of Location-Routing Problem (LRP) for
emergency logistics system in early stage after earthquake (Chinese). Comput. Eng. Appl. 53
(20), 224–230 (2017)

18. Cao, Q., Zhao, L., Ren, X., Liang, W.: Disruption management for vehicle scheduling with
considering customer value (Chinese). J. Shenyang Univ. Technol. 40(2), 185–191 (2018)

Construction of Emergency Material Disturbance Management Model 171



Using Simulation as a Tool
for Multiple-Product Production and Logistics

Planning Design in the Japanese Rental
Housing Unit Supply Chain

Haixia Sang(&) and Shingo Takahashi

Department of Industrial and Management Systems Engineering,
Waseda University, Tokyo, Japan

sanghaixia7861@hotmail.co.jp, shingo@waseda.jp

Abstract. The purpose of this research is to introduce a new perspective on the
framework for designing a seasonal demand multiple-product production and
logistics planning project in the Japanese rental housing unit supply chain. All
aspects of manufacturing and logistics (i.e., forecast, lead time, initial inventory
level, and inventory fill rate) are considered. However, how the production
quantity and transportation volume ofmultiple products should be set is constantly
under investigation. Simulation studies that include opportunity loss and average
inventory level help to identify themost suitable quantitywithin a supply chain. By
utilizing simulation studies, designers can make reliable decisions regarding
suitable production and logistics planning faster than conventional methods based
on amanager’s experience. To understand the framework of supply chain design, a
project to design a seasonal demand multiple-product production and logistics
planningwas investigated. The proposed framework is both practical and powerful
in assisting managers with their continuous and efficient decision-making efforts.

Keywords: Demand seasonal � Production planning � Logistics planning �
Supply chain management � Rental housing unit

1 Introduction

Multiple-product production and logistics planning design play an important role in
supply chain management. Developing efficient production and logistics planning and
bringing it to realization is the main task of supply chain designers. After conducting
research with the managers of Japanese supply chain companies, it was revealed that
supply chain production and logistics planning were traditionally designed based on the
manager’s experience and simple calculations of opportunity loss and average inven-
tory level by processing previous data. Simulations were not used in the supply chain
investigations.

The purpose of this study is to introduce a new perspective on the framework of
designing production and logistics planning in the rental housing unit supply chain. In
addition, this research introduces the methodology regarding how these simulations
were used for investigating design processes via case studies covering design of
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multiple-product production and logistics planning of “Company S” for a rental
housing unit inventory project.

The rest of this paper is organized as follows: Sect. 2 proposes the framework for
all design process flows for carrying out a multiple-product production and logistics
planning design, Sect. 3 provides a brief literature review, Sect. 4 provides results from
a case study in designing production and logistics planning, and Sect. 5 concludes the
paper.

2 Framework for Multiple-Product Production and Logistics
Planning Design

The general concept and process for multiple-product production and logistics planning
design projects are introduced in Fig. 1.

Fig. 1. Framework for multiple-product production and logistics planning design
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2.1 Rental Housing Unit Production and Logistics Information

Unlike most products, the rental housing unit is a “circulation type” product; it is
shipped from a distribution center and returned by the customer at their convenience.
Rental housing units have durable life; the company may maximize the profit by selling
the product to a pre-sale market. If a distribution center’s inventory level cannot cover
the customer demand, the factory produces more units and send the new product to a
distribution center based on the inventory fill rate. Figure 2 shows the supply chain of a
rental housing unit’s business model.

The following information on the project is given to designers:

1. Multiple-product monthly rental shipping volume.
2. Multiple-product monthly rental return volume.
3. Multiple-product monthly pre-sales volume.
4. Factory forecasting method.
5. Factory manufacturing capacity, production lead time.

With this information, the rental housing unit supply chain’s production and
logistics planning can begin.

2.2 Design Production Planning

Rental housing units have a seasonal demand, and demand in peak seasons exceeds the
factory’s production capacity. In this case, the demand can be satisfied by producing
stock. Based on the smoothing production strategy, we consider not only regular
production, but also overtime production to reduce both opportunity loss and average
inventory level.

Rental
Shippings

Fill Inventory based 
on the strategy

Rental
Returns

Factory Distribution Center Customer

New Product Inventroy Rental Inventory Operational Inventory

Pre-sales

New Product Sales

The Information Flow The Material Flow

Fig. 2. The supply chain of a rental housing unit’s business model
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2.3 Design Logistics Planning

If the distribution center cannot meet the customers’ demand, the product would be
produced by the factory based on the rental housing unit company’s fill rate strategy.
Logistics planning design is developed through a simulation process. Opportunity loss
and average inventory level are considered in order to develop the most efficient
logistics planning. By increasing the fill rate from 0.1 to 1, the opportunity loss volume
and average inventory level would be output. Even if we change the fill rate to 1, if the
opportunity loss is inevitable, we then increase the initial production volume until
opportunity loss does not occur.

3 Brief Literature Review

Many authors have long recognized that simulation is a valuable tool for the analysis of
complex dynamics in supply chain planning [1, 2]. Simulation can analyze large and
complex supply chain systems, including stochastic elements and complex relation-
ships between system components [3, 4]. Especially, discrete event simulation are
widely applied decision support tools in supply chain management [5–7]. However, the
use of rental housing unit supply chain design is scarce.

Papier [8] studied the amount of appropriate holding inventory for railway freight
rental businesses. Despite the seasonal nature of rental demand and return, the
inventory was analyzed under constant conditions that eliminated seasonal fluctuations.
Endo [9] proposed an approach that considered demand fluctuations in the rental
business, but instead of the stock itself that actually existed in the company, the
objective function was to maximize the expected profit. Because the rental housing unit
business is more complex than the traditional one, planning and management tools
must capture this emerging complexity. Sang, Kotakei and Takahashi [10] focus on
rental unit production and identify the relationship between system components, such
as forecasting method, lead time, and initial inventory level. However, the study was
based on a simple product and did not consider the manufacturer’s production capacity.

The first contribution of our research was to present the new framework for a design
process throughout the whole supply chain for a Japanese rental housing unit business
(Company S) from a practical point of view. The second was to introduce an empirical
design project of a multiple-product supply chain to ensure the framework and
understand the important role of simulation tools in making decisions regarding
efficiency.

4 Case Study of Multiple-Product Production and Logistics
Planning Design in a Japanese Rental Housing Unit Supply
Chain

In this section, an example of designing a multiple-product production and logistics
supply chain in Company S will be introduced to enhance understanding of how the
simulation is utilized in the whole design process.
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4.1 Rental Housing Unit Information

A significant amount of information occurs in the whole supply chain. For example, in
the distribution center, a simple product’s forecast inventory level can be calculated at
the end of the month using the following equation:

FIL ¼ FRSþFPS� FRR ð1Þ

Where:

FIL: Forecast inventory level.
FRS: Forecast rental shipping volume.
FPS: Forecast pre-sales volume.
FRR: Forecast rental return volume.

If the forecast inventory level is less than 0, then the product must be produced by
the factory to avoid the opportunity loss. Figure 3 shows Product A and Product B’s
inventory level change over then last years. Based on Company S’s forecasting
method, next year’s demand will be forecast, and the factory’s production plan, which
is shown in the green zone, will be created.

4.2 Create a Basic Production Plan

Based on the forecast demand results, the factory calculates the monthly production
volume for Product A and Product B, and levels off the production scheduling to
stabilize employment of the workforce, as shown in Fig. 4 and Fig. 5.

Fig. 3. The actual demand and forecast demand change for Product A and Product B in the
distribution center.
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4.3 Modify the Basic Production Plan to a Detailed Production Plan

The basic production plan is based on the forecast demand results. However, the
demand is uncertain and the production plan must be modified based on the change in
demand. Figure 6 shows how a basic production plan is converted into a detailed plan.
This is based on the condition of real demand exceeding the forecast demand, as shown
in the Fig. 6(a). For example, at the end of April, the real demand became clear,
however, production had completed based on the basic production plan for April, and
because the production lead time is one month, the gap between the raw production and
real demand will be added to the basic production plan for June. That is, the detailed
production for June will be decided at the end of April. If the detailed plan exceeds the

Fig. 4. The forecast monthly demand change of Production A and Production B.

Fig. 5. The basic production plan of Production A and Production B.
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production capacity, the excess volume will be shifted to the next month. On the
contrary, as shown in Fig. 6(b), if the basic plan exceeds actual demand, the excess
production volume must be modified in June’s production plan to avoid excess
inventory in the future.

Fig. 6. Modifying the basic plan to a detailed plan.
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4.4 Simulate the Distribution Center’s Fill Rate to Avoid Opportunity
Loss

The factory produces units to replenish stock. However, as shown in Fig. 2, the new
product is not only to meet the distribution center’s rental demand, but also for new
product sales. Therefore, how to set the fill rate to avoid rental demand’s opportunity
loss is an important issue that must be considered.

The fill rate is an index, that is based on the distribution center’s outgoing volume.
If the filling indicator is set as 1, this means all of the monthly rental shipping volume
and pre-sale volume will be replenished by the factory. Considering the monthly rental
return volume, a fill rate value of 1 is extremely large. We set the distribution center’s
fill rate from 0.1 to 1 to simulate the opportunity change and average inventory change
so that we could identify the optimal value that can reduce both opportunity loss and
the average of the distribution center’s inventory level. If the opportunity loss cannot be
avoided by setting the fill rate as 1, this indicates that the product has seasonality; the
factory must produce stock, and production capacity and the initial inventory level
must therefore also be considered.

4.5 Simulation Model

Simulation models were constructed using Excel VBA software. Simulation input data
and simulation run condition were set up based on information extracted from inter-
views or real business data.

The main factors for deciding alternatives for the production and logistics planning
are the initial inventory level, the production capacity, and the distribution center’s fill
rate. For all alternative models, the simulation run time was set to working days in three
years with 100 replications.

4.6 Simulation Results

The objective of this simulation was to reveal which alternative satisfies the design
requirements (satisfied customer’s demand and maintain a lower inventory level). The
following results were obtained.

The relationship between the fill rate and the initial inventory level at regular
production of Product B is shown in Fig. 7. The measure for evaluation is inventory
level and opportunity loss, which must be considered simultaneously. If the fill rate is
set as 0.1, although the alternative initial inventory level is low, the opportunity loss is
60 times greater, which is not good. By simultaneously increasing the fill rate and the
initial inventory level, the inventory level is increased, and at the same time, the
opportunity loss is reduced. If we set the fill rate as 0.5 and the initial inventory level
for 628, the opportunity loss is 0 and the average monthly inventory level is 1604,
which is the optimal value.

A simulation of inventory location was also examined. For example, Fig. 8 presents
the regular output of Product B’s relationship between the inventory level and
opportunity loss if the initial inventory level is 628. By increasing the fill rate, the rental
inventory level increases, and at the point of 0.5, the opportunity loss is 0.
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We perform the same experiment for Product A and Product B under the conditions
of regular and overtime production, the optimal results of each experiment are pre-
sented in Table 1.

Fig. 7. The relationship between the fill rate and the initial inventory level at regular production
of Product B.

Fig. 8. The relationship between the inventory level in the factory and distribution center, and
opportunity loss for regular production of product B.
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5 Conclusions

This study constructed a production and logistics inventory-level framework for the
Japanese rental housing unit supply chain to demonstrate the contribution of a simu-
lation study in the design process.

This research also introduced some advantages in utilizing simulations for
designing supply chains. The simulation study can help managers identify better
options for developing efficient indicators, but can also save time regarding mistakes in
redesign compared to conventional methods that were mainly based on manager’s
experience.

Acknowledgment. This work was supported by JSPS KAKENHI Grant Number
JP118K13954. The sample data related to the rental housing unit supply chain operation is
fictitious.

Clarification. Interview are not conducted in our study. And the data used in our study is not
interview data.
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Abstract. In order to effectively allocate resources and reduce project cost, this
paper takes the scheduling of prefabricated building components as the research
object, constructs the corresponding resource scheduling model, and solves the
problem of the reasonable configuration of PC components with improved
particle swarm optimization algorithm, so as to reduce construction cost.
Through the simulation experiment and the result analysis, the rationality of the
model and the feasibility and effectiveness of the algorithm are verified.

Keywords: Prefabricated building � Particle swarm optimization � PC
component � Resource scheduling

1 Introduction

Reference [1] analysis and discussion of different types of buildings, found that China
meets the basic elements of building industrial buildings. In [2], it is proved that the
implementation of prefabricated buildings is the direction of the continuous develop-
ment of the construction industry from four aspects: policy norms, technical system,
industrial management and economic cost.

Assembly construction has many advantages. Its components are prefabricated at
the factory to reduce the time required to wait for components on the construction site
[3]. Through [4], it is found that the prefabricated construction can reduce the number
of scaffolding or formwork and improve the construction efficiency of the project.
Taking the prefabricated residential buildings in Shanghai as an example, it was found
that prefabricated buildings can add value to construction projects [5].

In order to promote the prefabricated building, various provinces and municipalities
have adopted different levels of subsidies for the use of prefabricated buildings. For
example, Beijing Municipality provides financial incentives for non-government
investment projects with a prefabrication rate of more than 50% and an assembly rate
of over 70%. Chongqing Municipality subsidizes 350 (yuan/m3) for the pilot project of
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modern building construction in the construction industry. We can see that although the
production cost of prefabricated buildings is relatively high, various regions are pro-
moting the development of prefabricated construction projects through different
financial subsidy policies. Of course, the rational use of fabricated building resources
will also effectively reduce project costs.

Through [6], the criteria for evaluating the resource flow network are defined.
When researching resource planning and allocation, new heuristic methods can be
adopted, and the results show that the efficiency of resource scheduling can be effec-
tively improved form [7–9]. Scholars also study emergency resource scheduling by
[10]. Similarly, vehicle optimization problems in time windows can also be combined
with the distribution of prefabricated buildings [11]. Through [12] and [13], we can see
that the intelligent optimization algorithm also reflects the production scheduling of
prefabricated components.

After reviewing the literature, it is not difficult to find that there are many types of
research on resource scheduling problems. However, the research on resource
scheduling of prefabricated buildings is not deep enough. Therefore, this article will
learn and expand in this aspect, and provide ideas for future scholars to carry out
related research. The purpose of this paper is to reduce the cost of the project by
rationally allocating the resources of the components. Therefore, this paper constructs
the resource scheduling model of the prefabricated building and solves it with the
improved particle swarm optimization algorithm (PSO). The validity of the algorithm is
verified by the case.

2 Problem Statement

There are many resources for prefabricated buildings. This article is only optimized for
the single component of PC components. Components can be broadly divided into a
prefabricated exterior siding, columns, laminated slabs and laminated beams. Different
costs are generated when choosing different manufacturers, and under the premise of
determining the component demand, this paper proposes the demand for resources for
each manufacturer, thus achieving the goal of cost-saving.

At the same time, because such projects and China’s energy-saving emission
reduction policies complement each other. Therefore, when building a prefabricated
construction project, it will have the support of the government, mainly in terms of
financial subsidies. Based on comprehensive consideration of relevant policies and
actual conditions, this paper stipulates that the prefabrication rate of construction
projects exceeds 45%, and 300 (yuan/m3) is subsidized according to the construction
volume.
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3 Model Construction

A. Model assumption

Since many complicated parameters are involved in calculating the cost of fabricated
building components, the following assumptions are made for the convenience of this
research topic:

(1) The total demand for each component is known;
(2) Relevant data of various manufacturers can be ascertained through field research;
(3) The government financial subsidy price is known;
(4) The prefabrication rate of each component is higher than 30% of its total;
(5) The prefabricated components are still charged in a cast-in-place manner.

B. Established model

The symbols of the model built are defined as follows:
n Number of factories
Nnl The unit price of the prefabricated beam of the nth factory
Nnq The unit price of the prefabricated wall of the nth factory
Nnz The unit price of the prefabricated column of the nth factory
Nnb The unit price of the prefabricated board of the nth factory
Nnd The distance from the nth factory to the construction project
Nnk The transportation cost of the nth factory unit
Nnc The carrying capacity of the nth factory unit vehicle
Vl The total volume of the beam
Vq The total volume of the wall
Vz The total volume of the column
Vb The total volume of the plate
Nx The unit price of the cast-in-place method
X0 The total cost of the beam when combined in two ways
Y0 The total cost of the wall when combined in two ways
W0 The total cost of the column when combining the two methods
B0 The total cost of the board when combining the two methods
r The total cost of combining the two approaches
Z The price of government subsidies, the prefabrication rate is more than 45% is

300 (yuan/m3), otherwise, it is 0.
K Building volume

Decision variables:

Vnl0 The resources of the beam allocated by the nth factory
Vnq0 The resources of the wall allocated by the nth factory
Vnz0 The resources of the column allocated by the nth factory
Vnb0 The resources of the board allocated by the nth factory
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Use (1) to calculate the total cost of the combination of the two. Use (2), (3), (4) and
(5) to calculate the total cost of beams, walls, columns, and plates combined with them
respectively. (6), (7), (8) and (9) are the constraint conditions of the prefabrication rate
of each component. (10) is a non-negative constraint on the number of resources
allocated to each plant.

4 An Improved Algorithm for PSO

Particle swarm optimization has been applied in resource scheduling [14–16].
The flow of the traditional PSO is as follows:

1. Randomly initialize the particle swarm in the initialization range, including random
position and velocity;

2. Calculate the fitness value of each particle;
3. Update the historical optimal position of the individual particle;
4. Updating the historical optimal position of the particle population;
5. Updating the velocity and position of the particle;
6. If the termination condition is not reached, then step 2.

A. PSO based on adaptive weight

In the adjustable parameters of the particle swarm algorithm, the inertia weight W is
a very important parameter. A larger W is beneficial to improve the global searchability
of the algorithm, while a smaller W enhances the local searchability of the algorithm.
Therefore, in order to balance the global searchability and local improvement ability of
the particle swarm algorithm, a nonlinear dynamic inertia weight coefficient is adopted,
and the expression is as follows:

W ¼ wmin � wmax�wminð Þ � f�fminð Þ
favg � fminð Þ ; f � favg

wmax; f [ favg

(
ð11Þ

wmax, wmin are the maximum and minimum values of W respectively, f is the
current target value of the particle, favg and fmin represent the average target value and
the minimum target value of all current particles, respectively. Using (11), we can make
the inertia weight automatically change with the particle’s objective function value.

The improved particle swarm algorithm flow is shown in Fig. 1.
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When the target values of the particles tend to be consistent or tend to be locally
optimal, the inertia weights will be increased, and when the target values of the par-
ticles are dispersed, the inertia weight will be reduced, and the objective function value
is better than the average target value. The particle has a corresponding inertia
weighting factor that is small, thereby protecting the particle. Conversely, for a particle
whose objective function value is worse than the average target value, the corre-
sponding inertia weighting factor is larger, so that the particle is closer to a better search
area.

5 Computational Experiments

In response to the call of the national policy, a project uses the cast-in-place and pre-
fabricated construction of the four members of the column, beams, wall, and board. After
consulting the relevant personnel of the project, it is known that different cast-in-place
concrete has different information prices, and the prices of different grades of concrete are
also different. At the same time, labor costs and material costs must be considered during
construction. The factors involved in the actual situation are numerous and complicated.
In order to simplify the model and improve efficiency, this paper sets the price of the cast-
in-place to 492 (yuan/m3) after combining the “Nanjing Project Cost Management” and
the relevant data provided by the staff. At the same time, after comprehensively referring
to the requirements of each province and city for the prefabrication rate of construction
projects, the minimum prefabrication rate is set at 30%.

To simplify the calculation, the sum of the volume of the components is the volume
of the construction project. The relevant data of each factory is shown in Table 1, in
which the volume of columns, beams, walls, and plates is fixed and known.

Initialize the particle swarm

Calculate the fitness value of each 
particle

Updating the individual and global optimality 
of particles

Update particle speed and position based on 
improved weights

End

Yes

No

Fig. 1. Improved particle swarm algorithm flow
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A. Experimental data

In this paper, the improved particle swarm optimization algorithm is compared with the
standard particle swarm optimization algorithm. The specific parameters of the algo-
rithm are set as follows:

The range of iteration speed is from -1 to 1, the population number popsize ¼ 20,
maximum iteration number iterations ¼ 1000, the inertia weight w ¼ 0:8; wmax ¼
0:9;wmin ¼ 0:6, the learning factor C1 ¼ C2 ¼ 1:5.

In Table 1, C denotes component, F denotes factory, P denotes assembly type unit
price, Td denotes transportation distance, Tp denotes transportation unit price, Vc
denotes vehicle capacity, and Tv denotes total volume.

B. Analysis of results

Both algorithms are implemented using MATLAB 2018a programming. The prefab-
ricated component resource scheduling scheme, cost, and prefabrication rate solved by
the standard particle swarm optimization algorithm are shown in Table 2.

Table 1. Factory related data

C F P (yuan/m3) Td (km) Tp (yuan/km) Vc (m3/car) Tv (m3)

Column A 3554 15 22 15 371.506
B 2652 14.5 20 16
C 3426 15.2 23 14

Beam A 2824 15 23 14 298.657
B 2647 14.5 22 15
C 2888 15.2 24 13

Wall A 2322 15 21 15 331.897
B 2299 14.5 20 14
C 1976 15.2 23 16

Plate A 2057 15 20 14 482.128
B 1932 14.5 18 13
C 2100 15.2 22 16

Table 2. Component allocation table of the standard particle swarm algorithm

F C
Column (m3) Beam (m3) Wall (m3) Plate (m3)

A 9.00 15.83 129.84 48.61
B 101.13 17.40 19.51 168.82
C 16.33 61.84 74.82 8.20
Total cost (yuan) 1532047.30
Prefabrication rate (%) 45.23
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The pre-built component resource scheduling scheme, cost and pre-production rate
improved by the improved particle swarm optimization algorithm are shown in
Table 3.

It can be seen from the comparison of Table 2 and Table 3 that the particle swarm
optimization algorithm is feasible and effective for the model built in this paper. The
optimal cost of the improved particle swarm optimization algorithm is smaller than that
of the standard algorithm, and its corresponding prefabrication. The rate is greater than
the standard algorithm, which not only satisfies the owner’s requirements for cost
reduction, but also enables the project to enjoy the financial subsidies provided by the
government to the greatest extent, and has a positive effect on the future evaluation of
the construction project.

C. Algorithm performance analysis

The relationship between the fitness value change and the iteration number of the two
algorithms is shown in Fig. 2.

Table 3. Component allocation table for improved particle swarm optimization

F C
Column (m3) Beam (m3) Wall (m3) Plate (m3)

A 3.09 39.99 51.80 93.59
B 120.59 11.50 19.08 105.30
C 5.84 39.75 126.57 58.79
Total cost (yuan) 1509396.12
Prefabrication rate (%) 45.54

Fig. 2. The relationship between the fitness value of two algorithms and the number of iterations
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It can be seen from the observation that the convergence rate of the two algorithms
is fast at the beginning of the iteration, but around 150 generations, the standard
particle swarm optimization algorithm falls into the local optimal solution and has not
jumped out of the solution in the subsequent iteration. After the particle swarm opti-
mization algorithm with adaptive weight briefly falls into the local optimal solution, the
inertia weight increases, which enables the algorithm to jump out of the local optimal
solution and carry out the next iterative optimization process. In the end, the curve
continues to decline, the convergence speed is accelerated, and the accuracy of the
optimal solution is also higher than the standard algorithm.

6 Conclusion

In the context of China’s vigorous promotion of prefabricated building projects, this
paper solves the resource scheduling problem of different components of prefabricated
buildings under the condition of prefabrication rate and constructs a mathematical
model with the lowest construction cost as the optimization goal. At the same time,
according to the model of this paper, the improved particle swarm optimization
algorithm is used to solve the problem. Through simulation analysis and comparison, it
is further verified that the improved particle swarm optimization algorithm is superior
to the standard particle swarm optimization algorithm in accuracy and efficiency. The
experimental results not only meet the needs of the development of the construction
industry but also enhance the value of the enterprise itself.

As the country is gradually promoting the assembly-type construction project, the
research results of this paper are difficult to implement under the existing circum-
stances. Although the resource scheduling problem of prefabricated building projects
has not yet been fully taken into account, scholars will certainly have more and more
research in this area. Therefore, this paper can provide some reference value for future
scholars to study this aspect.

Acknowledgment. This research is supported by the National Natural Science Foundation of
China (No. 71872002), and the Project of Humanities and Social Sciences of the Education
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Abstract. Aiming at the problems existing in the operation of intelligent
express terminal, based on the factors of user experience satisfaction and cluster
analysis, the size and quantity of intelligent express terminal were optimized and
improved. Based on the theory of customer satisfaction, the index system of
influencing factors of user satisfaction of intelligent express terminal was con-
structed in this paper. The key factors affecting user satisfaction were identified
by collecting relevant data through questionnaires and using SPSS22.0 software
for validity, reliability, descriptive statistical analysis and regression analysis.
On the basis of this result, the existing data were further clustered by system and
K-means clustering, and the size ratio and number of express terminals suitable
for four different districts were obtained, which provided a foundation for the
good development of express terminals in the future.

Keywords: Cluster analysis � Intelligent express terminal � User satisfaction

1 Introduction

Online shopping has become an inseparable part of people’s daily life. Express delivery
points are all over the streets. China’s express industry ushered in a high-speed
development stage. By December 28, 2018, China’s express business totaled more than
50 billion yuan, far exceeding other countries. The rapid development of express
industry in China is accompanied by many problems. According to the statistics of the
National Post Office, the satisfaction degree of users to express experience is not very
high, and the delivery mode of terminal express is mainly manual delivery, the direct
reception of the receivers is the main way [1]. In 2012, the emergence of new express
terminals, but the diversity of user needs led to the gradual exposure of other aspects of
the size and number of express terminals, seriously affecting the satisfaction of users.

User experience refers to the user’s subjective feeling after enjoying a certain
service or product, which directly affects whether the user will continue to purchase this
service. Fu Zhongnan established KQI calculation formula based on user experience to
evaluate the operation of school infinite network [2].Chen Mengyue established the
mathematical function model of system module and user experience according to the
characteristics of user experience [3]. Ta-Sheng Lo took an operator in Taiwan as a

© Springer Nature Singapore Pte Ltd. 2020
C.-F. Chien et al. (Eds.): IE&EM 2019, pp. 193–202, 2020.
https://doi.org/10.1007/978-981-15-4530-6_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4530-6_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4530-6_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4530-6_20&amp;domain=pdf
https://doi.org/10.1007/978-981-15-4530-6_20


specific research object, and expounds the user experience-oriented service develop-
ment model [4]. Yamakami, T compared the relationship between user experience and
social experience, and expounds the importance of both relationships [5]. Edward Luca
makes an analysis of how libraries used design thinking to improve user experience in
physical library space [6]. Li Junjun divided user experience into different stages [7].

In recent years, the rapid growth of e-commerce has led to a sharp increase in the
volume of delivery business, so scholars continue to deepen their research on the issue
of express delivery. Zhang Jin used quantitative method to optimize the robustness of
express delivery system [8]. Considering the time-constrained window problem, Wang
Shuai constructed a distribution route decision-making model under uncertain time
conditions [9]. Li Dongmei designed the terminal of the system considering the dis-
location of delivery time in express business [10]. Jie Du built the index system of
distribution center layout based on the characteristics of express delivery [11].

With the development of express industry, intelligent express terminal received
extensive attention. Wang Lijuan analyzed the causes of intelligent express terminal
and the problems encountered in the development of intelligent express [12]. Zou
Hengtao used smart210 hardware platform to design the intelligent express terminal
system [13]. Wang Haihua used Lingo11 to solve the shortest path of students’pick-up
according to the situation of campus express delivery [14].

The above research does not involve the design of the number and size of express
terminals with satisfactory user experience. Therefore, this paper puts forward specific
improvement schemes for the practical problems in the development of intelligent
express terminals.

2 Research on the Influencing Factor of User Satisfaction

A. Design of Index System

According to the current status, development and expert research results of intelligent
express terminal, combined with user experience satisfaction and logistics service
quality, 3 levels of hierarchical indicators are established, and the influencing factors
based on user experience satisfaction are calculated as shown in Table 1.

B. Design and Distribution of Questionnaires

The purpose of social questionnaires is to find out the problems by understanding
people’s use of smart terminals. The contents of this questionnaire include: introduction
of research content, survey of basic information of users, survey of satisfaction factors
of user experience, and suggestions for the development of intelligent terminals.
600 questionnaires were distributed and 458 valid papers were collected.

C. Data Analysis of Questionnaire

The data analysis of the questionnaire includes the following aspects: basic information
of sample data, descriptive statistical analysis, reliability analysis and regression
analysis.
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(1) Basic Information of Sample Data
In order to get more objective results, the subjects involved in this survey are
different gender, age, occupation, income and different educational background.
According to the survey, there are problems in express terminal as shown in
Fig. 1.

Table 1. Index system based on user satisfaction

Level 1 Level 2 Level 3 Source

Influencing Factors of
Intelligent Express
Terminal Service
Based on User
Satisfaction

Service
model

V01 Notification Forms (e.g.
SMS, WeChat, QQ, Telephone)

SERVQUAL

V02 Payment methods (e.g.
WeChat, Alipay, bank card,
cash)

Logistics
Scholar

V03 Various types of services
(e.g. special mail)

network

V04 Additional functional
categories (e.g. express
inquiries)

network

Failure
response rate

V05 Attitude and Professional
Ability to Handle Problems

SERVQUAL

V06 Timeliness in dealing with
problems

LSQ

V07 Handling Speed of Express
Terminal Failure

Logistics
Scholar

V08 Ways of handling
complaints

Logistics
Scholar

Service
reliability

V09 Reasonable Appearance
Design of Express Terminal

Logistics
Scholar

V10 The size of express terminal
meets user’s requirement

network

V11 Reasonable number of
express terminals

This study

Convenience
of service

V12 Coverage Area of Express
Terminal

LSQ

V13 Easy for users to pick up
parts everyday

SERVQUAL

V14 Express terminal operation
process is simple and convenient

network

Overall
Satisfaction

User Experience Satisfaction This study
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(2) Descriptive Statistics
Descriptive statistical analysis is used to analyze the characteristics of the data and
to understand comprehensively the comprehensive perception of the respondents
in order to make a clear data interpretation of the final results. The result of
descriptive statistical analysis of 458 valid papers is shown in Table 2.

The user satisfaction is divided into 5 points. From Table 2, we can find that the
overall satisfaction is 3.49. The satisfaction of v01, V02 and V03 is higher, while
the satisfaction of V10 and V11 is lower. The results are consistent with the
statistical results of the basic information survey.

0% 20% 40% 60%

others
operational

security
expense
quantity

size

Problem of Intelligent Express Terminal

Fig. 1. Possible Problems of Intelligent Express

Table 2. Descriptive statistical analysis of factors affecting user satisfaction

Factor Mean Value Standard Deviation

V01 4.28 0.572
V02 4.14 0.458
V03 4.04 0.543
V04 3.27 0.610
V05 4.1 0.621
V06 4.02 0.564
V07 3.85 0.793
V08 2.98 0.745
V09 2.89 0.633
V10 2.57 0.752
V11 2.64 0.808
V12 3.12 0.601
V13 3.69 0.406
V14 3.37 0.561
Overall Satisfaction 3.49 0.62
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(3) Reliability Analysis
The reliability score is used to verify the reliability of the questionnaire. When a is
greater than 0.6, it shows that the feasibility of the questionnaire meets the
requirements [15]. This paper uses SPSS22.0 to calculate the reliability weight
coefficient of the questionnaire, and the results are shown in Table 3.

In Table 3, the Cronbzch’ acoefficients of all variables are greater than 0.7, which
indicates that the reliability of the questionnaire survey is high and the data is
available.

(4) Regression Analysis
Through the analysis, it is found that service diversity, fault handling ability,
service reliability and service convenience are the reasons that affect user expe-
rience satisfaction. Therefore, the four factors are regarded as common factors,
and regression is used to find out the key reasons. Firstly, ANOVA variance
analysis is obtained by software SPSS, in which F = 75.468 indicates that at least
one of the four factors has a greater impact on user satisfaction. Then the overall
satisfaction was analyzed by regression, as shown in Table 4.

Table 3. Reliability checklist

Variable Cronbzch’a No. of questions

Service model 0.847 4
Failure response rate 0.861 4
Service reliability 0.781 3
Convenience of service 0.803 3

Table 4. Regression analysis of overall satisfaction

Common factor Non-
standardization
coefficient

Standardization
coefficient

t Sig. Collinearity
statistics

B Standard
error

b Allow VIF

(Constant) −1.435 0.355 −6.464 0.000

Service model 0.210 0.061 0.103 3.437 0.035 0.898 1.114
Failure response
rate

0.468 0.054 0.368 8.126 0.000 0.799 1.251

Service reliability 0.670 0.052 0.380 10.324 0.000 0.857 1.166
Convenience of
service

0.369 0.055 0.303 6.162 0.000 0.940 1.064
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According to the data in Table 4, sig of each variable is less than 0.05, which
indicates that these variables have a certain impact on user satisfaction. According
to the standardized regression coefficient, the impact of satisfaction on the overall
user experience from large to small is service reliability, fault handling capacity,
service convenience, service mode.
Based on the above conclusions, this paper will focus on the size limitation and
service reliability of express terminals.

3 Size and Quantity Optimazation and Improvement
of Intelligent Express Terminal

A. SPSS22.0 System Clustering

(1) Descriptive Statistical Analysis
Considering the actual situation, this paper divides Shenyang’s residential districts
into four categories, and uses data statistics to reflect the overall characteristics of
four different types of residential districts. 1-middle and high-end areas, 2-urban
school districts, 3-old urban districts, 4-ordinary districts.
The description of district document express is shown in the Table 5. From
Table 5, we can see that the maximum number of document express delivery in
middle and high-grade residential and urban school districts reaches 12 pieces per
day. Because of the majority of the elderly in the old urban area, they basically do
not have document express delivery.

The description of small express is shown in the Table 6. For Table 6, the daily
express delivery volume of ordinary community users is as high as 29 pieces, the
lowest 10 pieces. From the average point of view, the express delivery of middle
and high-grade residential areas will be slightly higher than that of urban school
districts. For the old city, there is less express delivery.

Table 5. Description of district document express

Sample Min Max Mean SD

1 25 3 12 7.12 2.587
2 25 3 12 8.04 2.638
3 25 0 3 1.36 1.036
4 25 0 9 5.64 2.215
Effective N 25
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Medium-sized express delivery refers to articles such as wearable items. Large-
sized items are usually small household appliances or assembly parts of some
furniture. The conclusions drawn by subdividing market districts are shown in
Tables 7 and 8 respectively.

(2) Systematic Clustering
Based on the above analysis, systematic clustering first needs to standardize the
data, and then uses different distance measures and clustering methods to cluster
the data.

Data standardization is based on −1 to 1 standardization: x0ij ¼ xij�xj
Rj

, selected

distance formula: dik ¼
Pk
j¼1

xij � ykj
� �2

.

The single cluster in SPSS system is used to get the number of specific types of
each cluster, and the results are summarized, as shown in Table 9.

Table 6. Description of small express

N Min Max Mean SD

1 25 9 28 16.96 5.232
2 25 9 28 16.56 4.9504
3 25 3 12 7.96 2.6375
4 25 10 29 17.64 5.057
Effective N 25

Table 7. Description of middle express

N Min Max Mean SD

1 25 9.0 23.0 14.800 3.4034
2 25 9.0 28.0 16.560 4.9504
3 25 0.0 5.0 1.920 1.4119
4 25 8.0 26.0 14.400 3.9264
Effective N 25

Table 8. Description of large express

N Min Max Mean SD

1 25 0 6 2.32 1.574
2 25 0 4 1.56 1.261
3 25 0 9 4.20 2.327
4 25 0 5 2.08 1.441
Effective N 25
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From the analysis, it can be concluded that there are differences in the proportion
of express delivery size in the subdivided areas, but how can the specific differ-
ences not give a clear result? But it can be seen that clustering into four categories
is the most reasonable, and the following use of SPSS K-means clustering
function, the specific discussion of the proportion problem.

B. K-means Clustering
According to the analysis above, we classify it into four categories. Using K-means

function, we input the prepared data into SPSS22.0 and K = 4. After software calcu-
lation, we get the start center and the final center. The results are shown in Table 10.

Table 9. Number of cells included in different cluster number

Grouped into two 
categories 

Community type Category I Category II
1 25 0 
2 25 0 
3 0 25
4 25 0 

Grouped into 
three categories

Community type Category I Category II Category III
1 21 4 0 
2 22 3 0 
3 0 0 25
4 21 4 0 

Grouped into four 
categories 

Community type Category I Category II Category III Category IV
1 19 4 2 0 
2 20 3 2 0 
3 0 0 0 25
4 20 4 1 0 

Grouped into five 
categories 

Community type Category I Category II Category III Category IV Category V 
1 16 4 3 2 0 
2 15 3 5 2 0 
3 0 0 0 0 25
4 17 4 2 2 0 

Table 10. Initial cluster and final cluster center

Initial Cluster Center Final Cluster
Center

Clustering 1 2 3 4 1 2 3 4
File 5 9 4 1 7 7 6 1
Small express 15 18 29 3 15 16 27 8
Middle express 10 26 15 1 13 22 16 2
Large express 3 1 1 3 2 3 2 4
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C. Design of Number and Size of Express Terminal
According to the results of Table 10, the common residential areas are clustered

into the first category, and the final proportion of cluster centers is 7:15:13:2. The
middle and high-grade residential areas are clustered into two categories, with the final
proportion being 7:16:22:3.

The urban school districts are clustered into the third category, with the proportion
being 6:27:16:2. And the last type is the old urban districts. At the same time, there are
obvious differences in proportion of express delivery size between different regions, as
shown in Table 11.

Express terminals are generally divided into three types: small, medium and large,
in which documents can be regarded as small express delivery. Therefore, the final
conclusion is that the proportion of middle and high-grade residential areas is about
8:7:1; the proportion of urban school areas is 17:8:1; the proportion of old urban areas
is 4:1:2; and the proportion of ordinary residential areas is 11:7:1.

4 Conclusion

With the rapid development of express industry and the increasing volume of express
business, it is necessary to study the intelligent terminal of express delivery. Combined
with the specific situation, this paper optimized and improved the number and size of
intelligent express terminals in different regions based on the factors affecting user
experience satisfaction and cluster analysis.

(1) By compiling reasonable social questionnaires and collecting data, descriptive
statistical analysis, reliability analysis and regression analysis are carried out to
ensure the reliability of the data.

(2) The existing data are processed by SPSS software, and the main factors affecting
user satisfaction are determined as follows: service mode, fault processing speed,
service reliability and service convenience.

(3) Classify the district and express, and use the system clustering method and K-
means clustering analysis to get the reasonable size and quantity proportion of
express terminal grid.

Acknowledgment. This work is supported by the Liaoning Province Natural Science Fund
Project (Grant No.: 20180551001).

Table 11. Comparisons of express size in different types of cells

Community type File Salle Middle Large

1 7 16 22 3
2 6 27 16 2
3 1 8 2 4
4 7 15 13 2
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Abstract. Due to the perishable and fragile characteristics of agricultural
products, cold chain logistics of agricultural products is more specific than
general logistics activities. This paper proposes the combination of the interval
gray number DEMATEL method, which solves the problem that the traditional
DEMATEL method is too certain when scoring and ignores the differences of
different enterprises. At the same time, the flexibility of interval gray number is
used to solve the ambiguity of factor selection in evaluation. Deterministic, build
a more flexible and realistic Grey-DEMATEL method decision model. Based on
the interval gray number theory, the relationship matrix of the influencing
factors for fresh agricultural products cold chain logistics supply chain is
established. The comprehensive impact matrix of the cold chain logistics supply
chain of fresh agricultural products was solved by MATLAB, and the cold chain
logistics supply chain were quantitatively analyzed. The key influencing factors
of the supply chain have laid the foundation for further optimizing the cold chain
logistics supply chain of fresh produce.

Keywords: Cold chain logistics supply chain � Fresh agricultural products �
Influencing factors

1 Introduction

Modern Industrial Engineering is the project which is gradually formed and developed
on the basis of Production Manufacturing Management and System Engineering. It can
be applied to services, manufacturing, food, medical, logistics etc. [1].

With the development of economy and the improvement of human living standard,
increasingly attention has focused on the freshness and safety of food.

Low fresh food of loss rate is the foundation to ensure the freshness and quality
safety of fresh food [2, 3]. However, the construction of fresh agricultural products cold
chain logistics supply chain system has just started. It has faced the various problems
like backward infrastructure, incomplete cold chain logistics supply chain system, low
industry level, low marketization and different standards [4–6]. Although scholars have
put forward many corresponding to the solutions, the lack of prioritization of these
problems has greatly reduced the practical significance of lots of measures. Therefore,
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this paper combines DEMATEL (Decision making Trial and Evaluation Laboratory)
method with interval grey number to construct Grey-DEMATEL model to analyze the
influencing factors of cold chain logistics supply chain for fresh agricultural products.

Fang Kai and Zhong Chengbao [7] has used three-stage data envelopment analysis
model to research the efficiency of China’s cold chain logistics enterprises. Finally,
they found that the main obstacle to their development was scale inefficiency. They put
forward five related improvement suggestions based on that. Yuan Xueguo and Zou
Ping [7] analyzed the development situation of China’s cold chain logistics industry.
The study shows that there are many problems in its development and then put forward
corresponding countermeasures and suggestions according to the problems which need
to be solved. The factors affected the development of a certain events from various
aspects and the respective influencing factors are interrelated and interacted with each
other. The status and influencing degree of the respective influencing factors are quite
different among them. Therefore, from the point of view of System Engineering, this
paper uses Grey-DEMATEL method model to analyze fresh agricultural products cold
logistics chain supply chain and determine the hierarchical position and influencing
relationship of the influencing factors on it.

2 Model Construction

A. Construction of Key Influencing Factor Index System of Cold Chain Logistics
Supply Chain for Fresh Agricultural Products

This paper uses brainstorming method to analyze influencing factors of fresh
agricultural products with cold chain logistics supply chain [9]. Screen 17 factors from
five aspects which are vulnerability factors, personnel factors, management factors,
facility factors and cost factors. Grey-DEMATEL method was used to establish the
index system of key factors for fresh agricultural products cold chain logistics supply
chain. There are 5 first-level indexes and 17 second-level index (the indexes are rep-
resented by F1; F2; � � � ; F17.) in the index system. The key influencing factors index
system fresh agricultural products cold chain logistics supply chain established in this
paper is shown in Fig. 1.

B. Grey Number Research Method

The grey number used in this paper is interval grey number [10, 11], which is
recorded as �k 2 �k; �k½ �. The �k is lower limited of �k, �k is upper limited of
�k. The detailed operation steps are as follows:

�k1 þ � k2 ¼ k1 þ k2; k1 þ k2
� � ð1Þ

�k1 � � k2 ¼ k1 � k2; k1 � k2
� � ð2Þ

�k1�� k2 ¼ ½min k1k2; k1k2; k1k2; k1k2
� �

;

max k1k2; k1k2; k1k2; k1k2
� �� ð3Þ
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�k1 � �k2 ¼ k1; k1
� � � 1

k2
;
1

k2

� �
ð4Þ

Considering that experts usually have a certain degree of fuzziness and uncertainty
when they scored. The formula �kkij has been defined as the score of expert K for
evaluating the influencing of influencing factor i on influencing factor j, and the

�kkij 2 �kkij; �kkij

h i
. The clarificatory process for semantic evaluation variables for

experts as follows:

(1) Standardize the upper and lower limit of grey number

�~kkij ¼
�kkij � min�kkij

Dmax
min

�~kkij ¼ �kkij � min�kkij

� 	
=Dmax

min

and; Dmax
min ¼ max�~kkij � min�kkij

ð5Þ

(2) Clear processing of standardized grey number

Yk
ij ¼

�~kkij 1��~kkij

� 	
þ �kkij ��kkij

� 	n o

1��~kkij þ�kkij

� 	 ð6Þ

Vulnerability factor

Personnel factor

Facility factor

Cost factor

Management factor
Fresh Agricultural products 
cold chain logistics supply 

chain

Cold chain network efficiency (F1)

Cold chain market demand (F2)

Cold chain outsourcing ratio (F3)

Cold chain transparency (F4)

Scarcity of technicians (F5)

Number of cold chain suppliers (F6)

Driver's sense of responsibility (F7)

Coordination ability of third party enterprises (F8)

Risk recognition and prediction ability (F9)

Quality monitoring ability of refrigerator vehicle (F10)

Extreme weather adaptability (F11)

Temperature control capability (F12)

Technical level of cold chain facilities (F13)

Number of refrigerated trucks (F14)

Road possible capacity (F15)

Infrastructure construction cost (F16)

Transportation cost (F17)

Fig. 1. Influencing factors index system of fresh agricultural products cold chain logistics
supply chain
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(3) Work out the clarity value

Zk
ij ¼ min�kkij þ Yk

ijD
max
min ð7Þ

C. DEMATEL Method

This method is proposed by the Bottelle Institute of the United States to apply
graph theory and matrix theory to effectively analyze the logical relationship between
various factors. The specific operation steps are as follows:

(1) Construct influencing factor matrix. Use 0–5 to represent the relationships among
the influencing factors. Detailed steps as follows:

aij ¼

0
1
2
3
4

no influence between two
slight influence between two
low influence between two

obvious influence between two
great influence between two

8>>>><
>>>>:

(2) Establish influencing factor matrix A. According to the expert’s evaluation results
to get directly influencing factor matrix A. Matrix A indicates the influencing
degree of row factor i on column factor j.

A ¼ aij
� �

n�n ¼
a11 a12 . . . a1n
a21 a22 . . . a2n
..
. ..

. ..
. ..

.

an1 an2 . . . ann

2
6664

3
7775

(3) Standardize matrix A. Sum of the rows of matrix A, max means the maximum of
rows sum, let X ¼ A=max.

(4) Calculate the comprehensive influencing matrix T . T ¼ X I � Xð Þ�1

(5) Analyze influencing factors. According to the elements Tij from the comprehen-
sive influencing matrix to determine the relationships between the influencing
factors. To get every element’s influencing degree Ri, influenced degree Dj,
centrality degree Pi and causality degree Ei [12, 13].

D. Grey-DEMATEL Method

In order to solve the uncertainty and fuzziness of factor selection in evaluation. This
paper combines DEMATEL method with interval grey number to establish Grey-
DETEMAL method decision model which is practical and flexible. Its operation steps
are as follows:

(1) Establish fresh agricultural products cold chain logistics supply chain relationship
matrix based on interval Grey Number Theory. The relationships between
influencing factor i and influencing factor j are devided five kinds which are direct
influence, weak influence, lower influence, obvious influence and great influence
recoded as N, W, L, H and VH, the interval grey number in detail (see Table 1).
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The experts’ evaluations would correspond change with experts’ different attention
on fresh agricultural products cold chain logistics supply chain. Therefore, the weight
value is given the fuzziness characteristic of interval grey number (see Table 2).

(2) Establish the grey number matrix. Transformed the formed grey number matrix to
get grey number matrix �k according to Table 1.

(3) Clear processing of the grey number matrix according to formula (5), (6), (7), and
used the formula (8) to calculate the weighted weight matrix Z. Zij represents the
element which lies in column j and row i of the weight matrix.

Zij ¼ x1Z
1
ij þx2Z

2
ij þ . . .þxnZ

n
ij

xn represents the weight proportion of element Zij
Xn

i¼1
xi ¼ 1 ð8Þ

(4) Gain the standardized matrix M according to formula (9), (10) to standardized Z.
Then used formular (11) to calculate comprehensive influencing matrix T
(T ¼ tij

� �
n�n).

M ¼ S � Z ð9Þ

S ¼ 1
max
1� i� n

Pn
j¼1 Zij

i; j ¼ 1; 2; � � � n: ð10Þ

Table 1. Semantic variable of expert’s evaluation

Semantic variable Interval grey number

Direct influence (N) [0, 0]
Weak influence (W) [0, 0.25]
Lower influence (L) [0.25, 0.5]
Obvious influence (H) [0.5, 0.75]
Great influence (VH) [0.75, 1]

Table 2. Semantic variable of expert’s weight

Semantic variable Interval grey number

Unimportant [0, 0.3]
A little important [0.3, 0.5]
Important [0.4, 0.7]
More important [0.5, 0.9]
Great important [0.9,1]
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(5) Calculate the comprehensive influencing matrix.

T ¼ MðI �MÞ�1 ð11Þ

(6) Calculate influencing degree Ri, influenced degree Dj, centrality degree Pi and
causality degree Ei

Ri ¼
Xn

i¼1
tij i ¼ 1; 2; � � � ; nð Þ; ð12Þ

Dj ¼
Xn

j¼1
tij j ¼ 1; 2; � � � ; nð Þ; ð13Þ

Pi ¼ Ri þDjji ¼ j; ð14Þ

Ei ¼ Ri � Djji ¼ j ð15Þ

Through the above calculation, the influencing degree of each influencing factor on
fresh agricultural products cold chain logistics supply chain could be judged by the
influence degree and influenced degree. The importance of each index could be
determined in the agricultural cold chain logistics’ influencing factors index system by
the centrality degree. It could further analyze the relationships between each index by
the causality degree [12, 13]

3 Example Analysis

In order to better use Grey-DEMATEL method to analyze the key influencing factors
of fresh agricultural products cold chain logistics supply chain, this paper carried out an
example analysis of fresh agricultural cold chain logistics in M enterprise. Firstly, the
questionnaire was distributed to seven experts who knew about the cold chain logistics
supply chain of agricultural products or had been engaged in the cold chain logistics of
fresh agricultural products for a long time to fill in, then recycled and analyzed.
According to the results of investigation and interview, seven experts were given
different weights which are processed by interval grey number method (see Table 3).

According to the above formulas and the analysis of the results of questionnaires,
the Grey-DEMATEL method is used to construct a direct influencing matrix A.

The direct influencing matrix A is converted into grey number matrix X according
to Table 3. Formula (5)–(7) are used to clarify the grey number matrix X. Finally, a
comprehensive influencing table (see Table 4) is obtained. The influencing degree Ri,
influenced degree Dj, centrality degree Pi and causality degree Ei of each factor are be
worked out (see Table 5).

According to the cause index of each factor, the influencing factors of fresh agri-
cultural products cold chain logistics supply chain are divided into two categories.

(1) Cause factors. The rank of cause factors (Ei [ 0) by their size is:
F1 [ F6 [ F9 [ F4 [ F2 [ F14 [ F5 [ F11 [ F3 [ F7. These factors are
positive factors to promote the development of cold chain logistics supply chain
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due to they have a direct influencing on it. These factors should be strengthened.
Advanced logistics equipment and technology such as GPS technology, RFID and
wireless handheld terminal can be applied to realize the information management
of all operation links for vehicle logistics and improve the efficiency of cold chain
network. What’s more, the strength of leading enterprises, changes in market
supply and demand, construction of marketing channel and regional economic
development should be paid attention to promote the circulation of the whole
chain.

(2) Result factors. The rank of result factors (Ei \ 0) by result factors’ absolute value
is: F17 [ F10 [ F13 [ F8 [ F12 [ F15 [ F16. The quality control capability
and transportation cost are the factors which are easily changed by other results.
Therefore, the relevant rules of fresh agricultural products cold chain logistics
supply chain should be standardized. The organization and coordination of all links
should be strengthened. Improve transport efficiency and reduce cost. The
assessment and training of refrigerated vehicle drivers and professionals should be
strengthened gradually.

According to the centrality degree (Pi [ 0) index of each factor, the rank of fresh
agricultural products cold chain logistics supply chain’s influencing factors is: F8 [
F12 [ F17 [ F11 [ F5 [ F13 [ F14 [ F10 [ F2 [ F4 [ F3 [ F15 [ F9 [
F16 [ F6 [ F1 [ F7. It shows that temperature control capability, coordination
ability of third party enterprises and extreme weather adaptability would make enter-
prises actively face the problems caused by it and reduce can losses in maximum.
Therefore, enterprises should constantly debug in the application process of informa-
tion platform to determine the application environment and optimal technical param-
eters of each technology. And give full play to the role of information platform.

Table 3. Expert weight values

Category of experts Expert weight

Head of cold chain logistics project of M company [0.3, 0.7]
Head of cold chain logistics development planning department of M
company

[0.5, 0.8]

Cold chain logistics supply chain expert 1 [0.3, 0.6]
Cold chain logistics Supply chain expert 2 [0.3, 0.5]
Cold chain logistics supply chain expert 3 [0.4, 0.7]
Cold chain logistics supply chain expert 4 [0.6, 0.9]
Cold chain logistics supply chain expert 5 [0.7, 1]
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4 Conclusion

In this paper, the brainstorming method was used to find out the key factors which
influenced fresh agricultural products cold chain logistics supply chain. Due to the
complex relationships between influencing factors of fresh agricultural products clod
chain logistics supply chain, an index system was established for its influencing factors.
Through the analysis of the relationships among the influencing factors of it, the grey
number matrix was used to describe quantitatively. In view of the fuzziness and
uncertainty when experts scored for influencing factors, the interval grey number from
grey number theory was used to clarify it. Then Grey-DEMATEL model was estab-
lished. The validity and operability of fresh agricultural products cold chain logistics
supply chain’s influencing factors model based on Grey-DEMATEL have been ver-
ificated by the case. The conclusion could better fit the actual situation of enterprises,
reflect the problems existed in cold chain logistics supply chain and provide reference
measures for enterprises to improve.

Clarification. The reason of anonymous is that all the experts involved in the scoring work in
the enterprise, involving some private information of the enterprise, so anonymous words are
used to score.

The Authenticity of the questionnaire, the questionnaire was scored by colleagues and leaders
of the internship department at that time, and was analyzed against the background of the
internship company.
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Abstract. For the supply chain logistics collaboration problem with manu-
facturers as the core, the questionnaire was designed through investigation and
analysis. The index system of three-dimension collaborative influence factors
about logistics standardization, process information and decision-making intel-
ligent was determined. The Structural Equation Model of logistics collaboration
influencing factors was constructed based on the relationship hypothesis of
index factors affecting logistics collaboration. Combined with the results of the
questionnaires, SPSS & AMOS was used to analysis reliability and validity.
And structural equation model was verified and evaluated. Finally, the path
relationship and the degree of influence between the various factors were
determined. It provides a reference for management and control of manufac-
turing supply chain logistics collaboration in China.

Keywords: Influencing factor � Logistics collaboration � Supply chain �
Structural Equation Model

1 Introduction

With the increasingly complex organizational structure of the supply chain, the factors
affecting the supply chain collaboration have increased dramatically, which has
aggravated the difficulty of supply chain collaboration. Logistics as the physical
foundation throughout the supply chain, logistics collaboration is the core of supply
chain collaboration, and is essential to improve the overall service quality of the supply
chain [1, 2]. In order to improve the rapid response of supply chain logistics to market
demand and production, and to solve the logistics collaboration problem among various
links in the complex supply chain, the mining and analysis of the factors of supply
chain logistics collaboration is to achieve on time, efficient, orderly and low inventory
is the key to the supply chain logistics collaboration.

At present, domestic and foreign scholars’ research on supply chain logistics col-
laboration mainly focuses on logistics collaborative management mode, collaboration
mechanism and strategy, collaborative performance and so on. Rhea and Shrock first
proposed the logistics utility measurement index to measure the contribution of
logistics to corporate profits [3]. Sawik pointed out that logistics performance
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evaluation can better reflect the logistics operation of the supply chain under certain
customer service levels [4]. In China, Ma studied the optimization of supply logistics
collaborative strategy under the Supply-Hub model from the perspective of trans-
portation and inventory, VMI integration and JIT technology, production and distri-
bution [5, 6]. Xie et al. studied the synergy of multiple suppliers’ supply logistics and
its impact on supply chain enterprise performance from the three dimensions of
supplier-manufacturer collaboration, supplier collaboration and logistics service capa-
bility [7]. Representative research results of logistics collaboration factors: Qian and He
studied the factors affecting the synergy between the two by constructing a grounded
theoretical model of cross-border e-commerce and cross-border logistics coordination
[8]. Liu and Li used the structural equation model to reveal the influence path and
influence degree of the various factors affecting the resource allocation of coal pro-
duction logistics system [9]. Fu and Li studied the hierarchical structure of the
influencing factors of regional logistics and regional economic collaboration devel-
opment by improving the Interpretative Structural Model [10]. Mi and Zeng used
regression analysis to study the logistics links current status in the Yangtze River
Economic Belt and its influencing factors [11]. In terms of manufacturing logistics,
Huang and Chen constructed a PCA-GRA-based manufacturing and logistics industry
collaboration evaluation model for the collaboration between Xiamen’s manufacturing
and logistics industries [12]. For the application of research methods, some scholars use
factor analysis, principal component analysis, gray correlation, AHP, regression anal-
ysis and other methods to analyze the factors. These methods are more subjective to the
measurement and evaluation of qualitative indicators, and it is difficult to achieve
simultaneous estimation of the relationship between factor structure and factors. The
Structural Equation Model (SEM) can make up for the shortcomings of the above
methods. Zhang and Zhang used SEM to analyze the influencing factors of the
selection behavior of the dilemma in the signalized intersection, and obtained the key
influencing factors and their influence degree [13].

In summary, the existing research results mainly focus on logistics collaborative
management mode, collaboration mechanism and strategy, and collaboration perfor-
mance, which laid the foundation for this research. The factors of the logistics col-
laboration to analyse problem mainly concentrated in the fields of regional logistics and
e-commerce logistics, but there are few researches on the factors of manufacturing
supply chain logistics collaboration. Therefore, this paper focuses on the analysis of the
influence factors for the supply chain logistics collaboration, taking supply chain
logistics as the research object, and determining the index system of logistics collab-
oration factors by the investigation and analysis. On this basis, constructing multiple
dimensions of supply chain logistics synergy influencing factors analysis model, and
the SEM is used to measure the logistics collaboration factors, reveal the influence path
and influence degree between each influencing factor, and provide the theory for the
logistics association of supply chain related enterprises.

214 R. Zhang and X. Yang



2 Determination of Synergistic Factors

2.1 Structural Equation Model

The structural equation model consists of two parts: the measurement equation and the
structural equation. The measurement model describes the relationship between the
latent variable and the explicit variable. The structural model describes the relationship
between exogenous latent variables and endogenous latent variables, and this rela-
tionship is expressed in the form of a graph to form a path diagram.

Research on the Influence Factors upon Supply Chain Logistics Collaboration
belongs to the uncertainty problem of combining qualitative and quantitative factors
among multiple factors. For traditional statistical methods, it is impossible to deal with
latent variables that cannot be directly and accurately measured. SEM can be indirectly
reflected by the data of observation indicators, and at the same time estimate the
relationship between variable structure and variables. Therefore, the structural equation
model has been widely used in the fields of behavioral science and sociology [14]. In
addition, SEM allows for some errors in the measured variables, which can avoid the
problem that the evaluator subjectively cannot accurately measure. In summary, this
paper uses SEM to study the influence path and influence degree of the factors affecting
supply chain logistics collaboration.

2.2 Determining the Impact Factor Indicator

The research literature found that there is currently no direct application to the
manufacturer-centric supply chain logistics synergy impact indicator system. In order
to ensure the rationality of the indicators, on the basis of research on enterprise research
and interviews with logistics experts, 26 influencing factors were selected from all
relevant logistics contents in the whole process of supply chain purchase order, material
transportation, receipt and storage, sorting and distribution, and production assembly
and assembly.

According to the survey results, the key factors affecting supply chain logistics
collaboration are identified through factor analysis and logistic regression analysis,
namely 20 indicators in 4 dimensions. The identified four dimension influencing factors
are used as the latent variables of the structural equation model, and the corresponding
20 influencing factor indicators are used as the observed variables of each latent
variable. The analysis found that the content of the indicators contained in the first three
latent variables coincides with the three core elements of logistics collaboration:
logistics standardization, process informationization and decision-making intelligence
matching, so the three latent variables are named. According to the index content of the
4th latent variable, the variable is named as supply chain logistics collaboration. In
summary, the preliminary identified influencing factors indicator system of supply
chain logistics collaboration is shown in Table 1.

Effect Factors Analyzing on Supply Chain Logistics Collaboration 215



3 Influential Factor Structural Model

From the analysis of the influencing factors of supply chain logistics collaboration,
logistics standardization, process informationization, and intelligence decision making
will have a direct impact on supply chain logistics collaboration. However, there may
also be interactions between these factors, such that one factor has an indirect effect on
logistics collaboration by acting on other factors. According to the analysis of the key
influencing factors of supply chain logistics collaboration, the relationship hypothesis
between each influencing factor is proposed. The content of the hypothesis is shown in
Table 2. Then, based on the hypothesis, the structural model of logistics synergy path
is constructed. As shown in Fig. 1, the ellipse represents the latent variable.

Table 1. Factors affecting supply chain logistics collaboration

Key influencing
factors (variable)

Item Indicator
code

Logistics
standardization (BZ)

Material delivery punctuality rate BZ1
Material delivery order rate BZ2
Material delivery accuracy BZ3
Logistics operation standardization BZ4
Standardization of logistics equipment BZ5
Material data account matching rate BZ6

Process information
(XX)

Logistics management system information platform
coverage (LMS, SCM, SRM, WMS, etc.)

XX1

Application level of information acquisition
technology (RFID, EDI, etc.)

XX2

Real-time information transfer ratio XX3
Information transmission accuracy XX4
Information sharing depth XX5
Information sharing breadth XX6

Intelligent decision
making (ZN)

Information system integration level (SCM, ERP &
SRM, ERP & CRM, MES & ERP, MES & PLM,
etc.)

ZN1

Intelligent level of logistics and storage equipment ZN2
Material dynamic tracking and quality traceability ZN3
The applicability of intelligent decision making
(Automatically generate and dynamically adjust
material distribution plans)

ZN4

Intelligent control agility (Anti-error material,
material shortage warning)

ZN5

Supply chain logistics
collaboration (XT)

Order completion rate XT1
Order response speed XT2
Inventory turnover rate XT3
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4 Model Analysis and Evaluation

4.1 Data Sources

This paper mainly uses questionnaires to conduct in-depth research and collect data.
The investigation was carried out in 2018, mainly for the first-line employees and
middle- and high-level managers of the supply chain logistics operations of the
assembly enterprises. The survey includes the basic situation of the respondents and the
impact of logistics standardization, informationization, and intelligence on collabora-
tion. The design of the questionnaire is mainly based on the Likert 5 scale method. This
questionnaire is mainly based on the questionnaire star push survey. The questionnaire
design is a mandatory submission form, which effectively avoids the invalid ques-
tionnaire problem caused by too many blank answers, and a total of 389 questionnaires
were collected. There were 351 valid questionnaires after eliminating the questionnaire
with obvious errors. The effective rate was 90.3%.

Table 2. Relationship hypothesis of logistics synergy factors

Serial
number

Assumed content

H1 Logistics standardization has a positive impact on supply chain logistics
collaboration

H2 Process informatization has a positive impact on supply chain logistics
collaboration

H3 Intelligent decision-making has a positive impact on supply chain logistics
collaboration

Logistics
Standardization

(BZ)

Intelligent decision 
making
(ZN)

Process
Information

(XX)

Supply chain 
logistics

coordination
(XT)

Logistics
Standardization

(BZ)

Intelligent decision 
making
(ZN)

Process
Information

(XX)

Supply chain 
logistics

coordination
(XT)

H1

H3

H2

Fig. 1. Structural model of logistics synergy path
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4.2 Reliability and Validity Analysis

Before the structural equation model analysis, it needs to analyze the reliability and
validity of the data used is required.

Reliability analysis is reliability analysis. The reliability of the questionnaire results
is analyzed by SPSS 17.0. The consistency and stability of each latent variable were
measured by Cronbach’s alpha value. The reliability analysis results of each latent
variable are shown in Table 3. From the survey analysis results, Cronbach’s alpha
values for each latent variable and all observed variables were greater than 0.7, with
higher reliability and passed an internal consistency test. Validity analysis is the
effectiveness analysis used to test the merits of the structural validity of the scale. This
paper mainly tests by factor analysis. First judge the relevance of the scale. When the
KMO is close to 1 and the P value (Sig.) of the Bartlett spherical test is less than 0.05,
the correlation between the variables is better. The calculation results are shown in
Table 3. The KMO value is 0.809. The Bartlett sphere test is significant at the level of
P = 0.000. The data has good structural validity and can be used to analyze the
structural equation model.

4.3 Model Fitting Test and Evaluation

Using AMOS23.0 to draw the initial path map of logistics synergy factors, the data
through the reliability and validity test is imported into the initial model for rationality
test and fitting analysis, and the rationality of the structural model is evaluated
according to the fitting index. Correct the unreasonable model and then estimate the
parameters.

According to the principle of “gradual rationality”, the rationality of each mea-
surement model is first tested. Through the convergence validity of the CFA test scale,
the combination reliability (CR) of each variable is more than 0.7, and the average
variance extraction value (AVE) is more than 0.5, indicating that each factor has good
convergence validity. The results are shown in Table 4. The normalized loads of the
measured indicators on the measured latent variables are all in the range of 0.5–0.95, all
of which passed the rationality test.

Table 3. Test results of scale reliability and validity

Variable Cronbach’s
alpha

Standardized item based
Cronbach’s alpha

KMO Number
of items

BZ 0.816 0.831 0.768 6
XX 0.842 0.847 0.864 6
ZN 0.784 0.793 0.826 5
XT 0.813 0.815 0.795 3
Total
amount

0.815 0.826 0.809 20
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Then estimate the parameters of the structural model. By calculating the path
coefficient and the degree of significance between the latent variables, the rationality of
the path relationship between the latent variables is judged. As shown in Table 5, it can
be seen from the parameter estimation results of the structural model that the standard
error of the measured variables contained in each latent variable is less than 0.20, the
CR value is greater than 2.58, and the path relationship between the latent variables is
P < 0.05. The level is statistically significant and passed the test.

Table 4. Rationality test results of measurement model

Variable Item Factor loadings CR AVE

BZ BZ1 0.719 0.851 0.617
BZ2 0.607
BZ3 0.801
BZ4 0.612
BZ5 0.549
BZ6 0.822

XX XX1 0.817 0.914 0.590
XX2 0.839
XX3 0.735
XX4 0.741
XX5 0.619
XX6 0.554

ZN ZN1 0.819 0.873 0.578
ZN2 0.705
ZN3 0.693
ZN4 0.782
ZN5 0.734

XT XT1 0.783 0.866 0.526
XT2 0.717
XT3 0.689

Table 5. Parameter estimation of structural model

Hypothesized paths Estimate S.E. C.R. P Results

H1: XT ← BZ 0.529 0.103 4.761 *** Supported
H2: XT ← XX 0.614 0.125 5.590 *** Supported
H3: XT ← ZN 0.498 0.076 4.172 *** Supported
BZ $ XX 0.561 0.084 4.619 ***
XX $ ZN 0.473 0.054 3.826 **
BZ $ ZN 0.607 0.109 4.803 ***

Note: ***indicates significant at 0.01; **indicates significant at
0.05.
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Model fitting mainly uses Relative Fitting Index (RFI), Incremental Fit Index (IFI),
Tucker-Lewis Index (TLI), Comparative Fit Index (CFI), Root Mean square Residual
(RMR), Root Mean Square Error of Approximation (RMSEA), Goodness of Fit Index
(GFI) and Normed Fit Index (NFI) are used to judge the fit of the model. After repeated
fitting, the final fitting data is shown in Table 6, RFI and IFI and TLI are close to 1,
well fitted, CFI more than 0.9, RMR and RMSEA less than 0.08, indicates that the fit is
good. GFI more than 0.9, NFI less than 0.9, but the acceptance criteria of more than
0.8, considering the relationship between the latent variables and the number of
measured indicators, indicate that the model fits well and can accept the model.

Using AMOS23.0 to run and identify the SEM model, the finalized standardized
path of output and model fitting effect are shown in Fig. 2.

4.4 Result Analysis

It can be seen from Fig. 2 that the three external potential variables through the sig-
nificance test have a positive effect on the supply chain logistics collaboration. The
order of influence is as follows: process informationization (0.614) > logistics stan-
dardization (0.529) > decision-making intelligence (0.498), and there is a significant
correlation between logistics standardization, logistics informationization and logistics
intelligence.

Logistics standardization has a significant positive impact on supply chain logistics
coordination, and the path coefficient is 0.529. The degree of synergy between the
various factors of logistics standardization on supply chain logistics is: the material data
account is consistent with 0.822; the average load of accurate delivery of materials on
time and in order is 0.709; the standardization impact of logistics operation stan-
dardization and logistics equipment is relatively weak in order of 0.612 and 0.549. In
addition, logistics standardization is the ablest one dimensionality to obtain high returns
with low input in the three key influencing factors. Logistics standardization is the basis
for achieving supply chain logistics coordination.

Table 6. Evaluation results of structural equation model

Fitting indicator Actual value Suggested value

v2
�
df 2.163 1–3

RFI 0.946 >0.9
NFI 0.894 >0.9
GFI 0.905 >0.9
IFI 0.951 >0.9
TLI 0.993 >0.9
CFI 0.962 >0.9
RMR 0.065 <0.08
RMSEA 0.061 <0.08
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Logistics process informatization has the highest impact on logistics synergy. The
standardized path coefficient is 0.614, in which information platform, information
acquisition technology infrastructure and so on are the most important, in which the
influence factor loadings are 0.817 and 0.839 respectively. The enterprise should be on
the basis of standardization of logistics operations, increase input and support of the
information platform represented by SCM, SRM, ERP, CRM, LMS, WMS, MES and
so on, expand the promotion and use of the information acquisition technology such as
RFID, EDI, realize the information sharing of all platforms and units.

Decision-making intelligence has a significant positive impact on supply chain
logistics coordination, of which information integration is the most critical 0.819,
followed by intelligent decision-making fitness and intelligent control level of 0.782
and 0.734 respectively. Logistics equipment intelligence and logistics dynamic tracking
impact factor coefficient are relative. The weaker reason may be that the advanced
equipment investment is higher in the early stage, and most manufacturing enterprises
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have not yet realized it, but the intelligence is the inevitable future development of the
manufacturing industry, which helps the enterprises to achieve better logistics
coordination.

5 Conclusion

In order to achieve precise management and control of logistics coordination, this paper
studies the synergistic factors of supply chain logistics with manufacturers as the core.
First, the questionnaire for influencing factors was designed based on in-depth research.
The index system of logistics synergy factors consisting of logistics standardization,
process informationization and decision-making intelligence was determined. Then the
structural equation model of logistics synergy factors is constructed. Combined with
the results of the questionnaire, SPSS17.0 was used to analyze the reliability and
validity and AMOS23.0 was used to verify and fit the model and data. The results
showed that the data has high reliability and validity and the model data has a good fit.
Finally, according to the factor load and path relationship coefficient of observed
variables, the influence path and influence degree of supply chain logistics coordination
key factors were determined, which lays a solid foundation for supply chain logistics
collaborative evaluation. This research helps enterprises to further standardize logistics
standards, promote the rapid development of logistics informationization and intelli-
gence, achieve efficient collaborative operation in the supply chain, and at the same
time has reference significance for collaborative management of supply chain logistics
coordination.
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Abstract. Blockchain as a distributed and sharing ledger technology is in the
rising application in various fields. Its characteristics of decentralization,
transparency, traceability and non-tampering meet the demands of social
emergency management and provide a new train of thought for solving the
problems existing in the current social emergency management, such as insuf-
ficient information resource sharing, imperfect trust mechanism and high use
cost of donations. This paper first introduces the core technologies of blockchain
and analyzes the coupling between the characteristics of blockchain and the
demands of social emergency management. Secondly, the emergency mecha-
nism of social emergency management based on blockchain is proposed from
three dimensions of object, property and function. Thirdly, the typical scenarios
are given to illustrate the specific application of blockchain in the social
emergency management.

Keywords: Blockchain � Sharing � Social emergency management � Trust �
Value

1 Introduction

With the changes of international situation since the beginning of the 21st century,
various domestic public emergencies have occurred from time to time. This not only
brings great losses to people’s lives and property, but also affects social stability and
economic development. Social emergency management is referred to the emergency
management in the face of emergent public events, with the participation of govern-
ment at all levels and social organizations. In the new era, strengthening and improving
social emergency management have become an important topic that governments at all
levels and social organizations must face.

Various experts and scholars analyzed the social emergency management from
different angles and pointed out the existing problems. Reference [1] showed that there
has not yet been a nationwide or regional influential network in China’s emergency
management system and emergency management is inefficient. Reference [2] said that
the information management system is not perfect, and information delay, concealment
and omission often occur. Reference [3] revealed that in the era of big data, the
formation of isolated information islands and severe information security situation
contain new social risks. Some scholars also pointed out the lack of transparency in the
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participation of charitable organizations in emergency management [4], the high use
cost of charitable funds and low efficiency in the rescue process [5].

According to the higher requirements of social emergency management in the new
era, scholars at home and abroad have published their own unique suggestions and
countermeasures. Reference [6] proposed to monitor online data flow in social media to
quickly and accurately identify the latest situation of disaster events. Reference [7]
proposed to use social media to promote the sharing of emergency information. Ref-
erence [8] put forward the idea of building an open emergency management platform
for sharing, integration and collaboration through the use of Internet technology and
cloud platforms. Reference [9] proposed a new intelligent emergency management
model- “cloud emergency”.

Different countermeasures and solutions have promoted the improvement of
emergency management. However, it is difficult to guarantee the authenticity and
reliability of emergency information under the Internet technology, and centralized
systems such as cloud platforms have problems of security risks and high costs. In
addition, the problem of isolated data islands still exists, and the requirements of
information resource sharing are still not fully met. Blockchain just meets the demands
of social emergency management, and few people have set their hands on the research
of the integration of blockchain and social emergency management. Therefore, this
paper based on blockchain, combined with the coupling analysis of blockchain and
social emergency management, proposes the emergency mechanism of social emer-
gency management, and illustrates the specific application mode of blockchain through
typical application scenarios of social emergency management, which provides a new
train of thought and technical support for the development of social emergency
management.

2 Blockchain Technology

A. Concepts and Characteristics of Blockchain Core Technologies
Blockchain is a decentralized sharing general ledger that combines data blocks into a
specific data structure in a chain according to time sequence and ensures the ledger
non-tampering and unforgeable by cryptography. It can safely store data that simple,
sequential and can be verified in the system [10].

(1) P2P network

Blockchain network is a P2P network. Different from the traditional centralized
organization, all nodes in the blockchain have the same status. Each node stores all data
information in the whole blockchain. In this data framework, the data of each node is
owned, managed and supervised by all participants. Each node can join or leave the
network at will and ensure the stability of the network. What’s more, the transparency
and traceability of data are realized.

(2) Consensus mechanism

As the core technology of blockchain, consensus mechanism uses a set of consensus
algorithm based on mathematics to ensure the authenticity of each record in a distrust
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environment. Each node will voluntarily and honestly judge the authenticity of each
record according to the rules set in the protocol for the sake of maximizing its own
interests, and finally add the true records into the blockchain.

(3) Asymmetric encryption algorithm

Blockchain uses asymmetric encryption algorithm to solve the privacy and trust
problems of users between networks. Each participating user in the blockchain has an
exclusive public key and a private key. The public key is published to all network
users, whereas the private key is only mastered by the user himself. Users can use the
private key to digitally sign the end of the data. Other users can verify the authenticity
of the data source by decrypting with the public key.

(4) Smart contract

Smart contract is a piece of code deployed in a distributed sharing ledger. It is a
computer program that can automatically execute the terms of the contract. The
blockchain system automatically judges the contract execution conditions by specify-
ing the obligations and conditions of the contract. When all the judgment conditions are
met, the blockchain system will automatically enforce the contract terms.

B. Coupling Analysis of Blockchain and Social Emergency Management
The characteristics of blockchain are consistent with the demands of social emergency
management (see Table 1), which is described below.

(1) Blockchain is essentially a distributed ledger. In P2P network, each node has
equal rights and obligations, and all information in the distributed ledger is stored.
In the process of social emergency management, there are many channels for
information dissemination of emergency information, effective collection is dif-
ficult, and information sharing is insufficient, resulting in poor coordination of
emergency rescue, low rescue efficiency, idle waste of emergency resources, etc.

(2) The data cannot be tampered with once it is added to the block. In addition,
consensus mechanism is used to realize authenticity and reliability of the data, and
timestamp ensures its traceability and inquiry. The authenticity of emergency

Table 1. Coupling analysis of blockchain characteristics and social emergency management
demands

Characteristics Blockchain Social emergency
management demands

Decentralization All nodes store all information
in a distributed ledger

Sharing of information and
resources

Transparency,
traceability and non-
tampering

Distributed ledger maintained
by all nodes

Information security,
reliability and trust
mechanism

Intelligent and efficient Contracts that can be executed
automatically

Reduce costs and improve
benefit
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information is crucial to command, decision-making and cooperative rescue in the
emergency management network. Moreover, there are some problems in chari-
table donation, such as opaque use information and low public trust.

(3) Smart contract technology ensures the reliability and non-tampering of the con-
tract, and can be automatically executed when the conditions are met. In the social
emergency management, the donation of charity money and the transaction of idle
emergency resources often require the third-party auditing and arbitration insti-
tutions to provide trust guarantee, which increases the cost and reduces the benefit
of social emergency management.

3 Emergency Mechanism of Social Emergency Management
Based on Blockchain

As a new generation of distributed information technology, blockchain based on P2P
network, consensus mechanism, encryption algorithm, smart contract has the charac-
teristics of decentralization, transparency, traceability and non-tampering. It provides a
new train of thought to deal with the problems of insufficient information resource
sharing, imperfect trust mechanism and high use cost of donations. The emergency
mechanism of blockchain in social emergency management can be summarized and
analyzed from three aspects: object dimension, property dimension and function
dimension, as in Fig. 1.

A. Object Dimension
Emergency information, resources and donations play an important role in emergency
management. Some scholars divide the emergency management involving social
organizations into three parts: risk management, crisis management and recovery

Fig. 1. Emergency mechanism model of social emergency management based on blockchain
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management, and summarize each part, including disaster information, rescue
resources and donations [1]. Obviously, these three subjects are indispensable parts in
social emergency management.

Information: One of the core mechanisms of emergency management is the com-
munication and sharing of information. Emergency response strongly depends on the
ability of information exchange and the ability of decision makers to formulate
effective action policies based on collected information [11]. However, insufficient
information sharing [12], lack of information linkage mechanism and mutual com-
munication mechanism [13] have become a key factor restricting the efficiency of
emergency response and rescue effect.

Resources: Emergency resources are playing an increasingly important role in
large-scale emergency rescue. Big data can optimize the production, scheduling,
storage, transportation, distribution, location and disposal of emergency resources [14].
However, problems such as waste of resources, insufficient emergency capacity and
unreasonable use of emergency resources still exist [15].

Donations: Charitable donations initiated by charitable organizations as represen-
tatives are vital in saving lives and helping the reconstruction of disaster areas during
the recovery process of emergency management. However, in recent years, problems
such as incomplete accounting information, difficult access to financial information,
lack of independent external supervision and trust mechanism, and high use cost of
charitable donations have become bottlenecks restricting the development of charitable
undertakings [5].

B. Property Dimension
Sharing: The distributed nature of the blockchain enables all parties involved in social
emergency relief to collect and share data in the same network. As a node in the
blockchain network, each participating social organization stores all the information,
which can conveniently query the emergency information and resources information in
the rescue process. It provides a technical solution to solve the problems of poor
coordination, low efficiency, and idle waste of resources in emergency management.

Trust: Consensus mechanism ensures the authenticity of each record in a distrust
environment and solves the trust problem between nodes. In addition, the value
exchange based on mathematical principles on the blockchain is completely trust-
worthy, once the transaction is confirmed and recorded on the blockchain, it cannot be
denied or tampered with, and every transaction recorded can be checked and traced by
users, thus improving the public’s trust in the donation of charity funds and eliminating
the participation of third-party organizations such as auditing.

Value: Blockchain can reduce the cost, improve the efficiency and promote the
development of social emergency management. P2P network and consensus mecha-
nism have created conditions for full sharing of rescue resources. Through the way of
digital token donation and the principle of consensus, the high handling fee in the
process of inter-bank transfer is avoided, the participation of third-party organizations
is eliminated, and the cost of donation is reduced. In addition, smart contract tech-
nology can ensure the automatic execution of donations, resource allocation and other
transactions, which has the advantage of cost and efficiency.
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C. Function Dimension
Intelligent donation is to use smart contract technology to realize the automation, high
efficiency and safety of donation. And the security of the execution process and related
transaction data can be ensured through encryption, which can better solve trust
problem from the perspective of avoiding default and operational risks. What’s more, it
does not need an additional third party to supervise it. With the help of blockchain, the
donation process can be effectively simplified, the use cost of donations can be
reduced, and the public trust can be improved, as in Fig. 2.

Information security: Using encryption algorithm and digital signature can ensure
the authenticity, security and reliability of information in emergency management, as in
Fig. 3. Specifically, each social organization, as a node in the network, needs to add a
digital signature encrypted with a private key every time it broadcasts data to the whole
network, which makes it very difficult for attackers to fake data to cheat other nodes.
Moreover, if an attacker attempts to tamper with the data in the blockchain database,
due to the decentralized nature of system, the attacker must control at least 51% of the
data nodes in the system to achieve data tampering, which greatly increases the cost
and reduces the possibility of data tampering.

Fig. 2. Intelligent donation based on blockchain
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Emergency coordination: Organizations participating in social emergency relief
upload emergency information to the distributed network. Under consensus mecha-
nism, real information will be added to the block and new block will be transmitted to
the whole network. Therefore, each node in the network has written a complete backup
of the blockchain data, and can freely query all of information, thus avoiding asym-
metric and inconsistent information in emergency management, realizing data sharing
and information exchange among social organizations, and promoting efficient coor-
dination and orderly development of emergency rescue, as in Fig. 4.

4 Typical Application Scenarios of Social Emergency
Management Based on Blockchain

A. Donation of Disaster Relief Funds
Charity donation, as one of the main ways for social organizations to participate in
emergency management, plays an important role in the process of emergency relief and
reconstruction of disaster areas. The application of blockchain can solve many prob-
lems of current charity donation, such as non-transparent donation accounting infor-
mation, difficulty in ensuring authenticity, difficulty in accessing financial information,
high cost of donation use, etc. As in Fig. 5, a donation model for social emergency
management based on blockchain is presented [16].

Fig. 4. Emergency coordination based on blockchain

Fig. 3. Information security based on blockchain
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On the blockchain donation platform, recipients start fund-raising projects (such as
rebuilding 100 houses for the disaster-stricken areas). After the projects have been
examined by the project examiners, the qualified projects will generate smart contracts
according to their project objectives and implementation plans, and write them into
blockchain. At the same time the fund-raising project information will be transmitted to
the whole network. Donors can choose projects that they are interested in to donate,
and can withdraw donations before funds allocated to recipients. When fund-raising
fund is raised entirely, the project will be started and smart contracts will automatically
transfer corresponding fund to the recipient according to periodic results reports of the
recipient.

B. Sharing of Emergency Resources
At present, all kinds of emergency rescue platforms lack effective integration of
emergency resource information, which affects the effect of emergency rescue. Due to
the particularity of emergency rescue, many emergency materials may be idle after
emergency events, resulting in the waste of resources and increasing emergency
management costs. Some scholars have proposed to use big data and the Internet of
Things to build an emergency resource sharing platform [17], but the problems of
information authenticity, public trust and privacy cannot be well solved.

Using blockchain to build an emergency resource sharing platform can solve the
above problems, effectively avoid resource waste and reduce emergency management
costs. As in Fig. 6, the operation process of the emergency resource sharing platform
based on the blockchain is shown. The organizations participating in social emergency
relief share emergency resource information to the platform. And the authenticity and
security of the information transmitted by each node are guaranteed under consensus
mechanism, encryption algorithm, etc. Each node can freely query all information of
the platform, thus realizing the sharing of emergency resource information. In addition,
blockchain is used to generate smart contract agreements according to the conditions of
the resource supplier and store them in the block. When the resource demander presents
an application and meets the required conditions for sharing resources, the contract will
be automatically executed and the resource will be approved to the demander.

Fig. 5. Donation model for disaster relief funds based on blockchain
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5 Conclusion

Social emergency management is directly related to social stability and is an important
guarantee for social and economic development and people’s quality of life. As a
rapidly developing technology, blockchain has attracted much attention due to its
characteristics of decentralization, transparency, traceability and non-tampering. By
analyzing the coupling between blockchain and social emergency management, this
paper studies from three dimensions of object, property and function, proposes
emergency mechanism based on blockchain, and finally illustrates the specific appli-
cation of blockchain in two typical scenarios of charity donation and resource sharing.
It provides new theoretical guidance and technical solutions for social emergency
management to meet the challenges in the new era.
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Abstract. By constructing a single-principal multi-agent model involving
governments, distributors and infrastructure operators, this paper studies the
problem of government “incentive–supervision” for urban terminal joint dis-
tribution systems after logistics infrastructure operators are involved. The results
show that the government can incent and supervise urban terminal joint distri-
bution systems and improve their output efficiency by selecting participants,
stabilizing the operating environment, guiding participants to establish a positive
competition–cooperation relationship, encouraging participants to make active
innovation, and encouraging enterprises to participate in joint distribution
activities through appropriate policies. Incentive–supervision policies should
aim at encouraging participants to upgrade their operation competence, mini-
mize cost and maximize efficiency so as to create a favorable operating envi-
ronment and promote positive competition among agents.

Keywords: Government “incentive–regulation” � Urban terminal joint
distribution � Principal–agent � Use of infrastructure

1 Introduction

Development of urban logistics is disabling traditional terminal logistics distribution
that mostly relies on own outlets of express companies to accommodate the “last-mile”
and even the last 100-m distribution demanded by urban residents. Numerous express
collection points, post stations, smart express cabinets and other outlets of non-express
companies are finding their way into urban terminal distribution systems. To address
this problem, the General Office of the State Council issued an “Opinions on Promoting
the Cooperative Development of Electronic Commerce and Express Logistics” in 2018,
which defined the public attribute of express terminal facilities for the first time and
included smart express cabinets and express terminal service facilities into service
infrastructure-related programs. In answer to the call of this policy, local governments
began to include terminal service infrastructures such as public transit stations,
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newsstands, convenience stores, and community property management companies into
their urban distribution systems and have provided guidance and planning for the
cooperative operation of terminal outlets of express companies.

At this point, urban terminal joint distribution systems have become a complex,
multi-player system involving the government, industry associations, express enterprise
alliances, logistics infrastructure operators, and urban residents; shared operation of
urban terminal distribution outlets has changed from traditional enterprise alliance
cooperation to shared utilization of public resources under government supervision and
profit distribution in the presence of both competition and cooperation. David et al.
investigated the problem of profit distribution when a public entity delegates the
design, construction and maintenance of an infrastructure system to a private entity to
solve such conflict: the goals of the public and private party do not coincide, there is
information asymmetry between them and their interaction unfolds in environments
under uncertainty [1]. Qiu proposed a “government principal–agent” governance
structure dominated by the government from the perspective of the functions of the
government in major infrastructures, constructed an “incentive–supervision” gover-
nance model on this basis and verified that intensive government involvement in the
supervision of major infrastructures can effectively prevent potential risks and improve
the social performances of infrastructures [2]. Wu et al. suggested obtaining the labor
input of agents by introducing a supervisory mechanism to address the output of agents
and their labor input during service and establish a full, scientific compensation
incentive system [3]. Wen analyzed the task allocation of logistics supply chain
management based on principal–agent theory and investigated the profit coordination
mechanism between logistics service demanders and suppliers on this basis [4]. Zeng
built a profit sharing game model for virtual R&D alliance based on principal–agent
theory and yielded the optimal incentive base for distribution game incentives [5]. Liu
incorporated the fairness preference concept into the original principal–agent model
and built a profit distribution model for collaboration innovation of enterprise, college
and institutes [6]. Dai incorporated a sharing mechanism between independent work
teams and built a mutual incentive model among team members to investigate the
active input among members. Nevertheless, these studies are mostly focused on profit
sharing or incentive mechanisms between business partners or team members [7]. Few
have looked at the roles played by the government in encouraging resource sharing in
urban terminal distribution. In view of the structural characteristics of government-led
urban terminal joint distribution systems, we constructed a single-principal, multiple-
agent model involving the government, express distributors, and infrastructure opera-
tors to examine government incentive and supervision for urban terminal joint distri-
bution systems when logistics infrastructure operators are involved.
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2 Working Mechanism of an Urban Terminal Joint
Distribution System

An urban terminal joint distribution system is a government-led complex system
involving industry associations, express enterprise alliances, logistics infrastructure
operators, and urban residents that work together and interact each other. Its structure
with and interaction are illustrated by Fig. 1.

Within this system, the government incents and supervises the urban terminal joint
distribution system as by the urban residents so that not only are urban residents
provided with convenient, safe terminal distribution services, environmental pollution,
traffic congestion and other social problems arising out of increasing delivery outlets
are also limited to an acceptable level. On the one hand, the government will guide
terminal distribution participants such as express companies, smart express cabinet
operators, convenience stores, and newsstands to participate in this system to attain
scale effect through incentive policies. On the other hand, it will also supervise how
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participants cooperate with other members within the system to ensure the safety and
environmental friendliness of express services and the rationality of system operation.

Express companies, as the main implementers of terminal distribution services, try
to extend the coverage of their service network and upgrade their distribution service
level by building their own outlets, franchised outlets, business cooperation, and col-
lection and procurement services. These operation activities, however, are affected by
the construction and operation costs of outlets, requirements of government supervi-
sion, and strategic selection of competitors. Maximizing operation profit constitutes the
core goal of these participants.

Infrastructure operators, such as convenience stores, newsstands, and community
service centers, which are not part of a traditional terminal distribution system, try to
and improve the organizational operation profit and customer satisfaction by cooper-
ating with express companies or e-commerce enterprises and providing collection,
claim, and temporary storage services for customers.

Smart express cabinets and other similar service facilities, as a new business form
in the shared economy context, gain profit by providing shared terminal equipment for
express companies and end users in densely populated areas such as communities,
office buildings, industrial parks, schools, and hospitals. The working tools of these
enterprises are both the means for them to gain profit and are subject to the supervision
of the local operators, postal service administrations, public security bureaus and other
related government authorities due to their attribute as public goods.

Among these participants, the government is the advocator and supervisor of joint
distribution systems which delegates express companies and other infrastructure
operators to provide terminal distribution services for urban residents. Logistics
infrastructure operators, including the terminal distribution outlets and smart express
cabinet of express companies, as well as convenience stores, newsstands and com-
munity property management companies, which are capable of providing terminal
distribution services, are the implementers of terminal distribution services. Among
these participants, there is both a momentum for cooperation and a competition transfer
resulted from the similarity of services provided. Figure 2 shows the single-principal,
multiple-agent relationship and governance among the government as the principal and
express distributors and logistics infrastructure operators as the agents.

In order to provide appropriate incentive and supervision for express distributors
and logistics infrastructure operators, it is necessary for the government to address
uneven profit sharing between express distributors and logistics infrastructure operators
arising as a result of cooperation degree, competition transfer, risk evasion, and
operation cost, and encourage positive cooperation and competition between distrib-
utors and logistics infrastructure operators by defining regulatory indexes such as
efficiency target and incentive coefficient so as to fulfill the ultimate goal of improving
distribution efficiency and service quality and optimizing urban terminal distribution
environment.
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3 Model Construction and Hypotheses

In an urban terminal joint distribution system based on the government incentive–
supervision mechanism, the government delegates distributors and infrastructure
operators to provide terminal distribution services for urban residents. Information
asymmetry exists between the government and distributors. This multiple principal–
agent structure satisfies the two essential constraints of individual rationality (IR) and
incentive compatibility (IC). IR means the conditions on which individual distributors
and infrastructure operators are willing to accept government delegation, i.e., they will
refuse to accept government delegation unless the profit from distributors and infras-
tructure operators’ participating in terminal joint distribution is always greater than or
equal to their own minimum profit w. IC means to incent an agent to select its optimal
effort level by maximizing the profit of a distributor or infrastructure operator. Other
related hypotheses include [8–17]:

(1) Both the principal and the agent aim to maximize their income. Here, the income of
the principal, i.e., the government, is expressed as wg; the risk is neutral; the output
of the agents, i.e., the distributors and infrastructure operators, is expressed as pi;
the income is expressed as SðpiÞ; the profit is expressed as vi and is risk aversive.

(2) According to the competitive agent output relationship proposed by Tian et al., the
output of an agent is affected by the effort level of both itself and its competitor
[18]. The output of a distributor or an infrastructure operator is typically composed
of cooperation output and competition output, expressed as:
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pi ¼ kai þ
Pn
i;j6¼i

bðai � ajÞþ h0

i ¼ 1; 2; 3 � � � ; n; j ¼ 1; 2; 3 � � � ; n i 6¼ j
ð1Þ

Where: there are n1 distributors and n2 infrastructure operators, and n1 þ n2 ¼ n;
a1; a2 � � � an1 is the effort level of the distributor, denoting the effort level of the
distributor to cooperate with other gents when participating in terminal distribution;
an1 þ 1; an1 þ 2 � � � an1 þ n2 is the effort level of the infrastructure operator, denoting the
effort level of the infrastructure operator to cooperate with other agents when par-
ticipating in terminal distribution; k is the economic efficiency coefficient of the
distributor or infrastructure operator when participating in terminal distribution; b is
the economic efficiency coefficient of customer transfer caused by competition
between the distributor and infrastructure operator, between distributors, or between
infrastructure operators; h is the effect of external uncertainties on the output, which is
a normally distributed random variable with a mean of 0 and a variance of r2.

(3) The income of an agent from participating in terminal distribution comprises two
parts: the incentive offered by the government according to the output of the
distributor or infrastructure operator and the fixed income provided by the gov-
ernment to the distributor or infrastructure operator. The income of a distributor or
infrastructure operator is

SðpiÞ ¼ aþ bðpi � p0Þ ð2Þ

Where: a is the fixed income designed by the government for the distributor or
infrastructure operator from participating in terminal distribution, which is
independent from efficiency; b is the incentive coefficient defined by the
government according to the output of the distributor or infrastructure operator;
p0 is the base output for government incentive. The expected government income
can be expressed as:

Ewg ¼E½p� Sðp1Þ � Sðp2Þ � � � � � SðpnÞ�
¼ � naþ kð1� bÞða1 þ a2 þ � � � þ anÞþ nbp0 þ nð1� bÞh ð3Þ

(4) The cost of the distributor or infrastructure operator for participating in terminal
distribution mainly includes distribution cost and risk cost. Hence the profit of a
distributor or infrastructure operator can be expressed as:

vi ¼ aþ bðpi � p0Þ � da2i =2� qb2r2=2 i ¼ 1; 2; 3; � � � ; n ð4Þ

Where: The joint distribution cost of a distributor or infrastructure operator is
related to effort level, which can be expressed as: cðaiÞ ¼ da2i =2, i ¼ 1; 2; 3 � � � ; n,
where d is the cost coefficient, which is a constant and is greater than 0; the risk-
aversive nature of the efficiency function of the distributor or infrastructure oper-
ator is a constant, i.e., l ¼ �e�qw, where q is the absolute risk aversion and the risk
cost is qb2r2=2.
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Based on these analyses and hypotheses, we can build a single-principal, multiple-
agent model as follows:

max
a;b;a

wg ¼ �naþ kð1� bÞða1 þ a2 þ � � � þ anÞþ nbp0 þ nð1� bÞh

s:t: ðIRÞ aþ bðp1 � p0Þ � da21=2� qb2r2=2�w

ðIRÞ aþ bðp2 � p0Þ � da22=2� qb2r2=2�w

..

.

ðIRÞ aþ bðpn � p0Þ � da2n=2� qb2r2=2�w

ðICÞ a1 2 argmax v1 ¼ aþ bðp1 � p0Þ � da21=2� qb2r2=2

ðICÞ a2 2 argmax v2 ¼ aþ bðp2 � p0Þ � da22=2� qb2r2=2

..

.

ðICÞ an 2 argmax vn ¼ aþ bðpn � p0Þ � da2n=2� qb2r2=2

ð5Þ

Equivalent to:

max
a;b;a

wg ¼ �naþ kð1� bÞða1 þ a2 þ � � � þ anÞþ nbp0 þ nð1� bÞh

s:t: ðIRÞ aþ bðp1 � p0Þ � da21=2� qb2r2=2�w

ðIRÞ aþ bðp2 � p0Þ � da22=2� qb2r2=2�w

..

.

ðIRÞ aþ bðpn � p0Þ � da2n=2� qb2r2=2�w

ðIC) a1 ¼ b k + (n� 1Þb½ �
d

ðIC) a2 ¼ b k + (n� 1Þb½ �
d

..

.

ðIC) an ¼ b k + (n� 1Þb½ �
d

ð6Þ
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As the government needs to ensure that its delegation is justified, simply an equal
symbol is needed for these constraints. By introducing the constraints into the target
function, we yield that the expected government income is a function about b:

max
a;b;a

wg ¼ nbk k + (n� 1Þb½ �=d � nb2 k + (n� 1Þb½ �2=2d � nqb2r2=2� nwþ nh

ð7Þ

Through first-order derivation of this target function, we have:

@wg

@b
¼ nk k + (n� 1Þb½ �=d � nb k + (n� 1Þb½ �2=d � nqbr2 ð8Þ

Through second-order derivation, we have:

@2wg

@b2
¼ �n k + (n� 1Þb½ �2=d � nqr2\0 ð9Þ

When the first-order derivative is 0 and the second-order derivative is smaller than
0, the function is maximized. Hence, let the first-order derivative be 0, and we get the
optimal government incentive coefficient as:

b� ¼ k k þ ðn� 1Þb½ �
k þ ðn� 1Þb½ �2 þ dqr2

ð10Þ

By introducing b� into the model’s incentive compatibility (IC), we get the optimal
effort level of the distributor or infrastructure operator as:

a�1 ¼ a�2 ¼ � � � ¼ a�n ¼
k k + (n� 1Þb½ �2

d k + (n� 1Þb½ �2 þ d2qr2
ð11Þ

By introducing a�i ; b
� into the single-principal, multiple-agent model, we obtain the

optimal government income under information asymmetry as:

w�
g ¼

n½kðk + (n� 1ÞbÞ�2
2d½ðk + (n� 1ÞbÞ2 þ dqr2� � nwþ nh ð12Þ

The optima income of the distributor or infrastructure operator can be expressed:

Sðp1Þ� ¼ Sðp2Þ� ¼ � � � ¼ SðpnÞ� ¼ wþ ½kðk + (n� 1ÞbÞ�2
2d½ðk + (n� 1ÞbÞ2 þ dqr2� ð13Þ

Table 1 summarizes the optimal decision variables for achieving Pareto efficiencies
under information asymmetry:
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By analyzing the sensitiveness of parameters in the expressions for the optimal
decision variables, we can obtain the distributions of the decision variables and the
interaction between the parameters.

4 Multi-principal–Agent Modeling for Single-Parameter
Variation

As it is hardly possible to directly identify the interaction between influencing factors in
an information asymmetry context due to the relatively complex expressions and the
many influencing factors for decision variables, in order to clarify the interactions of
the effort level of distributors or infrastructure operators a�i , government incentive
coefficient b�, income of the distributor and infrastructure operator SðpiÞ� and gov-
ernment income w�

g, relative to output economic efficiency coefficient k, customer
transfer economic efficiency coefficient b, cost coefficient d, risk aversion q, variance of
external uncertainty r2, and number of participants n, we can yield the distributions of
output economic efficiency coefficient k, customer transfer economic efficiency coef-
ficient b, cost coefficient d, risk aversion p, variance of external uncertainty r2, and
number of participants n, as shown in Table 2, by taking the derivatives of these
parameters from the expressions for decision variables a�i , b�, SðpiÞ�, and w�

g in
Table 1.

Table 1. Optimal Decision Variables

Decision variable Expression for optimal decision variable

a�i kðk + (n� 1ÞbÞ2
dðk + (n� 1ÞbÞ2 þ d2qr2

b� kðk + (n� 1ÞbÞ
ðk + (n� 1ÞbÞ2 þ dqr2

SðpiÞ� wþ ½kðk + (n� 1ÞbÞ�2
2d½ðk + (n� 1ÞbÞ2 þ dqr2�

w�
g n½kðk + (n� 1ÞbÞ�2

2d½ðk + (n� 1ÞbÞ2 þ dqr2� � nwþ nh

Table 2. Decision variable versus parameter

Analysis Variable parameter Decision variable
a�i b� SðpiÞ� w�

g

(1) d # " " " "
(2) q # " " " "
(3) r2 # " " " "
(4) b " " First"Later# " "
(5) k " " " " "
(6) n " " # " "
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From the effects of parameter variations on decision variables, we can see that:

(1) @a�i
@d \0; @b

�

@d \0; @SðpiÞ
�

@d \0;
@w�

g

@d \0, i.e., a�i , b
�, SðpiÞ� and w�

g are negatively related
to cost coefficient d. At a constant output, the lower the cost coefficient is, the
higher the income of the government and the distributor/infrastructure operator, the
greater the incentive offered by the government and the more willing the other
distributors and infrastructure operators are to participate in the cooperation and
provide their respective effort levels.

Conclusion 1: The government should select enterprises or infrastructure operators
with high management competence to participate in joint distribution systems and
incent participating enterprises or infrastructure operators to minimize operation cost
and thereby improve the output of the entire joint distribution systems.

(2) @a�i
@q \0; @b

�

@q \0; @SðpiÞ
�

@q \0;
@w�

g

@q \0, i.e., a�i , b
�, SðpiÞ� and w�

g are negatively related
to risk aversion q. The greater the risk aversion level of the distributor or infras-
tructure operator is for participating in terminal distribution services, the more they
are opposed to bearing the related risk cost, the less they are willing to make
efforts, the lower the income they will make and the lower the government
incentive level will become.

Conclusion 2: Enterprises or infrastructure operators with conservative risk prefer-
ences are less willing to participate in urban terminal joint distribution systems. The
government may guide their participating in urban terminal joint distribution systems
as an enterprise innovation project and incent more enterprises or infrastructure
operators to participate by taking the advantage of innovation-oriented policies.

(3) @a�i
@r2 \0; @b

�

@r2 \0; @SðpiÞ
�

@r2 \0;
@w�

g

@r2 \0, i.e., a�i , b
�, SðpiÞ� and w�

g are negatively related

to variance of external uncertainty r2. Distributors and infrastructure operators are
opposed to environmental fluctuations. The greater the environmental fluctuation
is, the less the distributors and infrastructure operators are willing to make efforts,
the lower the income they will make and the lower the government incentive level
will become.

Conclusion 3: A stable working environment represents an important prerequisite for
enterprises to participate in new businesses or make business innovations. As the
leading player, the government must regard creating a stable, open, friendly working
environment as an important part of nurturing the operation of urban terminal joint
distribution systems.

(4) @a�i
@b [ 0; @SðpiÞ

�

@b [ 0;
@w�

g

@b [ 0, i.e., a�i , SðpiÞ� and w�
g are positively related to cus-

tomer transfer coefficient b. Increasing customer transfer coefficient will lead to an
increase in the effort level of the distributor and infrastructure operator and con-
sequently the income of themselves and the government. However, as
@b�

@b ¼ k½dqr2�ðkþðn�1ÞbÞ2�
½ðkþðn�1ÞbÞ2 þ dqr2�2, when @b�

@b ¼ 0, b ¼ r
ffiffiffiffiffiffi
qd

p � k; when @b�

@b \0,
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b[ r
ffiffiffiffiffiffi
qd

p � k; when @b�

@b [ 0, b\r
ffiffiffiffiffiffi
qd

p � k. As customer transfer coefficient b
increases, incentive coefficient b� first increases and then decreases. Although
increasing customer transfer coefficient will lead to an increase in the effort level of
the agent, thereby stimulating distributors or infrastructure operators to improve
their service level to attract more users, when competition reaches a given limit, the
optimal government incentive coefficient will decrease.

Conclusion 4: The government may arouse the enthusiasm of agents for participating
in joint distribution systems through incentive means but, instead of encouraging over-
competition, it must determine an appropriate incentive level to guide participating
enterprises or infrastructure operators to establish a positive competition–cooperation
relationship.

(5) @a�i
@k [ 0; @b

�

@k [ 0; @SðpiÞ
�

@k [ 0;
@w�

g

@k [ 0, i.e., a�i , b�, SðpiÞ� and w�
g are positively

related to economic efficiency coefficient k. The greater the economic efficiency
coefficient is, the more effort the distributor and infrastructure operator will make to
participate in urban terminal distribution, the greater the income they will obtain
and the higher the government incentive level will become. This is obvious.

Conclusion 5: The government must not only encourage participants to minimize
cost, it must also encourage enterprises or infrastructure operators to improve their
distribution efficiency, make technical reform and increase the overall output of the
distribution system through cost-reducing and efficiency-increasing approaches.

(6) @a�i
@n [ 0; @b

�

@n \0; @SðpiÞ
�

@n [ 0;
@w�

g

@n [ 0, i.e., a�i , b�, SðpiÞ� and w�
g are positively

related to number n, b� negatively related to number n, The larger the number of
participants, the greater the profit the government and participants will make, the
more effort the distributors and infrastructure operators will make in participating
urban terminal distribution.

Conclusion 6: The government must disseminate and promote terminal distribution
patterns, increase public recognition and acceptance of joint distribution and provide
infrastructure operators with sufficient operation authority and appropriate participation
income so as to involve more participants in joint distribution.

As discussed above, while a government-led “incentive–supervision” urban terminal
joint distribution system can well resolve the low efficiency and environmental pol-
lution confronting the current urban terminal distribution systems, a better result will be
achieved by supporting innovation, guiding operating environment optimization, cer-
tifying participating enterprises, and supervising the operating process.

5 Modeling for Double-Parameter Variation

The model analysis above only considers the effects of single-parameter variation on
decision variables. In the next section, we are going to examine how variation of any
two of output economic efficiency coefficient k, customer transfer economic efficiency
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coefficient b, cost coefficient d and risk aversion q will affect decision variables so as to
find out what must be highlighted during government incentive–supervision.

Let us assume that there is only one infrastructure operator and one distributor in
the system, i.e., n1 ¼ 1; n2 ¼ 2; n ¼ 2; external uncertainty h is subject to standard
normal distribution, i.e., h�Nð0; 1Þ; output economic efficiency coefficient k, cus-
tomer transfer economic efficiency coefficient b, cost coefficient d or risk aversion q is
[0, 1] when variable and 1 when constant. On this basis, we can numerically simulate
the distributions of the decision variables in Table 1 and produce surface plots indi-
cating the effects of the parameter values on the decision variables. From Table 1,
SðpiÞ� and w�

g vary in the same way, hence we only need to analyze the plot of SðpiÞ�.
Figure 3 compares the effects of the parameters on the decision variables.

Fig. 3-1. Surface plots of decision variables as a function of d and k values

Fig. 3-2. Surface plots of decision variables as a function of d and q values

Fig. 3-3. Surface plots of decision variables as a function of b and q values
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From these plots, b� varies in a different manner from a�i and SðpiÞ� (w�
g) of the

same group. Hence we can analyze the variation of b� separately and tabulate the result
into Table 3 and Table 4.

Fig. 3-4. Surface plots of decision variables as a function of b and d values

Table 3. Distributions of a�i , SðpiÞ� and w�
g values

Figure Constant Variable a�i SðpiÞ� w�
g

Figure 3-1 q ¼ 1, b ¼ 1 d #, k " " " "
Figure 3-2 k ¼ 1, b ¼ 1 d #, q # " " "
Figure 3-3 k ¼ 1, d ¼ 1 b ", q # " " "
Figure 3-4 k ¼ 1, q ¼ 1 b ", d # " " "
Figure 3-5 b ¼ 1, d ¼ 1 k ", q # " " "
Figure 3-6 q ¼ 1, d ¼ 1 k ", b " " " "

Fig. 3-5. Surface plots of decision variables as a function of k and q values

Fig. 3-6. Surface plots of decision variables as a function of k and b values

246 M.-Y. Li et al.



From Fig. 3, Table 3 and Table 4, conclusion 1 through conclusion 6 holds true not
only for single-parameter variation, but also for two-parameter variation.

In order to further investigate the variations of decision variables, let us introduce
k¼b¼d¼q¼0 and k = b = d¼q¼1 into the optimal expressions for a�i , b

�, SðpiÞ�, and
w�
g, respectively and tabulate the result into Table 5:
Analysis of both Fig. 3 and Table 5 reveals that:
The government incentive coefficient b� is the same between Fig. 3-1 and Fig. 3-5;

the government incentive coefficient b� is the same between Fig. 3-3 and Fig. 3-4;
when cost coefficient d and risk aversion q are used together with customer transfer
coefficient b and economic efficiency coefficient k to adjust government incentive
coefficient b�, cost efficient d has the same effect on government incentive coefficient
b� as risk aversion q.

The effort level a�i and income SðpiÞ� of distributors and infrastructure operators and
government income w�

g in Fig. 3-3, Fig. 3-5 and Fig. 3-6 are lower than in Fig. 3-1,
Fig. 3-2 and Fig. 3-4. It is also obvious that the level of cost coefficient d has the greatest
effect on the effort value a�i and income SðpiÞ� of distributors and infrastructure oper-
ators and government income w�

g; the values of customer transfer coefficient b and risk
aversion q have the smallest effect on the effort level a�i and income SðpiÞ� of distrib-
utors and infrastructure operators and government income w�

g.

Conclusion 7: The government must perform incentive–supervision over urban ter-
minal joint distribution systems by regulating cost coefficient and economic efficiency

Table 4. Distribution of b� values

Figure Constant Variable b�

Figure 3-1 q ¼ 1, b ¼ 1 d #, k " "
Figure 3-2 k ¼ 1, b ¼ 1 d #, q # "
Figure 3-3 k ¼ 1, d ¼ 1 b #, q # "
Figure 3-4 k ¼ 1, q ¼ 1 b #, d # "
Figure 3-5 b ¼ 1, d ¼ 1 k ", q # "
Figure 3-6 q ¼ 1, d ¼ 1 k ", b " First"Later#

Table 5. Distribution of a�i , b
�, SðpiÞ� and w�

g values

Figure a�i b� SðpiÞ� w�
g

Figure 3-1 (0, 10) (0, 0.5) (w, 5þw) (d ¼ 1� 2w, 10� 2w)
Figure 3-2 (0, 10) (0.4, 0.5) (w, 5þw) (0:8� 2w, 10� 2w)
Figure 3-3 (0.5, 1) (0.4, 0.9) (0:2þw, 0:5þw) (0:4� 2w, 1� 2w)
Figure 3-4 (0, 10) (0.4, 0.9) (0:2þw, 5þw) (0:4� 2w, 10� 2w)
Figure 3-5 (0, 1) (0, 0.5) (w, 0:5þw) (�2w, 1� 2w)
Figure 3-6 (0, 0.8) (0, 0.5) (w, 0:5þw) (�2w, 1� 2w)
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coefficient as the primary factors and risk aversion and customer transfer coefficient as
the secondary ones. That is, the government must highlight advocating cost reduction
and efficiency improvement as the main targets and stabilizing the market environment
of terminal distribution and boosting positive competition among agents as the sec-
ondary goals. In the meantime, consideration may also be given to the ability of the
government for cost control and risk prevention to achieve equivalent substitution of
cost control and risk prevention for the incentive–supervision of joint distribution.

6 Conclusion

A single-principal, multiple-agent model involving the government, distributors and
infrastructure operators is established after analyzing the structure of a government-led
urban terminal joint distribution system and the interactions among participants, The
problem of government incentive–supervision after public service facilities are
involved in terminal distribution systems is analyzed. The results show that the gov-
ernment can perform incentive–supervision over the formation and operation of urban
terminal joint distribution systems by selecting participants, stabilizing the working
environment, guiding participants to establish a positive competition–cooperation
relationship, encouraging participants to make active innovation and encouraging more
enterprises to participate in terminal joint distribution systems through appropriate
policies. This participation can effectively improve the output efficiency of urban ter-
minal distribution systems. Incentive–supervision policies must aim at encouraging
participants to improve their operation competition, minimize cost and maximize
efficiency as the main purpose and creating a positive operating environment and
promoting a positive competition among agents as the secondary goal. The findings of
our research offer useful reference for the government in selecting the general regu-
lation direction and developing guiding policies. The study doesn’t include for changes
in government risk attitude, which may be further examined in subsequent studies.
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Abstract. With the increasing social awareness of green manufacturing, the
sand casting, as one of the major production methods of carbon emission in the
manufacturing, faces a major challenge in the coordination between production
and sustainable development of green. In view of the carbon emission caused by
electrical energy consumption in sand mold casting production, for the sake of
achieving sustainable scheduling, a high-dimensional target flexible sand mold
casting job shop scheduling model with carbon emission constraint is estab-
lished, aiming to minimize the maximum completion time, minimize carbon
emission, minimize the maximum machine load and minimize the processing
cost. In order to solve the model, the PCA in machine learning is introduced into
the optimization scheduling of high-dimensional objectives, and an improved
PCA-NSGAII algorithm is adopted to reduce the dimension of the target.
Finally, a practical scheduling problem is taken as an example to verify the
feasibility of the algorithm. By comparison with traditional NSGAII DPSO
PESAII algorithm, the effectiveness of the algorithm is demonstrated.

Keywords: Green manufacturing � Sand casting production � Optimization
scheduling of high-dimensional objective � PCA-NSGAII algorithm

1 Introduction

With the continuous promotion of made in China 2025, the relationship between
production and environment is increasingly inseparable, and the impact on the envi-
ronment and effective utilization of resources in the production process have become
the target factors that cannot be ignored [1]. As one of the main sources of carbon
emission in the manufacturing industry [2], through appropriate scheduling schemes
[1], sand casting can greatly reduce the carbon emission in the production process and
realize the green manufacturing with energy saving and emission reduction [3]. The
job-shop scheduling problem (JSP) is considered NP-hard [4], which can be described
as the allocation of work on the machine [5]. The method of energy intensity
decomposition is proposed to analyze carbon emission, and the calculation formula of
carbon dioxide emission in the casting process is constructed [6]. Moreover a method
for estimating and evaluating the boundary of carbon emission in casting production
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system is established, and the carbon emission in sand casting production process is
calculated by carbon emission evaluation function [7]. A multiobjective particle swarm
optimization algorithm based on preference for multiobjective flexible sand casting
problem avoids the problem that decision makers are difficult to choose in many
noninferior solutions [8]. Then, a hybrid fruit fly algorithm (HFFA) selects the Pareto
frontier solution from existing solutions through fuzzy decision tools [9]. Actually
aiming at the problem of high-dimensional objective optimization, PCA dominant
mechanism based on weight coefficient is proposed, through the new selection
mechanism to make up the disadvantage of Pareto sorting that the number of non-
dominant solutions increases greatly due to the small selection pressure [10, 11].

2 Problem Description

2.1 Introduction of Sand Casting Process

Sand casting production is characterized by a small batch of individual pieces, and each
casting has to go through a variety of complex technological processes from the
material to the finished product. Process can be roughly classified into three major
parts: modelling and core, melting and pouring, shake out and quality inspection. In
addition, according to the machining features Process can be divided into two cate-
gories, machining and nonmachining of the technological process. Owing to the
existence of nonmachining, sand casting job-shop scheduling problem is not entirely
flexible job-shop scheduling problem (FJSP). In order to transform it into flexible sand
casting job shop scheduling problem, the nonmachining process is virtualized into
machine processing. Starting from the stage of pouring, the research on pouring, shake
out, shot blasting, polishing and finishing is mainly carried out.

2.2 Process Buffer Time Interval

For the traditional FJSP, when a process of the job is completed, as long as the optional
machine of next process is idle, the process can be processed. But in the field of sand
casting, owing to its special processing technology characteristics, to meet the quality
requirements of the castings, as soon as a process is complete, no matter whether the
corresponding machine is idle or not, the next process can be processed after a certain
process buffer the time interval.

2.3 Calculation Method of Carbon Emission in Processing

In the process of sand casting, the energy demand is different according to the process
flow. For measuring the impact of electricity consumption on carbon emission, the
standard coal conversion coefficient and carbon emission coefficient of electricity are
used to convert the energy consumption value into carbon emission.
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3 Mathematical Model

3.1 Shop Scheduling Model Analysis of Flexible Sand Casting

The classic FJSP can be described as: there are m machines and n job and each job has
ni processes. What is more, every process of each job can be processed on multiple
machines, but the working procedure sequence of each process cannot be changed due
to the limitation of technological process. Although each machine can process multiple
operations, only one can be processed at a time. For the sake of studying the flexible
sand casting shop scheduling model under the constraint of carbon emission, the fol-
lowing assumptions are made: (1) At the beginning of processing, each machine is idle.
(2) Each machine can only process at most one process at any time. (3) Any process of
any job can only be processed continuously in one machine. (4) The preparation time
before the first process and the cleaning time of the last process are not considered.
(5) Transport time between one process and the next is negligible. (6) The machine is
only switched on and off once before starting and after finishing. The time can be
ignored. By default, the machine is turned on before the job starts processing and
always on during process. (7) The carbon emission mentioned here only considers the
carbon generated by the power consumption of the processing equipment and dust
removal equipment. The cost only considers the processing cost. (8) In the processing
process, the worker’s processing link is simulated as virtual process.

4 Notation Definition

(1) Because of the problem requires Table 1 to be some description of the notation
used.

Table 1. Notation and description of FJSP Problem

Notation Describe
n casting total
m total number of jobs
s total dust removal equipment
ni total number of process for job i
i serial number of job
j serial number of process
h serial number of processing equipment
c serial number of dust removal equipment
Oij the process j of job i
Cijh the processing time of process Oij on the machine h
Tijc the dust removal time of the process Oij on the dust removal equipment c

Jij the buffer time interval between the process i and the process i + 1
yijh the processing cost of process Oij on the machine h
tijh the finishing time of process Oij on the machine h
Ph rate operating power of the processing equipment h

(continued)
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(2) Decision variables

xijh ¼
1; Iij is processed on machine h

0; Iij is not processed on machine h

�

STijh¼
1; process Oij is the first process on machine h

maxðti0 j0h; tiðj�1Þh þ jiðj�1ÞÞ;
process Oi0j0 is the previous process of process Oij on machine h

8><
>:

5 Building Model

For purpose of meeting the actual processing requirements, a mathematical model is
established aiming at minimizing the maximum processing time, minimizing the
maximum carbon emission, minimizing the maximum machine load and minimizing
the minimum processing cost. The specific mathematical formula is as follows:

object

minCmax ¼ minðP
n

i¼1

Pni
j¼1

Cijh þ
Pn
i¼1

Pni
j¼1

JijÞ

minE ¼ min½ðP
m

h¼1

Pn
i¼1

Pni
j¼1

PhCijh þ
Ps
c¼1

Pn
i¼1

Pni
j¼1

PcTijcÞ � B� EF�

minWm ¼ minðmaxP
n

i¼1

Pni
j¼1

CijhxijhÞ

minFC ¼ minðP
n

i¼1

Pni
j¼1

yijhÞ

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

Bij þ Jij �Aijþ 1, it limits the sequence of casting process.
Pm
h¼1

xijh ¼ 1, it limits each

casting process to one machine.

Table 1. (continued)

Pc rate operating power of the dust removal equipment c
B power standard coal conversion coefficient, 0.1229kgce/(KW � h)
EF carbon emission coefficient of electric energy,

4.035 kgCO—2e/kgce
Cmax Maximum completion time
E Maximum carbon emission
Wm Maximum machine load
FC The processing cost
Aij The starting time of process Oij

Bij The ending time of process Oij
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Bij ¼ Aij þCijh, the end time of the process j of the casting i is equal to the sum of
its starting processing time and processing time, which restricts the continuous and
uninterrupted processing of the process.

STijh � ti0j0h, It restricts each machine to only one process at any one time.

6 Design of Algorithm

6.1 The Introduction to the Improved NSGAII Algorithm

The general NSGAII algorithm mainly uses the Pareto algorithm to perform non-
dominated sorting for scheduling problems with multiobjective. However, as the goal
increases to high-dimensional (four or more), solves the nonlinear scheduling model
using the nondominated sorting optimization algorithm. The difficulty of selection
increases, and the number of nondominated solutions increases exponentially, which
greatly increases the difficulty of solving the problem. For the purpose of solving this
problem, principal component analysis (PCA) algorithm is adopted for noise reduction
of targets. Then PCA dominant mechanism is used to replace the nondominated sorting
in population evolution, which increases the selection pressure of the algorithm on the
nondominated solutions. On behalf of increasing the population diversity, the non-
dominated solution set obtained from the first stage of population evolution and the
parent solution set generated from the second stage are combined into a new
population.

6.2 Population Initialization and Crossover Operations

The two-stage coding method is adopted, as the population is initialized, that is, the
process sequencing and the machine selection [12]. The purpose of crossover and
mutation in the population is to obtain more optimized chromosomes through some
changes while retaining the characteristics of excellent individuals in the population. So
as to improve the overall quality of the population, the selection strategy of the tour-
nament is adopted. Select a part of chromosomes from the population for crossover and
mutation, in which the process part is POX crossover [13]. Manipulating multiple
genes on a pair of parent chromosomes enables the children chromosome to better
inherit the gene of the parent chromosome. For example, a pair of process genes are
Parent1 = [2,4,1,1,3,2,3,4] and Parent2 = [4,2,2,1,4,1,3,3]. Randomly select the pro-
cesses 2 and 3 for crossover operation to obtain the child chromosomes Chil-
dren = [2,4,1,4,3,2,3,1]. As in Fig. 1.

Fig. 1. Schematic diagram of POX intersection.
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In addition, machine parts for the RPX crossover [14]. Randomly generate a matrix
whose element size between [0, 1] and length is the same as the machine segment.
Assuming that pf = 0.7, marking the machine code gene index of a member whose size
is less than 0.7, the parent Parent1 is copied to the children, and delete the gene of the
marked machine code. Then copy the machine gene in Parent2 to the children in the
light of the correspondence between the marked gene and the process of Parent1. As in
Fig. 2. The crossover weight pf is defined as follows:

pf ¼ pfmax � pfmax � pfmin
MaxIt

� It

6.3 PCA Dominant Mechanism

In the PCA analysis, in order to not change the target characteristics of the problem as
much as possible, the discarding strategy is not adopted for the obtained redundant
target vector. What is said here is that the noise reduction of the redundant target is to
give it a weight according to its corresponding principal component, and then the
redundant target will be fitted as a virtual target. If the target fi is a nonredundant target
determined by principal component N(N = 1,2…m), the weight of the target fi is the
proportion of the corresponding eigenvalue of the principal component N. Hence
obtaining all the target weight coefficients w = {w1,w2…wm}. The population evolu-
tion is sorted by PCA dominant mechanism, and the nondominated solutions are
selected by difference selection operator. The specific formula is as follows:

fiðaÞ � fiðbÞþ
Xm

j¼1;j 6¼i

wjðfjðaÞ � fjðbÞÞ\0;

a and b are two different individuals, fi is any target, fi(a) is the value of target fi of
individual a. If this inequality is true, it means that individual a dominates individual b.

Fig. 2. Schematic diagram of RPX intersection.
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6.4 Algorithm Flow

See Table 2.

7 Case Study

7.1 Case Description

The production data of a batch of castings from a foundry is analyzed. The relevant
data includes 10 castings, each of which has 7 processes. The optional processing
machine for each process is shown in Table 3. Table 4 shows the specific production
data. In Table 5, the Power is the rated power of processing machines, the Power is the
rated power of dust removal equipment corresponding to each processing machine, and
the Cost is the processing cost per hour of machine processing. When calculating
carbon emissions according to the standard, the carbon emission coefficient of electric
energy is 4.035 kgCO2e/kgce, and the power standard conversion coefficient is
0.1229 kgce/(kW�h).

Table 2. Algorithm flow

Step1 Initial population
Step2 Population iteration yields the nondominated solution set P1
Step3 Perform PCA analysis on the target matrix of the nondominated solution set P1, and

calculate the weight ratio wi of the eigenvalue i
Step4 According to the dimensionality reduction principle of PCA, the ith principal

component corresponding to the eigenvalue i can be obtained, and the nonredundant
target fi can be further obtained. Then, the weight of this target is wi

Step5 Reinitialize the population and merge P1 and new population into one population Pt
Determine whether the number of iterations reaches the upper limit. If yes, the
algorithm ends. Otherwise, execute Step7

Step7 Selecting individuals from the population Pt with a certain probability for crossover
and mutation operation, and combining the generated new individual and the original
population into a new population

Step8 Put the optimal solution gbest into the population Pt+1,, which determined by
nondominated sorting with the PCA dominant mechanism and execute Step6

Table 3. Process machine set of each process

Operations

Pouring(I1) Shake out(I2) Initial shot blasting(I3) Polishing(I4) Rough cast(I5) Finishing(I6) Fine buffing(I7)

M [M1–M2] [M3–M5] [M6–M9] [M10–M13] [M6–M9] [M14, M16] [M6–M9]
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Table 4. The specific production data

The casting Process Machine Process time (h) Buffer time interval (h)

Job1 I1 [1,2] [0.1,0.1] 15
I2 [3,4,5] [1,1,1.5] 3
I3 [6,7,8,9] [0.8,0.6,0.5,1] 1
I4 [10,11,12,13] [1,1,1,0.5] 1.5
I5 [6,7,8,9] [2,1,1,3] 1.5
I6 [14,15,16] [4,4,3.5] 1
I7 [6,7,8,9] [3,2,2,4] 15

Job2 I1 [1,2] [0.15,0.2] 20
I2 [3,4,5] [1.8,1.5,2] 2.5
I3 [6,7,8,9] [0.5,0.6,0.6,0.4] 1
I4 [10,11,12,13] [0.5,0.5,0,5,1] 2
I5 [6,7,8,9] [1,1,2,2.5] 1.5
I6 [14,15,16] [3,3,3.5] 1.5
I7 [6,7,8,9] [2,2,3,2.5] 20

Job3 I1 [1,2] [0.05,0.05] 10
I2 [3,4,5] [0.5,0.5,0.8] 2.5
I3 [6,7,8,9] [0.5,0.4,0.4,0.6] 0.5
I4 [10,11,12,13] [0.5,0.5,0.5,0.5] 1
I5 [6,7,8,9] [1.5,1.1,2] 1
I6 [14,15,16] [3.5,4,3.5] 1
I7 [6,7,8,9] [2.5,2,2,2.5] 10

Job4 I1 [1,2] [0.1,0.1] 16
I2 [3,4,5] [1,1,0.8] 2
I3 [6,7,8,9] [0.5,0.6,0.6,0.4] 0.5
I4 [10,11,12,13] [1,2,1,1] 2
I5 [6,7,8,9] [1.5,2,2,1] 1
I6 [14,15,16] [3,3.5,4] 2
I7 [6,7,8,9] [2,3,3,2] 16

Job5 I1 [1,2] [0.1,0.15] 17
I2 [3,4,5] [1,1,1] 1.5
I3 [6,7,8,9] [0.8,0.7,0.6,0.9] 0.5
I4 [10,11,12,13] [1,2,2,2] 5
I5 [6,7,8,9] [2.5,1.5,1,2] 1
I6 [14,15,16] [2,2,2.5] 2
I7 [6,7,8,9] [3.5,2.5,2,4] 17
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8 Analysis of Results

An actual case is solved using this algorithm to verify the feasibility of the algorithm.
And NSGAII DPSO PESAII as the comparison algorithm, the results of the four
algorithms are compared as shown in Fig. 3. Set the same population size 50, maxi-
mum number of iterations 100, crossover probability 0.8, mutation probability 0.3,
RPX parameter pfmax = 0.9, RPX parameter pfmin = 0.2. Considering the distribution
of each target value, PCA-NSGAII algorithm is better than other algorithms. The result
obtained by processing the data independently run by the four algorithms is shown in
Table 6.

Table 5. The Specific Production Data

M M1 M2 M3 M4 M5 M6 M7 M8

Power 8 9 60 48 54 56 46 64
Power0 0 0 40 40 10 10 35 30
Cost 80 70 75 80 75 70 80 35
Power 42 5 6 4 4.5 0 0 0
Power0 0 0 0 0 0 0 0 0
Cost 40 40 30 35 45 50 30 35

Fig. 3. Magnetization as a function of applied field.
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It can be seen from the minimum ⊿min and maximum ⊿max and the mean value
⊿avg of the four targets that PCA-NSGAII significantly optimizes the carbon emission
and processing cost while maintaining the processing time and the maximum machine
load at a general level. Considering four goals in general, the PCA-NSGAII algorithm
is better than other algorithms.

9 Conclusion

Under the background of sand casting for high-dimensional objective flexible job-shop
scheduling problem, adopting the PCA algorithm instead of the traditional nondomi-
nated sorting algorithm effectively solves the problem that the number of the non-
dominated solutions increases sharply, when the selection pressure decreases due to the
increase of targets. However, at the same time, the running time also increases. In
subsequent studies, the algorithm of taboo search and simulated annealing can be
considered to improve the local search ability of the algorithm and the selection ability
of the algorithm. In the actual production process, there are often multiple objectives to
meet the needs of various aspects. For high-dimensional target optimization problems,
more effective fitness value calculation methods can be explored. For the concept of
green development, constraints such as noise and dust can be added to the model.
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Abstract. This paper expounds the definition of production plan from two
aspects of broad sense and narrow sense. What’s more, we classify the pro-
duction plan from time, space, object and resource, and divide the production
plan into layers. According to give the function and purpose of production plan,
the paper summarizes the influencing factors of production plan and the com-
mon reasons why production plan could not be realized, and expounds the
process of making production plan, and points out the principles and ideas that
establishes the evaluation index system of production plan. On this basis, the
evaluation index system of manufacturing enterprise production planning is
established.

Keywords: Evaluation index system � Manufacturing enterprise � Principles �
Ideas

1 Introduction

With the development of science and technology, customers’ demands on manufac-
turing products are becoming higher and higher. They only rely on improving the
quality of their own products and reducing production costs. The upgrade of enter-
prise’s overall production management mode becomes particularly important. In order
to upgrade the overall production management model of manufacturing enterprise, we
must first make a production plan that conforms to the actual production situation of the
enterprise.

2 Definition, Classification and Hierarchy of Production
Planning

2.1 The Generalized Definition of Production Planning

Production planning refers to the preparation of activities related to production. Time
planning: how to arrange the schedule; space planning: how to plan the site; resource
planning: such as the allocation of materials.
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2.2 The Narrow Definition of Production Planning

Production planning refers to the production planning of all production workshops
centered on the production planning department, which is generally expressed in the
form of a form. For example, monthly production plan, weekly production plan, daily
production plan, etc. [1].

2.3 Classification of Production Plans

(1) Time classification: The annual production plan, the quarterly production plan, the
monthly production plan, the weekly production plan, the daily production plan,
the production plan per hour, the production plan per minute and the production
plan per second.

(2) Organization classification: Company production plan; department production
plan; section production plan; group production plan; class production plan; line
production plan; single machine production plan; single person production plan.

(3) Object classification: Order production plan, finished product production plan,
component production plan, part production plan, production process plan.

(4) Resource classification: Personnel production plan; equipment production plan;
material production plan; industrial production plan; environmental production
plan; energy production plan.

2.4 Hierarchical Division of Production Planning

The production plan of manufacturing enterprise can be divided into three levels:
strategic plan, tactical plan and job plan. The strategic plan is related to the future
development of the whole enterprise. The formulation of the tactical plan defines the
objectives to be achieved by the enterprise in production, and the job plan clarifies the
working arrangements in the enterprise’s production process: schedule, quantity, time,
etc. See Table 1.

Table 1. Hierarchical division of production planning

Content Strategy Tactic

Time of plan � 5 years 1 year
Range Enterprise Factory
Uncertainty High Medium
Management Top Middle
Trait Acquirement of resource The use of resource
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3 Function and Purpose of Production Planning

3.1 Function of Production Planning

(1) Planning function: Production activities can be organized, organized and
organized.

(2) Prediction function: The essence of production planning is to predict the produc-
tion activities and to study and analyze the production activities [2].

(3) Management function: Production planning is also a kind of management, a clear
objective management of the operation of the enterprise.

(4) Supervisory function: The production plan can exert the function of the production
plan only by strictly supervising the actual production of the enterprise.

(5) Coordination function: The production plan studies and analyzes the problems that
appear in the enterprise and resolves the problems.

3.2 Purpose of Production Planning

Improve production, work efficiency; properly reduce inventory; achieve balanced
production.

To realize the production planning system with “monthly production plan as the
leader and weekly production plan as the guide”, and to realize the production plan
management mode with “production planning, supervision during production, sum-
mary after production”; To realize the production mode of “production department as
the center, each workshop comprehensive production”, to prepare well before pro-
duction, to study the external factors affecting production, and to enhance the balance
of production.

4 The Influencing Factors and the Causes of Difficulty

4.1 Factors Affecting Production Planning

There are a number of factors that affect production planning, such as markets,
resources, targets, warehouses, equipment, production methods, etc., as shown in
Table 2.

Table 2. Factors affecting production planning

Factor Content

Market Demand, variety, price, etc.
Resource Raw materials, equipment, manpower, etc.
Target Cost minimization, production maximization, etc.
Depot Maximize storage capacity, etc.
Equipment Equipment maintenance cost minimization, etc.
Manufacturing Single type mass production, multi-type production, etc.
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(1) Consideration of the ability: According to the production capacity, the production
planning problem can be divided into three kinds of production planning problems:
no ability constraint, ability constraint and variable capacity. It can be solved by
changing labor force, changing overtime time, changing equipment resources, etc.
Make the production plan with different production capacity, different character-
istics of production costs [3].

(2) Consideration of energy conservation and environmental protection: With the
continuous development of economy, environmental problems have become
increasingly prominent, manufacturing enterprises must abandon the previous
economic benefit only the idea, and to consider sustainable development. To
achieve the sustainable development of enterprises, mainly to the performance of
equipment and production process improvement, reduce waste emissions increase
to the same enterprise benefit goal the establishment of a position. The coordination
of economy and environment production planning will take waste emissions into
consideration.

(3) Consideration of uncertainty: When making production plans, enterprises must
take into account many uncertain factors, such as market demand, price, production
time, raw material supply, equipment problems, operational problems, etc. These
uncertainties can affect the normal operation of the enterprise. To deal with these
uncertainties, we need to do the following: for uncertain information, use proba-
bility distribution to express it. The production plan should be supported by the
probability theory, the fuzzy information should be transformed into the quanti-
tative probability theory, the quantitative probability theory should be solved, and
the fuzzy information should be expressed by the way of fuzzy number. Fuzzy
production planning problem should be solved by fuzzy theory and fuzzy
technology.

4.2 Reasons Why the Production Plan Is Difficult to Realize

When the production plan is difficult to realize, there are usually the following reasons:
the high level of the enterprise pays less attention to the production plan and thinks that
the production plan is not necessary; the enterprise lacks the professional skills to make
the production plan, The resulting production plan cannot be implemented; the actual
situation is not fully taken into account when the production plan is drawn up, and the
production plan does not conform to the actual production of the enterprise. There is
not enough coordination and cooperation between the various departments, resulting in
production planning could not be carried out.

5 Establishment of Evaluation Index System
for Manufacturing Enterprise Production Planning

5.1 The Principle of Setting up an Index System

When an enterprise establishes an index system for production planning, it should
consider the actual situation of the enterprise itself, and only establish an index system
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that conforms to the conditions of the enterprise itself. The following principles should
be followed when establishing the evaluation index system of production plan.

(1) The principle of qualitative and quantitative interaction: The implementation of
the enterprise production plan will change the original state of the enterprise, and
the impact of the implementation of the production plan on the enterprise should be
fully considered in the establishment of the index system. Therefore, when
establishing the index system, we should not only consider quantitative indicators.
Also consider qualitative indicators.

(2) The level and quantity of indicators should be appropriate: If there are more index
levels and the number of indicators, the evaluation will be more complex, which
may lead to the decline of the correct rate of evaluation; if the index level and the
number of indicators are too small, the enterprise production plan can’t be eval-
uated completely.

(3) The establishment of evaluation index should be in accordance with the conditions
of the enterprise itself: To establish an index system of production planning, we
should consider the actual situation of the enterprise itself. Only by establishing an
index system that conforms to the conditions of the enterprise itself, can the
enterprise better realize its strategic objectives [4].

(4) Combined with production planning: The establishment of the evaluation index of
production planning should not only reflect the current production planning situ-
ation of the enterprise, but also reflect the possible changes of the future production
plan of the enterprise.

(5) Operational principle: The establishment of evaluation index should accord with
objective facts, be simple to calculate, and the index data should be defined,
otherwise, it may lead to poor maneuverability.

(6) Having the characteristics of comparison: The evaluation index should not only
show the actual situation of its own enterprise, but also compare the situation of
other enterprises and the same industry, and then, through comparison, improve its
own enterprise’s shortcomings and enhance its competitive power in the industry.

(7) Principle of integrity: Because the factors affecting the development of the enter-
prise include many aspects, the evaluation index system should be comprehensive,
complete, and should be considered in many aspects at the same time.

5.2 The Idea of Establishing Index System

(1) Understanding the necessity of establishing Evaluation Indexes for production
Planning: There are quite obvious differences between production plans in different
industries, and the establishment of evaluation indicators will vary widely. The
weights of the indicators should be adjusted according to the actual conditions of
their own enterprises. Finally, set up a specific evaluation index of production plan
in line with their own enterprise.

(2) The expectations of the evaluation indicators for each aspect of the production
plan vary: When selecting the evaluation index, we should consider and analyze all
aspects, and finally choose an evaluation index system which can fully reflect the
expectations of the production plan.
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(3) To analyze the degree of difficulty and ease of Evaluation Index: The more specific
the evaluation indicators, the more accurate and reliable the results will be, but the
higher the cost of establishing such evaluation indicators, the more effective and
cost should be taken into account in the establishment of evaluation indicators, and
to establish a reasonable evaluation index system [5].

(4) Establishment of Evaluation Index should be practical: The established evaluation
index should play an important role in the enterprise’s production plan, and the
evaluation index should be combined with practice and theory in order to play its
greatest role.

5.3 Establishment of Index System

From the aspects of financial management, operation management, customer, product
quality, growth and learning, the following evaluation index system is established. See
Table 3.

Table 3. Evaluation index system of production planning

First class index Second class index Third class index

Financial management Enterprise manager Return on assets
Asset turnover rate
Profit growth rate
Sales growth rate

Enterprise owner Return on assets
Operation management Production flexibility Quantitative flexibility

Time flexibility
Operation process Rate of sale of marketed goods

Stock turnover
Operating cost Human cost

Customer Product quality Bounce rate
Qualified rate

Reliability Rate of on time delivery
Accurate delivery rate
Customer complaint rate
Effective trading rate
Completion of order rate

Product quality Product quality Scrap rate
Product rework rate
One-time qualification rate

Growth learning Information sharing Effective rate of information
Rate of change of information

Innovation ability Ratio of new technologies
R & D investment rate
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(1) Consideration of financial management: As far as enterprise managers are con-
cerned, they are usually most concerned about the economic benefits, assets operation,
development of enterprises, etc. The following indicators are commonly used to
express.

Return on assets = Total profit/Value of assets
Asset turnover = Value of business income/Assets
Profit growth rate = (Current profit − Prior period profit)/Prior period profit
Sales growth rate = (Current sales volume − Prior period sales volume)/Prior

period sales volume
Return on assets = 2 * Assets income/(Initial owner’s income + Final owner’s

income)
(2) Consideration of operational management: Quantitative flexibility and time flexi-
bility are utilized to express the manufacturing flexibility.

Quantitative flexibility = Enterprise product amount/Demanded amount from
customer

Production and marketing rate = Sales volume/Manufactured volume
Human cost = Direct human cost + Indirect human cost

(3) Consideration of customer: Bounce rate and qualified rate are often taken into
consideration when it refers to the product quality.

Bounce rate = Return quantity/Total sales
Qualified rate = Qualified amount/All the product amount
Rate of on time delivery = Times of on time delivery/Times of all the delivery
Accurate delivery rate = Times of accurate delivery/Times of trade
Completion of order rate = Times of completion from customers/Times of trade
Effective trading rate = Times of effective trading/Times of trade
Completed order rate = Completed order amount/All the order amount

(4) Consideration of the quality of the product: Scrap rate, product rework rate and one-
time qualification rate are utilized to define the quality of the product.

Scrap rate = Scrap amount/Product amount
Product rework rate = Product rework amount/Product amount
One-time qualification rate = The amount of one-time qualification

product/Product amount
(5) Consideration of growth and learning: In the aspect of information sharing, the
effective information rate and the information change rate are commonly used.

Effective information rate = Converted information/All the information
The information change rate = (Current information − Prior period information)/

All the information
Ratio of new technologies = Benefit from using new technologies/Benefit of the

whole enterprise
R & D investment rate = Cost on R & D/Cost of the whole enterprise
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Abstract. For the situation where 3D printers have not been widely popular-
ized, and there is a high demand for 3D printing, a visual and controllable online
3D printing cloud platform technology based on the Internet of Things is pro-
posed. The main components of the system consist of a remote terminal module
(based on the Arduino mega2560 main control board), a remote communication
module (using the ESP8266 wireless module) and a web-side web page. The
system uses the Arduino UNO controller as the control core to coordinate the
stepper motor drive of the 3D printer, real-time temperature detection of the
nozzle body, real-time image return and heating system. The required data is
transmitted to the server and finally realized on the webpage end. The user can
observe the real-time data on the webpage side, and the printing progress, etc.,
and can also control the printer on the webpage side, thereby realizing the
purpose of 3D printing remote control.

Keywords: 3D printing � Internet of Things � Remote control � Real-time
monitoring

1 Introduction

The concept of 3D printing had emerged as early as 19th century, and was subse-
quently promoted and developed globally in the twentieth century. 3D printing,
compared with the original traditional production process, uses additive manufacturing
as brand-new technology and combines the characteristics of many fields such as
hardware control, molten materials, machinery, etc. Through selective bonding layer by
layer stacking method, 3D printer manufactures parts using bonding materials such as
wire plastic or photocurable resin. According to the path witch automatically generated
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by machine, it could print out the pre-designed parts quickly layer by layer [1–3].
Because of the unique advantages of 3D printing, it has become a development
direction in the industrial field. With the rapid development of 3D printing technology,
it has been widely used in many fields such as Aerospace, Medical Equipment,
Automotive Molds, Bioreforestation, Electronic Devices, and Architectural Design
[4–6].

The emergence of 3D printing has had a huge impact on the manufacturing
industry. The arrival of the 3D printing era provides a new solution which combines the
Internet technology and 3D printing technology. Through the terminal wireless net-
work technology, 3D printing has transformed from the “simple manufacturing” of the
original single device to the “intelligent manufacturing” of the network information-
ization [4]. We could remotely control 3D printers by changing the format of limited
transmission data to wireless transmission data.

2 Research Status and Development Trend

As early as 1988, a company in the United States introduced the first commercial-
purpose model for the masses based on the first proposed 3D printer principle using
liquid photosensitive resin curing technology, which enabled the public to have a
preliminary understanding of 3D printing technology [7]. In 1992, the concept of “3D
printing technology” was proposed by two professors at the Massachusetts Institute of
Technology in the United States, brought the 3D printing to the public and began to be
noticed by everyone [8]. Along with the rapid development of RP, a serious of 3D
printing technology like Three-dimensional Printing, FDM, Laser Selective Melting

Fig. 1. Cloud platform overall application architecture diagram
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Molding, Selective Laser Sintering, Electron Beam Melting Deposition Molding,
Layered Solid Modeling etc. have been developed.

In recent years, with the development of emerging industries such as Information,
Internet and Electronic Technology, the subject of the Internet of Things has been
developed. It is based on computer and Internet-based technologies. Through the
combination of the Internet of Things and 3D printers, it is basically possible to control
the 3D printer inside the LAN (Local Area Network). The current development
direction of 3D printing is the combination of monitoring technology and new tech-
nologies of the Internet of Things to do remote multi-machine joint printing.

3 3D Printing Cloud Platform

According to the overall needs of the website, the overall structure of the customized
printing platform is as follows:

3.1 Presentation Layer

The part that the user directly touches is the presentation layer part of the application,
which can have a general display of the product. It can be a web interface, and the user
interacts with the website through operations.

3.2 Application Layer

By storing the data to implement the functions of the application layer, data storage,
modification, backup and peer-to-peer transmission of the late data can be performed.
The overall functionality is greatly enhanced by packaging the data and providing a
connection interface.

3.3 Interaction Layer

The browser connects to the server through the interaction layer. The data interaction
layer transmits the data of the browser to the server, but the premise is that the data
format must be unified, and the same communication protocol must be observed. We
choose to use Http communication, it ensures the stability and reliability of commu-
nication and prevents data loss.

3.4 Logical Management Layer

Through the logical management layer to interact with the data. Coordinating multiple
servers to work together through algorithms, managing these devices collaboratively,
and then performing resource allocation and data scheduling through distributed
management methods.
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3.5 Physical Storage Layer

As the lowest layer of the entire platform architecture, physical devices can be used to
store data information, and redundant resources can be integrated for reasonable
allocation, saving space and improving efficiency. As in Fig. 1.

4 Overall Design of System

The entire system framework is based on web pages, cloud platforms, local LAN
gateways, and 3D printers. Information exchange through a LAN connection.

The user sends a connection request to the 3D printer through a prescribed
instruction which is used to connect web side with the cloud platform. After parsing
this request through the 3D printing cloud platform, the required request is sent to the
3D printer, waiting for the 3D printer to confirm. When the 3D printer receives the
request, it feeds back the status to the cloud platform according to its own situation and
then feeds back to the user terminal. As in Fig. 2.

5 Data Storage System

First, the user on the web side uploads the model file to the web page, and then the web
client sends the model file to the server. The server receives the model file and stores it
in the cloud storage space. Finally, the URL (Uniform Resource Locator) address of the
model file is written into the data table. We can find the corresponding model file by
URL address. As in Fig. 3.

Fig. 2. System overall design
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6 System Development

6.1 Log in System

The login interface serves as the website facade. In order to verify the user’s login
rights, the user name and password are verified, and the user behavior is recorded. This
site uses HTML CSS (Hyper Text Markup Language, Cascading Style Sheets) styles to
design the site. As in Fig. 4.

Fig. 3. Model storage implementation process

Fig. 4. Login interface diagram
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6.2 System Main Interface

The main interface of the system is shown in the figure, which can display device
information and member management options. It allows simple operations for websites
and 3D printers. As in Fig. 5.

7 Conclusion

1. Analyzed the necessity of connecting 3D printers into the network under the
development of contemporary technology, and paid attention to the development of
3D printing. And introduced the 3D printing cloud platform.

2. Analyzed and studied the architecture and features of the Alibaba Cloud platform,
and actually purchased the server for debugging.

3. The organization of the cloud platform was introduced in detail, and the front end
and back end of the platform were designed. The characteristics and structure of
each part are explained separately.

4. Establish a local and network remote connection channel to ensure that the data of
the 3D printer can be uploaded to the website in real time for real-time data display.

5. Starting from practical problems, combined with actual needs, the 3D printing cloud
platform is realized to realize remote monitoring, information transmission, data
monitoring and other functions. And introduce the specific implementation of each
function.
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Abstract. The Internet of Things (IoT) has become the central issue and
research focus of the global academic community and industry, in order to more
clearly understand the research status and future development direction of the
IoT. This paper uses the Dewent-Innovation-Index patent database as a data
source, using the relevant theories and methods of bibliometrics and content
analysis, and using the data visualization tool CiteSpace to conduct 25,775
related patents in the global IoT field between 2006 and 2018. Classification
statistics, content analysis and knowledge map mapping, focusing on the anal-
ysis and comparison of the IoT technology patent annual analysis, ownership
analysis, research fields, research hotspots, and evolution trends, provide ref-
erence for China’s IoT development model and technological innovation.

Keywords: Bibliometrics � CiteSpace � Internet of Things � IoT � Knowledge
map

1 Introduction

The IoT is a network that can be interconnected by ordinary information objects such
as traditional telecommunication networks and the Internet, so that all ordinary objects
that can independently perform their functions can be interconnected. The concept first
appeared in the definition of the global standard system for RFID and sensor combi-
nations in Ashton in 1999 [1] and officially defined in the 2005 “ITU Internet
Report2005: The Internet of Things” [2] report. Based on the sensor network, it is
further expanded into a new dimension of modern Internet extension. RFID, sensor
network technology, intelligent devices and devices, nanotechnology and miniatur-
ization technology are recommended technologies for the development of the IoT.
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Therefore, the emerging field of the IoT has received wide attention from political,
academic and industrial circles around the world.

In order to better study the development prospects of the IoT technology, this paper
uses the visualization tool CiteSpace V5.3.R4 software, combined with the relevant
theories and methods of bibliometric analysis, the Dewent-Innovation-Index database
between 2006 and 2018. The relevant research and comparative analysis of 25,775
valid patent data in the field of global IoT are aimed at comparing and analyzing three
aspects of the IoT technology patent research field, research hotspots, and evolution
trends. Technical research and practical application in the field of IoT provide direction
guidance and experience.

2 Research Methods and Data Collection

2.1 Research Methods

This study uses a combination of statistical analysis, content analysis and knowledge
mapping analysis to measure and analyze patent data in the field of IoT. Statistical
analysis refers to the use of comprehensive evaluation index, the number of patent
documents and other literature measurement indicators to quantify the influence of the
subject of the research field [3]; Content analysis is generally used to identify key
feature words in document data, and subject frequency statistics are used for subject
analysis to avoid subjectivity and uncertainty of pure qualitative analysis [4];
Knowledge map analysis refers to the mapping of common words network maps,
distribution timing diagrams and other knowledge maps through the visualization tool
Citespace [5], and further analysis of these maps can be used to know the latest
research hotspots, knowledge bases and evolution trends in a certain field.

2.2 Data Source

This paper searches all patents filed in the IoT field in the Dewent-Innovation-Index
database from 2006 to 2018. In the database, a total of 26,371 patent data in the IoT
field with the words “The IoT” and “Sensor Networks” were retrieved. Manual iden-
tification and screening were used to eliminate irrelevant patent data and integrate
duplicate patent data. After the operation, 25 775 pieces of valid analysis data were
finally obtained. The 25,775 patent data was used as the basic data of this analysis, and
it was researched, discussed and analyzed with data visualization software such as
CiteSpace and Excel.

3 Analysis of Patent Research Fields of IoT Technology

According to the different fields of each technology, the International Patent Classifi-
cation (IPC) has created a patent technology classification system that is different from
the specific language symbols. Because of its effectiveness in classifying patent tech-
nology, it is compared with other the patent classification system [6] has a higher
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impact. When a patent is applied to multiple fields, correspondingly, it will have
different patent numbers in different fields, and thus a patent has multiple classification
numbers. Most scholars believe that the higher the frequency of co-occurrence for the
two classification numbers, the higher the degree of association between the two
technical fields, and the flow and integration of related technologies between these
technical fields. More frequent and fast, this is conducive to the promotion of tech-
nological innovation and technological progress [7–10]. This paper adopts the inter-
national patent classification number system, combined with the social network
analysis method, to visually analyze the multi-domain linkages and innovations in the
global IoT technology field, and finally obtain the global network diagram of the global
IoT patent technology field, as shown in Fig. 1.

As can be seen from Fig. 1, the links between different patented technical fields are
very close, and the same technology is fully utilized in different application fields, thus
forming clustering circles of different sizes on the knowledge map. In order to better
analyze the relationship between IoT technologies, select the top ten IoT technology
fields for detailed analysis.

As can be seen from Table 1, the most frequently occurring discipline is T01-N01F
(IoT), which is the study of interconnection/interconnection between computers,
devices and systems used in applications such as home automation and smart grid.
From a realistic point of view, in recent years, scientists and engineers in various
countries have become more and more enthusiastic about research on smart homes and
intelligent robots. For this reason, the T01-N01F (IoT) discipline will have such a high
frequency. For the short-range system radio link studied by W01-A06C4 (radio link),
including IEEE 802.15 radio link, including Bluetooth, Dect-based radio link, IEEE

Fig. 1. Global network of IoT patent technology
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802.11 radio link, etc., since the launch of the smartphone in 2009 At the beginning, it
attracted a large number of researchers to study it.

Different IoT technologies have different research priorities. For the research of
intelligent hardware, there are mainly T01-N02B2 (monitoring) research including
monitoring computer/network communication and hardware monitoring, and its sub-
system research T01-N02B2B (system and fault monitoring) including monitoring
system for monitoring computer hardware operations, log events, reporting failures,
online (Internet-based) monitoring and online diagnostics of any electronic system. For
the research of mobile communication and its interface, there are mainly T01-C03C
(radio link) including satellite, radio, infrared and other interfaces for accessing the
network; T01-N01D3 (Getting services from a remote site or server) Includes a net-
work running applications on the server under the control of the client system; T01-
N01D (data transmission) includes downloading files from a remote site (FTP) and
T06-A11 (control system related (data) communication arrangement). For product
research, there are mainly W01-C01D3C (portable; handheld), that is, the invention
related to “portable terminal” is the development and design of mobile devices and
T01-S03 (claimed software products), that is, a software-based product is claimed and
stored, for example, in a CD-ROM, where a computer program or software component
is used in the independent claims.

4 Analysis of Hotspots in Patent Research of IoT Technology

The word frequency analysis method is a kind of bibliometric method, which counts
the frequency of occurrence of keywords in a research field to determine the research
hotspots and development trends in this field [11]. Using CiteSpace V5.3.R4 software,
after a series of operations such as clustering and visualization, the knowledge map of
global Internet of Things technology research hotspots in this time period is obtained,
as shown in Fig. 2.

Table 1. Top 10 IoT technology fields

Ranking Frequency Centrality degree Year Subject code

1 4 611 0.06 2015 T01-N01F
2 2 735 0.16 2009 W01-A06C4
3 2 045 0.12 2009 T01-N02B2
4 2 028 0.08 2007 T01-C03C
5 2 023 0.08 2007 T01-N01D3
6 1 969 0.04 2010 T01-N01D
7 1 533 0.13 2009 T01-N02B2B
8 1 516 0.06 2006 W01-C01D3C
9 1 415 0.07 2007 T01-S03
10 1 233 0.11 2010 T06-A11
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According to statistics, the map has 141 nodes and 715 connections. The network
density is 0.0724. This means that the research hotspots between different IoT patent
technologies are very close, and the patent hotspots form an interactive overlap com-
plex network structure. Among them, can be clearly seen from Fig. 2, t01 (digital
computer), w01 (telephone and data transmission system), w05 (alarm; signal;
telemetry and remote control), t06 (process and machine control), w02 (broadcast,
radio and line transmission systems), t04 (computer peripherals), w06 (aerospace and
radar systems), t05 (counting, checking vending machines and POS systems), w04
(audio/video recording and systems), s03 (science Instruments) These 10 IoT tech-
nology patent hotspot words are obviously larger than other words, which means that
these 10 words are the hot high-frequency words of research. These hot words cover
the IoT technologies in the fields of digital information transmission, electrical signal
transmission, alarm signal transmission, telemetry and remote control, and aerospace
radar system control.

That is to say, the application of IoT technology in these fields is the most
extensive. Other technologies such as q63 (coupling; clutch; brake; damper), p61
(grinding; polishing), q43 (general building structure), m24 (steel metallurgy, including
manufacturing and processing, steel processing melting and changing steel physics
Properties, control/test methods, lubricating oil furnaces and converter metallurgical
coking processes), p42 (spraying; atomization), etc. Although their frequency does not
appear high, but since their application year is in the near future (2018). Therefore, it
can be seen that the latest development direction of the IoT technology is in the
optimization of industrial assembly lines, building structure, machine processing, etc.,
that is, intelligent technology fields such as smart factories and smart homes.

Fig. 2. Global IoT patent research hotspot knowledge map
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5 Analysis of the Evolution Trend of IoT Technology Patents

The evolution of the discipline refers to the distribution of research hotspots and
research topics in different years by acquiring subject areas. The knowledge map of the
time series diagram is used to further analyze the evolution trend of the field of IoT
research. According to the patent data collected in the Dewent-Innovation-Index
database, the knowledge map of the evolution trend of the IoT research field is drawn,
as shown in Fig. 3.

It can be seen from Fig. 3 that the global IoT patent data is merged and classified by
Cite Space’s clustering algorithm, and finally divided into seven research topics or
application directions. They are: network server, frame head, network server2, terminal
set, second connecting rod, message storage device, and bevel gear. This means that the
process of development and evolution of the IoT continues to infiltrate and integrate
with other disciplines, and forms patents based on this. At the beginning of the IoT, the
International IoT is in the market cultivation period of “concept exploration,
government-led, application demonstration” [12]. Most of the IoT patents are about
Internet network services, including network service interfaces and their communica-
tion, definition of network file format, design of network service equipment, etc. With
the development of technology, the international IoT has entered the industrial outbreak
period of “cross-border integration, integrated innovation, scale application, and eco-
logical acceleration” [12], when the IoT patents began to more and various disciplines,
including materials, Electronic communication, mechanical manufacturing, etc., and
integration, so new technologies such as smart home, cloud computing, and car net-
working are constantly appearing and being applied.

6 Conclusion

Looking at the full text, the analysis of global IoT patent data from 2006 to 2018 shows
that: In the current research on the IoT, T01-N01F (IoT), T01-N02B2 (monitoring),
T01-C03C (radio link), W01-C01D3C (portable; handheld) and other technologies are
very popular. This is because in recent years, with the continuous development of the
IoT technology, intelligent devices such as smart phones and smart robots are

Fig. 3. Global IoT patent research evolution trends
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increasingly popular among consumers. Therefore, making these devices more con-
venient, more complete functions, and easier and faster human-computer interaction
will become the research focus of researchers. The research hotspots of the IoT tech-
nology have shifted from the research on traditional communication methods such as
digital transmission, information transmission and signal control to the research on
materials and transmission media that can better realize the “Internet of Everything”.
That is to say, the IoT technology has evolved from its own definition to a new stage of
integration with various disciplines. Based on the above conclusions, two suggestions
are made: (1) Research must be developed on interdisciplinary research on the IoT,
especially for new media for information transmission. (2) We must pay attention to the
R&D investment of IoT technology and strengthen the research and development of
IoT technology. Only continue to innovate on the basis of the cutting-edge IoT tech-
nology. Therefore, it is possible to apply for its own basic patents, peripheral patents,
etc. in key areas and core technologies. In order to enable China’s IoT technology to
achieve rapid development, its scientific research results can also achieve rapid
industrial development.
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Abstract. The rapid development of Industrial Internet of Things has attracted
extensive attention of scholars in related fields. In order to fully understand the
research progress in the field of Industrial Internet of Things, the WOS (Web of
Science) database is used as the data source, the qualitative research and
quantitative research are combined, the CiteSpace III software is used as the data
visualization tool, and the literature published in the field of Industrial Internet
of Things from 2011 to 2019 is used as the research basis to draw the map of
scientific knowledge. From three aspects of research hotspot, knowledge base
and development trend, it is concluded that the integrated application of infor-
mation technology such as Internet, big data, 5G and cloud computing will be
the direction of development in the field of Industrial Internet of Things.

Keywords: Industrial Internet of Things � Bibliometrics � Mapping knowledge
domain � CiteSpace � Research progress

1 Introduction

The Industrial Internet of Things integrates various acquisition and control sensors or
controllers with sensing and monitoring capabilities, as well as mobile communication
and intelligent analysis technologies into all aspects of the industrial production pro-
cess, thereby greatly improving manufacturing efficiency, improving product quality,
and reducing products cost and resource consumption, eventually bringing the tradi-
tional industry to a new stage of intelligence. From the application form, the Industrial
Internet of Things application has the characteristics of real-time, automation,
embedded (software), security and information interconnection.
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The academician of the Chinese Academy of Engineering, Hequan Wu, expands
the application of the Internet of Things in the field of production and life on the basis
of systematically introducing the composition, network relationship, technology and
functions of the Internet of Things [1]. Qibo Sun et al. used the literature analysis
method to analyze the basic concepts, features, architecture, key technologies and
standardization of the Internet of Things, and sorted them out in different categories [2].
Jorge E. Ibarra-Esquer et al. analyzed the evolution process of various application fields
from the perspective of the evolution of Internet of Things theory and technology [3].
Yang et al. classified and systematically reviewed the commercial literature of the
Internet of Things from the perspective of individual users and organizations. Some
researchers have conducted more in-depth quantitative analysis of information science
from the field of Internet of Things research [4]. Yangping He based on the core
collection of WOS, through the CiteSpace, HistCite and Pajek tools to analyze and
summarize the Internet of Things literature, to obtain visual results [5]. Xinli Zhou et al.
applied scientific measurement and visualization method to statistically analyzed the
data of the Internet of Things research papers of CNKI (china national knowledge
infrastructure) literature database from 2003 to 2012 [6]. Ruiying Sun et al. mapped the
mapping knowledge domain and analysis of the Internet of Things related literature in
the CNKI literature database from 2005 to 2015 [7]. Juan et al. used the ScientoPy tool
developed in Python language to conduct quantitative statistical analysis of the Internet
of Things research in WOS and Scopus literature database between 2002 and 2016 [8].
Erfanmanesh further carried out bibliometric analysis, altmetric analysis and network
analysis on the literature data related to the Internet of Things research of the Scopus
database from 2006 to 2015 [9].

The current Industry 4.0 has an important connection with the Industrial Internet of
Things. From the development of industry and the use of intelligent machines related to
the Internet to achieve intelligent mechanical production, it can be seen that the
Industrial Internet of Things is based on the development of 5G technology. Industrial
Internet of Things will be more likely to grow with the support of 5G networks.
However, because the Industrial Internet of Things has not been produced for a long
time, the topics, contents and methods involved are also extensive. Therefore, it is
necessary to fully understand the research hotspots, knowledge bases and development
trends in the field of Industrial INTERNET OF THINGS in recent years. Therefore,
based on bibliometrics theory and CiteSpace software, this paper sorts out and analyzes
the related research in SCI, core journals and Industrial Internet of Things from 2011 to
2019, in order to provide a certain degree of guidance and reference for the theoretical
research and development direction of the Industrial Internet of Things.

2 Research Method and Data Source

2.1 Research Method

The research method in this paper is a combination of qualitative analysis and quan-
titative analysis. Qualitative analysis is to sort out the main content of the literature in
the field of Industrial Internet of things, especially the classic literature, and analyze its
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role in the development of the discipline. Quantitative analysis is a statistical analysis
of high-frequency vocabulary and frequency in the field of Industrial Internet of Things
through bibliometrics, using CiteSpace V as a visualization tool for research, to draw
the keyword network, literature indexing network, and distribution time series map, to
analyze the research hotspots, knowledge base and evolution trend in the field of
Industrial Internet of Things.

CiteSpace is a data visualization analysis software developed by Professor Chaomei
Chen from Drexel University. It combines the disciplines of bibliometrics, statistics,
information science, etc., and uses the visual form of spatial form to visually display
the research hotspots, knowledge structure, development history and distribution of the
Industrial Internet of Things researched in this paper.

2.2 Data Source

The research object of this paper is related literature in the field of international
Industrial Internet of Things. The data comes from the WOS database and the retrieval
time is July 24, 2019. In order to cover the research situation in the field of Industrial
Internet of Things as much as possible, this paper selects the topic retrieval method, the
time range is defined as 2011–2019, and the keyword is “Industrial Internet of Things”.
In addition, through manual identification and screening, the invalid records such as
call notice, journal statement, conference news and unrelated documents were exclu-
ded. This paper finally determined 2055 related documents of WOS database.

3 Analysis of Research Hotspots in Industrial Internet
of Things

High-frequency keywords can highlight research hotspots in the subject area. The
higher the frequency of similar keywords, the more attention is paid to the research
content of the keyword. The more concerned research content usually indicates the
future development trend of the field, which is beneficial for researchers to understand
the development of the field as a whole. Therefore, in order to understand the latest
developments in the field of Internet of Things, using the literature data of WOS data,
draw a mapping knowledge domain of research hotspots in the field of knowledge
management, as in Fig. 1. There are 413 nodes in the formed map, and the size of the
nodes represents the frequency of occurrence of keywords. The top ten research hot-
spots are listed in the order of the frequency of occurrence of keywords, as shown in
Table I.

Analysis of Fig. 1 and Table I shows that in the mapping knowledge domain-co-
word network diagram, the co-word network uses “internet” as the network center, and
the keywords “thing”, “system”, “internet of thing” and so on closely surround the
network center. The vast majority of keywords at or near the core of Internet of Things
research are highly representative of the latest research in this field. In general, the
mapping knowledge domain -co-word network has many nodes with similar sizes, and
the keyword frequency distribution is balanced. The difference in network center
degree between different high-frequency words is small, indicating that there are many
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research directions in the Industrial Internet of Things field. The focus of research
hotspots is relatively close. Moreover, the overall density of the common word network
is high, the network knowledge points are clustered, and there are many cross-
disciplinary studies in the field, indicating that the interdisciplinary cooperation in the
field of Industrial Internet of Things research is both normal and close. The specific
analysis of research hotspots from 2011 to 2019 is as follows:

Fig. 1. Mapping knowledge domain – co-word network

Table 1. Top ten research hotspot statistics

Ranking High frequency word Frequency Centrality

1 Internet 331 0.03
2 Internet of Thing 305 0.04
3 System 265 0.03
4 Thing 225 0.03
5 Design 170 0.12
6 IoT 154 0.06
7 Network 145 0.05
8 Internet of Things 143 0.02
9 Wireless sensor network 142 0.02
10 Model 123 0.18
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(1) Communication and data processing area: The frontier technologies of the Internet
of Things and computer science, such as big data, artificial intelligence, and cloud
computing, are closely combined. Through literature analysis, many scholars have
used the relevant theories and technologies of big data, artificial intelligence and
cloud computing to innovate and expand the Industrial Internet of Things function.

(2) wireless sensor network area: Industrial Internet of Things development requires
more accurate, smarter, more efficient and more compatible sensor technology,
wireless sensor network as the basic technology for the development of Industrial
Internet of Things technology. With the ubiquity of information, Industrial sensors
and sensing devices are required to be more miniaturized, intelligent, and low-
power.

(3) Smart factory: Smart factory construction is one of the most widely used appli-
cations for Industrial Internet of Things, it mainly includes resource allocation
optimization, production process optimization, and management visualization in
intelligent industrial production.

4 Evolution Trend of International Industrial Internet
of Things

When analyzing the evolution trend, we can use Burst Detection in CiteSpace software
to get the research topic of sudden increase in frequency or obvious increase in fre-
quency from keywords. According to the display of the burst terms in the map at
different time periods, this method can clearly analyze the evolutionary trend of the
Industrial Internet of Things field. Using “keyword” as a node, draw a high-frequency
burst terms sequence diagram in the field of Industrial Internet of Things. The “key-
word” is used as the analysis node, and the “Timezone” method is used to display the
time distribution sequence diagram of the burst terms in international Industrial Internet
of Things field, as in Fig. 2.

Fig. 2. Burst terms sequence diagram of international Industrial Internet of Things
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In-depth analysis of the evolution trend of the 2011–2019 Industrial Internet of
Things field, as follows:

During 2011 to 2013, the key words with high international mutation intensity are
“IoT”, “parameter estimation” and “model”, indicating that during this period, the
international focus on the integration process of industry and the Internet of Things. It
is expected that by analyzing the Internet of Things itself and parameter estimation and
experiments applied to the industrial field to build a better model to optimally combine
industrial production and Internet of Things technology,

During 2013 to 2016, keywords such as “network”, “machine learning” and
“wireless sensor network” emerged, indicating that, internationally, further application
of network technology and processing of information in a more advanced manner were
valued in the field of Industrial Internet of Things. The network is one of the core
components of the Industrial Internet of Things, and data is transmitted over the net-
work between different levels of the system. The network is divided into a wired
network and a wireless network. The wired network is generally applied to cluster
server of a data processing center, local area network of factory and some of the field
bus control network, it can provide a high-speed and high-bandwidth data transmission
channel. Industrial wireless sensor networks are an emerging technology that uses
wireless technology for sensor networking and data transmission. The application of
wireless network technology can greatly reduce the wiring cost of industrial sensors,
which is conducive to the expansion of sensor functions, thus attracting the attention of
many enterprises and scientific research institutions at home and abroad.

During 2016 to 2019, themes such as “Industrial Internet of Things” and “fog
computing” were emerged, this indicates that the international Industrial Internet of
Things system has been initially completed and is trying to expand it into new areas.
With the popularization of information technology and the strengthening of global
information trends, the integration of Industrial Internet of Things with other advanced
information technologies such as cloud computing and big data will become an area
worthy of further study.

5 Knowledge Base Analysis in the Field of International
Industrial Internet of Things

The knowledge base is the citation and co-introduction trajectory in the scientific
literature at the forefront of research in a certain field. Select “cited reference” as the
network node, find out the authoritative classic literature in the field of international
Industrial Internet of Things, and conduct knowledge base analysis, so as to further
clarify its development context and knowledge research foundation. Through the
“Generate a narrative” operation in CiteSpace V, you can get list information of
important literatures, as in Fig. 3. After many search and screening, it has identified 10
international articles on the international Industrial Internet of Things with high fre-
quency. Analysis shows: Based on the system performance index, Xu Ling uses the
delay of the first-order Taylor expansion approximation system, and proposes an
algorithm to determine the controller parameters, so that the system achieves the
expected dynamic performance [10].

Research on the Development Situation of Industrial IoT 289



Ding Feng et al. used a decomposition-based hierarchical recognition principle to
derive a Hammerstein system iterative algorithm based on least squares and a gradient-
based iterative algorithm for Hammerstein systems [11]. Based on the step response
analysis, Xu Ling proposed the Newton iterative algorithm. In addition, in order to
verify the accuracy of the estimated parameters, the frequency and step response
experiments were applied to the dynamical system between the estimated model and
the real model [12]. Xu Ling et al. proposed a Newton iterative identification method
for estimating the parameters of second-order dynamic systems using step response
data. In addition, in order to obtain the ideal dynamic performance, a controller design
method based on root locus is proposed to meet the requirements of overshoot dynamic
performance [13]. Dongqing Wang et al. derived a Wiener nonlinear system iterative
identification algorithm based on least squares and gradients. This method decomposes
a bilinear cost function into two linear cost functions and directly estimates the
parameters of the Wiener system. There is no need to re-parameterize, resulting in
redundant estimates [14]. Zhang Xiao et al. studied the identification problem of
bilinear systems that can measure noise in the form of moving average model, and
proposed an unmeasurable state based on hierarchical identification principle and
interactive estimation algorithm based on parameters [15]. Yuan Cao et al. According
to CTCS-3 (China’s train control system level 3) GSM wireless system standard—the
control data transmission delay should be no more than 500 ms, the probability is
greater than 99%, considering the coverage of non-redundant networks and cross-
redundant networks, and in the case of single-row MTs (mobile terminals) and

Fig. 3. Mapping knowledge domain - citation network
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redundant MTs, the corresponding vehicle-to-ground communication model, delay
model and fault model are established [16]. Chen Jing et al. studied the identification
problem of multi-input and multi-output nonlinear systems. The difficulty in identifying
such system parameters is that the information vector in the identification model
contains unknown variables. The solution of Jing Chen et al. is to overcome this
difficulty by using auxiliary model identification ideas, and to extend the innovation
vector into an innovation matrix, and propose a multi-innovation extended stochastic
gradient algorithm based on the auxiliary model [17]. Xiangkui Wan et al. introduced a
method combining MMF and WT to overcome the shortcomings of existing methods
in suppressing BW (baseline wander). In order to verify the effectiveness of the pro-
posed method, Xiangkui Wan et al. used artificial ECG signals containing clinical BW
for numerical simulation and established a realistic baseline drift model. The results
show that the BW effect of this method is better than other methods [18]. Yanjun Liu
et al. applying the idea of auxiliary model identification and the theory of multi-
innovation identification, proposed a multi-innovation stochastic gradient algorithm
based on the auxiliary model, and the simulation example shows that the algorithm
works well [19].

6 Conclusion

Research uses the CiteSpace tool to draw a visual mapping knowledge domain, the
relevant literatures in the field of Industrial Internet at home and abroad in the WOS
database from 2011 to 2019 are used as research data samples to scientifically analyze
the research hotspots, knowledge structure, development process and distribution of
sample literatures, obtained the following research conclusions and corresponding
recommendations:

(1) From the research hotspot level, there are close links between high-frequency
keywords in the Industrial Internet field worldwide, forming a wide range of cross-
research fields, and the research direction is relatively scattered. On the basis of
maintaining in-depth exploration and discussion of basic knowledge theory, the
related literature pays close attention to the practical application and method
research of communication data processing, wireless sensor network, smart factory
construction, etc. Most of them focus on a single subject research field, and rela-
tively lack scientific research on each crossing field.

(2) From the knowledge base, the main knowledge base of Industrial Internet research
at home and abroad is Industrial Internet system design, parameter control, model
construction, algorithm deduction, basic theoretical research is more in-depth, and
the connection between research scholars is relatively close, the technology
application research needs continuous exploration, lacking the emerging power of
more fruitful results.

(3) From the perspective of evolutionary trends, relevant research scholars at home and
abroad have paid close attention to the development history and application pro-
spect for Industrial Internet. In recent years, research directions have gradually
turned to network information processing, wireless sensing control, cloud
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computing and big data. The development status of the Industrial Internet field in
the new era is changing with each passing day, but the comprehensive research in
related fields has not yet attracted widespread attention, the integrated application
research in the aspects of modern new information technology also needs to be
explored.

In response to the above research conclusions, the corresponding scientific rec-
ommendations for promoting the development of China’s Industrial Internet: On the
one hand, the academic and industrial circles should keep abreast of and grasp the first
dynamics in the field of international Industrial Internet, strengthen the information-
ization, technicalization and integration in the field of Industrial Internet, and contin-
uously develop and improve the basic theoretical system of the Industrial Internet field
in our country. On the other hand, industrial enterprises should be the mainstay and
guided by national policies, leading the relevant industries to develop towards mod-
ernization and interconnection. Focus on promoting technological innovation and
application innovation simultaneously, and promote the diversification, phase, gener-
alization, collaboration and integration of the Industrial Internet.

Acknowledgment. The research and publication of their article was supported by the Funda-
mental Research Funds for the Central Universities [grant number 21618412; grant number
21618804]; the National Natural Science Foundation of China [grant number 51475095]; Project
of Guangdong; Natural Science Foundation [grant number 2016A030311041]; 2015 Guangdong
Special Support Scheme [grant number 2014TQ01X706]; High-level Talent Scheme of
Guangdong Education Department [grant number 2014–2016]; the Guangdong Natural Science
Foundation [grant number 2017A030313401]; Inner Mongolia Autonomous Region Science and
Technology Innovation Guide Award Fund Project [grant number 103-413193]; Key Research
Projects of Henan Higher Education Institutions [grant number 19A630037].

References

1. Wu, H.Q.: Review on Internet of Things: application and challenges. J. Chongqing Univ
Posts Telecommun. 22(5), 526–531 (2010). (Chinese)

2. Sun, Q.B., Liu, J., Li, W., Fan, C.X., Sun, J.J.: Internet of Things: summarize on concepts,
architecture and key technology problem. J. Beijing Univ. Posts Telecommun. 33(3), 1–9
(2010). (Chinese)

3. Ibarra-Esquer, J.E., Gonzalez-Navarro, F.F., Flores-Rios, B.L., Burtseva, L., Astorga-
Vargas, M.A.: Tracking the evolution of the Internet of Things concept across different
application domains. Sensors 17(6), 2017 (2017). (Basel, Switzerland)

4. Lu, Y., Papagiannidis, S., Alamanos, E.: Internet of Things: a systematic review of the
business literature from the user and organisational perspectives. Technol. Forecast. Soc.
Chang. 136, 285–297 (2018)

5. He, Y.P., He, X.P.: Visualization analysis of Internet of Things research based on knowledge
mapping. Inf. Res. 6, 116–123 (2017). (Chinese)

6. Zhou, X.L., Deng, L., Yang, L.B.: Mapping knowledge domain-based visualized analysis of
studies on Internet of Things. Internet of Things Technol. 5(8), 83–87 (2015). (Chinese)

7. Sun, R.Y., Wang, X.: Analysis on the status of the Internet of Things in China based on the
bibliometrics statistical methods. J. Mod. Inf. 36(1), 153–159 (2016). (Chinese)

292 H. Guo et al.



8. Ruiz-Rosero, J., Ramirez-Gonzalez, G., Williams, J.M., Liu, H., Khanna, R., Pisharody, G.:
Internet of Things: a scientometric review. Symmetry 9(12), 301 (2017). Basel

9. Erfanmanesh, M., Abrizah, A.: Mapping worldwide research on the Internet of Things
during 2011–2016. Electron. Libr. 36(6), 979–992 (2018)

10. Xu, L.: A proportional differential control method for a time-delay system using the Taylor
expansion approximation. Appl. Math. Comput. 236, 391–399 (2014)

11. Ding, F., Liu, X., Chu, J.: Gradient-based and least-squares-based iterative algorithms for
Hammerstein systems using the hierarchical identification principle. IET Control Theory
Appl. 7(2), 176–184 (2013)

12. Xu, L.: Application of the Newton iteration algorithm to the parameter estimation for
dynamical systems. J. Comput. Appl. Math. 288, 33–43 (2015)

13. Xu, L., Chen, L., Xiong, W.: Parameter estimation and controller design for dynamic
systems from the step responses based on the Newton iteration. Nonlinear Dyn. 79(3), 2155–
2163 (2015)

14. Wang, D.Q., Feng, D.: Least squares based and gradient based iterative identification for
Wiener nonlinear systems. Signal Process. 91(5), 1182–1189 (2011)

15. Zhang, X., Xu, L., Ding, F., Hayat, T.: Combined state and parameter estimation for a
bilinear state space system with moving average noise. J. Franklin Inst. Eng. Appl. Math.
355(6), 3079–3103 (2018)

16. Cao, Y., Ma, L., Xiao, S., Zhang, X., Xu, W.: Standard analysis for transfer delay in CTCS-
3. Chin. J. Electron. 26(5), 1057–1063 (2017)

17. Jing, C., Yan, Z., Ding, R.: Auxiliary model based multi-innovation algorithms for
multivariable nonlinear systems. Math.Comput. Model. 52(9–10), 1428–1434 (2010)

18. Wan, X.-K., et al.: Electrocardiogram baseline wander suppression based on the combination
of morphological and wavelet transformation based filtering. Comput. Math. Methods Med.
2019, 7 (2019). Article no. 7196156

19. Liu, Y.J., Xiao, Y.S., Zhao, X.L.: Multi-innovation stochastic gradient algorithm for
multiple-input single-output systems using the auxiliary model. Appl. Math. Comput.
215(4), 1477–1483 (2009)

Research on the Development Situation of Industrial IoT 293



Author Index

A
Aihemaiti, Nueraili, 224

C
Cai, Yun-gong, 276
Cao, Qing-qing, 94
Cao, Wan-lin, 134
Chao, Bao, 269, 284
Chen, Fu-zan, 36
Chen, Jing-jing, 165
Chen, Qiu-fan, 284
Chen, Youling, 101
Chong, Jia-xin, 234

D
Dang, Zhi-yuan, 224
Deng, Xiu-quan, 224
Ding, Jie, 183
Dong, Xue-wen, 134

F
Fang, Cheng-wu, 165
Feng, Yue, 250

G
Gan, Lin-lin, 58
Gao, Zhen-hua, 47
Guo, Hong-fei, 269, 276, 284

H
He, Xiang, 145
He, Zhi-hui, 269, 276, 284
Hu, Kai-xuan, 58

Huai, Wen-juan, 94
Huang, Jin-jin, 58
Huo, Zhen-hao, 269

J
Jia, Hong-wei, 224
Jiang, Hao, 284

L
Li, Cong-dong, 269, 276, 284
Li, Hai-mei, 117
Li, Hua, 117
Li, Li, 145
Li, Ling-ling, 21
Li, Mei-Yan, 234
Li, Min-qiang, 36
Li, Ming, 47
Li, Xiang-yi, 250
Liang, Di, 203
Liang, Shuai-peng, 153
Lin, Dong-ming, 21
Liu, Jian, 101
Liu, Rui-peng, 117
Liu, Su-xia, 76
Liu, Xue-hao, 153
Liu, Yue, 203
Luo, Chuan, 234
Luo, Xiao-feng, 269, 276, 284

M
Ma, Ling, 14
Ma, Yan-hua, 109
Mei, Qiang, 76

© Springer Nature Singapore Pte Ltd. 2020
C.-F. Chien et al. (Eds.): IE&EM 2019, pp. 295–296, 2020.
https://doi.org/10.1007/978-981-15-4530-6

https://doi.org/10.1007/978-981-15-4530-6


O
Ou, Jian-hai, 67

P
Pan, Yu-cheng, 203

Q
Qi, Rui-Feng, 234
Qu, Chuan-sheng, 193
Qu, Ting, 269, 276, 284

S
Sang, Haixia, 172
Shen, Jiang, 21
Shi, Jin-cheng, 276
Sun, Le, 224

T
Takahashi, Shingo, 172
Tang, Hong-tao, 250
Tian, Jin, 3, 14

W
Wan, Xing, 36
Wang, Fu-yu, 165, 183
Wang, Shanghe, 3
Wang, Shao-luan, 58
Wang, Xin-chen, 109
Wang, Xiu-hong, 153
Wang, Yong-cheng, 153
Wei, Ming-qi, 193
Wei, Xue-meng, 28
Wu, Ai-ping, 117

Wu, Hao, 47
Wu, Jia-qi, 67

X
Xu, Chun-yu, 276
Xu, Jia-nan, 193
Xu, Ruo-lan, 109
Xu, Yu-shan, 224

Y
Yang, Xiao-ying, 213
Yang, Xu, 76

Z
Zeng, Qing, 134
Zhang, Hua, 145
Zhang, Huan, 250
Zhang, Kai, 203
Zhang, Ru, 269, 276, 284
Zhang, Rui-min, 213
Zhang, Shun-tang, 28
Zhang, Tian-rui, 193
Zhang, Yi-xin, 109
Zhao, Dao-zhi, 58, 67
Zhao, Jing-ying, 261
Zhao, Man, 109
Zhou, Da-wei, 58, 67
Zhou, Yi, 284
Zhu, Xingzhen, 145
Zhu, Yu-qing, 76
Zou, Xin-feng, 58, 67
Zou, Zheng-wei, 284

296 Author Index


	Contents
	Simulation and Optimization
	A Hybrid Instance Selection Method Based on Convex Hull and Nearest Neighbor
	Abstract
	1 Introduction
	2 Methodology
	3 Experimental Results
	4 Conclusion
	References

	Integrating Explicit Trust and Implicit Trust for Product Recommendation
	Abstract
	1 Introduction
	2 Methodology
	3 Results
	4 Conclusion
	Acknowledgment
	References

	Prediction of Engineering Parameters Based on Improved Artificial Neural Network
	Abstract
	1 Introduction
	2 Methodology
	3 Results
	4 Discussion
	5 Conclusion
	Acknowledgment
	References

	Research on BP Neural Network Optimization Based on Improved Global Artificial Fish Swarm Algorithms
	Abstract
	1 Introduction
	2 Brief Introduction of Global Artificial Fish Swarm Algorithms
	3 Improved Global Artificial Fish Swarm Algorithm
	4 Improved Global Artificial Fish Swarm Algorithms to Optimize BP Neural Network
	5 Analysis of Experimental Results
	6 Conclusion
	References

	Cloud Service Pricing Strategy Based on Service Level Agreement with Default Compensation
	Abstract
	1 Introduction
	2 Related Work
	3 Bi-level Programming Model for Pricing Cloud Service
	4 Results and Analysis
	4.1 Optimal Decision of the Basic Model
	4.2 Comparative Evaluation

	5 Conclusion and Future Work
	Acknowledgment
	References

	Research on Unequal Area Facility Layout Problem of Packaging Test Workshop Manufacturing Units in Semiconductor Company
	Abstract
	1 Introduction
	2 Mathematic Modeling
	3 The Improved Bat Algorithm for Unequal Area Facility Layout
	3.1 Adding Parallel Grouping Schemas
	3.2 Improvement of Speed Update Equations
	3.3 Improvement of Domain Search Equations
	3.4 Longitudinal Coordinate Dynamic Adjustment

	4 Case Study
	4.1 Present Situation of Workshop
	4.2 Process Flow Analysis
	4.3 Related Constraints
	4.4 Analysis of Optimization Results

	5 Conclusion
	References

	Optimum Design of Ticketing Service System of Guangzhou-Zhuhai Intercity Railway Zhuhai Station
	Abstract
	1 Introduction
	2 Basic Information
	3 Situation Analysis and Improvement
	3.1 Artificial Ticketing Hall
	3.2 Self-service Ticket Area
	3.3 Self-service Ticketing and Ticket-Checking Area

	4 Analysis of Improvement Effect
	5 Conclusion
	References

	A Redesign of Improving the Medical Effect of Hyperbaric Oxygen and Reducing Product Cost of Oxygen Mask Based on Ergonomics
	Abstract
	1 Introduction
	2 Current Situation Analysis and Improvement Ideas
	2.1 Physiological Analysis of Human Respiratory System
	2.2 Improving Ideas
	2.3 Analysis of Oxygen Mask in Traditional Hyperbaric Oxygen Chamber

	3 Improvement Design of Oxygen Mask
	4 Effect Analysis
	5 Conclusion
	References

	Evolutionary Path of Group Safety Behavior of Grass-Roots Employees
	Abstract
	1 Introduction
	2 Methodology
	3 Analysis
	4 Results
	5 Conclusion
	Acknowledgment
	References

	Safety Risk Assessment and Management of Military Physical Fitness Training Based on Triangular Fuzzy Mathematics and Fault Tree Analysis
	Abstract
	1 Introduction
	2 Triangular Fuzzy Number Correlation Theory
	2.1 Triangular Fuzzy Number
	2.2 Triangular Fuzzy Number Operation

	3 Accident Tree Establishment of Military Physical Fitness Training Safety Risk Analysis
	3.1 Building an Accident Tree
	3.2 Quantitative Analysis Based on Fuzzy Accident Tree

	4 Discussion
	5 Conclusion
	References

	A Hybrid Similarity-Aware Clustering Approach in Cloud Manufacturing Systems
	Abstract
	1 Introduction
	2 Methodology
	3 Results
	4 Discussion
	5 Conclusion
	Acknowledgment
	References

	Improvement of M Assembly Line Based on Assembly Line Balancing and Overall Equipment Effectiveness
	Abstract
	1 Introduction
	2 Current Situation of Production Line
	3 Improvement of M Assembly Line
	3.1 Improvement of Bottleneck Process Loop 4
	3.2 Reducing the Lost Time of Equipment

	4 Conclusion
	References

	Storage Optimization of Low-Level Manual Picking Warehouse Considering Vertical Travel
	Abstract
	1 Introduction
	2 Average Picking Time Estimation Model
	2.1 Problem Description
	2.2 Modeling Assumption, Parameter and Decision Variable
	2.3 Single Working Roadway Model
	2.4 Multiple Operation Roadway Model

	3 Storage Location Optimization
	3.1 Model Building
	3.2 Heuristic Algorithm
	3.3 An Illustrative Example

	4 Conclusion
	Acknowledgement
	References

	Research on Furniture Workshop Layout Optimization Based on SHA and SLP
	Abstract
	1 Introduction
	2 Methodology
	2.1 Analysis of the Layout of the Plate Workshop
	2.1.1 Analysis of the Production Process
	2.1.2 Analysis of Material Handling Route
	2.1.3 F—D Analysis of Workshop Logistics
	2.1.4 Problems Existing in the Current Layout of Corporate Facilities

	2.2 Optimization of Plant Facilities Layout Based on SLP Method
	2.2.1 Analysis of Logistics Relationship of Operating Units
	2.2.2 Analysis of Non-logistics Relations in Operating Units
	2.2.3 Analysis of the Comprehensive Relationship of Operating Units
	2.2.4 Correlation Diagram of Operation Unit Location
	2.2.5 Correlation Diagram of Working Unit Area
	2.2.6 The Optimization of the Layout of the Workshop Facilities


	3 Discussion
	3.1 Modeling of the Workshop Layout and Evaluation on the Solution Based on Flexsim
	3.1.1 Modeling and Simulation of Workshop Layout Based on Flexsim
	3.1.2 Analysis of Simulation Results
	3.1.3 Effectiveness Evaluation


	4 Conclusion
	References

	Option Game Analysis in IT Investment Strategy of B2B E-Intermediary
	Abstract
	1 Introduction
	2 Model
	3 Single Period Investment Strategy Analysis
	4 Multi-period Investment Analysis
	5 Result
	6 Conclusion
	Acknowledgment
	References

	Research on Path Planning of Mobile Robot Based on Improved A* Algorithm
	Abstract
	1 Introduction
	2 Traditional A*Algorithm
	3 Improved A* Algorithm
	3.1 Heuristic Function Distance Algorithm
	3.2 Path Planning Search Neighborhood

	4 Simulation Experiment and Result Analysis
	5 Conclusion
	Acknowledgment
	References

	Supply Chain and Scheduling
	Construction of Emergency Material Disturbance Management Model Considering Demand Change
	Abstract
	1 Introduction
	2 Research Status of Emergency Material Scheduling and Disturbance Management Considering Material Demand
	2.1 Research Status of Emergency Material Scheduling Considering Material Demand Forecasting
	2.2 Research Status of Emergency Material Scheduling Considering Material Demand Classification
	2.3 Research Status of Emergency Material Dispatching Disturbance Management

	3 Construction of Disturbance Management Model Considering the Change of Demand
	3.1 Model Assumptions
	3.2 Problem Description
	3.3 Definitions of Parameters and Variables
	3.4 Model Construction

	4 Conclusion
	Acknowledgment
	References

	Using Simulation as a Tool for Multiple-Product Production and Logistics Planning Design in the Japanese Rental Housing Unit Supply Chain
	Abstract
	1 Introduction
	2 Framework for Multiple-Product Production and Logistics Planning Design
	2.1 Rental Housing Unit Production and Logistics Information
	2.2 Design Production Planning
	2.3 Design Logistics Planning

	3 Brief Literature Review
	4 Case Study of Multiple-Product Production and Logistics Planning Design in a Japanese Rental Housing Unit Supply Chain
	4.1 Rental Housing Unit Information
	4.2 Create a Basic Production Plan
	4.3 Modify the Basic Production Plan to a Detailed Production Plan
	4.4 Simulate the Distribution Center’s Fill Rate to Avoid Opportunity Loss
	4.5 Simulation Model
	4.6 Simulation Results

	5 Conclusions
	Clarification
	References

	Research on Resource Scheduling Optimization of Prefabricated Building Components Based on Improved Particle Swarm Optimization
	Abstract
	1 Introduction
	2 Problem Statement
	3 Model Construction
	4 An Improved Algorithm for PSO
	5 Computational Experiments
	6 Conclusion
	Acknowledgment
	References

	Research on Optimization of Intelligent Express Terminal Considering User Experience
	Abstract
	1 Introduction
	2 Research on the Influencing Factor of User Satisfaction
	3 Size and Quantity Optimazation and Improvement of Intelligent Express Terminal
	4 Conclusion
	Acknowledgment
	References

	Study on Influencing Factors of Cold Chain Logistics Supply Chain for Fresh Agricultural Products
	Abstract
	1 Introduction
	2 Model Construction
	3 Example Analysis
	4 Conclusion
	Clarification
	References

	Effect Factors Analyzing on Supply Chain Logistics Collaboration Based on Structural Equation Model
	Abstract
	1 Introduction
	2 Determination of Synergistic Factors
	2.1 Structural Equation Model
	2.2 Determining the Impact Factor Indicator

	3 Influential Factor Structural Model
	4 Model Analysis and Evaluation
	4.1 Data Sources
	4.2 Reliability and Validity Analysis
	4.3 Model Fitting Test and Evaluation
	4.4 Result Analysis

	5 Conclusion
	Paper Survey Questionnaire Statement
	References

	Research on Emergency Mechanism of Social Emergency Management Based on Blockchain
	Abstract
	1 Introduction
	2 Blockchain Technology
	3 Emergency Mechanism of Social Emergency Management Based on Blockchain
	4 Typical Application Scenarios of Social Emergency Management Based on Blockchain
	5 Conclusion
	References

	A Study on the Government “Incentive–Supervision” Mechanism for Urban Terminal Joint Distribution Systems
	Abstract
	1 Introduction
	2 Working Mechanism of an Urban Terminal Joint Distribution System
	3 Model Construction and Hypotheses
	4 Multi-principal–Agent Modeling for Single-Parameter Variation
	5 Modeling for Double-Parameter Variation
	6 Conclusion
	References

	High-Dimensional Objective Flexible Sand Foundry Scheduling Under Green Manufacturing
	Abstract
	1 Introduction
	2 Problem Description
	2.1 Introduction of Sand Casting Process
	2.2 Process Buffer Time Interval
	2.3 Calculation Method of Carbon Emission in Processing

	3 Mathematical Model
	3.1 Shop Scheduling Model Analysis of Flexible Sand Casting

	4 Notation Definition
	5 Building Model
	6 Design of Algorithm
	6.1 The Introduction to the Improved NSGAII Algorithm
	6.2 Population Initialization and Crossover Operations
	6.3 PCA Dominant Mechanism
	6.4 Algorithm Flow

	7 Case Study
	7.1 Case Description

	8 Analysis of Results
	9 Conclusion
	References

	Evaluation Index System of Production Planning in Manufacturing Enterprise
	Abstract
	1 Introduction
	2 Definition, Classification and Hierarchy of Production Planning
	2.1 The Generalized Definition of Production Planning
	2.2 The Narrow Definition of Production Planning
	2.3 Classification of Production Plans
	2.4 Hierarchical Division of Production Planning

	3 Function and Purpose of Production Planning
	3.1 Function of Production Planning
	3.2 Purpose of Production Planning

	4 The Influencing Factors and the Causes of Difficulty
	4.1 Factors Affecting Production Planning
	4.2 Reasons Why the Production Plan Is Difficult to Realize

	5 Establishment of Evaluation Index System for Manufacturing Enterprise Production Planning
	5.1 The Principle of Setting up an Index System
	5.2 The Idea of Establishing Index System
	5.3 Establishment of Index System

	Acknowledgment
	References

	Online 3D Printing Remote Monitoring and Control System Based on Internet of Things and Cloud Platform
	Abstract
	1 Introduction
	2 Research Status and Development Trend
	3 3D Printing Cloud Platform
	3.1 Presentation Layer
	3.2 Application Layer
	3.3 Interaction Layer
	3.4 Logical Management Layer
	3.5 Physical Storage Layer

	4 Overall Design of System
	5 Data Storage System
	6 System Development
	6.1 Log in System
	6.2 System Main Interface

	7 Conclusion
	Acknowledgment
	References

	Bibliometric Analysis of Internet of Things Based on CiteSpace
	Abstract
	1 Introduction
	2 Research Methods and Data Collection
	2.1 Research Methods
	2.2 Data Source

	3 Analysis of Patent Research Fields of IoT Technology
	4 Analysis of Hotspots in Patent Research of IoT Technology
	5 Analysis of the Evolution Trend of IoT Technology Patents
	6 Conclusion
	Acknowledgement
	References

	Research on the Development Situation of Industrial Internet of Things Based on Mapping Knowledge Domain
	Abstract
	1 Introduction
	2 Research Method and Data Source
	2.1 Research Method
	2.2 Data Source

	3 Analysis of Research Hotspots in Industrial Internet of Things
	4 Evolution Trend of International Industrial Internet of Things
	5 Knowledge Base Analysis in the Field of International Industrial Internet of Things
	6 Conclusion
	Acknowledgment
	References

	Author Index



