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Abstract. Medicinal plants are the backbone of the system of medicines; they
are the richest bioresource of drugs of traditional systems of medicine, mod-
ern medicines, nutraceuticals, food supplements, folk medicines, pharmaceutical
intermediates, and chemical entities for synthetic drugs. These plants are clas-
sified according to their medicinal values. Classification of medicinal plants is
acknowledged as a significant activity in the production of medicines along with
the knowledge of its use in the medicinal industry. Medicinal plant classification
based on parts such as leaves has shown significant results. An automated system
for the identification of medicinal plants from leaves using Image processing and
Machine Learning techniques has been presented. This paper provides knowledge
of the process of identification ofmedicinal plants from features extracted from the
images of leaves and different preprocessing techniques used for feature extrac-
tion from a leaf. Many features were extracted from each leaf such as its length,
width, perimeter, area, color, rectangularity, and circularity. It is expected that for
the automatic identification of medicinal plants, a web-based or mobile computer
system will help the community people to develop their knowledge on medicinal
plants, help taxonomists to developmore efficient species identification techniques
and also participate significantly in the pharmaceutical drug manufacturing.
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1 Introduction

Medicinal plants have long been utilized in traditional medicine. Identification of medic-
inal plants is a very challenging task without external resources or assistance. Identi-
fication of the right medicinal plants that are used for the preparation of medicines is
important in themedicinal industry. In various countries, there is a trend toward using tra-
ditional plant-based medicines alongside pharmaceutical drugs. Therefore, there seems
to be immense potential in this field. Various kinds of algorithms are integrated into the
application software. Image analysis is one important method that helps segment image
into objects and background [1]. One of the key steps in image analysis is feature detec-
tion. Transforming the input data into the set of features is called feature extraction. The
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image processing nowadays have become the key technique for the diagnosis of various
features of the plant [1].

The non-automatic method is based on morphological characteristics. Thus, classi-
fication here is based on the core knowledge of botanists. However, this non-automatic
identification is tedious. Hence many researchers support this automated classification
system and identification. There are a few systems developed so far where most of the
processes are the same.

Following are the steps involved:

Step 1: Preparing the dataset.
Step 2: Preprocessing.
Step 3: Once the preprocessing is done, attributes have to be identified.
Step 4: Training.
Step 5: Classification of the leaves.
Step 6: Result evaluation (Fig. 1).

Fig. 1 Design of the proposed solution

This is an effective and efficient automated system (Fig. 1) that can be used by
any student, pharmacist, or anyone from the non-botanical background. Motivation to
undertake this project was given to us by an incident that happened with the head of the
‘National Social Service’ cell. He was trying to figure out a way to identify the medicinal
plants correctly so that the villagers could make use of them for their pharmaceutical
purposes. Seeing his difficulty gave us an idea of building this system.

2 Literature Review

See Table 1.

3 Methodology

The system will work in four stages:



274 A. Gokhale et al.

Table 1 Literature review

Sr. No. Research paper title Year of publication Accuracy

1. Plant leaf recognition using a convolution
neural network [2]

2019 94%

2. Identification of Indian medicinal plant by
using artificial neural network [1]

2018 75%

3. Automatic recognition of medicinal plants
using machine learning techniques [3]

2017 90.1%

4. Plant identification system using its leaf
features [4]

2015 More than 85%

A. Obtaining dataset.
B. Image segmentation/preprocessing.
C. Feature extraction.
D. Classification algorithm (Fig. 2).

Fig. 2 Methodology overview

A. Obtaining dataset
Leaves are a feasible means to identify plants [5]. The image dataset used in this paper
is Flavia leaves dataset which is obtained from http://flavia.sourceforge.net/. This image
dataset consists of approximately 1900 image instances of leaves of 32 different species
of plants. Sample images from one class are shown (Fig. 3).

http://flavia.sourceforge.net/


Identification of Medicinal Plant Using Image Processing … 275

Fig. 3 Image dataset

For training and testing the model, a dataset was created using the extracted features
of the leaf. The dataset was divided into two sets namely Train set (70%) and Test set
(30%).
B. Image segmentation/preprocessing
Pixel values play a very important role in image analysis. They can be used to segment
distinct objects. If there’s a significant difference in the contrast values of the object and
the image’s background, then the pixel values will also differ. In this case, a threshold
value can be set. Accordingly, an object or the background can be classified on the basis
of the pixel values being less than or greater than a threshold value. This method is
also known as Threshold Segmentation. It converts original image (Fig. 4) to grayscale
(Fig. 5). If the image has to be divided into two regions, i.e., object and background,
a single threshold value is defined. This is known as the global threshold (Fig. 6). If
there are multiple objects along with the background, multiple thresholds need to be
calculated. These thresholds are collectively known as the local threshold. This technique
is preferred when there is a high contrast between object and background.

Fig. 4 Original leaf image
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Fig. 5 Grayscale image

Two adjacent regions with different grayscale values are always differentiated based
on the edge present between them. The discontinuous local features of an image can be
considered as the edges. This discontinuitymayprove to behelpful in defining aboundary
of the object. This helps in discovering multiple objects present in an image along with
their shapes. Filter and Convolutions are used in Edge detection. Edge detection is fit
for images having better contrast between objects. When there are too many edges in
the image and if there is less contrast between objects, it should not be used.

Digital image processing techniques are used for the classification of medicinal
plants in the Plant Leaf Identification system. Firstly, all the images are preprocessed,
for removing background area [6]. Then their features based on color, texture, and
shape [7] are extracted from the processed image. The subsequent steps were followed
for preprocessing the image.

(1) In this technique, we convert RGB to a grayscale image.
(2) After conversion, we smoothen the image using a Gaussian filter.
(3) Then Otsu’s thresholding method is used for adaptive image thresholding (Fig. 7).
(4) Morphological Transformation is used for the closing of the holes.
(5) The last step for preprocessing is that the boundary extraction is doneusing contours.

C. Feature extraction
The major problem in image analysis arises due to the number of variables involved.
These variables require a large amount of memory and computation. If the dataset is
used as it is, it becomes less instructive and more redundant for doing analysis. When an
algorithm has to process large datasets, then by applying this method, the dataset will be
reduced to minimum dimensions. Extracting useful features from images in the dataset
is the feature extraction process. Various types of leaf features were extracted (Fig. 8)
from the preprocessed image which are listed as follows:
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Fig. 6 Global threshold

Fig. 7 Adaptive mean threshold

1. Features related to shape:

• Length.
• Width.
• Total area.
• Perimeter.
• Proportional relationship between width and length (aspect ratio).
• Rectangularity.
• Circularity.
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2. Features related to color:

• The sum of channels divided by the number of channels of R, G, and B (mean).
• Amount of variation of a set of values of R, G, and B channels (standard

deviations).

3. Features related to texture:

• The difference between the textures (contrast).
• The similarities between the textures (correlation).
• Inverse difference.
• Entropy.

Fig. 8 Feature set of different leaf samples

D. Classifier algorithms
Four machine learning classifier algorithms were applied to the data, which are as
follows:

1. KNN (k-Nearest Neighbor) Algorithm.
2. Logistic Regression.
3. Naïve Bayes Algorithm.
4. SVM (Support Vector Machine).

These classifier algorithms were applied to the preprocessed data. The results are
shown in Table 2. The Logistic Regression classifier achieves the best performance with
an accuracy of 83.04% (Table 2).

However, due to resource constraints, for finding the highest accuracy the important
parameters of every classifier were varied. The k-Nearest Neighbor (KNN) classifier
gave the best accuracy of 79.49% (Table 3).

Apart from the accuracy, the performance was also assessed on a class proportion of
leaves, for each class, that was accurately chosen from the entire set [3]. Precision here
is the proportion of precisely identified leaves out of the total leaves that are predicted
to be a specific plant while F-measure here is considered as the average of these two
values [3].

Table 4 shown gives useful knowledge which can be used to test the strong aspects
of the system and address its weaknesses. Plants that have low precision and recall
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Table 2 Performance of machine learning classifiers

Sr. no. Classifier Accuracy

1. SVM 82.69

2. Logistic Regression 83.04

3. Naïve Bayes 72.90

4. KNN 81.99

Table 3 Performance of machine learning classifiers after cross-validation

Sr. no. Classifier Accuracy

1. SVM 78.74

2. Logistic Regression 78.85

3. Naïve Bayes 71.23

4. KNN 79.49

must be reassessed. For example, new features must be designed and extracted that give
uniqueness in such leaves and are determinative of their species [3].

In Fig. 9, the confusion matrix is shown which is obtained when using the k-Nearest
Neighbor (KNN) classifier with specified attributes in each iteration. The identification
was successful which is indicated by the highest values in the diagonal line. Classes
ranging from 0 to 31 represent the different 32 species of plants.

4 Conclusion

The main aim of this paper is to identify the medicinal plant from a given sample of
a leaf. For this, we proposed an automated system for the identification of species of
plants from leaves on the basis of their Color, Shape, and Texture features by using image
processing techniques. Accordingly, the features were extracted from the Flavia image
dataset, which consists of a total of 1907 images, and machine learning algorithms like
SVM, Logistic Regression, Naïve Bayes, andKNNwere applied. Accuracies of 82.69%,
83.04%, 72.90%, and 82.99% were observed, respectively. After cross-validation of the
extracted features, the accuracies changed to 78.74%, 78.85%, 71.23%, and 79.49%,
respectively. As a result, an inference was deduced from the observed accuracies that
KNN would be best suited to the proposed solution. This system takes less processing
time with increased accuracy for identification .
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Table 4 Performance assessment of species using KNN classifiers

Class Precision Recall F1-score Support

0 0.92 0.61 0.73 18

1 0.76 0.94 0.84 17

2 0.92 1.00 0.96 22

3 0.93 1.00 0.97 28

4 0.89 0.96 0.92 25

5 0.88 1.00 0.94 15

6 0.71 0.85 0.77 20

7 0.85 0.73 0.79 15

8 0.60 0.50 0.55 12

9 0.78 0.93 0.85 15

10 0.79 0.83 0.81 18

11 0.72 0.76 0.74 17

12 0.77 0.71 0.74 14

13 0.67 0.67 0.67 21

14 0.93 0.88 0.90 16

15 0.25 0.06 0.10 17

16 1.00 1.00 1.00 26

17 0.88 1.00 0.94 22

18 0.95 0.90 0.92 20

19 0.85 0.94 0.89 18

20 0.74 0.93 0.82 15

21 0.89 0.57 0.70 14

22 1.00 0.93 0.97 15

23 0.71 1.00 0.83 17

24 0.90 0.56 0.69 16

25 0.71 0.67 0.69 15

26 0.88 0.88 0.88 16

27 0.82 0.90 0.86 20

28 0.83 0.88 0.86 17

29 0.87 0.91 0.89 22

30 0.73 0.79 0.76 14

31 0.92 0.73 0.81 15

Average 0.814 0.813 0.805 17.85
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Fig. 9 Confusion matrix for KNN classifier
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