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Preface

Dr. Babasaheb Ambedkar Technological University, Lonere-402103, is a State
Technological University of the Maharashtra State in India. Over the years, the
Department of Electronics and Telecommunication Engineering of this University
has been organizing faculty and staff development and continuing education
programmes.

In the year 2013, the department had taken a new initiative to organize inter-
national conferences in the frontier areas of Engineering and computing tech-
nologies. The ICCET series (earlier ICCASP) is an outcome of this initiative. The
5th ICCET 2020 is jointly organized by Department of E&TC Engineering of the
University and Department of Computer Science & Engineering, MGM College of
Engineering, Nanded-India. Keynote lectures, invited talks by eminent professors
and panel discussion of the delegates with the academicians and industry personnel
are the key features of 5th ICCET 2020.

This volume aims at a collection of scholarly articles in the area of Applied
Computer Vision and Image Processing. We have received a great response in
terms of the quantity and quality of individual research contributions for consid-
eration. The conference had adopted a “double-blind peer review” process to select
the papers with a strict plagiarism verification policy. Hence, the selected papers are
the true record of research work for the theme of this volume.

We are thankful to the reviewers, session chairs and rapporteurs for their support.
We also thank the authors and the delegates for their contributions and presence. We
are extremely grateful to University officials and Organizing Committee of MGMs
College of Engineering, Nanded for the support for this activity.

We are pledged to take this conference series to greater heights in the years to
come with the aim to put forward the need-based research and innovation.

Thank you one and all.

Lonere, India Dr. Brijesh Iyer
Nanded, India Dr. Mrs. A. M. Rajurkar
Greenville, USA Dr. Venkat Gudivada
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A Deep Learning Architecture for Corpus
Creation for Telugu Language

Dhana L. Rao, Venkatesh R. Pala, Nic Herndon, and Venkat N. Gudivada(B)

Cognitive Computing Lab, East Carolina University, Greenville, NC 27855, USA
gudivadav15@ecu.edu

Abstract. Many natural languages are on the decline due to the dom-
inance of English as the language of the World Wide Web (WWW),
globalized economy, socioeconomic, and political factors. Computational
Linguistics offers unprecedented opportunities for preserving and pro-
moting natural languages. However, availability of corpora is essential
for leveraging the Computational Linguistics techniques. Only a hand-
ful of languages have corpora of diverse genre while most languages are
resource-poor from the perspective of the availability of machine-readable
corpora. Telugu is one such language, which is the official language of
two southern states in India. In this paper, we provide an overview of
techniques for assessing language vitality/endangerment, describe exist-
ing resources for developing corpora for the Telugu language, discuss our
approach to developing corpora, and present preliminary results.

Keywords: Telugu · Corpus creation · Optical character recognition ·
Deep learning · Convolutional neural networks · Recurrent neural
networks · Long short-term memory · Computational linguistics ·
Natural language processing

1 Introduction

As of 2019, there are 7,111 spoken languages in the world [1]. This number is
dynamic as linguists discover new spoken languages which were hitherto undoc-
umented. Moreover, the languages themselves are in a flux given the rapid
advances in computing and communications, and social dynamic and mobil-
ity. About 40% of the world languages are endangered and these languages have
less than 1,000 speakers [1]. A language gets endangered when its speakers begin
to speak/teach another (dominant) language to their children. Sadly, about 96%
of the languages of the world are spoken by only 3% of the world population.
About 95% of the languages might be extinct or endangered by the end of the
century. Especially, the indigenous languages are disappearing at an alarming
rate. To bring awareness to this issue, the United Nations has declared 2019 as
The International Year of Indigenous Languages.

c© Springer Nature Singapore Pte Ltd. 2020
B. Iyer et al. (eds.), Applied Computer Vision and Image Processing,
Advances in Intelligent Systems and Computing 1155,
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We will begin by defining some terminology. A person’s first language is
referred to as her native language or mother tongue, and this is the language the
person is exposed to from birth through the first few years of life. These critical
years encompass an extremely important window to acquire the language in a
linguistically rich environment. It is believed that further language acquisition
beyond the critical years becomes much more difficult and effortful [2,3]. The first
language of a child enables reflection and learning of successful social patterns
of acting and speaking. The first language is also an integral part of a child’s
personal, social, and cultural identity.

Each language has a set of speech sounds. Phonetics of the language is con-
cerned with the description and classification of speech sounds including how
these sounds are produced, transmitted, and received. A phoneme is the small-
est unit in the sound system of a language. Ladefoged [4] describes all the known
ways in which the sounds of the world’s languages differ. Native speakers of a lan-
guage learn the sounds of the language correctly. Therefore, when they speak the
language, they speak natively—produce correctly accented sounds. In contrast,
non-native speakers of a language speak it non-natively, which is evidenced by
incorrectly accented sounds. We use the terms first language, L1, mother tongue,
and arterial language synonymously.

A person is bilingual if she is equally proficient in two languages. However,
correctly accented fluency is considered a requirement, which is difficult given
that each language is associated with a set of characteristic sounds. The vocal
chord development must be attuned to the distinct sounds of both the languages.
Given the criticality of the mother tongue on a child’s social and intellectual
development, on November 17, 1999 the UNESCO designated 21 February as
the International Mother Language Day.

There are many languages in the world which are widely spoken, but are on an
accelerated path toward insignificance and eventual extinction [5]. This trend is
manifesting through multiple indicators. First, the number of speakers who speak
the language natively is declining. Second, even these native speakers lack fluency
in the choice of correct words as their vocabulary is rather limited. Furthermore,
they begin a sentence in their mother tongue and interject words of another lan-
guage to compensate for their limited mother tongue vocabulary. Third, the dom-
inance of English as the language of WWW is also a contributing factor. Though
this is affecting most languages, there are exceptions. Languages such as Japanese,
Spanish, Arabic, Turkish, German, Italian, and French have begun to flourish on
the WWW. Speakers of these languages take pride in learning their mother tongue
and government policies also nurture and promote these languages.

The fourth factor for the decline of languages is related to the global economy
and associated mobility and migration. This is more pronounced in developing
countries such as India. Fifth, the British colonialism actively promoted the use
of English at the cost of native languages. Lastly, in developing countries such as
India, not speaking one’s mother tongue is viewed as elite social status. This is
in sharp contrast with most European countries where people take pride in their
mother tongue and native languages are used to study even disciplines such as
medicine and engineering.
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We believe that the recent and rapid advances in computing and communi-
cation technologies provide unprecedented opportunities for reversing the shift
in the language use. More specifically, computational linguistics offers software
tools and approaches to preserve and promote natural languages. However, these
approaches require machine-readable corpora of diverse genre to reflect the entire
language use. In this paper, we discuss the development of a machine learning-
based approach for developing corpora for Telugu language. Telugu is the official
language of two states in South India. There are many other spoken languages
in these two states, which include Kolami, Koya, Gondi, Kuvi, Kui, Yerukala,
Savara, Parji, and Kupia. This study does not address these dying languages,
though the approach we develop can be used for all languages.

The remainder of the paper is organized as follows. We discuss tools and
techniques for assessing language vitality and endangerment in Sect. 2. Section 3
summarizes the salient characteristics of the Telugu language. A brief overview
of Convolutional Neural Networks (CNNs) and Recurrent Neural Networks is
presented in Sect. 4. Existing resources and approaches for generating corpora for
the Telugu language are presented in Sect. 5. Our approach to corpus generation
and preliminary results are discussed in Sect. 6 and Sect. 7 concludes the paper.

2 Assessing Language Vitality and Endangerment

The first step in preserving and promoting languages is to assess their current
state using a nomenclature or metric. The Fishman’s Graded Intergenerational
Disruption Scale (GIDS) was the first effort in this direction [6]. There are eight
stages on the GIDS scale—stage 1 through stage 8, and stage 8 refers to the
highest level of language disruption and endangerment. The stage 8 indicates
a state where very few native speakers of the language exist, the speakers are
geographically dispersed and socially isolated, and the language needs to be
reassembled from their mouths and memories. The stage 7 reflects the language
situation that most users of the language are socially integrated and ethnolin-
guistically active population, but passed the child-bearing age. The stage 6
refers to language situation where intergenerational informal oralcy exists, there
is demographic concentration of native speakers with institutional reinforcement.

The stage 5 reflects a situation where the language literacy exists at home,
school, and community, but there is no extra-communal reinforcement of such
literacy. The stage 4 refers to the state where the language is used in primary
and secondary education, and this is mandated by education laws. The state
where the language is being used in lower work sphere beyond the native lan-
guage’s geographic region is referred to as stage 3. The stage 2 reflects the
state that the language is used in mass media, and lower governmental services.
Lastly, the stage 1 refers to the use of the language in the higher echelons of edu-
cation, occupations, government, and media, but lacks political independence.
The GIDS scale is quasi-implicational meaning that the higher scores imply all
or nearly all of the lesser degrees of disruption as well.

The GIDS served as a seminal evaluative framework of language endanger-
ment for over two decades. Recently, other evaluative frameworks have been
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proposed. For example, UNESCO has developed a 6-level scale of endanger-
ment [7]. Ethnologue uses yet another set of measures (five categories) to assess
language vitality/endangerment [1]. Lewis et al. align the above three evalua-
tive systems and proposed an evaluative scale of 13 levels [8], and is referred
to as the E(xpanded) GIDS (EGIDS). Evaluating a language’s vitality using
the EGIDS involves answering five key questions about the language related to
identity function, vehicularity, state of intergenerational language transmission,
literacy acquisition status, and a societal profile of generational language use.
To make this paper self-contained, the EGIDS scale is shown in Table 1.

Table 1. The EGIDS scale for assessing language vitality

Level number Level name Level description

0 International Used in international trade and policy, and
knowledge exchange

1 National Used in education, work, mass media, and
government at the national level

2 Provincial Used in education, work, mass media, and
government within major administrative sub-
divisions of a country

3 Wider communication Used in work and mass media without official
language status across a region

4 Educational Vigorously used, literature sustained, and an
institutionally supported education system
exists

5 Developing Vigorously used, but the literature use is not
widespread and sustainable

6a Vigorous Used for spoken communication by all gener-
ations and the situation is sustainable

6b Threatened Used for spoken communication by all gener-
ations, but is losing native speakers

7 Shifting The child-bearing generation use the lan-
guage among themselves, but not transmit-
ted to children

8a Moribund Only grandparent generation and older are
the active users of the language

8b Nearly extinct Only grandparent generation and older are
the only active users of the language, and
they have little opportunity to use the lan-
guage

9 Dormant No one has more than symbolic proficiency
of the language

10 Extinct No one uses the language
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Language Endangerment Index (LEI) is another metric for assessing the lev-
els of language endangerment [9]. LEI is based on four factors: intergenerational
transmission, absolute number of speakers, speaker number trends, and domains
of use. Compared to other language endangerment assessments, LEI can be used
even if limited information is available.

Dwyer [10] explores the uses and limits of various language vital-
ity/endangerment tools through case examples of assessment, including success-
ful language revitalization and maintenance efforts. The author also discusses
the role of Non-Governmental Organizations (NGOs) in linguistic and cultural
maintenance, especially in the Tibetan context.

Mihas et al. through a research monograph [11] address many complex and
pressing issues of language endangerment. This volume specifically addresses
language documentation, language revitalization, and training. The case studies
of the volume provides detailed personal accounts of fieldworkers and language
activists engaged in language documentation and revitalization work.

Lüpke [12] argues that the language vitality assessments used for African
languages are rooted in Western language ideologies, and therefore, are inappro-
priate for the African context. The author proposes an alternative set of vitality
parameters for African languages. Through a research monograph, Essegbey et
al. [13] bring together a number of important perspectives on language docu-
mentation and endangerment in Africa.

A few resources are available for finding linguistic characteristics of languages
and assessing their vitality/endangerment. The World Atlas of Language Struc-
tures (WALS) [14] is a free, online resource. It is a large database of the phono-
logical, grammatical, lexical properties of the world languages. The WALS also
features an interactive reference tool for exploring the database (https://www.
eva.mpg.de/lingua/research/tool.php).

The Catalogue of Endangered Languages (ELCat) is another online resource
for information on the endangered languages of the world [15]. The ELCat
project is a partnership between Google, Alliance for Linguistic Diversity, Uni-
versity of Hawai’i at Mānoa Linguists, and the LINGUIST List at Eastern Michi-
gan University. This project is sponsored by a grant from the National Science
Foundation.

The Open Language Archives Community (OLAC) is an international part-
nership of institutions and individuals whose goal is to create a worldwide virtual
library of language resources [16]. The OLAC is a free online service. Linguistic
Linked Open Data (LLOD) is another free, cloud service for linguistic data [17].
It logically integrates diverse license-free, linguistic data resources and provides
a unified search feature. Its linguistic resources include corpora; lexicons and
dictionaries; terminologies, thesauri, and knowledge bases; linguistic resource
metadata; linguistic data categories; and typological databases. Ethnologue is a
commercial resource for the world language data [1].

https://www.eva.mpg.de/lingua/research/tool.php
https://www.eva.mpg.de/lingua/research/tool.php
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3 The Telugu Language

Telugu is the official language of two states in southern India—Andhra Pradesh
and Telangana. Telugu is also spoken in the Yanam district of Puducherry (a
union territory of India). It is also spoken by a significant number of linguistic
minorities in other states of India including Odisha, Karnataka, Tamil Nadu,
Kerala, and Maharashtra. Telugu is a member of the Dravidian language family
and there are over 215 million speakers for this language family. Among the
languages of the Dravidian family, Telugu is the most widely spoken language.
Per BBC news article, Telugu is the fastest growing language in the United
States [18].

Contrary to the popular myth and propaganda, India has no national lan-
guage. The constitution of India recognizes 22 languages as scheduled lan-
guages and Telugu is one of them. Telugu is also one of the six languages to
have the classical language of India designation, which is bestowed by the
Government of India.

According to the 2001 census of India, Telugu has the third largest number
of native speakers in India at 74 million. Furthermore, Telugu ranks 13th in the
Ethnologue list of most-spoken languages in the world. However, these ranks
have fallen after a decade. Per 2011 census of India [19], Telugu slipped to the
fourth position in terms of the largest number of native speakers in India and to
the 15th place in the Ethnologue list of most widely spoken languages worldwide.

The Telugu script is an Abugida, which is derived from the Brahmi script.
Abudiga is a segmental writing system where most consonants are immediately
followed by a vowel, which form syllables. Each consonant-vowel sequence is writ-
ten as a unit. The Telugu Varnamala/alphabet consists of 57 symbols, of which
18 are achulu/vowels, 36 are hallulu/consonants, and 3 are vowel modifiers. Of
the 18 vowels, 2 of them are not used now. Even among the consonants, two of
them have fallen out of use. The Telugu Varnamala is also called aksharamulu.
The three vowel modifiers are considered as belonging to both vowel and conso-
nant groups, and are referred to as ubayaksharamulu. The number of syllables in
the language is approximately equal to the product of the number of constants
and the number of vowels (i.e., 36 × 18 � 648). From an Optical Character
Recognition (OCR) point of view, the number of classes is very high.

Unlike English, there is no distinction between upper- and lower-case letters
in Telugu. The script is written from left to right and the basic units of writing
are syllables. Telugu words are pronounced exactly the way they are spelled. The
Telugu writing system won the second place in The World Alphabet Olympics
held in 2012 (https://languagelog.ldc.upenn.edu/nll/?p=4253).

Some features of metrical poetry are unique to the Telugu language. The Tel-
ugu poetry (called padyalu) employs an elaborate set of rules called chandhas for
defining structural features. The Chandhas also apply to prose and it generates
rhythm to the literature and poetry. The assigned unicode code-points for the
Telugu language are 0C00–0C7F (3072–3199).

The Telugu language has vast literature. It has unique literary traditions, for
example, Ashtavadhanam. The latter is a public performance of an Avadhani (the

https://languagelog.ldc.upenn.edu/nll/?p=4253
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performer) whose goal is to demonstrate her sharpness of memory and retention,
mastery of the language, literature, grammar, and linguistic knowledge. In Ash-
tavadhanam, eight peers take turns in posing questions to the Avadhani and also
distract her with challenges. The Avadhani answers to peer’s questions must be
constructed in a way to adhere to certain grammatical constructions and other
linguistic constraints. Satavadhanam and Sahasravadhanam are advanced ver-
sions of Ashtavadhanam, where 100 and 1000 peers, respectively, ask questions
and distract the Avadhani. These events last over several weeks.

The main challenges that the Telugu language faces today are lack of new
literature, fast declining language speakers who can speak the language natively,
lack of institutional support, and societal apathy toward the language. These
factors will reduce the language to a mere spoken language in the near-term and
eventual extinction in the medium-term. Paradoxical it may sound, very few
current generation speakers speak the language natively. Their native language
vocabulary is dismal, ability to read classic texts is abysmal, and the number
of qualified language teachers is astonishingly small and rapidly shrinking. Even
the so-called professionals in the Telugu mass media have severe language per-
formance issues.

The other challenges include the dominance of English on the World Wide
Web (WWW), the colonial past of India, federal government policies, strong
desire of people for migration to other countries, and changing cultural and soci-
etal values. The current Indian government equates nationalism with having one
language (i.e., Hindi) under the motto “One Nation, One Language.” The federal
government aggressively enforces Hindi on non-Hindi speaking population with
the eventual goal of replacing English with Hindi. The Telugu movie industry is
also another endangerment for the language, where the actors and actresses lack
language proficiency and set a bad example for the younger generation.

The recent language policy introduced by the government of Andhra Pradesh
fast-tracks the trajectory of Telugu language extinction. In November 2019, the
government issued an executive order that all instruction in elementary and pri-
mary schools be delivered only in English, which was hitherto done in Telugu.
The students will still learn Telugu as a language, but physical sciences, math-
ematics, and social sciences will all be taught in English. In private schools,
teaching Telugu is optional. Replacing instruction in mother tongue (Telugu)
with a foreign language (English) is a flawed policy and is a disaster in the mak-
ing. This policy runs contrary to the research that suggests the critical need for
learning in native language in primary and secondary schools [20–24].

4 CNNSs and RNNs

Computational Linguistics [25] plays a central role in preserving and promoting
natural languages. However, it requires corpora of different genre in machine-
readable format. Almost all significant and classical works in the Telugu language
are copyright-free but are not in machine readable form. Though OCR is a solved
problem for languages including English, Korean, Spanish, Mandarin, Turkish,
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Arabic, and Japanese, it is an unsolved problem for many Indian languages
including Telugu. Machine Learning (ML) in general and Deep Learning (DL)
in particular offer unparalleled opportunities for solving the OCR problem for the
resource-poor languages. Recently, ML and DL have been actively investigated
in numerous domains and seminal works which include [26–31]. In the following,
we provide a brief introduction to a major deep learning architecture used for
OCR—Convolutional Neural Networks (CNNs).

The use of neural networks for classification problems dates back to the early
days of machine learning, with the development of perceptron, one of the first
algorithms for binary classification (Fig. 1). The perceptron models a neuron,
by combining multiple inputs (x1, x2, . . . , xn) to generate one output, similar to
how a biological neuron takes its input from multiple other neurons connected to
its dendrites, and produces one output through its axon. The perceptron assigns
different weights to each input (w1, w2, . . . , wn), in addition to its bias (i.e., w0).
If the value of the inputs multiplied by their weights, plus the bias, is larger than
a threshold then its output is one, otherwise it is zero. This is the responsibility
of the activation function.

Activation
Function

∑
w2x2

wnxn

w1x1

w01

Inputs Weights

Fig. 1. A perceptron

Perceptrons can be extended to multiclass classification by using one percep-
tron for each class. This creates a basic neural network in which all inputs are
connected to all outputs, i.e., a neural network with an input layer and an output
layer. This model was improved by adding additional, hidden layers between the
input and output layers, creating a multilayer, feedforward neural network, with
the nodes from each layer connected to all the nodes in the subsequent layer. A
feedforward neural network is shown in Fig. 2. This network has four layers—an
input, an output, and two hidden layers. The first hidden layer has four neurons
and the second hidden layer has three of them.

One of the first applications of neural networks was in computer vision,
namely handwritten digit recognition. An image, represented by an array of
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integers corresponding to the pixel values in the image, would be given as an
input to the neural network, and the output would indicate the numerical value
of the digit in the image. One main observation with this application is that the
intensity of each pixel is not as significant as the differences between that pixel
and adjacent pixels. This is because, due to the lighting conditions when each
image is taken, a pixel might be lighter or darker. Thus, the emphasis should be
on “local” and “differences.”

Convolutional Neural Networks (CNNs) take this observation into consider-
ation, and use intermediate layers that are not fully connected. Instead, in these
layers, each node takes its inputs from a limited number of adjacent pixels—a
patch of an image—and apply a filter to it. The role of each filter is to identify
specific features in an image, such as a horizontal line, a vertical line, and so on.
The output of these layers is passed to a fully connected neural network. For
example, in an OCR task, if only the convolution filters for the horizontal line
and for the diagonal line are activated, it might indicate that the handwritten
digit is 7.

x0

x1

x2

x3

Input
Layer

h
(1)
1

h
(1)
2

h
(1)
3

h
(1)
4

Hidden
Layer 1

h
(2)
1

h
(2)
2

h
(2)
3

Hidden
Layer 2

ŷ1

ŷ2

Output
Layer

Fig. 2. A feedforward neural network

CNNs are specialized for processing grids of values. Another variation of mul-
tilayer neural networks are Recurrent Neural Networks (RNNs), which specialize
in processing a sequence of values. One of the key characteristics of RNNs is that
they allow cycles in the network, which enables them to create a memory of pre-
vious inputs that persists in the internal state of the network. Thus, they are
appropriate for tasks in which previous inputs have an influence arbitraryly far
into the future, such as in language-related tasks, where a current word influences
the probability of seeing subsequent words, or a sequence of letters influence the
combination of subsequent letters for creating a valid word.

One of the limitations of RNNs is that the influence of a particular input on
the hidden layer, and implicitly on the output layer, either increases or decreases
exponentially due to the cycle in the network. This is known as the vanish-
ing gradient problem. One method that addresses this problem is Long Short-
Term Memory (LSTM) architecture. The LSTM introduces memory blocks—a
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set of recurrently connected subnets. Each memory block has one or more self-
connected memory cells as well as input, output, and forget units which enable
write, read, or reset operations for the memory cells, respectively. This allows
memory cells to save and retrieve information over long periods of time, making
them suitable for applications such as learning context-free languages.

5 Existing Resources and Approaches for Generating
Corpora for the Telugu Language

Google Books (https://books.google.com/) is an ambitious project of Google,
Inc. Its goal is to scan books provided by publishers and authors through
the Google Books Partner Program, or by Google’s library partners through
the Library Project. Google also partners with magazine publishers to digitize
their archives. The scanned documents are converted into machine-readable text
through Optical Character Recognition (OCR) technology. Google provides a
full text search capability over these digitized archives. As of October 2019, the
number of scanned books exceed over 40 million. However, most of these books
are no longer in print or commercially available.

A criticism about Google Books is that the errors introduced into the scanned
text by the OCR process remain uncorrected. Furthermore, the digitized doc-
uments are not organized in the form of corpora to enable computational lin-
guistics research. Lastly, some critics dubbed Google Book project as linguis-
tic imperialism enabler—the transfer of a dominant language to other people.
Majority of the scanned books are in English and this entails disproportionate
representation of natural languages. We noticed some classical Telugu works such
as Vemana Satakam in Google Books.

The Million Books Project is a book digitization project led by Carnegie Mel-
lon University from 2007 to 2008. This project partnered with government and
research entities in India and China and scanned books in multiple languages.
The project features over 1.5 million scanned books in 20 languages: 970,000 in
Chinese; 360,000 in English; 50,000 in Telugu; and 40,000 in Arabic. The Mil-
lion Books Project is now replaced by HathiTrust Digital Library (https://www.
hathitrust.org/). Most of the the HathiTrust digitized collections are protected
by copyright law and thus are not fully viewable.

Commercial APIs for OCR include IBM Watson Discovery API, Microsoft
Azure Computer Vision API, Amazon Web Services Rekognition API, and
Google Vision API. Our experimentation with all these services failed to produce
results that are simply not useful (see Figs. 3, 4, 5, and 6). The Google Vision
API performed slightly better than the others, still the results are not useful. We
attribute the poor quality of OCR results from these systems to their grandiose
goal of one system for hundreds of languages.

Tesseract (https://opensource.google/projects/tesseract) is an open-source
OCR engine from Google. Google claims that Tesseract can recognize more than
100 languages out of the box. Tesseract can also be trained to recognize other
languages.

https://books.google.com/
https://www.hathitrust.org/
https://www.hathitrust.org/
https://opensource.google/projects/tesseract
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Fig. 3. OCR results from IBM Watson Discovery API

Fig. 4. OCR results from Microsoft Azure Computer Vision API

Fig. 5. OCR results from Amazon Web Services Rekognition API

https://github.com/TeluguOCR lists 8 code/corpora/font repositories for Tel-
ugu OCR. However, we were unable to make any of the code repositories compile
and run. This is partly because of the code incompatibilities with the current
versions of software libraries.

https://github.com/TeluguOCR
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Fig. 6. OCR results from Google Vision API

6 Proposed Approach to Corpus Generation and
Preliminary Results

The OCR for Telugu language poses several challenges due to its complex script
and agglutinative grammar. Complex words in Telugu are derived by combin-
ing morphemes without changes to their spelling or phonetics. OCR is a two
stage process—segmentation and recognition. The techniques used for segment-
ing Roman scripts are quite similar to each other. In such a script, the segmen-
tation corresponds to identifying and demarcating units of written text. A unit
corresponds to a contiguous region of text—a connected component. A robust
segmentation algorithm should be able to effectively deal with noise from scan-
ning, skew, erasure, and font variations. The recognition task is essentially a
multiclass classification problem.

The proposed deep learning architecture for Telugu OCR employs a combi-
nation of CNNs and RNNs. Our model has three advantages. First, it requires no
detailed annotations and learns them directly from the sequence labels. Second,
the model learns informative feature representations directly from the segmented
syllable images. This eliminates the handcrafting of features as well as some pre-
processing steps such as the binarization component localization. Lastly, our
model is lighter than a CNN model and requires less storage space.

The architecture of our model has three stacked components. The com-
ponents from bottom to top layer are CNN, RNN, and a transcription layer.
The CNN extracts the feature sequence, RNN predicts every frame of feature
sequences passed from the CNN, and the top transcription layer translates the
frame predictions into a label sequence. The entire network has a single loss-
function.

We chose Amazon Web Services (AWS) infrastructure for implementing
the proposed deep learning architecture. AWS infrastructure comes with pre-
installed frameworks for deep learning. Amazon Web Services Rekognition API
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provides excellent recognition accuracy for languages including English, Arabic,
Chinese, Finnish, French, German, Hebrew, Indonesian, Italian, Japanese, and
a few others. Obviously, Telugu is not one of these languages. We experimented
with PyTorch and CUDA deep learning frameworks before deciding on Tensor-
Flow.

We experimented with a few algorithms (binary, Gaussian, and MeanC) for
converting a scanned text image into a binary thresholded image. We used Hough
Line Transform (HLT) for skew detection. When HLT failed to detect skew, we
used Minimum Bounding Rectangle (MBR) as a substitution. Figure 7 shows
the word-level segmentation of our implementation on a scanned text image.

Fig. 7. Word-level segmentation performed by our system on a scanned text image

Our preliminary results indicate better performance for Telugu OCR com-
pared to IBM Watson Discovery API, Microsoft Azure Computer Vision API,
Amazon Web Services Rekognition API, and Google Vision API. This is expected
given that these systems target hundreds of languages, whereas our system
specifically focused on Telugu OCR. We plan to conduct additional evaluation
of the system and further improve classification accuracy. Our end goal for this
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research is to develop and open-source a robust Telugu OCR system, which in
turn will enable creation of Telugu copora of various genre.

7 Conclusions

Language and culture are intricately intertwined. Language endangerment and
cultural endangerment go hand in hand. The recent advances in computing,
communications, and computational linguistics offer unparalleled opportunities
for preserving and promoting linguistic diversity, and ensuring cultural autonomy
and cultural pluralism. In a multi-cultural and linguistically diverse country such
as India, cultural self-determination is crucial for India to succeed and excel in
human development. Much to the chagrin of vested interests, the fact remains
that India is much like the European Union and it should have been aptly named
as the Unite States of India.

Though we have highlighted the case for the Telugu language, the issues are
similar for other Indian languages such as Kannada, Marathi, Odiya, and Malay-
alam [32]. What is needed is strategies, tactics, and execution plans to preserve,
promote, and celebrate linguistic diversity and the associated cultures. Toward
this goal, the International Association for the Development of Cross-Cultural
Communication issued a declaration at its 22nd seminar on Human Rights and
Cultural Rights held in 1987 at Recife, Brazil. This declaration is referred to
as the Universal Declaration of Linguistic Rights or The Recife Declaration and
requires reformulation of national, regional, and international language policies.

Among other things, the Recife Declaration states that “ . . . Recognizing that
the learning and use, maintenance and promotion of languages contribute sig-
nificantly to the intellectual, educational, sociocultural, economic and political
development of individuals, groups, and states. . . . Asserting that linguistic
rights should be acknowledged, promoted, and observed, nationally, regionally
and internationally, so as to promote and assure the dignity and equity of all
languages. . . . Aware of the need for legislation to eliminate linguistic prej-
udice and discrimination and all forms of linguistic domination, injustice and
oppression, in such contexts as services to the public, the place of work, the edu-
cational system, the courtroom, and the mass media. . . . Stressing the need
to sensitize individuals, groups, and states to linguistic rights, to promote pos-
itive societal attitudes toward plurilingualism and to change societal structures
toward equality between users of different languages and varieties of languages.

. . . ”
It is often said that the threatened languages are frequently surrounded by

indifferent and unsympathetic insiders rather than the hostile outsiders (e.g.,
imposition of Hindi by the Government of India on non-Hindi-speaking popu-
lations). The need of the hour is not to wait for the governments to implement
policies and provide resources to reverse the language shift and trajectory toward
extinction. What is needed is grassroots movements to bring widespread aware-
ness of the language and cultural endangerments, followed by strategy, tactics,
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and clean execution. In the next stage, this awareness should be steered toward
influencing electoral outcomes and effecting government policies and resource
allocations.

The confluence of handheld computing devices, machine learning, computa-
tional linguistics, social media, and native language enthusiasts is an unstoppable
force for language revitalization. Telugu youth with computing knowledge and
skills can play an extraordinary role by creating open-sourced language learning
apps including cross-word puzzles, grade-appropriate vocabulary lists, modern
dictionaries, and short stories [33]. If the native speakers of the Telugu language
do not lead this effort, who else will? The time is now and any further delay will
cause irreversible damage.

This work is supported in part by the National Science Foundation
IUSE/PFE:RED award #1730568.
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Abstract. This work presents a novel classifier called cascaded principle vector
machine (CPVM) to fulfill the goal of high-accuracy facial expression recognition.
First, the facial electromyogram (FEMG) signals are acquired by the two-channel
wireless data acquisitiondevice. Second, the adaptable signal processing algorithm
is proposed for FEMG signals. In this algorithm, the discrete wavelet transform
(DWT) is applied to FEMG signals for decomposing it into its frequency sub-
bands. Statistical analysis is applied to these sub-bands to extract three unique
features, namely Shannon entropy, Tsallis entropy, and Renyi entropy. Thirdly, the
CPVM is implemented to classify these extracted features. The proposed CPVM
is a combination of principal component analysis (PCA) and least-square support
vector machine (LSSVM). By using PCA, both the goals of the dimensionality
reduction of input features vector and the selection of discriminating features can
be reached. Then, LSSVM combined with a one-against-one strategy is executed
to classify features. The results show that the best 95% classification accuracy was
achieved by the proposed CPVM classifier.

Keywords: Facial electromyogram (FEMG) · Wavelet transform (WT) ·
Cascaded principle vector machine (CDVM) · Linear discriminant analysis
(LDA) · Least square support vector machine (LSSVM)

1 Introduction

Facial expression recognition plays a crucial role in designing mechatronic systems.
FEMG signal classification has been widely accepted in many applications such as
muscle–computer interaction (MuCI) [1]. For the patients with critical disabilities as a
result of strokes, neuro-diseases, and muscular dystrophy, MuCI has been proposed as a
promising way to improve the quality of their lives. Controlling assistive devices, such
as hands-free wheelchairs, is an instance in this area. For designing such a system, strong
human–computer interfaces are needed [2]. Recognizing the facial expression through
bioelectrical action and transforming into control commands for the system have been
the focus of this study. The main focus of this presented work in this area is on how to
achieve the best facial expression recognition accuracy. Like other pattern recognition
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problems, facial expression recognition challenges researchers with important issues
such as feature selection and classifier design.

FEMGs are random in nature and are generated by a facial muscle action potential.
FEMG is responsible for measuring facial muscle activity [3]. The amplitude range for
FEMG signals differs from 0 to 12 mV and the frequency ranges from 0 to 480 Hz [4].

In the literature, various research works related to EMG classification have been
proposed (e.g., [4–10]). Mostly in all the previous works, various EMG features were
extracted, including different time-domain features such as IEMG and wavelength (inte-
gral EMG), VAR (variance), ZC (zero-crossing), and WAMP (Willison amplitude) [4–
6]. The frequency-domain features are histogram, statistical features, and most powerful
wavelet features [7–9]. Among all these features, sign change (SSC) feature was found
to be insignificant.

Regarding the classifier, there are several classifiers implemented in different systems
[4, 6–10]. Among them, Bayes classifier (BA), nonlinear discriminant analysis (NDA),
and principal component analysis (PCA) belong to the statistical analysis, whereas KNN
is based on instance-based learning. Recently, the advance classifier mostly belongs to
intelligent approach, including fuzzy systems and artificial neural networks (ANN) [7,
11, 12].

Literature review has shown good work on the FEMG classification, but still, there
remain few problems that need to be investigated. In most of the previous works, few
FEMG patterns are available for classifier training and testing purposes, which directly
affect the classification results [13]. The best classifier will produce good results even
for the more number of subjects. In this paper, the FEMG signals are acquired from 30
different subjects. Therefore, the complexity of the feature transformation mechanism
and the classification process was more difficult.

2 Materials and Methods

2.1 FEMG Signal Acquisition Protocol

The signal acquisition protocol for experimental work is approved by the ethical com-
mittee formed by the Department of Electrical, VJTI, Mumbai. The FEMG signals were
recorded by two-channel myon-made aktos-mini wireless data acquisition device, as
shown in Fig. 1. The FEMG signals were recorded from 30 participants (20 males and
10 females) in the age group 18–40. The participants were requested to perform three
unique facial expressions. The three expressions considered are a voluntary smile, lip
pucker, and frownmovement tasks. The correct position for surface electrode placement
plays an important work, in order to acquire the meaningful FEMG signals [14]. The
muscles are assessed in this work, including zygomaticus major, corrugator supercilii,
and lateral frontalis. Each expression was recorded for 5 s of duration and performed
twice by all the participants. Hence for each expression, ten (5 × 2)-second informative
data is recorded. For three facial movements of each subject, 20,000 datasets (2 [No. of
channels] × 10 s [informative signal] × 1000 [sampling frequency]) were recorded.
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Fig. 1 The myon-aktos-mini wireless data acquisition system

2.2 Features Extraction

DWT is applied to FEMG datasets for decomposing them into their frequency sub-
bands. Depending on the choice of a mother wavelet function, the value of the wavelet
coefficients is generated [15]. In this work, we have applied a widely used symlet (sym3)
wavelet corresponding to the actual FEMG. The decomposition level is restricted to four
in order to have a reasonable computational complexity. Statistical analysis is applied
to these sub-bands to extract the FEMG features, which characterize the distribution of
the wavelet coefficient. Three different features, namely Shannon entropy (SE), Tsallis
entropy (TE), and Renyi entropy (RE), are to be considered for FEMG classification.

2.2.1 Shannon Entropy Shannon entropy is basically used to estimate the entropy of
probability density distributions around some limits. The entropy can provide additional
information about the importance of specific datasets [16]. Shannon entropy is defined
as the measures of the randomness in the information being processed and determined
by:

E = −
n∑

i=1

wi log2 wi (1)

Here wi represents the wavelet coefficients at the ith level of decomposition and E
represents entropy of FEMG datasets.

2.2.2 Tsallis Entropy Tsallis entropy contains additional parameter β which used to
make it more or less sensitive to the shape of probability distributions. If the parameter is
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Fig. 2 A plot of Shannon, Renyi and Tsallis entropies for several positive values of β

set to one (β = 1), then Tsallis entropy represents a similar shape as of Shannon entropy
shown in Fig. 2. The Tsallis entropy is defined as [16]:

ET = 1

1 − β

(
1 −

n∑

i=1

w
β
i

)
(2)

In Eq. 2, wi represents the wavelet coefficients at the ith level of decomposition and
ET represents Tsallis entropy of FEMG datasets.

2.2.3 Renyi Entropy The Renyi entropy has similar properties as the Shannon entropy
but contains additional parameter β. The Renyi entropy is defined as:

ER = 1

1 − β
log

(
n∑

i=1

w
β
i

)
(3)

Comparison of Shannon, Renyi, and Tsallis entropies for two probabilities p1 and
p2 where p1 = 1 − p2 is depicted in Fig. 2. Figure 2 presents different plots of Renyi
and Tsallis entropies for several positive values of β [16].

3 Proposed CPVM Classifier

CPVM is a cascaded architecture of PCA, also called the principal component analysis
and the least square support vector machine (LSSVM). The proposed architecture of
the CPVM classifier is a combination of two layers, first is PCA and the second is
LSSVM. CPVM receives extracted features from FEMG datasets and classifies it to
correct expression class.

3.1 Principle Component Analysis

PCA is a technique of extracting important components from a large set of FEMG
data. PCA is more useful when dealing with random data [17]. It extracts the set of
new variables from large sets of FEMG datasets, and these new variables are defined
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as principal components (PC). The maximum variance in the FEMG dataset represents
the first PC. The second PC extracted from the remaining variance in the dataset is
uncorrelated to the first PC. The third PC tries to define the variance which is not
explained by the first two PC, and so on [18]. All succeeding PC analysis follows the
same methodology, that is, they extract the remaining variation without being correlated
with the previous component. In general, for (q × n) dimensional data, min (q − 1, n)
principle component can be extracted.

3.2 LSSVM

Suykens and Vandewalle have proposed the concept of LSSVM classifiers [11]. The
methodology of LSSVM classifier is a kernel-based learning machine very similar to
SVM classifier. The advantage of LSSVM over SVM is that it improves the process
during testing and training stage. LSSVM algorithms mainly depend on an alternate
mechanism of SVM models suggested in [19]. Assume a given training dataset of M
data points {wl,zl}Ml=1 with input data, kl ∈ RM and output data zl ∈ r where RM is the
M-dimensional vector space and r is the single-dimensional vector space [20]. Three
input variables are used for an LSSVMmodel in this study. Hence, in this work, we take
k = [a, b, c] and z = f. In the feature space

z(k) = wTβ(k) + p (4)

where β (·) maps the input data into a feature space w ∈ RM , b ∈ r, w is the weight
vector, and p is the threshold in Eq. 6. The given optimization problem is:

Minimize
1

2w
· wTw + Υ

1

2

M∑

c=1

e2c (5)

subject to

z(k) = wTβ(kc) + p + ec; c = 1, 2, 3 . . . M (6)

Here f is obtained by solving Eq. 7.

f = z(k)=
M∑

c=1

λcC(k, kc) + p (7)

In Eq. 7,C(k, kc) represents the kernel function of the LSSVMclassifier [20]. Table 1
depicts the types of kernel function with their mathematical equations [21].

4 Results and Discussion

Themost important parameter to estimate the CPVMperformance is classification accu-
racy. The proposed CPVM classifier classifies this expression into appropriate class. The
redundancy in FEMG features sets is reduced by implementing the PCA method [22].
After that, the LSSVM classifier was classified according to these extracted features.
The different kernel functions depicted in Table 1 are implemented in order to determine
the best one.

The steps for the proposed work are as follows:
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Table 1 Types of kernel functions with their mathematical equation

S. no. Types of kernel functions Equations

1 Polynomial kernels C(k, kc) = (k ∗ kc + 1)d

where d is the degree of the
polynomial

2 Gaussian kernel
C(k, kc) = e

(− ||k−kc ||2
2σ2

)

3 Gaussian radial basis function (RBF) C(k, kc) = e(−γ ||k−kc||2)

4 Laplace RBF kernel C(k, kc) = e(−
||k−kc ||

σ
)

• Wavelet coefficient is calculated from FEMG datasets using DWT method.
• FEMG features such as SN, TN, and RN are estimated using a decomposed wavelet
coefficient.

• These extracted features are classified by the proposed CPVM classifier.
• First, PCA reduces most of the redundant data from FEMG features sets.
• The classification process was carried out using LSSVM-based classifier by using
different kernel functions.

Table 2 depicts the value of Renyi, Tsallis (for a different value of β), and Shannon
entropies, calculated through decomposedwavelet coefficients. InTable 2, three different
classes represent three different facial expressions. An extensive range of kernel function
parameter values is examined in order to find the best results and selected after several
trials. Finally, the CPVM classifier was designed.

Table 2 Renyi, Tsallis, and Shannon entropies extracted from decomposed wavelet coefficients

Class Beta (β)

0.9 1.3 1.5 2.0 3.0 4.0 5.0

Renyi entropy 1 0.5643 0.5433 0.5211 0.5022 0.4895 0.4233 0.4022

2 0.6604 0.6321 0.6123 0.6022 0.5632 0.5164 0.4966

3 0.7062 0.7033 0.6987 0.6921 0.6521 0.6322 0.5965

Tsallis entropy 1 0.7206 0.6139 0.5974 0.4233 0.3211 0.3165 0.3022

2 0.5260 0.4744 0.4023 0.3498 0.3037 0.2983 0.2893

3 0.6589 0.5641 0.5038 0.4269 0.3611 0.3254 0.3022

Shannon entropy 1 0.931

2 0.765

3 0.877
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Overall, it is obvious that the maximum (95%) and minimum (75%) classification
accuracy is obtained by CPVM through RBF and polynomial kernel function, respec-
tively. Laplace RBF and Gaussian kernel function also exceed 90% accuracy, in order
to classify the extracted features. According to the results depicted in Table 3, it is con-
cluded that the best kernel function for the CPVM classifier in terms of classification
accuracy is RBF. In all the experiments, cross-validation Type-Hold out “80-20” type
has been implemented. Figure 3 shows the confusion matrix representing 95% classi-
fication accuracy with the CPVM RBF kernel function. Figure 4 depicts the confusion
matrix representing 93.3% classification accuracy with the CPVMGaussian RBF kernel
function. Figure 5 shows the confusion matrix representing 91.7% classification accu-
racy with the CPVM Laplace RBF kernel function. Figure 6 shows the confusion matrix
representing 75% classification accuracy with the CPVM polynomial kernel function.

Table 3 Comparison of classification accuracy to recognize three different facial expressions
through CPVM with a different kernel function

S. no. CPVM kernel functions Classification accuracy
(%)

1 Polynomial kernels 75

2 Gaussian kernel 93.3

3 Gaussian RBF kernel 95

4 Laplace RBF kernel 91.7

Fig. 3 The confusion matrix representing 95% classification accuracy of CPVM with the RBF
kernel function and its ROC plot
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Fig. 4 The confusion matrix representing 93.3% classification accuracy of CPVM with the
Gaussian kernel function and its ROC plot

5 Conclusion

This paper presents a novel approach for recognizing three different facial expressions.
The signals were acquired by the two-channel wireless device from 30 different subjects.
For recognition of different facial expressions, three different features were extracted
from decomposed wavelet coefficients: Shannon entropy, Tsallis entropy, and Renyi
entropy. As discussed, the CPVM classifier with four different kernel function algo-
rithms was executed for expression recognition. The performance of CPVM with RBF
is reasonably better than other combinations. Based on training and testing accuracy
results, the proposed technique provides better accuracy (95%) in less training time. It
was concluded that FEMG patterns are distributed as Gaussian forms where parameters
can be optimally considered by the RBF algorithm.

The proposed study discussed in this paper used as an interface in themuscles—com-
puter system to design artificial devices like an intelligentwheelchair [23–25]. This study
can also be implemented to propose a voice signal recognition device for communicating
with voiceless people based on facial expression [26].
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Fig. 5 The confusion matrix representing 91.7% classification accuracy of CPVM with the
Laplace RBF kernel function and its ROC plot

Fig. 6 The confusion matrix representing 75% classification accuracy of CPVM with the
polynomial kernel function and its ROC plot
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Abstract. Snake is an important part of our flora and fauna system.Most of snake
species are found in nearby forest area. As we know that majority of people of
Maharashtra are living in villages, snakes might enter into residential area; people
brutally kill them out of fear as there is lack of awareness about snake species.
Saving snakes is important as most of the snake species are under extinction.
Though different anti-venoms are available for different snake bites, one must be
aware of different snake species (venomous/semi-venomous/non-venomous) and
their names so that a person can get proper first aid. Many people are curious about
snake species; we are living in a digital world, so by simply taking picture of that
snake one must get the basic information about that specific snake. In this project
we have developed a system which uses PCA and different distance algorithms in
MATLAB to identify the type and present the basic information about snake on
liquid crystal display using Arduino Uno. This system will be helpful for study of
snake, saving them for extinction and getting the basic information about snakes.

Keywords: Principal component analysis ·Manhattan distance ·MATLAB

1 Introduction

As we know that the main source of income of people in Maharashtra is farming and
day-by-day population is increasing at a high rate, so providing shelter for all is a major
challenge. As a result, people live near forest area to fulfill their basic requirements.
Natural habitats are reducing due to which they find their own way in nearby residential
areas which may be risky. In rural areas there are many misconceptions about snakes.
Therefore, it is essential to create awareness about snakes. If someone is interested
in knowing the basic information about snakes and as we are living in modern era to
provide information in less time with more accuracy, we are implementing a system
which requires image of that specific snake. By simply giving the image of a snake to
our system, he/she would get the name and type of that specific snake.

For this system various snake images are required. Collecting those images is a
challenge as it requires well-trained snake catchers. The images required for our system
are obtained from different parts of Raigad District of Maharashtra state with the help
of snake catchers and internet (indiansnakeorg.com). Nearly 14 various snake species
have been found in Raigad District. Out of them two species are semi-venomous, namely
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common vine snake and common cat snake. Number of images used for this category
is 25. Around eight species are non-venomous, namely beaked worm snake, checked
keelback, Elliot shield tail, common kukri, common sand boa, common trinket and
Indian rock python. Number of images used for this category is 50. Nearly four species
are venomous, namely Russel’s Viper, Common Krait, Najanaja and Saw Scaled Viper.
Number of images used for this category is 25.

2 Related Studies

Many researchers published their research on classification, detection and identification
of animal category and bird category from the images. In 2012, Alexander Loos and
Andreas Ernst published research paper entitled, ‘Detection and identification of Chim-
panzee faces in the wild’ [1] and they used space representation classification method.
Andreia Marini and Jacques Facon published paper in 2013 based on color histogram
using SIFT algorithm entitled, ‘Bird species classification based on color feature’ [2].
Principal component analysis (PCA) is one of the promising methods for feature extrac-
tion [3]. Lian Li and Jinqi Hong used PCA algorithm for feature extraction and Fisher
discriminate and Mahalanobis distance for identification of species. They published
their work ‘Identification of fish species based on image processing and statistical anal-
ysis research’ in 2014 [4]. In 2014, Santosh Kumar and Sanjay Kumar Singh used PCA,
LDA, ICA, local binary patternmethods in their work ‘Biometric recognition for pet ani-
mal’ [5] for snake classification from image. Alex James extracted taxonomical relevant
features and used nearest neighbor classifier for classification in 2017 [6].

3 Methodology

We are proposing a system, which displays the name and type of the snake. This system
has two main parts, that is, image processing module and another is embedded module.

Image processing module consists of image pre-possessing, feature extraction and
finding measure of similarities; all these processes are carried out in MATLAB. Embed-
dedmodule consists of ArduinoUno board and LCD. Input for image processingmodule
is test snake image, and the desired output will display on LCD (Fig. 1).

3.1 Image Pre-processing

For enhancing imagequality, reducing size of image and converting image into gray-scale
image, we perform some image pre-processing techniques in MATLAB.

3.2 Feature Extraction

For extraction of features, simple principal component analysis (PCA) algorithm is
used. PCA is a technique that can be used to simplify the dataset. Principal component
analysis requires centralized data, that is, mean subtracted data. To obtain centralized
data,we have subtracted rowmean from image data. Subtracting themean is equivalent to
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Fig. 1 Block diagram of the system

translating coordinate system to location of mean. To get eigenvalues of mean subtracted
data, scattering matrix is calculated. For principal component, that is, feature vector of
higher eigenvalues, we have sorted the eigenvalues in descending order. All these feature
vectors of training images are stored for finding minimum distance with feature vector
of test image.

3.3 Measure of Similarities

To find the measure of similarities between feature vector of training and test image,
we are using cosine distance, Euclidean distance and Manhattan distance algorithm.
The image which has less distance sends the information to Arduino Uno and displays
name and type of that snake on liquid crystal display. Cosine distance gives a metric of
similarity between two vectors. It measures cosine of angle between two vectors. The
Euclidean distance is the straight-line distance between two pixels [7]. It is square root of
sum of difference between corresponding elements of two vectors. Manhattan distance
is the measure of distance between two vertices. It is sum of difference of corresponding
element of two vectors.

3.4 Arduino Uno and LCD

Arduino Uno is programmed in such way that it accepts input fromMATLAB and gives
information to liquid crystal display for display name and type of snake.

4 Algorithm

1. Read the image and perform image pre-processing technique
2. Compute row mean and subtract it from image data
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3. To find the eigenvalue, first calculate scattering matrix of centralized data.
4. Sort the eigenvalue in descending order
5. Compute feature vector of image.
6. For getting the name and the type of snake we find out measure of similarities

between feature vector of training image and test image.
7. The image which has minimum distance is sent to Arduino to display name and type

of snake on LCD.

5 Discussion about Result

Having calculated the feature vectors and distance between the two feature vectors, the
training image closest to the given test image is returned as a result of query. So, we
decide to use PCA for feature extraction, and cosine, Euclidean and Manhattan distance
to measure similarity between images. If the subject of the test image and the subject of
the training image closest to the given test image are the same, then a correct match is
said to have occurred or else it is taken as an incorrect match.

The above approach is tested on the whole database and we got different values. To
decide threshold value for different distance algorithms, we used trial-and-error method.
For getting more accurate results we decided threshold value as:

For Euclidean distance the threshold value is 25.
For Manhattan distance the threshold value is 210.
For cosine distance the threshold value is 150 (Table 1).

Table 1 Comparison between distance measuring techniques

Technique used for
identification

No. of total samples No. of accurate
identification

Accuracy rate (%)

PCA + cosine distance 86 15 17.44

PCA + Euclidean
distance

86 20 23.26

PCA +Manhattan
distance

86 60 69.77

From Table 1, it is clear that we get more accurate results using PCA + Manhattan
distance.

The results belowmentioned are obtained using PCAalgorithm for feature extraction
and to measure the similarity we calculated using Manhattan distance. For displaying
the type of snake, we use ‘N’ for non-venomous type of snake. ‘S’ for semi-venomous
type of snakes. ‘V’ for venomous type of snake (Table 2).
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Table 2 Output of the system

Input image Output display on LCD Description of output

The name of snake is
Common Kukri and the
type of snake is
non-venomous

The name of snake is
Common Cat and the
type of snake is semi
–venomous

The name of snake is
Naja Naja and the type
of snake is venomous

6 Conclusion

A simple PCA algorithm is used in this system for feature extraction. After finding
minimumManhattan distance we got the exact name and the type of snake. From this, it
can be concluded that this system can be used for better understanding of snake species.
Unnecessary killing of snake can be stopped. Identification of type of snake will also
help to decide first-aid in case of snake bite. Apart from this, the present work is useful
for snake catchers and people who study snakes.

Alex James gathered data from five types of venomous snakes for his work. From
around 207 snake images he extracted 31 taxonomical relevant features and for classifi-
cation KNN classifier is used. However, this study used data of 15 snakes among which
8 were non-venomous, 2 were semi-venomous and remaining 4 were venomous type
of snakes. Most of them are found in Raigad district of Maharashtra state. For feature
extraction of 86 images, the author used PCA algorithm, and for identifying snake from
images Manhattan distance is used.

In future for extraction of feature and classification, we can use SVM and neural net-
work. We can add more snake images in our database. We can display basic information
which includes anti-venom. Furthermore, we can make an Android application of this
system. For real time we can use different sensors for detection of snake.
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Abstract. This research focuses on the problem of creating a short summary for
every page in a physical book. This will enable students, professors, lawyers and
others to get the most important points of every page in the book in a summarized
form.Motivated by the fact that users donot have the time to read lengthymaterials,
the research aims to make reading a less tedious activity by summarizing long
paragraphs into short sentences. In this research, we model the summarizer using
deep learning algorithms using bi-RNNs and attention mechanisms. Furthermore,
a hardware model is made to turn and capture images of pages from a book
automatically using raspberry pi.

Keywords: Abstractive text summarization · Bi-RNN · Attention · News
dataset · Raspberry pi · Page turner · Image to summary · Seq2seq · Word
embeddings

1 Introduction

In the modern digital age, there is an abundance of information available to each and
every one of us. The irony of the situation is that in this age people don’t have enough time
to read the amount of information available. The data over the internet is unstructured
and in order to get the information required, one has to go through numerous searches
and skim the results manually. This problem is even more cumbersome when it comes
to the case of a physical book. In order for people to navigate through huge amount of
data easily, there is a great need for a focused summary that encapsulates the prominent
details of the text document. Furthermore, summaries are viable because of the following
features [1]: the reading time is effectively reduced by summaries; during documents
researches, selection process is made easier; effectiveness of indexing is improved by
automatic summarization; the algorithms of automatic summarizers are less biased than
human summarizers; personalized summaries are beneficial in query answering systems
as personalized information is provided.

Automatic text summarization is classified broadly as either extractive or abstractive.
In extractive summarization, the algorithm picks out the most important lines from the
input paragraph and calls it a summary. These are the systemswhich generate summaries
by copying parts from the document by deploying various measures of importance and
then combine those parts together to present a summary. The important rank of the sen-
tence is based on the linguistic and statistical features. In abstractive summarization, the
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algorithm understands the paragraph and tries to make a novel summary using phrases
and making up of sentences not found in the input passage. These are the systems which
generate new phrases, either by rephrasing or using words that were not in the original
text. Abstractive approaches for summarization are harder and complex. To obtain a per-
fect abstractive summary, the model needs to first completely understand the document
and then try to express that understood context in short, by using newwords and phrases.
This method has complex capabilities of generalization, paraphrasing and to suitably
incorporate real-world knowledge. Abstractive methods are usually more concise and
human-like, whereas extractive methods do not fully summarize but rather shorten the
given paragraph. Genism [2] is one such open-source library for unsupervised modeling
of topics and natural language processing, which uses present-day statistical machine
learning. This popular library uses extractive techniques to summarize documents. In
this research, though, abstractive summarization technique will be used as it provides a
much more generalized summary which is easier to read and digest.

There are different researches that talk about abstractive summarization but the pri-
mary motive of these researches has been on the algorithm for summary generation.
But their work doesn’t equip people to summarize material from a physical book. The
primary users who are in need of summarization are students, professors, medical practi-
tioners and so on, who mainly rely on physical books and the traditional way of reading.
Hence there is a need to bridge this gap and equip this section of people with a summa-
rization tool by integrating it with a hardware model. In this research a new algorithm
for abstractive summarization is discussed; also a hardware part is added that will make
the process for the end user easier. The hardware comprises a page turning and image-
capturingmechanismwhichwill convert physical books into digital ones and each image
will be processed and turned to a summary, so people even have the gist of a physical
book. An effort to improve over the existing sequence to sequence model [3] is made
with the introduction of a bi-directional recurrent neural network in the encoder part of
the network. Furthermore, an attention mechanism [4] is used at the top of the encoder
layer to form the best representation of context vectors.

The structure of the further contents of this research is as follows. In Sect. 2, related
works in the field of text summarization are named. In Sect. 3, the methodology for
IMEXT summarizer is discussed along with the hardware implementation of the project.
Section 4 comprises the experimental results obtained using this summarization algo-
rithm and a comparison is drawn between summaries generated from the short and long
articles. Finally, in Sect. 5, the total work done in the research is concluded, and a
discussion about future works of this project is made.

2 Related Works

Owing to the fact that literary data as computerized archives rapidly collect to enormous
measures of information and the recent boom in deep learning technologies, the research
topics on automatic text summarization have attracted a lot of attention recently. In
addition to the efforts of this research, previousworks havemade lots of efforts deploying
various algorithms to summarize texts. The different approaches researchers have used
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can be broadly classified into five categories as: (1) rule-based approaches, (2) iterative-
based approaches, (3) deep reinforcement approaches, (4) graph-based approaches and
(5) deep supervised learning approaches.

3 IMEXT Summarizer Methodology

In this work we propose a system that lets users summarize physical books. The method-
ology is broken down into two different sections: one is the hardware workflow and the
other section explains the algorithm used to summarize input passages.

3.1 Hardware Methodology

A page turning device and an image-capturing mechanism is introduced in this section.
The idea is tomake amodel that will automatically turn pages of a book capturing images
of these pages. Once an image is captured it needs to be converted into machine-readable
text. One popular method is to use optical character recognition (OCR) to convert images
into texts. This research uses the python library PyTesseract to handle the OCR. This
library expects the input images to be crisp and have a clear distinction between words
and background. To achieve this, the image is first converted to grayscale to remove
color from it. This gray-scaled image is then binary thresholded to give out an output
image that is suited for PyTesseract. The image processing part is done with OpenCV
2.4.13. Figure 1 shows the block diagram of the proposed hardware setup. The project
uses a wheel connected to a 9 V DC motor positioned at the top corner of the book.

Fig. 1 Proposed model for a page turner

When the motor gets power the wheel turns, raising up the page with it. The amount
of time themotor runs is set by the raspberry pi. There is another 9VDCmotor positioned
at the middle-bottom of the book with a rigid object (e.g. a pencil) attached to it. Once
Motor 1 raises a page of the book, it stops and waits for Motor 2. This motor now starts
functioning and turns the page. There is a pi-camera attached to this setupwhich captures
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images of each page and is in sync with the two motors. The timing is set such that no
component clashes with another.

Motor 1 is run for 0.4 s which raises the page of the book by the right amount. After
a wait of 1 s, Motor 2 is run for 3.63 s ensuring the page gets turned properly. After
another wait of 1 s, pi-camera takes an image of the new page and stores it to memory.
Figures 2 and 3 depict the hardware implementation of the proposed model.

Fig. 2 Components to assist page turning

3.2 Algorithm for IMEXT Summarizer

The approach used for summarizing in this research is the deep supervised learning
approach. The dataset used for learning is, “The Signal Media One-Million News Arti-
cles Dataset [5].” The dataset contains a collection of a variety of news articles and
headlines approximately equaling one million that are mainly in English. The articles
in this dataset are treated as passages and their corresponding headings are regarded
as their summaries. The aim of the algorithm is to create an appropriate headline to a
random article given from this dataset which captures the main gist of the article. The
structure used for achieving this aim is a sequence-to-sequence architecture containing
an encoder–decoder network as inspired by [3] with an attention layer stacked on the
top of the encoder network which has shown to increase performance and decrease com-
putational computations [4]. The main difference between our algorithm and the other
algorithms is the way the encoder network is set up. Instead of using a one-directional
RNN as used in [6], this research uses a bi-directional RNN network with LSTM cells.
The motivation for using a bi-RNN is due to the reasoning that when humans try to
summarize an article they do not look only at the current and previous words to make a
decision on which words are to be used in the summary. Humans read the entire passage
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Fig. 3 Pi-camera to scan pages

first, thereby gaining both past and future information which helps in making a better
decision as to which words to choose in generating a summary. Bi-RNNs will give the
same opportunities to the network, although the trade-off will be the added computa-
tional complexity gained by the network. With the increase in computing power seen
in recent times, this trade-off will diminish. The following sections will explain the
different components of the algorithm in detail.

3.2.1 Pre-processing of the dataset The first step is to obtain and pre-process the
dataset. The dataset contains articles and headings in a text format, for the machine to
understand individual words and different sentences. These articles and headlines have
to be converted into numbers. The process of converting words into relevant vectors that
encapsulate some meaning of the word is called word embedding. But before creating
word embeddings, the dataset needs to be cleaned up. The algorithm used for summa-
rizing is computationally expensive and the project is run on Google Colab, so we first
filter out smaller articles and headings. The max length of the article is kept at 116 words
and the max length of headings is kept at 13 words. So, all articles with length greater
than 116 and headings with length greater than 13 are discarded. The same process is
later repeated to obtain larger article sizes and see the performance of the network based
on the length of articles and headings. The dataset now reduces to 5190 articles and
headlines where the max lengths of these articles and headings are 116 and 13, respec-
tively. The texts are then lowercased and fullstops, commas, exclamationmarks, question
marks, quotes, semicolons, colons and so on are removed. The dataset contained a lot
of “\n”, “\xa0”, “\r” and “\t” characters which are also removed and replaced with a
space. To convert these articles into word vectors, a pre-trained GloVe model [7] is used.
GloVe [8] stands for global vectors, which is a count-based approach toward learning
word embeddings. The dimensions of these word vectors are fixed as 100. GloVe gives
us vector representation of various words. We find all the words used in our dataset
by using TreeBankWordTokenizer on the dataset. This technique tokenizes articles and
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headings into words, and the process takes into consideration English grammar rules
while tokenizing. Some words with the same meaning like “cat” and “cats” appear in
the dataset. To normalize this redundancy, Lemmatization process is used on every word.
This normalizes every word by bringing words to their root forms. All these words are
given a code (rank) according to their frequency in the dataset with the most common
word given a code of 0, the second most common word given a code of 1 and so on.
Words in GloVe are parsed according to this coding scheme, and for each word in the
dataset, the value of that word is added to an embeddingmatrix at the corresponding code
position of the word. For out of vocabulary words we pick an irregular 100-dimensional
vector from a normal distribution with mean 0 and standard deviation 0.1. The size of
the matrix is [total_number_of _words, 100].

All thewords in the articles and headings are changed into their corresponding codes.
Now, a machine can only operate on a fix length of data. The max length of articles is
116 but not all articles are that long. To get around this problem we zero pad the articles
and headings which are shorter than 116 and 13, respectively, to get a fixed length.

3.2.2 The Encoder Network For the encoder network, a three-layered bi-RNN [9]
architecture is used. The cells of all three layers are kept as LSTM cells [10] to overcome
the problemof short-termmemory of a recurrent neural network. The input of the encoder
network is a one-hot encoded representation of the articles and headings according to the
word-codes. Each word is represented as a sparse vector with all spaces filled with zeros
other than the space at the code value of the given word which is filled with one. The
initial weight matrix of the first layer from the input one-hot encoded vectors to the bi-
RNN cells is initialized as the embedding matrix. This will allow the already pre-trained
weights to be trained on further and refine performance. The number of neurons used
in each LSTM cell is 50 and no initial states for the LSTM cells are given. The outputs
from the three-layered bi-RNN network are 116 forward cells containing 50 neurons
and 116 backward cells containing 50 neurons. We concatenate these to get 116 cells
containing 100 neurons. An attention layer [4] is stacked on top of these cells to get the
alpha values for each word in the article.

αts = exp(score(ht , h̄))
∑S

S′ exp(score(ht , h̄s))

[
attention
weights

]

(1)

at = f (ct , ht ) = tanh(Wc[ct ; ht ])
[
attention
vector

]

(2)

These values represent how important each word is to generate a particular word
in the summary. To obtain these alpha values a small neural network is trained on top
of each of the 116 cells with input from the final hidden states of the decoder network
too. The number of hidden neurons is experimentally set to 30 with the first and second
layers’ activation functions set as tanh and ReLu, respectively. The weights are Xavier
initialized [11]. The number of output neurons for this small network will be the same
as number of words in the headings that is 13. These output values are softmaxed to get
the alpha (importance) values. The weighted average according to these alpha values is
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taken with the combined bi-RNN output. These form the context vectors [12] used for
decoding.

ct =
∑

s

αts h̄s [context vector ] (3)

3.2.3 TheDecoderNetwork For the decoder network a simpleRNNnetwork of length
13 is used. The cells are LSTM cells with number of neurons set as 50 each. The context
vectors produced go into the input of this network. To actually obtain words from the
output of the RNN network, a densely connected neural network is used on top of it. This
neural network maps these 50 neurons to 492,476 neurons; 492476 being the number of
unique words in our dataset. The weights for this network are Xavier initialized [11] and
activation function used is ReLu. Each neuron represents a single word from our dataset
and the neuron corresponding to a particular word is got by looking at the code of that
word found in the pre-processing step. The outputs from this network are compared to
the one-hot encoded headings and the measure of loss is quantified by cross entropy
loss. The error correction factors are backpropogated using Adam Optimizer [13] with
the learning rate set to 0.002. The complete network architecture is illustrated in Fig. 6.

4 Experimental Results

The final results are headings that are automatically generated from the fed input articles.
The network was first trained on short articles and the results were noted. The end
sequences, “the” in results is due to zero padding the input articles and headings during
training. The code 0 corresponding to the most common word represents the word “the”,
which makes the network think that zero-padded sequences are actually articles and
headings ending with “the” sequences. The final cross entropy loss for the short articles
test set was 0.9894. Figure 4 shows the actual headings and the predicted headings by
this network.

The same network was also trained on longer articles with max number of words of
213 and max number of words in headings of 33. The training time for these articles on
Google Colab was much longer than the previous training time. The final cross entropy
loss for long articles was 1.0683. Figure 5 shows the predicted and actual headings
for these longer articles. For our evaluation metric ROUGE scores are used. ROUGE
represents recall-oriented understudy for gisting evaluation. It is basically a set ofmetrics
[14] for assessing automatic summarization of texts andmachine translation. It works by
contrasting an automatically delivered summary or translation against a set of reference
outlines (normally human-created). To get a good quantitative value, computation of
precision and recall is required using overlaps.

Recall in the context of ROUGE shows how much of the reference summary is the
system summary recovering. Precision is measured as the amount of system summary
that is relevant. The precision aspect becomes crucial for summaries that are concise
in nature. F-measure is calculated using these precision and recall values. The different
types ofROUGEscores areROUGE-N,ROUGE-SandROUGE-L.ROUGE-Nmeasures
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Fig. 4 The predicted and actual headings for short articles

unigram, bigram and trigram overlap. In this research ROUGE-N: unigram and bigrams
overlapping and F1 scores are used as metrics. The scores are generated with help of 30
test documents (Fig. 6).

Table 1 illustrates these scores. The ROUGE 1 scores show the similarity between
unigrams of the predicted headings and the actual headings. The recall for short articles
is higher, whichmeans it remembersmore of the heading than the long articles. Precision
shows how much relevant information is available in the heading. For shorter articles
there is more relevant information and for longer articles there tends to be more words
that are not as relevant. The ROUGE 2 scores show fluidity and continuity in sentences
as they compare bigrams in predictive headings and actual headings. The more bigrams
are matched, the more is the structure to the sentence. For shorter articles there is more
structure as compared to longer articles. The ROUGE 1 scores for longer articles are
higher than ROUGE 2 scores, and by approximately 24%. This means even for longer
articles the algorithm with less training time picks up keywords but is not able to give a
structure to them. With more data and training time these scores will improve. Figure 7
shows the above comparison visually to give a better idea.
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Fig. 5 The predicted and actual headings for longer articles

5 Conclusions and Future Work

In this research, an idea to summarize physical books is proposed. A page turning
and image-capturing device is outlined using motors and pi-camera. Furthermore, an
algorithm to summarize passages is made and implemented. Evaluation of the efficiency
of the proposed model is done using ROUGE scores. The performance of the model
is being around 70% on ROUGE 1 criteria and around 60% on ROUGE 2 criteria
for short articles. While the performance is decent for long articles, that being around
65% on ROUGE 1 criteria and 40% on ROUGE 2 criteria. The model works well for
short passages but works decent for longer passages. This is due to the increase in
computational complexity as longer articles imply longer RNN sequences which hinder
training. With better hardware the algorithm promises to show better results on long
articles as well. The model can be improved by using a dropout layer to avoid over-
fitting. The training corpus can be made larger so that the network generalizes better.
The pre-processing part can be improved by identifying and omitting stop words and
taking care of syntactic and grammatical connections between words. A system is to
be made to automatically transfer images of pages from raspberry pi to the OCR and
summarization code. This will enable users to keep the page turner device on overnight
to get a summarized digital version of their book. In all, this research shows the first
steps in creating a summarizer which is capable of summarizing a physical book and
aims to make reading a less tedious activity by summarizing long paragraphs into short
sentences. This will enable students, professors, lawyers and others to get the most
important points of every page in the book in a summarized form and aid the users who
do not have the time to read lengthy materials.
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Fig. 6 The complete network architecture for IMEXT summarizer
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Table 1 Evaluation of the model using ROUGE scores

Dataset Rouge 1
Recall

Rouge 1
Precision

Rouge 1
F1-Score

Rouge 2
Recall

Rouge 2
Precision

Rouge 2
F1-Score

Rouge N
F1-Score
(avg)

Short
articles
(30
articles)

0.701171817 0.727927054 0.7142989 0.5960591 0.601231527 0.598634147 0.65646656

Long
articles
(30
articles)

0.643567832 0.692654798 0.6672096 0.3889788 0.412354662 0.400325820 0.53376775

Fig. 7 Performance comparison between short and long articles
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Abstract. This study gives the efficient model of the working process of lane
detection and collision prevention system using computer vision and machine
learning (ML) for decision-making. Lane detection technique is widely used in
autonomous vehicle to keep tracking the road lanes, while collision detection is
an advance feature used in intelligent vehicle to detect and prevent any type of
collision. Here, we capture live video and process it to extract 3D information
from the feed to detect road lanes and to detect objects for analysing the distance
of it from the vehicle to prevent collisions. Collision detection and prevention is
based on the object detection and recognition using ML model which is capable
of detecting any objects, like vehicle, pedestrians, animals and so on.

Keywords: Lane detection · Object detection · Collision prevention ·Machine
learning · R-CNN · Tensor flow

1 Introduction

According to statistics more than 140,000 persons are killed in road accident in India
every year. And almost all the accidents that occurred are due to human error. It became
more challenging for the country with huge population to run awareness campaigns for
all. So regular technical advancement is made in vehicles to reduce the accident rate,
but still there is no such technology present which is intelligent enough like humans but
with no or negligible errors which can completely eliminate the accidents.

So, we are providing an artificial intelligence system to vehicles which is based on
machine learning. The system detects the chances of collision from objects on the road
using machine learning object detection algorithm, and alerts if any collision chances
detected. It can also be applied with adaptive cruise control system to control the vehicle
speed accordingly. It detects vehicles even faster than human eyes and takes required
actions faster than human reaction time. To keep the vehicle within lanes, lane detection
is also performed by detecting lanes edges. This system can be applied to both semi-
automated and fully automated vehicles.

© Springer Nature Singapore Pte Ltd. 2020
B. Iyer et al. (eds.), Applied Computer Vision and Image Processing,
Advances in Intelligent Systems and Computing 1155,
https://doi.org/10.1007/978-981-15-4029-5_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4029-5_5&domain=pdf
https://doi.org/10.1007/978-981-15-4029-5_5
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Advantages of our proposed system are reduced collisions/accidents, reduced traffic
congestion, reduced accidents due to tailgating and due to human errors like tiredness,
stress and frustration during long-distance driving.

Our system is cost-effective as reduction inmedical treatment cost of accident injuries
and reduced automobile repairing cost. In addition, development cost is less due to single
hardware device, that is, ordinary camera and almost all the software tools used are open
source.

2 Literature Survey

As defined in [1–3], Canny edge detector is used to smooth the image and remove any
noise in the captured video frame and detect the edges of the lanes. Hough transform
algorithm is used for detecting the straight road lanes [1, 4], and by determining the
bending direction of the curve lines, curved road lanes are detected [2].

EDLines algorithm proposed by Nguyen et al. [5] is used for line segment detection
which works faster if applied over specific region (lines between 85° and 90° with
horizontal axis in anti-clockwise, i.e. lanes). And the horizontal detected lines between
the lanes, that is, vehicles’ edges are used to detect the vehicles.

In [6] the pixel difference in the captured image/video frame is analysed by using
global threshold edge detector algorithm to detect the lanes.

The concept of adaptive cruise control system defined in [7] by Saravanan and
Anbuelvi is the modified form of cruise control system that controls the vehicle speed
automatically according to the detected front vehicle in the same lane and also makes
decisions on overtaking the front vehicle if adjacent lane is vacant. The technique is
helpful in collision prevention.

The idea of using Bluetooth device for collision prevention system is proposed by
Das and Sengupta [8]. When any car is present within the range of Bluetooth then it
will give indication of that car and further attached sensors will activate which send
interrupt to the lane departure alerting system or anti-lock braking system. The work
presented in [9] by Jain introduced the concept of machine learning for lane detection.
A CNN model is trained over road lanes images. The model performs image processing
to extract features and recognise patterns of lanes in the images/frames.

The idea of using Adaboost algorithm along with other algorithms to improve the
overall performance is proposed by Ju et al. [10]. It used to detect pedestrians and
vehicles. And the combination of Haar-like features and Edgelet-Shapelet features with
Adaboost is used for advanced pedestrian detection system by G. R. Rakate, S. R.
Borhade, P. S. Jadhav and M. S. Shah mentioned in [11].

3 Methodology

3.1 Flowchart

See Fig. 1.
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Fig. 1 The flowchart of the entire system
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3.2 Algorithm

Steps:

1. Vehicle start/active
2. Camera activate—capturing live video
3. Image processing using computer vision—extracting 3D information from live video

frames
4. Edge detection using Canny edge detector
5. Lane detection using Hough transform

a. Lane detected; go to next step
b. Lane not detected; go to step 3

6. Object/vehicle detection using region-convolutional neural network (R-CNN) on
tensor flow

a. Object detected; go to next step
b. Object not detected; go to step 3

7. Distance analysis of detected object

a. Chances of collision; go to next step
b. NO collision chances; go to step 3

8. Alert warning! Slow/Stop vehicle

a. Vehicle stopped; go to next step
b. Vehicle active; go to step 3

9. Stop object and lane detection and stop camera feed.

Live Video Capture: We are using an ordinary camera to capture live video using
computer vision. OpenCV an open-source real-time computer vision library is used in
our approach. The captured video frame is shown in Fig. 2a.

Lane Detection: In this approach, frames are processed first, where coloured frames
are converted into greyscale frames. Then we apply Canny edge detector [12] for edge
detection, as shown in Fig. 2b. In the processed frames a lot of useless data/noises are
present which should be filtered before applying the lane detection algorithm. Thus, we
define a trapezoid-shaped region of interest (ROI) as shown in Fig. 2c, which filters all
the useless data available in the frame. After getting the required edges of lanes further
we applyHough transform to detect lanes. To increase the detection accuracy, we remove
all the horizontal, vertical and very small edges and extract only those edges whose slope
is greater than 0.5 and less than−0.5 for right and left lane, respectively. The results are
demonstrated in Fig. 2d.

slope = (y2−y1)/ (x2−x1) (1)
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 (a)                               (b) 

 (c) 
   

(d) 

Fig. 2 a Image of road on a rainy day.bEdge detected byCanny edge detector. cApplied trapezoid
shape region of interest to reduce noise. d Detected lanes represented by purple lines

Vehicle/Object Detection: In our object detection algorithm we use a machine learning
model for object detection. Machine learning is an advance technique which has high
accuracy in object detection. Here we feed the captured frames as an input to the pre-
trained object detection model, that is, faster_rcnn_resnet101_coco, which extracts the
patterns and features present in the frame and detect objects (vehicles, pedestrians,
animals etc.) if present and then enclosed them in rectangular frame with the object
label and accuracy, as shown in Fig. 3.

Collision Detection and Prevention: The frames marked with detected objects are
further utilised for analysing the collision chances and to prevent it if any. The detected
objects have scores based on their presence and these scores are used to analyse the
collisions. If there is any chance of collision (with any objects like vehicle, pedestrian,
animals etc.) then our algorithm will detect it efficiently.

For collision prevention in semi-automated vehicle, our system will alert the vehicle
operator/driver with-in time to take any/all required action(s). And in fully automated
vehicle, our system is attached with the cruise control system which can control the
vehicle speed, to slow down or to stop the vehicle, whatever is required as per situation
to prevent any collision with-in time.
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 (a)   (b)

  (c)   (d)

Fig. 3 aDetected trucks, car and person.bDetected animal (cow), trucks,motorcycle and persons.
c Detected cars, stop sign and persons. d Detected animal (dog), trucks, motorcycle and person

4 Observation Table

See Tables 1 and 2.

5 Results

See Fig. 4.
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6 Conclusion

In this paper, we propose a vision-based advance lane detection and collision prevention
system. An ordinary camera is used for live video capture. Lane detection is performed
by Canny detector and Hough transform on the processed data. Extracted 3D informa-
tion helped in vehicle/object detection and analysis of collision chances using machine
learning.

Performance of our system is impressive with very high accuracy. Ultimately it
is capable enough to prevent collision and save lives which are more important than
anything else in this world.

 (a)  (b)

 (c)  (d)

Fig. 4 a Original captured frame on rainy day. b Lane, vehicles and pedestrian detected with
alert warning. c Original captured frame on rainy day. d Lane, vehicles, pedestrians and animal
(cow) detected with alert warning. e Original captured frame on rainy day. f Lane, vehicles and
pedestrian detected with alert warning. g Original captured frame on sunny day. h Lane, vehicles
and pedestrian detected with alert warning
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 (e)  (f)

 (g)  (h)

Fig. 4 (continued)
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Abstract. Image enhancement plays an important role in all fields of applica-
tions, like biomedical, satellite images, graphical applications and many others.
In today’s world everything needs to work in real time, hence this study talks
about the implementation of image enhancement technique. This technique uses
hardware approach for analysing the quality of an image which gives less time
and can be worked for parallel processing applications. As histogram of an image
contains details such as pixel intensity, distribution of grey levels helps to under-
stand and analyse the quality of an image. Here, we have proposed an efficient
architecture for image enhancement technique and was simulated using Verilog
HDL. This study outlines brightness enhancement and contrast stretching method
which permits better visual appearance of an image. Also here we have proposed
design for finding region of interest in an image by developing eight different grey
levels which can be used in detecting object in an image as it is one of the major
areas of research in biometric application.

Keywords: Histogram · Brightness enhancement · Contrast stretching · Region
of interest · FPGA

1 Introduction

Today’s world is the world of social media where everyone shares information mostly in
the form of images; hence image enhancement is a most important operation in image
processing. Image enhancement primarily focused on improving brightness, contrast and
better visual appearance of an image for human perception. Due to poor resolution of
camera, bad weather conditions or lack of light at the time of capturing an image, quality
of an image degrades; hence by applying pre-processing techniqueswe can achieve better
quality of an image. Image carries information in the form of features, like brightness,
contrast and colour space and it has become easier to decide what exact operations need
to be performed on image data. The histogramof an image ismuch suitable for predicting
the quality of an image and taking operations required to perform on an image. These
image-processing algorithms give accurate result in short time without losing important
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features of an image. When they are implemented on hardware they can solve all these
problems.

There are many features to analyse an image such as colour, shape, texture but here
we have adopted method based on histogram of an image. Histogram of an image tells
us about the number of intensity values present in an image, distribution of grey levels,
and also maximum and minimum pixel intensity of an image. The grey values must be
equally distributed for good quality image.

Most of the digital devices like camera use RGB colour space for capturing an image,
which depends more on lighting conditions. While capturing an image if there is not
much light present in the surrounding, it can directly affect the quality of an image.
Hence almost all digital appliances have built-in image enhancement technique.

The aim of this paper is to develop a digital system that highlights all details of an
image. One of the applications is face detection where we need to detect faces from
complete image by ignoring other background details in that image; hence by imple-
menting object detection and extraction technique using hardware we get more accurate
result in less time. Here we have developed an algorithm for finding the region of interest
with the help of histogram which is easy to implement on FPGA. Hardware approach
provides parallel processing, due to which it requires least time to complete a process as
all operations are performed with minimum one or two clock cycles. Due to this, speed
of execution of task increases.

In the paper [1], the author presents spatially adaptive enhancement algorithm to
overcome the inferior quality of images from CMOS image sensor. The complete pre-
processing algorithms implemented on hardware reduce the number of logic gates on
chip, so the cost gets reduced. This paper motivates for understanding and analysing few
other applications related to our work.

In the paper [2], the author presents the FPGA implementation of image enhance-
ment method for automatic vehicles number plate (AVPN) detection. When an image is
captured at night, the image obtained will be blurry and noisy due to absence of light, in
such cases pre-processing of an image is highly recommended before optical character
recognition (OCR); here FPGA plays an important role.

In the paper [3], the author suggested a method for image enhancement of infrared
images. Using histogram equalisation technique normal image will give good result but
while getting good brightness contrast effect of infrared images traditional algorithm
fails. Hence, here the author suggested some changes in histogram equalisation by rear-
ranging grey-scale values. So, by using grey-transforming functions one can target the
object from background.

Here we have developed a digital system for images which are not dedicated to
particular set of images, which improves the quality of image and at the same time detect
object from it. This technique is used in biomedical application to enhance images of
CAT, MRI, and so on. Hardware platform provides high speed, less memory utilisation
and better accuracy as they work on parallelism and hence they are used for all real-time
applications rather than software which take many cycles, and all operations are run
sequentially which in turn increases the response time and the resource utilisation also
increases.
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2 Methodology

Histogram improves the visual appearance of an image. Histogram of an image depicts
the problems that originate during image acquisition such as dynamic range of pixels,
contrast and many others.

In this paper we have proposed method for obtaining eight different grey levels
of input image from RGB colour space into grey-scale image. This process converts
each pixel to equivalent grey level. The methods involved in this work are histogram,
brightness enhancement, contrast stretching and region of interest of an image which
are implemented on FPGA using Verilog. Apart from this we have also mentioned file
handling in Verilog.

For all the below-mentioned algorithms we have used the grey-scale image with
eight grey levels.

2.1 Hardware Implementation of Histogram of an Image

Herewe have considered a 256× 256 imagewith 8 bits per pixel, hencememory required
to represent an image is

Image size = No. of Rows ∗ No. of Columns ∗ Bits per pixel

= 256 ∗ 256 ∗ 8 = 512Kb (1)

For the said image we have considered RTL module with 8 × 256 decoder and 256
counters, each of 16 bits for histogram implementation. While selecting bit depths for
counter we need to think an extreme condition like dark image as it consists of only 0
pixel intensity for complete image. Histogram of such image will have maximum value
of 65,536. For 0 pixel to store 16-bit counter is used.

The minimum time required to implement this histogram on our device is 1.89 ns.

2.2 Brightness Enhancement

Human eye doesn’t recognise all colours with same brightness (luminosity). Hence [4],
NTSC (National Television System Committee) proposed some weights as green 0.59,
red 0.39 and blue 0.11 for RGB image. Mathematically, it can be represented as

RGBLuminance = 0.3 ∗ R + 0.59 ∗ G + 0.11 ∗ B (2)

Luminance is nothing but equivalence brightness present in grey-scale. Histogram
can be used for checking the brightness in an image. Brightness is the maximum light
present in an image. If in the image most of zero-intensity or low-intensity pixels are
present, then there is a need to apply amplitude scaling for an image. In amplitude scaling
brightness can be applied in an image by analysing histogram. If the histogram of an
image is towards lower pixels then the image is at the darker side, and by adding offset
to all pixels brightness can be increased. The offset can be decided after studying the
details of histogram. For better appearance of an image we can use two offsets: one for
background and another for object.
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Mathematically [5], it can be stated as

F(x, y) = I(x, y) + k1; if0 <= I(x, y) <= 50

F(x, y) = I(x, y) + k2; Otherwise (3)

where
k1, k2 are two offset values for background and object in an image. I(x, y) is the pixel

intensity of original image in x, y location. F(x, y) is the pixel intensity of an enhanced
image.

Figure 1 shows the DUT for brightness enhancement,

Fig. 1 DUT for brightness enhancement

2.3 Contrast Stretching

Contrast is a significant statistical textural feature which is defined as the measure of
difference of intensity between a pixel and its neighbouring pixel of the image. Lower
value shows low contrast and higher value shows high contrast. An image with very
bright and very dark parts (i.e. many distinct values) has a dynamic range.

Low-contrast image contains less intensity values, while high-contrast image has
many distinct intensity values. Histogram can be used to adjust the contrast of an image.
If the histogram of an original image has grey values only in low-intensity region, then
we say that the object is with low contrast. Such object cannot be differentiated from
background as the difference between the intensity of object and background is very
small. To increase the contrast of an object in an image, we have used contrast stretching
method which adds most of high grey values to make object lighter and sharper. This
method can be used in all biomedical applications to identify malignant tissue which is
too hard for the medical professional to detect.

Mathematically [5], it can be stated as

Po =
[
(Pi − c)

(
b − a

d − c

)]
+ a (4)
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where
Po—new pixel intensity after contrast stretching; Pi—old pixel intensity; b, a—

upper and lower limit for 8-bit image which is 0 and 255; d, c—maximum and minimum
intensity of pixels present in an image.

Figure 5 shows the comparison between histogram of the original image and after
contrast stretching process performed on image. Through this we are able to understand
how contrast stretching works.

In original image as pixel intensities are not uniformly distributed, but after appli-
cation of contrast stretching all pixel values are uniformly present in an image due to
which quality of image improved.

2.4 Region of Interest

Region of interest is nothing but separating object from background in order to highlight
all properties of an object in an image. An object in an image can be one or more than
one in numbers which are separated into different groups according to intensity of the
pixel. From histogram we have studied about how these grey values are spread from 0 to
255. After examining 50 such images the threshold value is derived which can separate
an object from background. Here T1 and T2 are used as threshold to separate an object
from background as shown in the flowchart of Fig. 3.

After applying these two thresholds on an image we can separate an object from
background but the image shows only black and white regions. This is because all the
low-intensity values in an image get brighter due to which some minor details in an
image are missed. Hence, to avoid this issue we have to use eight grey levels in order to
keep all properties of an object without losing other minor details from them.

The 8 bits directly describe red, green and blue grey-scale values; typically with
three bits for red, three bits for green and two bits for blue.

By changing the position of bits places of red, green and blue, we get eight grey-scale
levels, as shown in Fig. 2.

Fig. 2 Eight different grey-scale levels

We have modified the flowchart proposed in [6] for detection of region of interest,
as given in Fig. 3. We applied two thresholds: one to find background and the other for
applying grey levels to an image.
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Fig. 3 Flowchart for finding region-of-interest

Here, we have used file handling in BRAM using Verilog, which involves $read-
memh, $fopen and $fwrite commands. Similar to as we use in C language, these are
used for reading, opening and writing contents from text file to BRAM.

3 Results

See Figs. 4 and 5.
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Fig. 4 (i) Original image (top left), (ii) Brightness enhancement (top right), (iii) Contrast
enhancement (bottom left), (iv) Region-of-interest (bottom right)

Fig. 5 Histogram of original image and histogram after contrast enhancement

4 Conclusion

Thushistogram-based image enhancement algorithm implementedonhardware provides
better result as compared to software. Hardware provides high speed, less memory
utilisation, better accuracy than software and they also work on parallelism, hence can
be used for all real-time applications. The software code runs sequentially and takes
many clock cycles which increases delay and resource utilisation. In the implemented
design area utilisation on FPGA is very small, thus it can be used for images with higher
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dimensions. The design we have implemented is for 256 × 256 size image. Based on
this, Table 1 shows utilisation of all units on FPGA board.

Image enhancement algorithms are easy to understand and can be useful in every
field of applications and one of them can be for segmentation of satellite images such as
forest, water and land. All this needs the basic information of pixel analysis which we
can get through histogram and image enhancement algorithms. Hence histogram unit
plays an important role and is used in all these image enhancement techniques. Thus, by
designing only this unit all the image enhancement methods can be easily implemented.
Principal component analysis (PCA)-based methodology is the best candidate to reduce
the noise in images [7]. In future, the proposed methodology may be tested and verified
using PCA and ICA techniques (Table 1).

Table 1 Design utilisation targeted device virtex-5 FPGA

DUT Slice register LUTs I/O blocks

Histogram unit 4096
(32%)

5673
(45%)

26
(15%)

Brightness enhancement – 11
(0%)

17
(2%)

Contrast stretching 4105
(32%)

5688
(45%)

36
(20%)

Region of interest – 5
(0%)

18
(10%)
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Abstract. The paper shows the effect of PCA and LDA, for dimen-
sion reduction and early fusion, in the framework of the Diabetes disease
diagnostic system. Several ANN architectures were evaluated to obtain
the optimum classification model. Confusion matrix-based analysis was
performed to analyze the effect of dimension reduction. PIMA Indians
Diabetes dataset was used for evaluation. The diabetes detection accu-
racy of 87.8% was obtained using original patient records fused with the
first six PCA dimensions. Similar detection accuracy was achieved using
the first six LDA dimensions. Relative detection accuracy of fused fea-
tures increased by 15 and 3% compared to detection accuracy with the
original patient record and PCA features without fusion, respectively.

Keywords: Principal component analysis · Linear discriminant
analysis · Early feature fusion

1 Introduction

Diabetes, introduced by Egyptians about thirty centuries ago, is a metabolic
disease characterized by elevated blood glucose levels. International standards
predict growth in the diabetes population from 366 million as per today to 522
million by 2030. Primary causes for diabetes are an unhealthy diet, physical
inactivity, smoking, age factor, and hereditary reasons [1]. Clinical experts fre-
quently utilize a 75-g oral glucose tolerance test and criteria such as 2-h plasma
glucose (2-h PG) and fasting plasma glucose (FPG) value [1]. Regular exercise
and a healthy diet help in controlling diabetes.

Automatic diabetes diagnosis models have been an active research area over
a decade. Kayaer et al. utilized brief statistics of the PIMA Indian dataset to
train five different classifiers: Gradient descent, RBF, Levenberg–Marquardt,
GRNN, and BFGS quasi-Newton. Comparative performance of all five classi-
fiers showed GRNN to be best suited for the task with a tenfold accuracy of
80.21% [2]. Polat et al. analyzed PIMA Indian dataset records using Gradient
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Descent-Least Square SVM classifier to get tenfold accuracy of 79.16% [3]. In [4],
Artificial Neural and Fuzzy Interference System was used to classify PCA ana-
lyzed features. Feature dimensionality reduction and complex classifier boosted
accuracy to 89.74%. Considering the improved model accuracy due to PCA fea-
ture encoding, Esin et al. proposed LDA for feature dimensionality reduction.
LDA compressed features classified using ANFIS provided maximum accuracy
of 84.61% [5], less than PCA. LDA compressed features with the Morlet wavelet
SVM classifier provided the best accuracy of 89.74% [6]. Thus, the literature
shows the importance of feature–classifier interaction for improving diagnostic
accuracy.

Most of the diabetes diagnosis models reported in the literature employ either
original patient’s records or transformed features. The proposed model uses a
fusion of original patient records and transformed features. Two feature transfor-
mation techniques are studied: Principal Component Analysis and Linear Dis-
criminant Analysis. The optimized feature set is selected using forward feature
selection approach. Comparative analysis using MLP-ANN classifier is presented.

The paper is organized as follows: Sect. 2 presents algorithm for fusion of
PCA or LDA transformed features and original patient record features. Section 3
presents comparative analysis of classifiers. Section 4 concludes the work.

2 System Development

Early fusion concatenates different features into a single representation before
they are used in a classifier. In this paper, early fusion combines original features
of diabetes patient and PCA or LDA transformed features into single vector.
Early fusion selects the most informative features based on correlation measure
using the feedforward technique. This approach reduces a large set of variables to
a smaller, conceptually more coherent set of variables which retain the original
information.

In this study, we have used eight clinical attributes from PIMA Indian dataset
with binary classification (explained in Sect. 3). The proposed diabetes diagno-
sis model is implemented in two steps; features set optimization using forward
feature selection approach and classification using MLP-ANN classifier.

2.1 PCA Early Fusion

Principal component analysis (PCA) is a linear dimension reduction technique
used to transform the information in high-dimension correlated variables into a
low-dimension uncorrelated variables [7].

PCA employs most significant k eigenvectors, corresponding to k largest
eigenvalues, to transform correlated clinical features to uncorrelated features
[7]. Selected eigenvalues are concatenated to original patient records, known as
PCA early fusion. Figure 1 shows the process diagram for early PCA fusion. The
fused features represent an additional nonlinear dimension at the input of the
classifier. Number of PCA features to be fused are calculated using a forward
feature selection algorithm.
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Fig. 1. The flow diagram of PCA features and process for PCA fused features

2.2 LDA Early Fusion

Linear discriminant analysis (LDA) achieves dimension reduction by increasing
global variation (intra-class) and decreasing local (inter-class) variation, simul-
taneously. LDA finds best class-discriminating vectors within the underlying
space. LDA and PCA compressed features are distinct in the respect that later is
class agnostic. Selected eigenvalues are concatenated to original patient records,
known as LDA early fusion. Maximum LDA features to be fused are determined
using a forward feature selection algorithm (Fig. 2).

Fig. 2. The flow diagram of LDA features and process for LDA fused features

Both LDA and PCA calculate direction for dimension reduction through a
linear transformation. LDA is for direction finding the base on maximizing class
discrimination while PCA is agnostic to individual class labels. The direction in
PCA is determined based on a maximum variance in data. In PCA, a linearly
mapped dataset is the dataset to a smaller orthogonal feature space, while a
linear map in LDA exploits orthogonal patterns belonging to individual classes;
PCA “ignores” class labels [8].

2.3 Classifier System

MLP-ANN is a nonlinear classifier consisting of three fundamental layers: input,
hidden, and output. The nonlinearity of the hidden layer maps data from the
input to the output layer. It is a parallel processing system [8]. Equation 4 rep-
resents the mathematical form of layer,

y = g(WTx + b) (1)

where g is a nonlinear activation, W is weights matrix, x is the input vector,
and b is a bias vector. The output of the inner layer also works as the input
of the outer layer with bias value b. The fully connected layer of MLP-ANN
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has connected all units of the previous layer to every unit of the current layer.
Equation number 5 gives example of three layer MLP-ANN

f(x) = g3(WT
3 g2(WT

2 g1(WT
1 x + b1) + b2) + b3) (2)

The parameters of each layer are independent of the other layers, which
means each unit of layer possesses a unique set of weights. The output is a result
of a nonlinear activation function to a weighted sum of inputs and bias.

3 Results and Discussion

In this investigation, the PCA and LDA features are classified using MLP-ANN
for the diagnosis of diabetes disease. The Pima Indians Diabetes dataset, main-
tained by National Institute of Diabetes and Digestive and Kidney Diseases,
is used for building model and performance evaluation. All patients in this
database are Pima-Indian women aged less than 21 and living in proximity to
Phoenix, Arizona, USA. The dataset has two classes identified using eight clin-
ical attributes, Table One shows brief statistics about each attribute. Diabetic
and healthy subjects are represented using class labels “1” and “0”, respectively.
It consists of clinical records, 268 diabetics, and 500 healthy subjects [9]. To opti-
mize the 70–30 holdout, we used a cross-validation technique. This observation
corresponds to 185 (healthy)—353 (diseased) samples which are used for train-
ing samples, and testing samples 83 (healthy)—147 (diseased) which are used
for modal validation (Table 1).

Table 1. Statistical summary of Pima-Indian dataset [9]

Sr. No. Name of attributes Avg. Std. Dev. Min/Max

1 Number of time pregnancies 3.8 3.4 0/17

2 Glucose level 120.9 32.0 0/199

3 Blood pressure 69.1 19.4 0/122

4 Skin thickness 20.5 16.0 0/99

5 Insulin in body 79.8 115.2 0/846

6 BMI weight in kg 32.0 7.9 0/67.1

7 Diabetes pedigree function 0.5 0.3 0.078/2.42

8 Age (year) 33.2 11.8 21/81

3.1 Performance Evaluation of Proposed Expert System

Given an input record, a diabetes diagnosis output is a class value or label,
such as Yes/No and 1/0. For the predictive hypothesis that a diabetes disease is
present, it is positive class, while for others it is a negative class. The confusion
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matrix is the most intuitive performance evolution adopted by the researcher’s
worldwide for Binary classifier. Each element of confusion matrix as shown in
the figure is defined as

• True Diabetic (TD): Correct Diabetes Disease prediction
• False Diabetic (FD): Incorrect Diabetes Disease prediction
• True Healthy (TH): Correct Healthy prediction
• False Healthy (FH): Incorrect Healthy prediction

Three different quantitative measures namely, accuracy, specificity, and sen-
sitivity are derived using the above elements.

The dimensionally compressed features, along with original patient record
features, are applied at the input of MLP-ANN. To evaluate the optimum con-
figuration for the current problem, we have analyzed several MLP-ANN archi-
tectures, in this investigation. Two MLP-ANN architectures, model-1: XL-7N-
7N-5N-2L, model-2: XL-10N-8N-5N-2L, showed consistent performance. Here,
N refers to nonlinear activation, L refers to linear activation, and X refers to
the number of inputs. The output is calculated using the softmax technique.
Percentage accuracy for various numbers of PCA and LDA components using
MLP-ANN is shown in Figs. 3 and 4.

Figure 3 shows the comparative performance of PCA and LDA for varying
numbers of components. For PCA analysis, model-1 provided the highest accu-
racy of 86.1% using 4 and 7 PCA components. Model-2 gives the highest accuracy
of 84.3% using 3 PCA components, same as obtained using model-1. For LDA
analysis, model-1 achieved the overall highest accuracy of 87.8% using 6 LDA
components. The highest accuracy obtained for model-2 using 7 LDA compo-
nents is 86.1%. Model-1 and model-2 provide the same accuracy 83.5%, 84.3%,
86.1%, and 83.5% using 3, 5, 7, and 8 LDA components, respectively.

Fig. 3. Comparative analysis of PCA (top) and LDA (bottom) compressed features
for various number of components
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Fig. 4. Comparative analysis of early fusion using PCA (top) and LDA (bottom) fea-
tures for various number of components

Figure 4 utilizes the early fusion of original patient records and with PCA or
LDA compressed features. The horizontal axis denotes the number of PCA or
LDA components used for early fusion. In PCA analysis, model-1 achieved the
overall highest accuracy of 87.8% by fusing 6 PCA components. Model-2 provides
the highest accuracy for 2 PCA components that is 87%. PCA components 3,7,
and 8 provide the same accuracy 83.5%, 84.3%, and 84.3% for both models,
respectively.

The LDA analysis shows the highest accuracy of 86.1% for 4 and 7 LDA
components for model-1. Model-2 provides the highest accuracy of 84.3% for 3
LDA components. Similar accuracy was obtained using 3 LDA components for
both model-1 and model-2.

In summary, early fusion of 6 PCA components provide the highest accuracy
of 87.8%. On the other hand, only 6 LDA compressed features provide similar
accuracy. Early fusion of LDA with original records reduces accuracy by 1.7%.
Model-1 achieved the overall highest accuracy using LDA features compared to
model-2.

4 Conclusion

The paper studies the performance of the diabetes disease diagnostic system
using early fusion of PCA and LDA compressed features. The literature shows
the performance comparison for different dimensions of PCA. PCA compressed
features provides diagnosis accuracy of 85.2% for five layers (8I-10N-8N-5L-2O)
bottleneck MLP-ANN classifier. In this paper, original patient record features
are fused with PCA and LDA compressed features and the model is trained using
MLP-ANN and SVM. A fusion of original features and first six PCA compressed
features provide accuracy as high as 87.8%, a relative increase of 3%.
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On the other hand, LDA alone gives an accuracy of 87.8% while fusion with
original patient record features reduces accuracy to 86.1%. In summary, PCA
features are suitable for early fusion with source data features, while LDA per-
forms better without early fusion. Its performance can be further analyzed for
task-specific parameters and increased training data.
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Abstract. Forgery detection plays a very important role in today’s fast-moving
world of technology. Videos and images are having a wide range of applications
in authentication, communication, military, banking, and so on. There are many
tools available in the market to tamper an original image. In this technique of copy
and paste forgery, the required part of digital image is copied and then pasted on
the same image in order to hide the targeted image. And the tampered image looks
similar to the original image. The operator does many pre- and post-operation
on the original image such as rotation, flipping, resizing, compressing, and many
more. Thus, it is very difficult to detect such kind of unauthorized alterations. In
this article, the authors will be discussing the forgery detection of an image using
Shannon’s entropy method and similarity and dissimilarity measurements. The
proposed method gives higher accuracy than the methods which are mentioned in
the comparative study.

Keywords: Forgery · Tampered · Shannon · MATLAB · Entropy ·
Compressing · Authentication · Unauthorized · Measurements · Copy-move

1 Introduction

The present scenario is being noticed within the developing digital technologies and
also traditional concepts which are recognized as “seeing is believing” and it is no more
valid. The information nowadays is preserved within the digital form and also in digital
images which can be further manipulated easily, and therefore forgery of these became a
serious topic that has to be considered. The images containing the secret information are
being easily doctored with the usage of Adobe Photoshop which is easily available. This
process hasmainly led to serious consequenceswhich further reduces the trustworthiness
and also creates the false belief within the real-world applications. Thus trustfulness of
these images has to be taken seriously by the process of verification of the reliability
and the wholeness of the digital images which has become a major issue.

© Springer Nature Singapore Pte Ltd. 2020
B. Iyer et al. (eds.), Applied Computer Vision and Image Processing,
Advances in Intelligent Systems and Computing 1155,
https://doi.org/10.1007/978-981-15-4029-5_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4029-5_8&domain=pdf
https://doi.org/10.1007/978-981-15-4029-5_8


Copy-Move Image Forgery Detection Using Shannon Entropy 77

The forgery detection techniques are being categorized mainly in a number of
domains such as intrusive and non-intrusive, where intrusive domain is also referred to
as the non-blind technique and non-intrusive is referred to as the blind domain of forgery
detection technique. The intrusive method is referred to as the non-blind because the
method requires some of the digital information that has to be embedded within the
original image when it is being generated and also it is notified that this domain has a
very limited scope. The examples that are associated with this method are mainly digital
watermarking and also using digital signature concerned techniques which are of the
camera, and also that not most of the digital device provides this feature. Further the
non-intrusive method which is also considered as the blind method does not require any
of the embedded information. A digital image is recognized to be forged when the origi-
nality of the image is tampered by the application of various transformations, such as the
rotation, scaling, and resizing. It is also being noted that an image is tampered with the
addition of the noise or by the removal or by the addition of some of the objects mainly
to hide the real information. The commonly used image forgery method is copy-move
forgery where a part of the original image is copied and pasted on the other part either
once or many times to hide some of the existing information. This ease and the effec-
tiveness of the copy-move forgery make it possible to be most of the common forgery
which is used mainly to alter the content of the image.

So it becomes necessary to find out forgery in an image. There are two methods to
determine digital image forgery: active and passive methods (Fig. 1).

Image Forgery

Active Approach Passive Approach
Forgery Type DependentDigital Watermarking

Copy-Move Detection
Image Splicing Detection

Forgery Type Independent
Image Re-sampling 

Detection
Light Inconsistencies 

Detection

Digital Signature

Fig. 1 Digital image forgery methods

1.1 Active Method

This method needs watermark, signature, or key for processing.

1.2 Passive Method

The passive method is different from active method, as it does not need a watermark,
signature, or key. Passive approachmainly includes pixel-based, camera-based, physical-
based, geometric-based, and format-based images. Passive method includes splicing,
retouching, and cloning of an image.
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Splicing approach. This is the most aggressive method. Splicing is a method used
in many forgery algorithms wherein a part of an image is taken and pasted on different
images. This method is composed of two images to produce a new image (Fig. 2).

(a) (b) (c)

Fig. 2 a First image, b second image, c splicing forgery image

Retouching approach. Retouching is a method which is applied to enhance image
features. Retouching is mainly used in magazines and Photoshop’s. It can be considered
as less harmful. Here no image is being altered but only it is enhanced with quality or
compression, and so on (Fig. 3).

(a) (b)

Fig. 3 a Original image, b retouched image

Cloning approach/copy-move. The final one is cloning or copy-move which is
almost the same as cloning where a duplicate image is produced using an original image.
From the figure, it is visible that the original image is having two pens but in the forgery
image, the red pen is missing. Henceforth a part from an original image is copied and
moved (Fig. 4).
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(a) (b)

Fig. 4 a Original image, b copy-move forged image

2 Literature Survey

Harpreet Kaur and Jyoti Saxena proposed a system [Published in IEEE and Springer]
where key-point-based forgery is detected instead of block matching. In this paper the
authors discuss different key-point-based methods, like SIFT, SURF, ORB, and BRISK
[1]. JimingZheng andLipingChang proposed a system [Published in IEEEandSpringer]
based on a tactic of extracting aHarris corner from an image as a key-point and extracting
binary feature descriptors whereby finding for similar feature descriptors [2]. Mohama-
dian proposed a theory [Published in IEEE and research gate] to detect copy-paste
tampering forgery. He used a simple method based on scale-invariant feature transfor-
mation algorithm. This algorithm is used to perform detections but cannot detect flat
copied region [3].

Salam A. Thajeel and Ghazali Bin Sulong proposed a system [Published in IEEE
and research gate] that is built using a technique to find likeness and connection between
the altered part and real image [4]. L. Li, S. Li, and H. Zhu proposed a system [Pub-
lished in IEEE and Springer] where forgery is detected by first filtering an image and
divided into overlapping circular blocks. Then rotational invariant uniform local binary
pattern is extracted as feature vector, and the feature vectors are compared to determine
whether the block is altered [5]. G.Muhammad proposed a theory [Published in research
gate] on blind copy-move image forgery detection using undecimated dyadic wavelet
transformation algorithm [6]. M. Zimba and S. Xingming propose a system [Published
in research gate] that involves discrete wavelet transform (DWT) and principal compo-
nent analysis-eigenvalue decomposition (PCA-EVD). This system works efficiently but
does not work on scaled or rotated images [7]. Y. Huang, W. Lu, W. Sun, and D. Long
proposed a system [Published in research gate] where improved DCT is used to detect
a forgery in an image. This principle involves applying improved DCT over an image
to extract features, image is sorted lexicographically sorted, and forgery blocks will be
matched [8].

Q. Wu proposed a method theory [Published in IEEE and research gate] using a log-
polar fast Fourier transforms to detect the duplicated image region that may be rotated
or re-scaled. This method has lower complexity for feature extraction [9]. Bayram, S.,
Sencar, H. T., and Memon, N. proposed theory [Published in IEEE and Springer] where
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altered part of an image can be detected even on lossy compressed image, and which has
been severely modified using counting bloom filters [10]. G. Li, Q. Wu, D. Tu, and S.
Sun. proposed a theory [Published in IEEE and research gate] of blind forensic approach
to detect edited regions of an image usingDWTand singular value decomposition (SVD)
[11]. A. N.Myna proposed a theory [Published in IEEE and Springer] based on log-polar
coordinates and by using phase correlation as the similarity criterion. In this technique,
they have first applied wavelet transformation to reduce the dimension of the image. The
time complexity is lower in this method but is not robust against geometric operations
[12].

3 Copy-Move Forgery Detection Techniques

This section describes about different forms of techniques that are concerned to copy-
move forgery detection.

3.1 Exhaustive Search

This method is a very basic approach where image and its circular shifted version are
overlaid on each other to check for closelymatched segments of the image. Although this
method is effective, it is very complex and resource-demanding in terms of computational
power, so implementing an exhaustive search for bigger image.

3.2 Autocorrelation

Fridrich et al. proposed autocorrelation in [13] where autocorrelation is implemented
using Fourier transform. Here original and dilated image segments will generate higher
peaks in an autocorrelation for shifts in segments for the copy-moved image. In the
natural image, segments contain the power in lower frequency. But if we autocorrelate
the original image we get higher peaks in corners and its neighboring pixels, so the
original image is passed through before performing autocorrelation.

3.3 Block-Matching

We are going to discuss this approach extensively here as we are going to use this in our
research here. The best method to approach is to divide image to overlapping or non-
overlapping blocks of m × n. and the features of the block are calculated and matched
with every block. But here analyzing block size is very difficult because if the block size
is more than forged area then exact blocks do not result. If block size is less than forged
area then that particular does not fit in one block, so it cannot be compared properly.

4 Proposed System

The proposed system detects if there was copy-move done on an image using Shannon
entropy and the intensity matrix as features and using Euclidean distance to calculate
similarity score between the blocks. The system works in three different phases: entropy
and intensity matrix are used because images tend to keep the same values for the mean
value of entropy and intensity of pixel in blocks even if the images are flipped or rotated.
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4.1 Phase 1

Here the RGB image is divided into 4 × 4 overlapping blocks, and Shannon entropy for
red, green, and blue columns are calculated separately using Eq. 1 and average of each
column is taken and stored in the feature matrix.

Then the intensity of each block is calculated using Eq. 3. In addition, they are stored
in feature vector for matching later (Fig. 5).

Read Image

Calculate Shannon Entropy

Calculate Intensity Matrix

Fig. 5 Phase 1

Shannon Entropy. It is being noted that the Shannon entropy equation is recognized
to estimate an average minimum number of bits that are required to encode a string of
symbols which are based on the frequency of the symbols. The Shannon entropy of A is

H(A) = −
n∑

i=1

pi log2 pi (1)

where pi is the probability of a given symbol. The minimum average number of bits per
symbol is

numBits = [H(A)] (2)

The entropy is not at all responsible tomake out anyof the statement that is considered
for the compression efficiency which can be achieved by prediction. It provides a lower
bound for compression of data. The complexity of the algorithm theory is related to this
area. Consider an infinite set of data and the data set can be examined for randomness.
And if the data set is not random then there will be some program that will generate it
and data set can be compressed.

Intensity Matrix. In the study of intensity matrix, the intensity of a window I is
equal to the average intensity of pixels as in

m = 1

a2

a∑

i=1

a∑

j=1

Ii j (3)



82 D. G. Savakar and R. Hiremath

4.2 Phase 2

In this phase, the RGB image is converted into grayscale image. Again the image is
divided into 4 × 4 overlapping blocks, and Shannon entropy for grayscale image is
calculated separately using Eq. 1 and the average entropy is taken and stored in feature
matrix. Then the Intensity of each block is calculated using Eq. 3 and stored in feature
vector for matching later.

Here same RGB image is converted to grayscale image and divides the image into 4
× 4 overlapping blocks then Shannon entropy and intensity matrix calculated and stored
in feature vectors (Fig. 6).

Convert Image into Gray Scale

Calculate Shannon Entropy

Calculate Intensity Matrix

Fig. 6 Phase 2

4.3 Phase 3

In this phase similarity score of each element of the feature vector for the individual
block is calculated with all the remaining blocks. To check similarity score Euclidean
distance is used. Euclidean distance is used to calculate the distance between two points
on a plane. It is calculated using the following equation:

d(a, b) =
√
(b1 − a1)2 + (b2 − a2)2 (4)

Euclidean distance for more than two points is

d(a, b) =
√√√√

n∑

i=0

(bi − ai)2 (5)

Similarity score is calculated using the following equation:

SC = 1 − d(a, b) (6)

Similarity score will be in the limit of 0 and 1, where zero means it is not similar
original block and 1 means it is exactly as the original block. It can be converted to a
percentage to get a similarity score between 0 and 100%. If themeasured similarity score
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is above the threshold, mark that matching block as red and blue. Then “block-matching”
is performed between red- and blue-marked blocks, and pixel sensitivity is calculated
for the same. If 95% of block-matching is met with pixel sensitivity of more than or
equal to 0.0033 then that image is classified as “copy-move detected image” (Fig. 7).

Copy-Move 
Detected

Calculate Similarity 

Y

Mark Block as Red & Blue

Calculate Block-Match 
& Pixel Sensitivity

Yes

No

No Copy-Move 
Detected

End

Yes No

No

Block Present

SM > 0.92

Block-Match >95% &&
Pixel Sensitivity >0.0033

Fig. 7 Phase 3

5 Experimental Results

In order to test the proposed model, we have downloaded some images from the internet
and edited using image editing software to add, remove, and retouch the image so that
we can create forged images for analysis. Here are some of the results of the proposed
model (Fig. 8).
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(a) (b)

(c) (d)

Fig. 8 a Original image, b forged image, c forged part marked, d forged part cropped

6 Performance Analysis

Here we adopt a technique called receiver operating characteristic (ROC) analysis for
our performance analysis.

6.1 ROC

ROC is used as a tool to evaluate discriminate effects among different systems ormethods
[14]. ROC is used as follows: An image is either forged or not forged. To find out if the
image is forged the user has to perform some test on image. Just because images are
tested that does not mean they are done many times. It is based on the test made that
does not mean all tests are correct. To avoid this kind of challenges one or more tests are
conducted on the same image. So here positive test means image is forged and test also
found to be forged. A negative test means the image is not forged but tests are showing
as forged.

To analyze forged image, sample groups are created with all the possibilities. Let pi
be considered as the probability for the image to obtain positive test were the prevalence
(p) concerned to the positive test within the data set is theoretical (Table 1).

P = mean(pi) (7)

The level of test (Q) is

Q = mean(qi) (8)

We also define

P ′= 1 − P and Q′= 1 − Q (9)
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Table 1 Relation between measurement probabilities, prevalence, and level of test

Tests Test
results

Positive TP FN P

Negative FP TN P′

Q Q′ 1

There are four possible outcomes of the test conducted. They are true positive (TP),
true negative (TN), false positive (FP), and false negative (FN).

Values described by the above-given data can be used to calculate different
measurements of the quality of the tests.

Sensitivity (SE) is the probability of having positive forgery among the positively
tested images.

SE= T P

T P + FN
=T P

P
(10)

Specificity (SP) is the probability of having negative forgery among negatively tested
images.

SP= T N

FP + T N
=T N

P
(11)

Precision (p) is the probability of positive predictive value.

p= T P

T P + FP
(12)

Fmeasure (r) is measure of true positive rate.

r=T P/(T P + FN ) (13)

Accuracy is measurement of total accuracy of system.

Accuracy =
(T p + Tn)

(T p+Tn+Fp+Fn)
∗ 100 (14)
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6.2 The ROC Curve

The ROC system gives the results in the [0, 1], and it is recognized that “0” always
represents negative and “1” represents positive test. By introducing threshold in between
we can test against the known forged image set with tested image. The ROC curve is
obtained by plotting the vertical axis representing the sensitivity alongwith the horizontal
axis representing the reversed scale specificity, which is also called a false-positive rate
(Fig. 9).

Fig. 9 ROC chart of all tested images

6.3 Overall Image Analysis

For our test purpose, we considered 35 sample images including 30 tampered images.
Table 2 shows the results we found with experiment (Fig. 10; Tables 2, 3 and 4).

From Eq. 14 Accuracy = 28+5
28+5+0+2 ∗ 100 = 94.29%

From Eq. 10 Sensitivity = SE = 93.33%
From Eq. 11 S Pecificity = SP = 100%
From Eq. 12 Precision = p = 100%
From Eq. 13 F measure = r = 96.55%.
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Table 2 Experimental results

Image file
name

Actual
type

Detected
as

Result Image file
name

Actual
type

Detected
as

Result

Org_Img1 Original Original TN Tamp_Img14 Forged Forged TP

Org_Img2 Original Original TN Tamp_Img15 Forged Forged TP

Org_Img3 Original Original TN Tamp_Img16 Forged Forged TP

Org_Img4 Original Original TN Tamp_Img17 Forged Forged TP

Org_Img5 Original Original TN Tamp_Img18 Forged Forged TP

Tamp_Img1 Forged Forged TP Tamp_Img19 Forged Forged TP

Tamp_Img2 Forged Forged TP Tamp_Img20 Forged Forged TP

Tamp_Img3 Forged Forged TP Tamp_Img21 Forged Forged TP

Tamp_Img4 Forged Forged TP Tamp_Img22 Forged Forged TP

Tamp_Img5 Forged Forged TP Tamp_Img23 Forged Forged TP

Tamp_Img6 Forged Original FN Tamp_Img24 Forged Forged TP

Tamp_Img7 Forged Forged TP Tamp_Img25 Forged Forged TP

Tamp_Img8 Forged Forged TP Tamp_Img26 Forged Forged TP

Tamp_Img9 Forged Forged TP Tamp_Img27 Forged Forged TP

Tamp_Img10 Forged Forged TP Tamp_Img28 Forged Forged TP

Tamp_Img11 Forged Forged TP Tamp_Img29 Forged Forged TP

Tamp_Img12 Forged Forged TP Tamp_Img30 Forged Forged TP

Tamp_Img13 Forged Original FN

TP = 28, TN = 5, FP = 0, FN = 2

87.50
88.62

94.29

84.00

86.00

88.00

90.00

92.00

94.00

96.00

Ac
cu

ra
cy

Methods

Su, B. et.al  [15]

Kanwal, N. et.al [16]

Proposed

Fig. 10 Accuracy comparison chart
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Table 3 Comparison with other methods

Method used Merits/demerits

DCT Not compatible with AWGN

PCA Shows the behavior of robustness against AWGN and JPEG
compression

DWT-SVD Lower time complexity

DWT-log polar coordinates Has a lower rate of time complexity and also the concerned
geometric operations are not discussed

SIFT Shows the robustness behavior with respect to geometric
transformation

FMT It is observed that it is robust to scaling bussing along with noise
addition and SEEG compression

Zernike It is observed to have a high detection rate mainly not for the
seating

PCA-EVD Will not work in rotation and scaling

Improved DCT Unable to work within an image that the area distorted by JPEG
compression, blurring or AWGN

PCA on DCT It is robust against noise and JPEG compression and also to
achieve invariance to illumination

Proposed Very efficient against rotated or flipped images. Will not work on
compressed

Table 4 Accuracy comparison

Su, B. et al. [15] Kanwal, N. et al.
[16]

Proposed

Accuracy 87.50 88.62 94.29

7 Conclusion

Shannon entropy method discussed in this paper can be used for copy-move forgery
detection in the digital images. The proposed method works well even with flipped
images which are not easily possible by other methods. The proposed method can also
be used in blurred and brightness adjusted images. The accuracy of the proposed model
with various test images is observed to be 95%. By comparing with other methods, the
tested proposedmethod is very efficient in terms of accuracy. Check Table 4 for accuracy
compared with other methods. However, this method does not work with small copy-
moved images. This method only works with uncompressed image formats. Table 3
mentions different methods that various authors used and lists its merits and demerits
and tries to compare with the proposed method.
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As the digital image forgery is increasing, the need for forgery detection algorithms
is also increasing day-by-day. In this article, the authors have discussed different forgery
methods and algorithms to detect the forgery of a digital image. Copy-move forgery
is detected for pixels size >0.03% of image size. The currently used methodology is
showing94.29%accuracyperformance for reasonable copy-move forgery. Thebig issues
are copied and move forgery where a part of the image is copied and moved to some
other place or another image. In this article, it has been cleared of the concept regarding
copy-move forgery detection.

8 Future Work

Future work for the proposed model can be worked on improvising methods to work
with compressed images like JPEG. Also, artificial neural networks can be used for
classification instead of Euclidean distance as it gives more accurate results but increases
computation complexity and programming complexity. The proposed model can be
modified to work with small-sized copy-moved images.
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Abstract. Socio-economic survey plays an important role for development of
society. Land cover assessment is a vital part of these surveys. The surface of
land covered by water, bare soil, vegetation, urban infrastructure, and so on is
referred as ‘Land Cover’. In the city like Mumbai the land cover is haphazardly
raised in past few years. The maximum amount of land cover is found increased
in the form of concrete surfaces. It is responsible for water-logging issues in many
parts of the city. Out of which, it is found that F/North ward consists of maximum
numbers of water-logging spots. Therefore, F/North ward is particularly selected
as a present study area. Since losses anddamages due toflooding andwater-logging
are huge, decision-making governing bodies require accurate information of the
affected area for developing appropriate flood protection and drainage system for
minimizing the severity. For establishing sustainable development of any city, it
is mandatory to monitor the ongoing process of land cover pattern considering a
certain time period. The detailed micro-level information about land cover of a
particular region will be very beneficial for the policy makers to make regulatory
policies and social environmental programs to save the environment. The purpose
of this study is to comprehensively investigate factors which are responsible for
frequent water-logging in F-North ward of Mumbai in terms of detail database
of land cover and creating thematic map for the study area using GIS tools and
techniques.

Keywords: Land cover · Water-logging · GIS database · F-North ward · Mumbai

1 Introduction

Mumbai is extremely limited by its geography and occupies a small area of land about
458.28 km2. There is an increase in population in the urban areas as people havemigrated
from the villages to the cities in search of livelihood. Urbanization is the prime cause of
the alterations in hydrologic and hydraulic processes, loss of current drainage capacity
and occurrence of flooding situations in urban areas. The migration of the rural popula-
tion to the city combined with an increase in population, urbanization and limited land
availability has resulted in an increase in concrete cover. As concrete is impervious by
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nature, there is a limited scope for water infiltration and hence the rain water is directly
converted to runoff. As most of the drains get clogged due to waste materials, there are
increased chances of occurrence of water-logging.

Land cover change and its severe impacts on surrounding environment have become a
leading research area in the recent years [1–3]. Significant change in LULC has impacted
on hydrology, and increase in peak discharge and the clogged drains has resulted in
frequent occurrence of water-logging in Mumbai. Study has suggested solution in the
formof porous concrete for stormwatermanagement ofMumbai [3–5]. Land covermaps
play significant role in planning andmonitoring of small-scale programs at regional level
and large scale at national level. This information not only provides a clear understanding
of land utilization aspects but also it is useful for study of the changes that are happening
in our ecosystem. Environmental assessment includes identification of undeveloped and
vacant land, planning of green space for recreational purposes and other urban planning
applications. This survey consists of both nonspatial and spatial data sets.

For evaluation of LULC, toposheets and satellite images provide proper spatially
distributed data [6–8].

Geographic information system (GIS) is a computer-based information systemwhich
capture, store, analyze and display geographically referenced information and also gen-
erate database in the form of attribute table. Mhaske and Choudhury [9] used geographic
information system (GIS) and global positioning system (GPS) to obtain the soil index
propertymaps forMumbai city.About 450 soil testing reports inclusive of soil properties,
like specific gravity, ground water level, liquid limit, moisture content and so on, were
collected from various sites to create a database useful for geotechnical professionals.

In coastal cities such as Mumbai, area of land is very limited and most valuable. The
aim of the present study is to analyze the land cover of the year 2018 by using manual
digitizing process for F-North ward catchment area in Mumbai, India. This paper is
projected to generate detail database of land use cover and generating 2D and 3D maps
for F-North ward of Mumbai city using open-source software.

2 Study Area

Mumbai is considered as financial nerve center of India and it is among the top-ten
largest urban agglomerations in the world. The area is covered between latitude 18° 53′
N–19° 15′ N and longitude 72° 48′ E–73° 00′ E. Mumbai is inherently vulnerable to
floods (Government of Maharashtra 2006). Mumbai and its suburbs are distributed in
total of 24 wards. F-North is the ward consisting of more flood spots compared to the
other wards of Mumbai. Hence this ward was selected for the study. The area of F-North
ward is 12.9 km2. As per Sansare et al. 2019, the study has carried out risk analysis,
hazard analysis and its thematic mapping for F-North ward and entire Mumbai city [10,
11] (Fig. 1).
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Fig. 1 Thematic map for study area F-North ward boundary

3 Methodology

Data collected include: satellite images from USGS, toposheet and the field surveyed
data. The data related to F-North ward, Mumbai is collected from MCGM (Municipal
Corporation of Greater Mumbai) website and is georeferenced in Q-GIS to locate the F-
North ward boundary. Similarly, polygon layers are created for inner boundaries, outer
boundaries of city and for creating parcels, for example, buildings, parks, industrial
zones, and so on. Line layer is created for internal roads of F-North ward.

The map is digitized using the above layer classification which is needed to generate
the attribute table which contains details on the dimensions which aid in the calculation
of land cover area. The study analyzes the land cover of the year 2018 by using manual
digitizing process for F-North ward catchment area in Mumbai, India. Land cover of
3116 buildings (including slums), areas under infrastructures, road, open spaces (like
barren land, farmland, grass, park, playground, railway, recreation ground, scrub, sports
ground, wetland and water), parcel (commercial, residential, slum residential, educa-
tional, industrial, parking, railway site, sports center, substation) and so on are digitized
in QGIS software by using polygon, segment layer to analyze total area. About 342
roads are digitized by using line (segment) layer, and the actual width of the road has
put in terms of buffer, and an attribute table is generated for finding total area.
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Flow chart of proposed methodology  

Collection of raw data from MCGM and Satellite
data from USGS site

Literature study

Digitization of all Building and Preparation of Thematic Map

Digitization of Famous places and Preparation of Thematic Map

Comparison of all maps and database generated from this study beneficial for the
town planner, policy makers and social environmental programs to save the 

Environment.

Deciding a case study F-North Ward, Mumbai

Digitization of all Roads and rail line and Preparation of Thematic Map

Digitization of Open spaces and Preparation of Thematic Map

Digitization of different Parcels and Preparation of Thematic Map

4 Results and Discussions

See Figs. 2, 3, 4, 5, 6, 7 and Table 1.

5 Conclusion

The database generated from this study gives the clear and detail information regarding
12.9 km2 land cover distribution of F-North ward, Mumbai.



Application of GIS and Remote Sensing for Land Cover Mapping … 95

Fig. 2 Thematic map of F-North ward which shows total constructed area (building)

Fig. 3 Thematic map of F-North ward which shows roads distribution
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Fig. 4 Thematic map of F-North ward which shows open spaces distribution

Fig. 5 Thematic map of F-North ward which shows all layers of land covers distribution of year
2018



Application of GIS and Remote Sensing for Land Cover Mapping … 97

Fig. 6 Thematic map of F-North ward which shows land cover distribution of year 2018 in 2D
and in 3D
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Fig. 7 The above column chart indicates the land cover in percentages w.r.t. total catchment (FN-
ward) for different geographical features, and pie chart indicates land cover area in (km2) over
the period considered

Table 1 Land cover assessment of the study area for the year 2018

S. no. Types of land use Year—2018

Area (km2) % Total

1 Water 0.23 2

2 Forest 0.336 3

3 Built-up 9.56 74

4 Open land 0.72 6

5 Wetland 2.01 16

Total 12.856 100

• The sum of total area calculated from attribute table for building (constructed, slum)
= 2.348 km2, and for parcel (commercial, residential, slum-residential educational,
industrial, parking, railway site, sports center, substation) calculated from attribute
table is 8.4 km2.

• The sum of total area under road calculated from attribute table is 0.72 km2 and area
under footpath after considering width of 1.5 m on both sides of road = 0.40 km2.

• The sum of total open spaces (barren land, farmland, grass, park, playground, railway,
recreation ground, scrub, sports ground, wet land, water) area calculated from attribute
table is 3.41 km2 from that of wet land = 2.01 km2, water = 0.23 km2.

The study proves that GIS and remote sensing provide an efficient way to land cover
identification and area calculation.

To achieve sustainable urban development and to control the haphazard development
of cities, it is necessary to associate the governing civic bodies with the urban develop-
ment planning. The planning models shall be generated so that inch by inch of available
land can be utilized efficiently in most optimal and rational way.
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Changes in land cover are rapid, pervasive and can have serious impacts on people,
economy and environment of any country. Applications of land cover maps are useful
for natural resource management and resource extraction activities. Also, it is beneficial
for the governing bodies to make regulatory polices to control urban expansion by
encroachments, and thereby protecting wildlife habitat. In addition to this, land cover
maps are useful for deciding legal boundaries for property and tax evaluation target
detection.
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Abstract. India stands tall as one of the world’s largest rice-producing countries.
A major part of Indian agriculture consists of rice as the principal food crop. Rice
farming in India is challenged by diseases that can infest and destroy the crops
causing detrimental losses to the farmers. Thus, the detection of diseases like “leaf
smut”, “brown spot”, and “bacterial leaf blight” becomes a need of the hour. In
this paper, we have proposed a way that can efficiently detect and classify these
three diseases through image processing. The research can help in knowing if the
rice crop is infested with the diseases or not. Images of the infected crop can be
used in a real-life scenario and one can know if it is infested with any of the three
diseases mentioned. The detection and classification of these diseases have been
made possible using various state-of-the-art classification models, like support
vector machine (SVM), random forest, KNN, naïve Bayes, and neural network.

Keywords: Rice leaf disease · Classification · Detection · Image processing

1 Introduction

The most exquisite fact about India is the dependency of this country on agriculture.
Agriculture and its allied activities make for the country’s 80% sources of livelihood
while its contribution to the GDP is around 15%. Rice tops the list of important and
unique crops in India [1]. Unlike so many other crops, rice can flourish in wet and humid
conditions. Rice serves as both, a cash crop as well as a food crop. Farmers in different
parts of the country face umpteen challenges in the preservation and nourishment of this
crop against diseases. Therefore, early identification of rice diseases and taking remedial
measures to control them has become utmost important [2]. Rice diseases cause more
than 10% loss in rice production annually, which is catastrophic for the farmers. Diseases
like bacterial leaf blight, brown spot, and leaf smut can ransack the rice fields causing a
lot of damage.

Bacterial leaf blight forms lesions on the leaves that start from the tip and spread
to the leaf base [3]. It is caused by bacteria named Xanthomonas oryzae. The disease
can spread easily through water and wind, infecting the whole rice paddy within a few
weeks. Brown spot is a fungus infecting the coleoptile, panicle branches, leaves, and
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spikelets. This disease strikes most severely at the maturity stage of the crop, causing
a reduction in yield. The work in one of the researches by Santanu Phadikar et al. [4]
helped us understand the disease better and allowed us to find ways to detect it. It forms
numerous big spots on the leaves which can prove fatal for the crop. The fungus can
travel through air infecting majority of the crops in the field. The brown spot fungus has
been known to thrive in the seeds for more than four years. Leaf smut is also a fungus
that can form small raised black spots on the rice leaves. This noxious disease makes the
crop vulnerable to other diseases which can ultimately kill the crop. It spreads through
contact of a healthy leaf with infected pieces of leaves in soil.

Humans can detect the unusual formation of lesions or spots on the leaves but iden-
tifying the disease that has infected the rice leaf can be cumbersome. Moreover, the
local conditions can cause the symptoms to look similar to other diseases. This causes
implementation of gratuitous and unnecessary remedial measures that prove to be futile
in the treatment of the crop. Through image processing, the classification and detection
of these diseases prove to be more efficient and accurate. In our research, image process-
ing allows for the timely detection and precise classification of “bacterial leaf blight”,
“brown spot”, and “leaf smut” so that the right remedial measures can be used in the
treatment of the crops.

2 Related Works

An overwhelming increase in the field of image processing for plants-related diseases
has been seen in the past few years. Rice disease identification using pattern recognition
techniques [4] can be made possible by classifying the diseased leaf using SOM neural
network. Through extraction of the infected parts of the leaves, the train images were
obtained. The research includes identification of diseases such as leaf blast and brown
spot. The research gave an accuracy of 92% in the usage of RGB of the spots for
classification [5]. Diseases like brown spot and blast diseases were detected using pattern
recognition. Our research enables the classification and identification of three different
rice leaf diseases, namely “brown spot”, “leaf smut”, and “bacterial leaf blight” through
image processing.

A survey on the classification and detection of rice diseases includes techniques like
machine learning and image processing for the classification and detection of diseases
that provide an insight into the various aspects of these techniques for the detection of
rice diseases [6]. Another important research found in this field focuses on the classifi-
cation and detection of diseases in leaves of plants by using image processing [7]. The
major techniques used in the research are K-means clustering, GLCM, and BPNN. Our
approach introduces use of classification models like SVM for the classification and
detection of rice diseases.

Our research has optimized the use of image processing techniques for detecting the
specific diseases occurring in rice. In another research application of SVM is discussed
for the detectionof rice diseases by focusingon features like color and shape that allow the
detection of three diseases, namely rice sheath blight, bacterial leaf blight, and rice blast.
The research enabled us to study the use of SVM in classification of other diseases like
“leaf smut”, “brown spot”, and “bacterial leaf blight”. The use of SVM in this research
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gave us an insight into the implementation of different effective classification models
for the classification of rice leaf diseases. Another study based on Matlab application
shows the diagnosis of diseases like narrow brown spot disease and brown spot disease
in crops [8].

3 Methodology

In this paper, our approach is shown in Fig. 1 which includes processes like image acqui-
sition, image processing, feature extraction, detection, and classification. The images of
healthy as well as diseased leaves were captured and edited for uniformity. Several fea-
ture extractors like Inception v3, Visual Geometric Group 16, and Visual Geometric
Group 19 were used to find inherent properties in the images captured. The images were
then processed for detection and classification using state-of-the-art classification mod-
els like SVM, random forest, naïve Bayes, and neural network. Our research showed
that more than 90% of the images were classified accurately using SVM. The detailed
description of these processes is provided in the sub-sections.

Fig. 1 Our proposed approach

3.1 Image Acquisition

Diseased rice leaves infected with three diseases, namely “leaf smut”, “brown spot”,
and “bacterial leaf blight”, were collected from nearby rice fields during the harvesting
season located on the outskirts of Dehradun. The photos are captured using a Canon
EOS 1300D with 18–55 mm lens. A total of 160 images of each category are captured.
The number of images for healthy leaves was also the same.

3.2 Pre-processing of Diseased Leaf Images

The captured images are pre-processed for better and accurate results. The images are
refined and resized for uniformity and to reduce the computational burden.All the images
are resized to a resolution of 200× 200 pixels for precise results. Contrast enhancements
and exposure refinements were made to images where the contrast and exposure needed
amendments. Figure 2 contains the sample dataset of leaves after pre-processing.

3.3 Feature Extraction

Feature extraction mainly focuses on the identification of characteristics and features
that are inherent in a given image such as shape [7, 9]. Several feature extractors are
used, namely Inception v3, Visual Geometric Group 16, and Visual Geometric Group
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Fig. 2 Sample dataset of leaves after pre-processing

19. Our work showed that the use of Inception v3 yields the best results for our sample
images. Inception v3 is an image recognition model that is widely used and is based on
a convolutional neural network. It is based on the paper by Szegedy et al. “Rethinking
the inception architecture for computer vision” [8].

3.4 Detection

Our approach in this paper involves a two-stage classification process. The first stage
includes detecting the presence of a disease on the plant. The second stage outputs if
the plant is infested with any of the three diseases, namely: leaf smut, bacteria leaf
blight, and brown spot. Out of the total number of images of diseased leaves, 80% are
used as training model while the remaining 20% are used as testing models. Various
state-of-the-art classification models are used to get the best results. We used support
vector machine (SVM), random forest, KNN, naïve Bayes, and neural network for the
classification of detected diseases. Among the mentioned classification models, support
vector machine gave the best results with an average accuracy of 90% in classifying
the three diseases, namely: bacteria leaf blight, leaf smut, and brown spot. Using SVM
algorithms differentiation and classification of diseases in plants can be achieved [7].
The implementation of a neural network gave an accuracy of 88.3%. SVM is a machine
learning algorithm that is based on statistical theory put forward by Vapnik in the 1990s
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[10]. Support vector machine has a great ability in dealing with nonlinearity and small
samples [2].

Using SVM a decision surface (H) is found, which is determined through some
points of training set, known as support vectors taken between two-point classes. The
training data (′′ , ′′) is divided by the surface without mistake, that is, the division of all
points belonging to the same class takes place in the same side, while maximal margin
is the minimum distance that exists between this surface and either of the two classes
(Fig. 3). Using the solution of a problem of quadratic programming helps in obtaining
this surface [11] (Table 1).

Fig. 3 Optimal plane of SVM

Table 1 Results for rice leaf classification

Model AUC CA F1 Precision Recall

kNN 0.978 0.833 0.833 0.833 0.833

SVM 0.987 0.908 0.909 0.918 0.908

Random forest 0.928 0.783 0.784 0.789 0.783

Neural network 0.982 0.883 0.884 0.885 0.883

Naïve Bayes 0.969 0.850 0.851 0.858 0.850

For linearly separable points, we can estimate the function of the surface as (1):

f (m) = sgm

(
n∑

i=1

α∗
i ni (mi · m) + b∗

)
(mi , ni ) ∈ RN × {−1, 1} (1)

where Lagrange multiplier is α∗
i and bias is b∗.

For nonlinearly separable classes, we give the function of the surface as (2):

f (m) = sgn

(
n∑

i=1

α∗
i ni k(m, n) + b∗

)
(2)

where k(m, n) is a kernel function.
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The kernels that were commonly used are:
Linear function:

k(m, n) = m · n (3)

Polynomial function:

k(m, n) = (1 + mνn)q , q = 1, 2, . . . , N (4)

Radial basis function:

k(m, n) = exp(−||m − n||)2 (5)

4 Results and Discussion

Implementation of different classification models gave different results and accuracy. In
the analysis, it is observed that the convolutional neural network andkNNgave an average
accuracy of 88.3 and 83.3%, respectively. The support vector machine (SVM) gave an
accuracy of 90.8% in the identification and classification of the diseases which is the
highest accuracy. For the respective diseases, after using SVM 97.5% of the images are
classified correctly for bacterial leaf blight, 90.8% of the images are classified correctly
for brown spot disease, and 90% of the images are classified correctly for leaf smut
disease. Figures 4, 5, and 6 represent the receiver operating characteristic (ROC) curve
of bacterial leaf blight, the ROC curve of brown spot, and the ROC curve of leaf smut,
respectively.

5 Conclusion

A system for detecting and classifying the rice leaf diseases has been proposed in this
paper. Comparison of some very effective and state-of-the-art classification models has
shown that SVM yields the best accuracy for detection and classification of the diseases
like bacterial leaf blight, leaf smut, and brown spot. With some optimization, this system
can also be used for the detection of other rice leaf diseases in the future. With the
accuracy of 90%, thus it can be implemented and used for the detection of diseases in
rice fields that can prove fruitful for the farmers.
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Fig. 4 ROC curve for bacterial leaf blight

Fig. 5 ROC curve for brown spot
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Fig. 6 ROC curve for leaf smut
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Abstract. An efficient supply chain is the backbone of any successful business.
Such efficient supply chain relies on the performance of its suppliers and part-
ners. Alignment of priorities is critical for strategic partnership. An enterprise can
create greater value for their products and services by ensuring that their service
providers and partners share common priorities and arewilling to adjust their oper-
ations to meet the common goals. Careful partner evaluation based on quantifiable
performance indicators is necessary. Conflicting criteria are typical in such partner
evaluations. The AI-based solution explained in this paper leverages machine’s
ability to perform complex multi-level, multi-criteria-based ranking decisions. It
allows decision makers to configure business criteria which are important to meet
their goals. Behind the scene multi-criteria decision-making (MCDM) algorithms
perform partner and quote ranking based on the latest uploaded request for quote
(RFQ) responses and user-defined configuration setting of important business cri-
teria, their relative importance and monotonicity. The proposed system also sim-
ulates your spend portfolio by changing the business distribution across various
partners and service levels to achieve most optimal results prior to temporary or
final award. The solution proposed optimizes your spend portfolio, strengthen
your partner relationship and create greater value for your products and services.

Keywords: Machine learning · Ranking · Sourcing and costing · Logistics and
transportation cost optimization

1 Introduction

Lack of systematic analysis to explicitly evaluate themultiple conflicting criteria impacts
the decision making, especially when stakes are high. Conflicting criteria are typical in
evaluating options like cost or price, which is usually one of the main criteria, and some
measure of quality is typically another criterion that is easily in conflict with the cost.
Both of these conflicting criteria influence the current and future state of the businesses.

© Springer Nature Singapore Pte Ltd. 2020
B. Iyer et al. (eds.), Applied Computer Vision and Image Processing,
Advances in Intelligent Systems and Computing 1155,
https://doi.org/10.1007/978-981-15-4029-5_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4029-5_11&domain=pdf
https://doi.org/10.1007/978-981-15-4029-5_11


110 A. Deshpande et al.

Owing to lack of any unbiased and systematic analysis, we usually weigh multiple
criteria implicitly and find out the consequences of such decisions that are made based
on only intuition afterwards. When stakes are high, it is important to properly structure
the problem and explicitly evaluate multiple criteria without cognitive biases.

Costing and sourcing organization of major enterprises, especially in transportation
industry, are immensely pressurized due to e-commerce-driven changing business pri-
orities and customer expectations. Traditional rule-based, cost-driven negotiation strat-
egy no longer helps to meet the customer’s expectations, which demand both quality
and agility at lowest cost. It is imperative for businesses to adapt to dynamic multiple
criteria-based decision-making processes. Managing and optimizing logistics spend and
customer portfolio across complex and voluminous worldwide transportation network
and multiple carriers is both resource and time intensive.

The solution for this is to exploit machine’s ability to perform complex multi-level,
multi-criteria-based ranking decisions for a complete evaluation at both strategic and
operational perspective prior to sourcing and awarding. The technique proposed ranks
the carrier partners and their quoted rates in-depth, including both transportation and
accessorial cost elements, which help to eliminate unintentional cognitive bias and false-
consensus effect from awarding and business decision making. The proposed model
learns from historic bid and award decision to predict future cost trends bymode, partner,
lane and service level across all price models. It leverages data insights to proactively
predict and manage transportation spend portfolio.

In blog [1] on spendmanagement strategies for optimized freight logistics, the author
explained business approach freight spend management to achieve the results. Accord-
ing to the Federal Highway Administration, average overall logistics costs break down
into three major expenses: transportation (63%), inventory-carrying costs (33%) and
logistics administration (4%). So, the transportation plays a major role in costing and
need optimization.

In paper [2], various challenges for transportation sourcing are given like manage-
ment risk, uncertainty and so on. The author has elaborated four major additional factors
to be considered while awarding business as capacity constraints, quantity discounts,
historic service levels and carbon footprint.

2 Multi-criteria Decision-Making (MCDM) Approach

Applying singleMCDMmethods to real-world decisions, the progression of technology
over the past couple of decades has allowed for more complex decision analysis methods
to be developed [3]. There are many methods available like multi-attribute utility theory,
analytic hierarchy process, fuzzy set theory, case-based reasoning, simplemulti-attribute
rating technique, simple additive weighting and so on. MCDM is divided into multi-
objective decision-making (MODM) and multi-attribute decision-making (MADM) [4].

The technique used for ranking isMADMand the problem is associatedwithmultiple
attributes having different measuring units. Attributes are also referred to as “goals”
or “decision criteria”. If the number of attributes is large or more, then those can be
arranged in a hierarchical manner or in terms of different level. Therefore, the concept
of multi-level ranking is used while ranking. There are some major attributes which
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are associated with several sub-attributes and each sub-attribute may be associated with
several sub-sub-attribute and so on [4].

2.1 Simple Additive Weighting (SAW)

SAW algorithm is used for ranking partners. All values are to be normalized before
applying SAW [5] method. Min–max normalization [6, 7] is used to normalize all values
in a range of [0, 1]. Benefit and cost criteria functions used are given in Eqs. 1 and 2,
respectively.

fnk = fk − kmin
kmax − kmin

(1)

fnk = kmax − fk
kmax − kmin

(2)

Weight for each criterion is considered based on domain knowledge of business [8]
in such a way that sum of weights of all criteria is equal to 1 as per the domain knowledge
and business preference, and weight can be assigned to each criterion. Calculate rank
for each partner using SAW [5] by applying formula given in Eq. 3.

An :
∑K

k=1wk · fnk
∑K

k=1wk
(3)

where An: final rank of partner, wk : weight given to criteria, and f nk : normalized value
of attribute. Final ranks for all partners are calculated by using the multi-level ranking.

2.2 Multi-level Ranking

MCDM criteria used for decision making are shown in Fig. 1. It illustrates the overall
request for quote (RFQ) andbusiness award processwherewe embed theMCDMranking
for the optimized business award.Response data against theRFQ is ingested andbased on
configurable business priorities and their respective monotonicity partners are ranked.
Based on the ranking, business awards are simulated and carried out. This iterative
process continues until the final RFQ round.

Fig. 1 MCDM approach used for ranking

Cost is considered as one of the criteria while calculating the overall partner ranking.
This involves various implicit costs as shown in Fig. 2.



112 A. Deshpande et al.

Fig. 2 Cost criteria

2.3 Proposed Algorithm

So the overall cost is ranked based on the values, monotonicity and weightage given to
each cost element and sub-element. Multi-level ranking is performed. First level evalu-
ates various service providers (partners) based on their quoted transportation, assessorial
cost elements and sub-elements by lane id or shipping routes and service levels. Subse-
quently, ranked partners are further evaluated across various lane id or shipping routes
that fall under a given lane grouping. One lane group can have multiple lane id or ship-
ping routes and it is critical to evaluate the partners and their quotations at both level for
more optimized results.

Major parameters considered for ranking are:

1. Transit time
2. Transportation cost
3. Assessorial cost
4. Available peak capacity/kg
5. Available non-peak capacity/kg
6. Airport to airport (ATA) or door to door (DTD) or airport to door (ATD) or door to

airport (DTA) cost.

Further, transportation and assessorial cost has several sub-components like

1. Pick up charge
2. Average of origin charges amount by weight categories
3. Transportation charge by weight categories (airport to airport)
4. FSC surcharge amount
5. Security surcharge amount
6. Peak season surcharge amount
7. Destination charges amount
8. Clearance charges amount
9. Average of delivery charges by weight categories.
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Two-additional calculated variables were used as described below:

1. Ratio Airport to Destination=Transportation Charge byWeight Categories (Airport
to Airport)/Destination Charges Amount

2. Ratio Airport = Transportation Charge by Weight Categories (Airport to Air-
port)/(Pick Up Charge + Origin Charges Amount).

Pseudocode for proposed algorithm is given below:
Input: Transactional dataset D, n = Number of RFQ response parameters, m =

Number of participating partners, Weightage for each criterion considered with domain
knowledge isW1 … n, p1 … n are input parameters, and P1 … m are participating partners.

1. For each lane L and service level SL group within D

a. Find minimum Min(p) and maximum Max(p) value of every input parameter
p(1)…p(n) across all partners P(1)…P(m)

b. Calculate normalization function for each parameter p(1)…p(n) based on the
business-defined monotonicity.

i. For maximization, subtract the minimum value Min(p) from each parame-
ter value p(1)…p(n) and divide it by the difference of the maximum value
Max(p) and minimum value Min(p)

ii. For minimization, subtract each parameter value p(1)…p(n) from the max-
imum value Max(p) and divide it by the difference of the maximum value
Max(p) and minimum value Min(p)

2. End For
3. For each parameter p in D

a. Add all sub-cost elements together to calculate overall normalized value for the
cost element.

b. Multiply it with the respective weightage W1…n to calculate final score.

4. End For.

Output: Partner rank calculations based on the total score using the algorithm on
multiple quotes provided by lane and service level

3 Transportation and Assessorial Cost-Based Ranking

Initially, using ranking algorithm SAW, best possible transportation cost is calculated
considering both transportation and assessorial sub-components and then the cost-based
ranking is used for hierarchical ranking of service providers. SAW, WSM (weighted
summodel) [9, 10], weighted linear combination method [11] and SM (scoring method)
calculate the overall score of each partner by calculating the weighted sum average
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of all the attribute values. SAW calculates an evaluation score for every alternative by
multiplying the relative importance weights directly with the normalized value of the
criteria for each alternative assigned by the user. The obtained product value is then
summed up. The alternative service with the highest score is selected as the best service
provider.

SAW-based cost ranking results will be the input for hierarchical ranking along with
additional parameters or criteria. Initially, rank or score value for cost is calculated as
many costs are involved in existing data, and then that score value is considered for final
(hierarchal) ranking of service providers. As the measuring unit of attributes or criteria
considered for ranking is different,Min_Max normalization is used to convert each value
between 0 and 1 based onwhether it’s aminimization function ormaximization function.

4 Experimental Results and Analysis

For experiment purpose transportation quotation response data received from various
partners are considered.

Transit time and various cost and sub-cost elements are set as minimization func-
tions (negative monotonicity) as less value is preferred. Available peak capacity/kg and
available non-peak capacity/kg are set as maximization functions (positive monotonic-
ity) as more available capacity can help reduce cost by avoiding higher spot market rates
and adds flexibility to operations. Snapshot for data considered is given in Table 1. The
actual table has totally 37 rows and 24 columns.

After applying Min_Max normalization on the data, total score obtained across
multiple criteria is as shown in Table 2. Highest scored partner and respective quote
for each lane and service-level combination is then recommended for potential business
award.

Business priorities against each criterion can be controlled by weight assignment.
Weights can be assigned manually to each criterion by the user to give the importance
of each as per the business requirements. By default, equal weights are considered. For
example, if the business priority is more minimizing ATA (airport-to-airport) cost [12]
but at the same time wishes to consider and optimize all the rest of assessorial cost,
transit time and capacity as well, the weights across each parameter can be adjusted.
Table 3 presents the weights used for this experiment.

5 Time Series Forecasting for Demand Prediction (Capacity
Prediction)

Once optimized cost is available based on partner ranking by lane and service level,
it requires total demand or 52-week forward looking capacity in order to calculate the
total future 52-week transportation spent. This will allow to award business contract for
next year to best partner with most optimal quote to fulfill all the requirements to meet
business priorities and goals. In order to predict 52-week forward looking capacity, time
series forecasting algorithms [13, 14] are used.

Assume that t represents current time (end of week t), h forecast horizon and F(t, h)
quantity/weight forecast generated at the end of week t for week t + h. For example, F(t,
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Table 1 Snapshot of sample input data (total clusters 8,604 for RFQ round 1, total 6-RFQ rounds
were evaluated)

RFQ summary
lane

BKK-BLR BKK-BLR BKK-BLR BKK-BLR BKK-BLR BKK-BLR

Service level STD DEF EXP STD DEF EXP

Transit time 4 5 3 7 8 6

Service provider Partner 1 Partner 1 Partner 1 Partner 6 Partner 6 Partner 6

Available
capacity

14,000 21,000 10,500 0 0 0

Needed capacity 25,000 25,000 25,000 25,000 25,000 25,000

Capacity
coverage

11,000 4000 14,500 25,000 25,000 25,000

PU minimum cost 90 90 90 79.76 79.76 79.76

PU Max 45 kg 0.08 0.08 0.08 0.13 0.13 0.13

PU Max 100 kg 0.08 0.08 0.08 0.13 0.13 0.13

PU Max 300 kg 0.08 0.08 0.08 0.13 0.13 0.13

PU Max 500 kg 0.08 0.08 0.08 0.13 0.13 0.13

– – – – – – –

37 parameters

Table 2 Snapshot of partner rank based on the total score using the algorithm on multiple quotes
provided by lane and service level

RFQ summary
lane

Service level Service provider Total

BKK-BLR STD Partner 7 0.79675

BKK-BLR STD Partner 6 0.79475

BKK-BLR DEF Partner 7 0.78975

BKK-BLR STD Partner 4 0.75075

BKK-BLR STD Partner 6 0.74525

BKK-BLR STD Partner 1 0.72425

BKK-BLR STD Partner 2 0.70525

BKK-BLR DEF Partner 4 0.691

BKK-BLR DEF Partner 8 0.6845

BKK-BLR STD Partner 6 0.68275

BKK-BLR STD Partner 8 0.67625

BKK-BLR DEF Partner 2 0.6635
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Table 3 Assigned weights to various input RFQ response parameters

RFQ response parameter Weightage

Capacity gap 0.025

TT 0.025

PUMin 0.025

PU45 0.025

PU100 0.025

PU300 0.025

PU500 0.025

PU1000 0.025

PU1000Plus 0.025

ORMin 0.025

OR 0.025

ATAMin 0.05

ATA45 0.05

ATA100 0.05

ATA300 0.05

h = 1) represents actual plan/ship value for week t + 1. As shown in Table 4, plan/ship
value forweek t+ 1, 52 forecasts are generated (forecasts are being sequentially updated)
[15]:

Table 4 Illustration—Plan/ship week t + 1, 52 forecasts

Nota ons:

t  = current me
h = forecast horizon
F(t,h) = Forecast generated at the end of week t for week t+h (see me line below)

Week t-51 t-50 t-49 … t-1 t t+1 t+2 t+3 t+4 t+5 t+6 t+7 t+8 …
t-52 F(t-52,h=1) F(t-52,h=2) F(t-52,h=3) ……………. ……………. F(t-52,h=52)
t-51 F(t-51,h=1) F(t-51,h=2) ……………. ……………. ……………. F(t-51,h=52)
t-50 F(t-50,h=1) ……………. ……………. ……………. ……………. F(t-50,h=52)

… ……………. ……………. ……………. ……………. ……………. …………….
t-2 F(t-2,h=2) F(t-2,h=2) F(t-2,h=3) ……………. F(t-2,h=52)
t-1 F(t-1,h=1) F(t-1,h=2) F(t-1,h=3) ……………. F(t-1,h=52)
t F(t,h=1) F(t,h=2) F(t,h=3) ……………. F(t,h=52)

t+1 F(t+1,h=1) F(t+1,h=2) F(t+1,h=3) ……………. F(t+1,h=52)
t+2 F(t+2,h=1) F(t+2,h=2) F(t+2,h=3) ……………. F(t+2,h=52)
t+3 F(t+3,h=1) F(t+3,h=2) F(t+3,h=3) ……………. F(t+3,h=52)
… ……………. ……………. ……………. ……………. …………….

Plan/Ship week

Fo
re

ca
st

 w
ee

k 

F(t – 51, h = 52), F(t – 50, h = 51), F(t – 49, h = 50), … F(t – 3, h = 4), F(t – 2,
h = 3), F(t – 1, h = 2), F(t, h = 1),

where the last value F(t, h= 1) is generated at the end of week t (most recent week);
for the next week’s ship/plan value, t + h = t + 1. The goal is to determine max h
(denoted by h*) such that any transformation of forecasts up to h* would give accurate
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enough plan/ship week’s estimate. Various time series models were evaluated and their
predictive accuracy is compared using mean absolute percentage error (MAPE) [16].

Historic 3-year shipment data are used to train the time series algorithm in order to
generate forecast for the next 52 weeks from t (h = 52, t = t + 1…t + 52). The output
is depicted in Figs. 3 and 4.

Fig. 3 Weekly prediction

Fig. 4 Forward looking 52-week capacity prediction using time series forecasting algorithm for
each lane

Figure 3 illustrates the predicted weekly tonnage generated by the time series models
that are trained using historic tonnage for any given shipping lane. There are twomodels,
first model considers impact of regional public holidays and significant business events
on the predicted tonnage (output shown as “considering holidays”) and the secondmodel
do not consider any external impact (output shown as “without holidays”).
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Figure 4 Illustrates information from Fig. 3, that is the 52-week forward looking
prediction combined with the historic tonnage data which were used for training the
models. This provides a complete time series and overall trend for the shipping lane. In
addition, the models provide a range of predictions: floor (pessimistic or lower range)
and ceiling (optimistic or upper range). All the three: lower, average and upper ranges
of weekly predicted tonnage (a.k.a. capacity) are depicted in the above graph.

6 Business Award Distribution, Spend Prediction and Portfolio
Planning

After ranking partners and predicting the 52-week forward looking capacity require-
ments, the spend for the next 52 weeks can be calculated using the formulae given
below:

Formula_1 (Incumbent Spend Prediction) = Sum of (Quoted Rate) * ((52-week
Capacity (i.e. needed capacity) * (% award from Rate sheet)/100) for all incumbent
partners currently awarded with business for the selected lane(s) and price model.

Formula_2 (UserDefinedRankingBased SpendPredictions)=Sumof (QuotedRate
of all selected Partners) * ((52-week capacity i.e. needed capacity) * (%award provided
by user)/100) for all selected partners with %award value assigned by the users.

Formula_3 (Machine Learning Recommended Ranking Based Spend Predictions)
= Sum of (Quoted Rate of MLE recommended top Partners) * ((52-week capacity
i.e. needed capacity) * (%award calculated)/100) for MLE recommended high ranked
partner(s).

Using the above calculations, business awarder can easily simulate and optimize their
spend portfolio. They can change theweightage across variousRFQ response parameters
to re-rank the partners and best quotes to find the relative impact on their portfolio and
loss of potential gain against each.

For example, if top-ranked partner from partner ranking algorithm can fulfill 100%
of the needed capacity, 100% of the business can be awarded to that partner. If top partner
can only fulfill 80% of the needed capacity (shown as coverage delta), then % award
will be split to 80–20 and remaining 20% should be awarded to the next partner in the
rank manually.

Snapshot of a sample award distribution based on ranks of partners is given inTable 5.
For HKG-GDL lane, total 52 weeks predicted capacity is 2,373,633.84 kg and overall
spend is 8,182,322.27.

Prior to MCDM ranking algorithms, simple cost-based stack ranking was used. That
method awards 100% business to Partner_3 without considering that partner’s available
capacity, transit time or other RFQ response parameters that are mentioned in Sect. 4,
Table 3 reflecting current business priorities.

MCDM algorithms perform real-time, dynamic partner-quote ranking based on
the latest uploaded RFQ responses and user-defined configuration setting of important
business criteria, their relative importance and monotonicity.

User can change the relative importance of predefined business criteria and simulate
their impact on overall spend portfolio and find the relative impact on their portfolio and
loss of potential gain against each.
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Table 5 Example of award distribution based on ranks of partners to optimize overall spend

Service provider ATA Available
capacity

Coverage delta Spend Distribution (%)

Partner_4-DEF 3.45 256,487.20 1,917,146.64 8,182,322.27 100

Partner_3-DEF 2.25 0.00 2,373,633.84 5,351,908.45 0

Partner_8-DEF 3.42 608,649.60 1,764,984.24 8,115,611.11 0

Partner_6-DEF 4.02 3,956.22 2,369,677.62 9,542,016.16 0

7 Conclusion and Future Work

Use of MCDM and time series forecasting algorithm allows enterprises to predict and
optimize their logistics spend portfolio and provide long-range demand visibility to their
partner network to plan proactively. While this solution makes use of internal business
parameters to improve operational efficiency and cost savings, there is still a major gap
to understand and leverage external market indicators while planning the transportation
spend portfolio. Inability to quantify and time the combined impact of various ongoing
economic and market influencers on current and future state of the businesses can be
costly and result in complete deviation from the plan. Due to above limitations, most
businesses are unable to continuously monitor and hedge their portfolio against the
economic and market trends and thus are mostly dependent on their external logistic
carrier partners. Future ongoing work by Cobotics Business Services LLC is dedicate
toward an AI-enabled solution which combines enterprise data with external market
influencers to personalize and quantify their current and future impacts on enterprise
portfolio and partner strategy.
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Abstract. This paper describes development process of a creation of speech
database from native and non-native speakers of Marathi language. Reason for
choosing this topic is people may feel hesitation in speaking language other than
their mother tongue. So, for working on native and non-native Marathi speech
recognition, it is the basic and essential step to develop speech database. It has
been used to capture various variations of the visiting non-native speakers having
the non-Marathi mother tongue. A total of 50 native and 50 non-native speakers
have been tested to collect the sample data. In this analysis each speaker is sup-
posed to repeat the text corpus approximately three times, which acquires 112
isolated words and has maximum capacity of 33,000 words.

Keywords: Native Marathi speech recognition · Non-native Marathi speech
recognition ·Marathi speech recognition · Text corpus

1 Introduction

1.1 Speech

Speech is a biologicalmethod to express and share our ideaswith other human beings [1].
It is natural and easy way of communication. Humans can easily interact with the help
of speech. Therefore, speech recognition is becoming the area of interest of researchers.
They are trying to develop such systems that can be operated with speech inputs. Our
today’s smart systems like ATMs, phones assume some sort of literacy from user. But
with the help of speech-based interactive systems, illiterate users can also easily interact
with systems as they can speak. Also speech-based interactive systems can be helpful to
physically handicap people those who can speak. The language technology can bridge
the gap between technically illiterate people to join the mainstream and be part of digital
India [2].

Database not yet developed for native and non-native Marathi speech recognition.
There is a scope to develop database to capture variations of native and non-native
Marathi speaker. Speechdoes not only carry acoustic andverbal information andmessage
but it also carries information about emotional state, intension and so on. Some people
may hesitate to speak new language. So, forworking on native non-nativeMarathi speech
recognition, it is the basic and essential step to develop speech database.

© Springer Nature Singapore Pte Ltd. 2020
B. Iyer et al. (eds.), Applied Computer Vision and Image Processing,
Advances in Intelligent Systems and Computing 1155,
https://doi.org/10.1007/978-981-15-4029-5_12
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1.2 Marathi Language

Marathi is a language of Indo-Aryan language family. It ismother tongue ofMaharashtra.
It is spoken in completeMaharashtra statewhich covers a vast geographic area consisting
of 35different districts [3].Marathi is also spokenbynon-native speakers ofMaharashtra,
who migrate from different states. As being regional language they are trying to adopt
and speak Marathi. But there are some variations in their pronunciation.

Importance of Marathi

1. Marathi is mother tongue of Maharashtra. So they feel some sort of emotional
attachment with Marathi.

2. Native speakers of Maharashtra prefer Marathi language in their day-to-day life. It
is their thinking that language represents our culture.

3. If any concept or system is developed in mother tongue, then it will be easily under-
stood. System developed in Marathi can be easily handled by native speakers of
Maharashtra.

4. Marathi is one of the 23 recognized languages by the Constitution of India written
in Devnagari script [4].

2 Literature Review

Lot of work is done with respect to speech recognition. But very little amount of work
has been done for Indian languages. Regarding Marathi language, research is going
on to reach critical level so that it can be used in day-to-day life. It is also observed
that various databases in Marathi language are available for agriculture purpose, travel
purpose, numerals, stuttering Marathi speech database and continuous sentences speech
database [2]. There is a scope toworkonnative andnon-nativeMarathi speech.Variations
in pronunciations by non-native speakers, effect of accents and dialects can be observed
and compared with native Marathi speaker’s speech data.

3 Development of Text Corpus

For developing a speech database, preliminary step is to develop text corpus.Wedesigned
text corpus by selecting Marathi alphabets and numerals from Script Grammar for
Marathi Language prepared by Technology Development for Indian Languages (TDIL)
Programme of Department of Information Technology, Government of India (DIT, GoI)
in association with Center for Development and Advanced Computing (CDAC) [5].
Isolated words are selected from basic Marathi books of primary school. Text corpus
was recorded from 50 native and 50 non-native Marathi speakers. There were 12 vowels
in Marathi but in year 2018, two more vowels are added in Marathi vowel list. They
are— and . By considering these, there are 14 vowels inMarathi. Therefore,
we have considered these in our text corpus.

There are 46 consonants in Marathi, but in the decade of 1990–2000, one more con-
sonant was considered in Marathi language and that was . This consonant is
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actually omitted from Marathi Grammar Script prepared by Technology Development
for Indian Languages (TDIL) Programme of Department of Information Technology,
Government of India (DIT, GoI) but it is still spoken by the native Marathi speakers. It
is pronounced as . We have included it in our text corpus.

Our text corpus consists of 10Marathi numerals, 51Marathi alphabets and51Marathi
isolated words, which are described in Table 1.

Table 1 Text corpus

Type of Data No. of words 
1) Marathi numerals ( 10 
2)  Marathi alphabets ( 51 
3)Marathi isolated words( 51 

Total size of text corpus 112 

The English translation and International Phonetic Alphabets (IPA) are as follows
(Tables 2 and 3).

Table 2 English transliteration and IPAs of Marathi numerals

Marathi Numerals English Transliteration IPAs 
śunya
eka
dona
tīna 
cāra 
paca /p
sahā
sāta

4 Data Collection

Designed text corpus was recorded by 50 native and 50 non-native Marathi speakers.
It is tried to capture more variations in the non-native speech data. We have tried to
visit people having mother tongue except Marathi, like Guajarati, Haryanvi, Marwadi,
Sindhi, Tamil, Malayalam, Hindi, Tulu and Arabic. Speech samples were recorded using
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Table 3 English transliteration and IPAs of Marathi alphabets and corresponding isolated words

Marathi Alphabets English 
Transliteration IPAs Marathi 

Isolated Word 
english 

Transliteration IPAs 

(continued)
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Table 3 (continued)

Marathi Alphabets English 
Transliteration IPAs Marathi 

Isolated Word 
english 

Transliteration IPAs 

PRATT from100 speakers and stored in .wav format. Standards for speech data capturing
and annotation are strictly followed while collecting data from different native and non-
native speakers. These standards are prescribed byLinguisticDataConsortium for Indian
Languages (LDC-IL) [6].

4.1 Speaker Selection

As speech characteristics changes according to the age of a person, age group variation
plays important role [7]. We have recorded speech samples from different age groups,
that is, 11–20, 21–30, 31–40, 41–50, 51–60 for native and non-native speaker. Data is
recorded from 50 male speakers and 50 female speakers. We have selected 5 males and
5 females from each age group for native as well as non-native speech data collection.
Hence the data is age-balanced and gender-balanced.

4.2 Recording Environment

Speech samples are recorded in a closed room without noise to achieve high-quality
speech samples. It was not possible to bring each speaker to the lab for recording. So,
we have visited each speaker at their home and recorded their speech in closed room
without noise of fan, AC and so on.

4.3 Recording Device

Redgear cosmo 7.1 headphones withmic were used for recording. It was put at a distance
of 2.5–3.5 cm from mouth of speaker. General quality headphones are used to balance
better data quality and also cost of application.
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4.4 Recording Software

PRAAT software is used for recording speech and was stored in .wav file format. One
of the important features of PRAAT is its graphical user interface (GUI). PRAAT is
developed by Paul Boersma and David Weenink of University of Amsterdam [8]. It
also provides the functions like spectral analysis, pitch analysis, intensity and formant
analysis.

Text corpus size of 112 isolated words was recorded from 100 speakers. Mono-
channel speech sounds are recorded at sampling frequency of 16,000 Hz and bit rate
was 16 bit. Each speaker is asked to repeat text corpus three times. So, total database
contains 33,600 isolated words. It is described in Table 4.

Table 4 Total vocabulary size

Type of
speaker

Number of
Speaker

Size of text corpus Utterances Total size

Native 50 112 3 16,800

Non-native 50 16,800

Total 100 33,600

5 Annotation and Labeling of Speech Corpus

The termannotationof speechdata covers any indicative, descriptive or analytic notations
applied to recorded raw speech data. These added notations include information of
various kinds. Such recorded speech corpora must be tagged or annotated adequately
for both linguistic aswell as acoustic criteria [9].Database is being labeled and annotated.
For annotation and labeling we are using PRAAT. PRAAT is a software developed to
study phonetics using computer.

Information about boundaries and associated labels is stored in text file in a specific
format in PRAAT.

6 Conclusion

This paper has been designed and developed in order to capture the speech corpus
from native and non-native Marathi speakers. In future we will furnish this database for
other researchers too. It consists of ample amount of variations in pronunciations by the
non-native speakers. This work is an initiative taken to recognize native and non-native
Marathi speech recognition. Database has various applications, like military, banking,
education, speech therapy, railway ticket booking system, building smart devices and
home appliances, machine learning and so on.
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7 Future Work

A robust speech recognition system is to be developed that can recognizeMarathi speech
from both native and non-native speakers. Also, variations in the prosody features, pro-
nunciation and acoustic variations are to be studied to develop real-life applications.
This work can be extended to develop real-life applications used in banks, education and
speech therapy.
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Abstract. An approach for speckle noise reduction in in vivo medical
ultrasound image has been proposed. The proposed technique makes use
of multi-frame-based super-resolution (SR) image reconstruction which
further is performed through sparse representation. This approach makes
use of dictionary learning using medical ultrasound images as training
data. Furthermore, for the preparation of multiple looks or frames, LoG
(Laplacian of Gaussian) filter has been used to make noisy frames which
helps in preserving the typical texture of speckle noise generated in real
medical ultrasound images. The sets of data include real ultrasound
images displayed from in vivo raw RF ultrasound echo.

Keywords: Speckle noise reduction of in vivo ultrasound image ·
Super-resolution reconstruction · Sparse representation · Medical
ultrasound image quality enhancement

1 Introduction

Ultrasound imaging is one of the most popular diagnostic imaging modalities
owing to its cost efficiency, non-invasiveness, portability, and comparatively
good imaging speed. The application areas include fetal health monitoring, early
detection of cancer, etc. In spite of these advantages, visual quality and reso-
lution of ultrasound image is severely affected for backscattering of ultrasound
echo [1]. Hence the quality and resolution enhancement of medical ultrasound
image is still regarded as an active research area.

Resolution enhancement is one of the major issues to be taken care of by
ultrasound imaging system designers, since this issue is inherently co-related to
imaging system features. Intrinsic resolution is limited by different parameters
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like attenuation, scattering from biological tissues, wave frequency, number of
transducer elements in the probe or sensor density, etc. Extrinsic resolution is
dependent on the point spread function (PSF) and live tissue movements in case
of in vivo imaging. Hence enhancement of intrinsic resolution has been focused in
research. Corresponding hardware-centric methods of solution include increas-
ing the transmitted wave frequency, the number of transducer array elements,
and the number of scan lines which are costly, non-portable, and prone to high
attenuation at higher depth of body. Past research works show that SR recon-
struction can be used to overcome inherent resolution issues in image processing
[2–5]. Many of these application areas involve medical image processing [6–8].

Single-frame and multi-frame-based SR are two categories of SR image recon-
struction depending on the number of LR frames are used [9]. In multi-frame
SR reconstruction, multiple images of a particular scene or looks obtained with
sub-pixel misalignment provide several complementary information which is fur-
ther used for higher resolution (HR) image reconstruction. The LR looks of a
stationary scene may be obtained by positioning multiple cameras at different
spatial locations. If the shifting or rotation parameter values are known within
sub-pixel accuracy, it is possible to generate a high-resolution image by combin-
ing LR frames or images [9–12]. However there are some application areas where
multiple LR frames may not be available. In those cases HR image is recovered
using limited available information from a single LR image which is defined as
single-frame SR reconstruction [13–16].

Single-image SR reconstruction is an inverse and ill-posed problem hav-
ing many consistent solutions. On the other hand conventional and potential
interpolation-based techniques increase the blur or aliasing effect massively.
Moreover the capability of prediction about lost information is not feasible in
interpolation-based techniques. In comparison to that, intuitively increasing the
number of LR samples, obtained by capturing multiple shifting or rotation (at
sub-pixel level) of the image frame, provides more information, hence that capa-
bility of providing predictive information. In the present paper, we propose an
ultrasound image resolution enhancement technique through speckle noise reduc-
tion using multi-frame SR reconstruction using sparse representation.

In Sect. 2 overall SR reconstruction technique using sparse representation
has been discussed briefly. Section 3 contains the details about the proposed
approach. Section 4 contains experimental results and other relevant discussion.
Section 5 contains the conclusive comment.

2 SR Reconstruction Using Sparse Representation

In the single-image SR problem an HR image, Ih, is to be recovered using a single
LR image. Two identified constraints for the aforementioned problem are recon-
struction constraint and sparsity prior [15]. Reconstruction constraint mainly
focuses on the consistency of the recovered image with input image while keep-
ing an eye on the observation model. The observed LR image Il is basically a
blurred and down-sampled version of the corresponding HR image Ih using the
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following formula.
Ih = FdwFblIl (1)

Here, Fbl and Fdw denote the blurring filter and down-sampling operator, respec-
tively. As there can be more than one HR images for a single input LR image
satisfying the aforementioned reconstruction constraint, regularization process
has been done here via sparsity prior on small patches pH of Ih. The assumption
is that the HR patches can be sparsely represented in an appropriately cho-
sen overcomplete dictionary and the sparse representations of the HR patches
can be recovered from the LR observation. The image patches, Iph, from Ih are
hereby represented as a sparse linear combination in a dictionary, DHR, trained
from the HR image patches, sampled from training images. Mathematically it is
stated as follows.

pH ≈ Drh φ for some φ ∈ R
K with ‖φ‖0 � K (2)

Here, φ denotes the sparse representation which is to be recovered by the LR
image patches pL with the help of an LR dictionary DLR. DLR is obtained by
joint training with the high-resolution dictionary DHR [17].

Dictionary learning is another important step in sparse representation-based
image processing where the representation of a signal is performed by combining
a set of linear combination of atoms from a pair of overcomplete dictionaries—
DHR ∈ R

M×K and DLR ∈ R
N×K consisting of K atoms (where K > N > M).

Using a set of training examples X = {x1, x2, . . . , xt} and following the learning
formula the dictionary D is learned [18]. The optimization steps of dictionary
learning is discussed later in Sect. 3.

The concept of single-frame SR reconstruction has been extended to imple-
ment multi-frame SR reconstruction via sparse representation by Wang et al.
[17]. Several LR patches are generated by degrading HR patch to recover the
sparse coefficients for the SR reconstruction using proper multi-frame LR obser-
vation model.

3 Proposed Approach

In the present work, a novel multi-frame SR reconstruction framework using
sparse representation for denoising-based resolution enhancement of medical in
vivo ultrasound images has been proposed. The standard multi-frame observa-
tion model has been chosen to relate the original HR image to the observed LR
images in the current approach [2]. Conventional interpolation-based technique
of SR reconstruction schema has been further amalgamated hereby with sparse
representation-based SR reconstruction technique.

In the proposed technique while generating LR frames with rotation and
translation parameters, LoG filter have been used to enhance the noise texture in
stead of simply adding up random multiplicative noise. A closer look shows that
the texture of simply simulated speckle noise and that of typical speckle noise
in medical ultrasound images are quite different. Hence the process have been
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modified to increase the noisy pixel values along with translation and rotation
parameters. Non-local mean-based approach helps to exploit the information
from all of the degraded LR frames. The rest of the proposed algorithm is similar
to that of the SR reconstruction algorithm proposed by Yang et al. [15].

Initially registration parameters of LR frames are computed using the fre-
quency domain approach. Afterwards these pixel values are projected upon an
HR grid. In this phase registration is performed using previously computed
parameters. Afterwards the weighted features from previously generated low-
pass filtered LR patches are calculated. Finally, the SR reconstruction has been
executed via sparse representation to obtain final reconstructed image. The steps
of the proposed technique are stated below. Registration parameters denote the
sub-pixel shifts and rotations of LR frames with respect to a reference frame.
The projection of the pixels from LR frame to HR grid requires estimated values
of registration parameters to ensure correctness. Among several available param-
eter estimation techniques, a frequency domain approach has been deployed in
the proposed approach [19]. For the estimation of rotation parameter, the Fourier
transforms in polar coordinates of two spatial domain images, f1(I) and f2(I),
are to be derived and have been denoted by F1(k) and F2(k), respectively. The
rotation angle θ between |F1(k)| and |F2(k)| is computed such that the Fourier
transform of the reference image |F1(k)| and the rotated Fourier transform of
the image to be registered |F2(Rθk)| would possess maximum correlation. The
frequency content, h, as a function of angle α is calculated by integrating over
the range of radial lines as stated below.

h(α) =
∫ α+Δα

2

α− Δα
2

(3)

Finally the estimation of shift parameter the parallel shifting of an image to the
plane is expressed as follows:

F2(k) =
∫∫

I

f2(I)e−j2πkT IdI =
∫∫

I

f1(I + δI)e−j2πkT IdI = e−j2πkT δIf1(k)

(4)
Shift estimation parameter, δI, is computed from � (F2(k))

(F1(k))
. In the next step the

projection of LR frame pixels on an HR grid takes place and a large noisy image
having the information of all the LR frames is produced. Input noisy image has
been moved through a low-pass filter and further grid interpolated. The image
patches are extracted afterwards and prepared for further phases of processing.

In the next step, feature selection and extraction is performed through feature
transformation operator, OF , which helps to confirm that the compatibility of
the coefficients are good enough to fit to the most pertinent part of the LR image.
As human eyes are more sensitive to high-frequency components, the selected
features must emphasize to predict about desired high-frequency components.
Thus high-pass filter has been considered as the feature operator. First-order and
second-order derivatives have been used for feature extraction in both directions
[15]. Four one-dimensional filters have been used to extract the derivatives as
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stated below.

f1 = [−1, 0, 1], f2 = fT
1 , f3 = [1, 0,−2, 0, 1], f4 = fT

3 (5)

Here fT
1 and fT

3 denote the transpose of vectors f1 and f3, respectively. Thus per
LR patch, four feature vectors are obtained by applying these feature vectors.
These four vectors are further concatenated to obtain a single feature vector,
OF ,- the final feature level representation of that LR patch.

The aforementioned transformation operator sometimes fails to perform sat-
isfactorily while the LR frames remain noisy owing to some amount of high-
frequency noise components remaining in it. So noise reduction from these fea-
ture vectors would obviously help to obtain better performance. In the proposed
approach, this issue has been taken care of minutely to control the noise and
conserve desirable high-frequency components. For this purpose relative weight
of feature vector is computed from the patches of previously low-pass filtered
and grid-interpolated image. This added filtering does the initial screening for
noise which further helps in noise reduction. The formula to calculate the weight
of nth patch is stated below.

W (i, j) =
1√

2πσ2
exp

(−(Xn
c − Xn(i, j))2

2σ2

)
(6)

where Xn(i, j) denotes the pixel value of the noisy nth patch at (i, j). Xn
c and

σ2 denote the central pixel value of filtered nth patch and the nth patch variance
of the noisy image, respectively. The weighted feature vector, OFG, is computed
by multiplying both the vectors OF and G in an element-by-element manner.

After computing feature vector, sparse representation vector φ is determined
by basic SR reconstruction algorithm using the following minimization state-
ment.

min
φ

‖D̃φ − ỹ‖22 + λ‖φ‖1 (7)

where D̃ =
[
0F Dl

βP Dh

]
and ỹ =

[
0FG y
β W.

]

Minimization performed along with regularization computes the sparse vector
representation of the patch.

Finally, estimated HR image, (Iest), is computed from the input LR image,
IL, which is obtained by Eq. 1 and by calculating the projection of IH on the
solution space of the following equation. The proposed algorithm has been stated
in algorithm 1 (Fig. 1).

(Iest) = arg minI‖IL − FdwFblIH‖22 + λ0‖IH − IHR‖22 (8)

In the sparse representation-based signal processing, the linear system Dφ =
IH is regarded as the reconstruction model to construct the HR image IH . In
this model, D is termed as the dictionary of atoms which is basically a full rank
matrix whose every column is a possible signal in IRn. An image is basically
a linear combination of the atoms (or the columns) of the dictionary which
basically refers to a dictionary D having dimension Q × R, R >> Q.
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Here a pair of overcomplete dictionaries DHR ∈ IRQ×K and DLR ∈ IRR×K

have been used. KA number of atoms have been obtained in the pair of dictio-
naries, where K > R > Q, by a joint learning process using a set of medical
ultrasound images, I = {I1, I2, . . . , It}. The learning process of the pair of dic-
tionaries has been previously proposed by Yang et al. and is stated below [18]
(Fig. 2).

D = arg minD,φ‖X − Dφ‖22 + λ‖φ‖1 s. t. ‖Di‖22 ≤ 1, i = 1,2, . . . k (9)

In the above equation, l2-norm works as fitting term whereas l1-norm acts as
the regularization term. The process of further optimization is as follows.

1. Initialize the dictionary, D, using random Gaussian distributed matrix per-
forming column normalization.

2. Update φ (keeping D fixed) using the equation stated below.

φ = arg minφ‖I − Dφ‖22 + λ‖φ‖1 (10)

3. Update D (keeping φ fixed) using the following equation.

arg minD‖I − Dφ‖22 s. t. ‖Di‖22 ≤ 1, i = 1,2, . . . k (11)

4. Repeat 2 and 3 till convergence.

These aforementioned optimization steps are required to reach the convergence.

Algorithm 1: Multi-frame-based SR reconstruction of ultrasound image
using sparse representation
Input: P number of generated LR frames, DHR and DLR (two learned

dictionaries)
Output: Reconstructed Image Iest
1. Estimate the values of Registration Parameters.
2. Generate grid-interpolated image with the help of the estimated registration

parameters using LoG filter.
3. Create the copy of the image by using low-pass filtering and grid interpolation.
4. Extract features from the patches of using four filters.
5. Repeat the following steps for each patch.

(a) Calculate the mean value m of patch pL.
(b) Estimate the weight vector by considering Eq. 3 from each patch and .
(c) Perform element-by-element multiplication between the weight vector W and

each feature vector.
(d) Solve the optimization problem according to Eq. 7
(e) Reconstruct high-resolution patches. Generate HR image from the HR

patches by implementing pH = DHR φ + m.
(f) Generate final estimated image close to original HR image using Eq. 8.
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Original Image Bi-cubic Interpolation

Wang’s method Yang’s method

Proposed

Fig. 1. Benign lesion in female breast (OASBUD data): (1) original; (2–5) denoised by
Bicubic interpolation, Wang’s method, Yang’s method, and proposed method, respec-
tively

In the present approach, the pair of dictionaries DHR and DLR are trained
through joint learning technique [18]. Patch pairs formed from the taken sample
training images are {PH , PL} where HR patches, PH = {h1, h2, . . . , hn} and
LR patches, PL = {l1, l2, . . . , ln}. Here we aim to train and learn both the dic-
tionaries for HR and LR patches in such a way so that the sparse representation
of the HR image patch happens to be the same as the sparse representation of
corresponding LR patch [17]. The optimization problems for sparse coding in
case of the HR and LR patch spaces may be separately stated as follows.

DHR = arg min{DHR,φ}‖PH − DHRφ‖22 + λ‖φ‖1 (12)

and
DLR = arg min{DLR,φ}‖P l − DLRφ‖22 + λ‖φ‖1 (13)
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(1) (2)

(3) (4)

(5)

Fig. 2. Benign Fibroadenoma in female breast (Insana lab data): (1) original; (2–
5) denoised by Bicubic interpolation, Wang’s method, Yang’s method, and proposed
method, respectively

By combining these objectives the following equation is obtained.

minDHR,DLR,φ
1
Q

‖Xt
h − DHRφ‖22 +

1
R

‖(PL)t − DLRφ‖22 + λ

(
1
Q

+
1
R

)
‖φ‖1

(14)
Here Q and R are the dimensions of the HR and LR image patch vectors, respec-
tively. λ is the Lagrange multiplier for regularization. Equation 15 may be rewrit-
ten in the following form.

minDh,Dl,φ‖P̂ − D̂φ‖22 + λ̂‖φ‖1 (15)
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where P̂ =

[
1√
Q

PH
1√
R

PL

]
, D̂ =

[
1√
Q

DHR
1√
R

DLR

]
and λ̂ = λ

(
1
Q + 1

R

)
.

Combined approach of dictionary learning helps in accelerating the speed of
computation as well as acquiring a nonlinear correlation between two dictionaries
by using input LR image patch features.

4 Experimental Result

In this work, two sets of raw RF ultrasound data have been used which are
freely available from the website of Insana Laboratory of University of Illinois,
Chicago [20] and Open Access Series of Breast Ultrasonic Data (OASBUD) [21].
The first set has been obtained from Insana Lab, University of Illinois, Chicago
which consists of female breast benign fibroadenoma (precisely non-palpable
tumors). The second dataset is a part of OASBUD and has been recorded in the
Department of Ultrasound, Institute of Fundamental Technological Research
Polish Academy of Sciences which consists of female breast lesion. Patient data
files have been further by the biopsy reports.

Other than visual perception, two quality metrics have been computed to
compare the results with three other methods of SR reconstruction—methods
proposed by Wang et al., Yang et al., and Bicubic Interpolation (BI) [15,17]. As
the techniques have been tested on real ultrasound images, two quality metrics
have been used for performance evaluation—Effective number of looks (ENL)
and speckle index (SI) have been calculated for input and output images for the
comparison. Other performance evaluation metrics like PSNR, EKI, MSE, etc.
require a ground truth image for calculation. For evaluation of the performance
of noise reduction algorithms, there is no such ground truth available. ENL and
SI do not require any ground truth for performance evaluation. Thus these two
evaluation metrics have been selected to evaluate our work Table 1).

5 Conclusion

In the present paper a novel technique using multi-frame SR reconstruction
through sparse representation has been proposed for speckle noise reduction of
in vivo medical ultrasound images. LoG filter has been used to generate LR
frames for preserving the typical medical ultrasound speckle texture. The train-
ing images used for dictionary learning are in vivo medical ultrasound images.
Experimental data consists of real ultrasound images generated from in vivo raw
RF echo. Other than the visual comparison, output image has been compared
to four other methods using ENL and SI metrics. The comparison shows that
the proposed method produces better result than the other four methods.
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Table 1. Comparison of quality metric values

Image: Female breast fibroadenoma; source: Insana Lab

Method ENLin ENLout SIin SIout

Wang 0.0101 0.0126 0.2624 0.2481

Yang 0.0101 0.0133 0.2624 0.2452

Bicubic 0.0101 0.0142 0.2624 0.2414

Proposed 0.0101 0.0176 0.2624 0.2286

Image: Female breast lesion; source: OASBUD

Method ENLin ENLout SIin SIout

Wang 0.061 0.0837 0.1586 0.1463

Yang 0.061 0.0789 0.1586 0.1424

Bicubic 0.061 0.0868 0.1586 0.1449

Proposed 0.061 0.1026 0.1586 0.1390
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Abstract. This paper presents a simple but effective technique to fill out the
material index grid for the FDTD analysis of microstrip patch antenna. To solve
any electromagnetic problem, the physical space is discretized in three dimensions.
The grid points are used for the evaluation of electric and magnetic fields. Further,
these grid points are also assigned the various properties of the material, such as
conductivity, permittivity, and permeability. The performance of FDTD analysis
mainly depends upon the accurate filling of the material indexes over the grid. It
becomes a tedious job when the patch layout is consisting of circles or triangles.
Two compact algorithms are proposed here for the creation of shapes close to circle
and triangle. The algorithm for plotting circular shape is based on overlapping
rectangles. The algorithm for plotting triangular shape uses the area comparison
technique. The algorithms are quite useful for the creation of presence as well
as an absence of material. The patch layouts produced by these algorithms are
matching with the physical shapes in the design.

Keywords: Image algorithm · Material index grid · FDTD · Microstrip patch
antenna

1 Introduction

The finite-difference time-domain analysis is one of the widely used computational elec-
tromagnetics methods. It finds applications in electromagnetic wave scattering models
for computation of near steady-state fields, far fields, radar cross-section [1]. There are
numerous applications of FDTD, but that is not the focus of this work hence not men-
tioned here. FDTD is widely used in the analysis of microstrip patch antennas [2, 3].
FDTD is a method wherein the direct solution of Maxwell’s time-dependent curl equa-
tions is obtainedwithout employing potentials.Maxwell’s curl equations in themagnetic
loss-free region are as given below.

∇ × Ē = −∂ B̄

∂t
(1)
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∇ × H̄ = J + ∂ D̄

∂t
(2)

The constitutive relations necessary to support Maxwell’s equations are given below.

D̄ =∈ Ē (3)

B̄ = μH̄ (4)

The vector equations (1) and (2) can be decomposed each into three scalar equations
to get six equations in the cartesian coordinate system (x, y, z) as given hereunder.
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TheFDTDalgorithmdates back to 1966whenYeeoriginated a set of finite-difference
equations for the time-dependent Maxwell’s curl equations system [4]. These equations
are shown in discrete form, both in space and time, using a central difference formula.
The electric andmagnetic field components are sampled at discrete positions both in time
and space. This FDTD technique divides the three-dimensional problem geometry into
cells to form a grid. Figure 1 shows a Yee cell consisting of various field components.

The FDTD algorithm samples and calculates the fields at discrete time instants 0,
�t, 2�t, … n�t. The material parameters, such as permittivity ε, permeability , electric
conductivity σ , and magnetic conductivity σm, are distributed over the FDTD grid.
These are associated with field components. They are, therefore, indexed the same as
their respective field components. Solutions are obtained by adequately terminating the
computational domain with absorbing boundary conditions [5].

The FDTD method can solve a variety of problems. The important steps of this
method are as given hereunder.

• Discretization of problem space,
• Filling material constants/indices at all the nodes,
• Application of the boundary condition (ABC) such as Mur’s ABC, Berenger’s PML,
uniaxial PML, and CPML,

• Calculating FDTD coefficients,
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Fig. 1 Field components on a Yee cell indexed as (i, j, k)

• Running the FDTD time marching loop for evaluation of electric and magnetic field
components,

• Postprocessing, etc.

One of the important parts of this method is to fill in the material indices over the
discretized structure of the problem space. In this work, a microstrip patch antenna
structure is created using the proposed algorithms of creating various shapes like circle,
triangle, rectangle, etc.

1.1 Motivation for the Work

There is a lot of literature available whereinmicrostrip patch antenna is applied for imag-
ing applications, such as human head imaging, breast cancer imaging, high-resolution
RF imaging radar applications, medical applications, and human existence detections
applications [6–14]. However, the reverse, i.e., application of image for antenna analy-
sis, is not available, especially for FDTD. The MATLAB antenna toolbox allows us to
accept an image of the patch for antenna design, but it employs the Method of Moments
from computational electromagnetics [15]. It was felt that image in binary format can
be used to prepare patch layout or even other layers of a microstrip patch antenna; hence
this work is undertaken.

1.2 Problem Statement

The patch layouts are laid over the dielectric substrate having different shapes made
up of a combination of rectangular, circular, semicircular, triangular, etc. These shapes
represent conducting material (copper). Further, when slots are created, we need to
remove copper material in that portion of the patch. Thus, we can say that these shapes
may have a presence or absence of the copper material. We need to draw the shapes for
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both presence and absence and are considered as positive or negative shapes. To help
understand this statement following Fig. 2 is useful.

Fig. 2 Sample Patch layout over the grid to be implemented in FDTD Algorithm

Let the index values of various materials involved in the structure of a microstrip
patch antenna are as given in Table 1.

Table 1 Index values of materials in FDTD implementation of microstrip patch antenna structure

Sr. Type of
material/structure

Index value assigned

1 Conducting 2

2 Vacuum 1

3 Dielectric 3

4 Matched load 4

Now, these index values can be assigned when we have the correct patch layout
confined to the FDTD grid. In this work, we propose image creation algorithms for the
creation of a patch layout above the substrate layer. Once the substrate size along x- and
y-direction and the relative locations of various shapes like circle, triangle, rectangle,
slots, etc., are fixed, we are ready to invoke the image creation algorithms.
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2 Image Creation Algorithm

The circle plotting algorithm and triangle plotting algorithms are both based upon the
rectangle plotting algorithm. As we know that no curve is displayed as a smooth curve
on the computer screen; instead, it is in the form of staircase approximation; the same is
the approach used in these algorithms.When the number of pixels is more, we do not feel
as if there is a staircase approximation. Before we deal with the circle plotting algorithm
and triangle plotting algorithm, it would be better if we go through the rectangle plotting
code.

The rectangle plotting is not a great deal. It simply needs a lower limit along the
x-direction (xmin), the upper limit for x-direction (xmax) as outer “for loop” indices.
Similarly, for y-direction, the limits are (ymin) and (ymax) as indices of inner “for loop.”
A simple MATLAB code section for the creation of a rectangular image is given below
in Table 2.

Table 2 MATLAB code section for plotting rectangle

imszx = input (‘enter x size of image’);
imszy = input (‘enter y size of image’);
for i = 1: imszx
for j = 1: imszy
b (i, j) = 200;

end
end

xmin = input (‘top left corner x coordinate’);
ymin = input (‘top left corner y coordinate’);
xmax = input (‘bottom right corner x coordinate’);
ymax = input (‘bottom right corner y coordinate’);
for i = xmin: xmax
for j = ymin: ymax
b (i, j) = 0;

end
end

In the above code index, i is measured from the top of the image, while j is measured
from the left edge of the image. The same conventions are followed in all the subsequent
discussion. To invert the shape from positive to negative the values assigned to b(i, j),
i.e., 200 and 0 are swapped.

2.1 Circle Plotting Algorithm

There are various algorithms available to draw a circle; however, none of them is suitable
for filling the material indices over the FDTD grid. Therefore, there was a need for a
novel algorithm for the creation of shapes in the form of images so that filling material
indices becomes quite easy.
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The circle is plotted using overlapping rectangles developed in every run of the
control loop in such a way that the shape resembles the circle. Varying numbers of
overlapping rectangles can control accuracy. The following Table 3 shows the algorithm.

Table 3 Circle plotting algorithm

Sr. Action
1. Read the size of the image along x and y diretion.
2. Fill all the indices in this range with zeros.

b(i ,j) = 0; for all (i, j) within image.
3. Read the radius of the circle to be drawn (odd integer.
4. Read the center coordinates say ‘Cx’ and ‘Cy’.
5. Read the number of steps of accuracy, say 'st’.
6. Calculate the span of a rectangle in x and y directions 

by using following formulae
Spanx(k) = 1 + round (Sin(k*90/st) * radius);
Spany(k) = 1 + round (Cos(k*90/st) * radius);

7. Fill in the rectangle by using above spans on either 
side of ‘Cx’ and ‘Cy’.
b(i, j) = 0; for all (i, j) in the span.

8. Check whether all steps are over.
If No, then go to step 6, else proceed.

9. Display the image.

The output of the algorithm: A MATLAB code is developed based on this algo-
rithm. The sample outputs are shown for an image size of 500 × 500 pixels. The radius
for plotting the circle is 151. The center coordinates of the circle (Cx, Cy) are (250, 250).
The circles have been plotted for the different number of steps of accuracy, as shown in
Fig. 3. One can easily notice that the staircasing is more when an accuracy setting is of
15 steps, and it decreases as the number of steps is increased to 30.

(a) (b)
Fig. 3 Sample outputs—negative shape with accuracy a 15 steps b 30 steps
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The higher accuracy settings certainly improve the quality of the image, but at
the same time, it increases the number of FDTD cells while implementing the FDTD
algorithm. A moderate accuracy is good enough to implement FDTD code.

2.2 Triangle Plotting Algorithm

The algorithm uses the mathematical principle, which says that “A point lies inside the
triangle if the area of that triangle is equal to the sum of three triangles formed by
selecting two vertices at a time and the third vertex is the point under test.” We need to
calculate the areas of the triangle to be plotted and the three triangles for deciding each
point within the region of interest. The following Table 4 shows the algorithm.

Table 4 Triangle plotting algorithm

Sr. Action

1. Read the size of the image along x and y direction.
2. Read the vertices of the triangle.

(x1, y1), (x2, y2), and (x3, y3)
3. Calculate the area using the following formula.

Area = abs(0.5*(x1*(y2-y3)+x2*(y3-y1)+ x3*(y1-y2)))
4. Determine maximum of x1, x2, and x3

Fill indices from 1 to maxx and 1 to maxy with value 100.
b(i, j) = 100; (i, j) < (maxx, maxy).

5. For every (x, y) in the above range, calculate the areas 
of the three triangles by using two of the three vertices 
and (x, y) as the third vertex.

6. A1 = abs(0.5*(x1*(y2-j)+x2*(j-y1)+i*(y1-y2))); … (x3 and 
y3 replaced by i, j in above).
A2 = abs(0.5*(i*(y2-y3)+x2*(y3-j)+x3*(j-y2))); …
(x1 and y1 replaced by i, j in above).
A3 = abs(0.5*(x1*(j-y3)+i*(y3-y1)+x3*(y1-j))); …
(x2 and y2 replaced by i, j in above).
sumA123 = round (A1+A2+A3);

7. If Area >= sumA123 then b(i, j) = 0; (point is inside)
8. Check whether all steps are over.

If No, then go to 6. If Yes, then proceed.
9. Display the image.

The output of the algorithm: A MATLAB code is developed based on this algo-
rithm. The sample outputs are obtained to represent the presence of copper (positive)
are shown in Fig. 4.

Similarly, three triangles are plotted to represent the absence of copper (negative)
and shown in Fig. 5.

The higher accuracy settings certainly improve the quality of the image, A moderate
accuracy is good enough to implement the FDTD code using the rectangular grid.
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(a) (b) (c)

Fig. 4 Sample outputs—positive type triangle a acute angle b right angle c obtuse angle

(a) (b) (c)

Fig. 5 Sample outputs-negative type triangle a acute angle b right angle c obtuse angle

3 Performance Analysis

The performance analysis of all the above three algorithms is done by comparing the area
of the developed shape with the area of the desired shape as per the geometric formula.
The following Table 5 displays the performance analysis.

There is lot of literature available wherein material indexes are filled directly in the
FDTD code using the coordinates for solving the electromagnetic problems [2, 3, 16]. A
comparison between existing method for filling material index and proposed algorithms
is shown in the Table 6 given below.

4 Implementation

The MATLAB code consisting of the above algorithms, i.e., for rectangle, circle, and
triangle, is developed and used for preparing the top layer of the patch antenna. Figure 6
shows a sample layout for a circular shape antenna with L shape slots where the dimen-
sions are in mm [17]. It consists of a circle (positive), rectangles (positive as well as
negative). The circle has a radius of 30 mm having center coinciding with substrate
center. The circle represents copper and hence is in the form of a positive shape. The
feed line is made up of copper hence it is a positive shape having length of 10 mm. The
L shape slots are also implemented using rectangles (negative). The slots have vertical
length of 30 mm while horizontal lengths of 15 mm.
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Table 5 Performance analysis of the three-image algorithms

Sr. Type of shape Number of
accuracy
steps

Area of
output
shape (sq.
mm) for a
target area
of 100 sq.
mm

% Difference
of areas

Qualitative
remark

1 Rectangle NA 100 0.0 Exact, obvious

2 Circle

15 99.10 −0.90 Slightly
undersize

30 100.95 0.95 Slightly
oversize

60 101.83 1.83 Oversize,
smooth

3 Triangle

– Acute angle NA 102.05 2.05 Oversize

– Right angle NA 103.55 3.55 Oversize

– Obtuse angle NA 102.73 2.73 Oversize

5 Conclusion

The proposed algorithms are straightforward to understand and adopt as compared to
the existingmethod. Any complicatedmicrostrip patch antenna layout, comprising basic
shapes, like a circle, triangle, and rectangle, can be implemented using these algorithms.
Union and subtraction of shapes are easily achieved, provided the coordinates of the cen-
ter and radius of a circle, vertices of a triangle, etc., are appropriately chosen. Thus, these
algorithms can contribute and may serve as a suitable candidate in the implementation
of the FDTD method.

Table 6 Comparison with existing method

Sr. Parameter Existing method Proposed algorithms

1 Approach Contiguous range of coordinates
representing grid nodes

Using geometric properties of desired
shape

2 Comfort Cumbersome Easy

3 Accuracy As per the grid setting As per the grid setting
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Fig. 6 Sample patch layout of circular microstrip patch antenna with L shape slots
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Abstract. At present, the performance evaluation of a coal-fired power plant is
highly required to enhance its efficiency. The present paper deals with the power
prediction of a 600 million watts (MW) typical subcritical coal-fired power plant
situated in North India using real operational data at different load conditions.
The entire complex thermal system comprises various systems like boiler, tur-
bine, condenser, re-heater, deaerator, boiler feed pump, etc. A simulation model
is prepared to predict the performance of the power plant. The Artificial Neuron
Network tool is used to validate the simulation model for known input and output
data. The selected performance criterion and network error is found satisfactory
after the analysis of computational results. The coefficient of determination was
calculated as 0.99787 which gives an idea of the close relation of one output vari-
able with several different input variables. This paper will definitely help out to
those interdisciplinary engineers who are dealing with combining technologywith
the conventional process.

Keywords: Subcritical coal-fired power plant · Artificial neuron network ·
Boiler · Turbine

1 Introduction

A coal-based power plant is a complex and highly sophisticated system. Heavy finance is
involved annually in the operation and maintenance of such complex power production
plants to achieve the desired availability level. Performance prediction of such a thermal
system is of great concern because of increasing cost, competition, and public demand in
one way, while the risk of failure on the other. In India, there is a heavy load on coal-fired
power plants where coal is generally used as a common fuel for electricity generation.
This generated electricity plays an important role to raise the modern economy for
industry, agriculture, transport, and household for any nation. But, the growing energy
demand has increased energy consumption in the entire world. As energy demand is
continuously increasing, the improvement in operating characteristics of electrical power
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generationplants has becomeamandate in this era.According to the data publishedby the
Central Electricity Authority (CEA) of India, reported that per capita consumption has
increased from 15 kWh in 1950 to about 1,122 kWh (kilowatts hours) in the year 2016–
17. Out of 597,464 census villages, 592,135 villages (99.25 %) have been electrified as
on 31.03.2017. Efforts are been taken by the government of India to fulfill the needs of the
citizen by increasing generation about 5.1 billion units in 1950 to 1,242 BU (including
imports) in the year 2016–17. Coal-fired power plants are ruling over the power sector
from past decades and will continue to remain on top position in India due to the easy
availability of coal. The installed capacity of India as on 31.3.2017 was 326,833 MW
comprising 59%of coal-fired power plants as compared to other power sources as shown
in Fig. 1.

COAL,192
163MW
59%

HYDRO,4
4478MW

14%

REST,572
44MW
17%

NUCLEAR
,6780MW

2%

GAS,2532
9MW
8%

ALL INDIA INSTALLED CAPACITY AS 
ON 31-03-2017

Fig. 1 All India installed capacity as on 31-03-2017 [1]

The subcritical power plants are contributing at the major level in electricity genera-
tion in India. Installed unit of a subcritical power plant in India as per data published by
CEA were 74 units working under Private companies, 33 units are under State govern-
ment and 23 units are operating under theCentral government. The exact thermodynamic
analysis of the subcritical power plant is done using suitable assumptions. Without suit-
able assumptions, thermodynamic analysis of the subcritical power plant will lead to
more number of nonlinear equations and the solution of such equations will lead to an
increase in computational time. To overcome this issue, an Artificial Neural Network
(ANN) is used to analyze the systems for operational input and output patterns. Using
the previously stored operational data, the neural network can be modeled to simulate
the power plant operation. ANN models are more dominant than physical models as
these can be trained with live operational data. By comparing previous ANN models
with the latest model, factors affecting the output can be studied and suitable main-
tenance majors would be taken in advance. The response time of the ANN model is
quick [2]. Some researchers have presented a brief review of applications of ANN in
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different energy systems [3]. Some of them have proposed energy and exergy analysis
using ANN for heat evaluation [4]. Exergy efficiency can also be predicted by using
ANN techniques [5]. Multiple regression techniques are also used to predict the energy
performance of power generating plants [6]. The use of soft computing techniques like
Genetic Algorithm, Particle Swarm Optimization, Fuzzy Logic, and ANN for simula-
tion and prediction of thermodynamic systems is presented in past research work [7,
8]. Specifically, the performance of power generation turbines can also be modeled by
using ANN [9]. Researchers nowadays are focusing on carbon capture technology to
understand the emissions produced from existing power plant [10]. Emission contents
like NOx (Nitrogen oxide) and CO2 (Carbon dioxide) from coal-fired power plants can
also be predicted by using theANN technique alongwith theGeneticAlgorithm [11, 12].
It is particularly useful in system modeling while implementing complex mapping, fault
detection, and prediction of output [13, 14]. Only a few researchers developed a simula-
tion model for predicting equipment maintenance and their priorities using probabilistic
approaches [15]. Several authors have reported the capability of ANN to replicate an
established correspondence between points of an input domain and points of an output
domain to interpret the behavior of phenomena involved in energy conversion plants [16,
17]. However, ANN models can be developed with definite objective and training with
data from existing plants with lesser effort but with great utility. Prediction of output with
nearly zero error helps to monitor the performance of power plants [18]. Plant operators
can decide to change the water and steam flow rate, temperature and pressure values
in accordance with usage of ANN model [19]. Online tracking of the generator output
will increase operator awareness, and also plant efficiency and stability in parallel [20].
This kind of prediction method helps in the prediction of amount of energy used and
required to obtain the desired output. Recently researchers are implementing ANN to
the ultra-supercritical power plant for developing innovative modeling for controlling
parameters [21].

In this paper, ANN was trained with the operational data from the subcritical power
plant of 600 MW. The objective of the model was to predict mass flow rate, specific
enthalpy, pressure and temperature of steam exiting various inlet and outlet of the com-
ponents such as boiler, high-pressure turbine, intermediate pressure turbine, low-pressure
turbine, condenser, re-heater, deaerator, boiler feed pump, etc. In order to have control
of the plant with the operator, components should able to communicate based on the
history with it. This will increase the plant utilization capacity and finally increase the
operating hours. The motivation to select this integration of steam power plant compo-
nents with the latest technology such as ANN is to improve the overall performance of
the subcritical power plant.
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2 Experimental Facility

2.1 Typical Plant Description

The unit of 600 MW subcritical power plant was selected for the modeling. The basic
description of a subcritical coal-fired thermal power plant is shown in Fig. 2. It uses coal
energy to convert it into mechanical energy through the expansion of steam in steam
turbines. Coal received from collieries in the rail wagons is routed by belt conveyors.
After crushing the coal in coal mills, it is then pushed to the boiler furnace (1), which is
comprised of water tube walls all around throughwhichwater circulates. The chemically
treated water through the boiler walls is converted into high-temperature steam. This
steam is further heated in the super-heaters (3). The thermal energy of this steam is
utilized to produce mechanical work in high pressure, intermediate pressure, and low
pressure turbines. The steam blend collected from the turbine extractions is returned to
feedwater heaters. The output of the turbine rotor is coupled to the generator (17) to
produce electric energy. The steam after doing useful work in the turbine is condensed
to water in condenser (8) for recycling in the boiler. For our study, we had not considered
the air preheated circuit and coal feeding system.

Fig. 2 Typical subcritical coal-fired power plant [22]
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2.2 Design of Neural Network Model for 600 MW Plant

The neural network technique is developed from the behavior of the human brain. ANN
gets trained by using the previous operational data and develop the relationship between
the performance affecting input and output variables. The feed-forward transform func-
tion is used to predict the output for known operational inputs parameters. It consists of
an input layer, two hidden layers, and an output layer as shown in Fig. 3.

Hidden Hidden Output

1 

20 1 

Input

180

W

b

W

b

Fig. 3 Typical neuron for the proposed model

Weighted summed is transformed to predict the output in the neural network tool
[9]. Hidden Layer Calculations [4]

neti =
∑

xiwi j (1)

yi = f (neti ) (2)

Output Layer Calculations

netx =
∑

yiw jk (3)

Ok = f (netk) (4)

where xi is the input data, yi is the output obtained from layer 1, and Ok is the output of
layer 2.W is weight, b is bias.

2.3 Measurements

Operational data of 600 MW subcritical power plants were taken for each component.
These readings were then imported to the ANN tool present in MATLAB software for
constructing a predictive model. The following are the parameters (see Table 1) which
were considered while taking a reading.
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Table 1 Parameters considered and inputs for predicting output
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Fig. 4 Graphical representation of error for different readings during training

Fig. 5 Error considering 20 neurons between target value and output

3 Results and Discussions

Graphical representation of error between actual and predicted output values for different
readings during training is shown in Fig. 4. During the training of neurons, minimum
error magnitude was evaluated as 0.11182 for 35 readings as predicted from the ANN
model.

As per the discussion of reading inTable 1, the actual output of the plantwas observed
to be 600 MW. The same said output was predicted from ANN Model with 20 neurons
in the hidden layer. It is concluded that considering 20 neurons predicted values come
to be true value where the error is equal to zero as shown in Fig. 5. Different neuron
combination strategy was used to predict the output as shown in Table 2.
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Table 2 Computational table at different combination of neurons

Itr. Neurons Training Validation Test ALL R Predicted values
(MW)

1 5 0.9998 0.9959 0.9958 0.9958 661.19

2 10 0.9899 0.9899 0.9541 0.9850 660.51

3 15 0.9983 0.999 0.9911 0.9943 654.00

4 20 1 0.9990 0.9933 0.9978 660

5 25 0.9959 0.9961 0.9733 0.9952 660.76

6 30 0.9983 0.9994 0.9951 0.9943 665.54

7 35 0.9962 0.9992 0.9957 0.9964 656.07

8 40 0.9992 0.9478 0.9933 0.9958 656.48

9 45 0.9984 0.9963 0.9912 0.9972 663.58

10 50 0.8030 0.7904 0.6863 0.7797 780

11 55 0.9985 0.9801 0.9902 0.9959 658.52

In addition to the above work, energy and exergy analysis of power plant is per-
formed and exergetic efficiency is determined as shown in result Table 3. It is clear from
Table 3 that ANN is positively applied to existing plants to increase the performance. The
exergetic efficiency of components namely High-Pressure Turbine (HPTr), Intermediate
Pressure Turbine (IPTr), Low-Pressure Turbine (LPTr), Condensate Extraction Pump
(CEP), Boiler Feed Pump (BFP), High-Pressure Heater 1 (HPHeater1), High-Pressure
Heater 2 (HPHeater2), Low-Pressure Heater 1 (LPHeater1), Low-Pressure Heater 2
(LPHeater2), Low-Pressure Heater 3 (LPHeater3), Low-Pressure Heater 4 (LPHeater4).

Energetic η and Exegetic ψ efficiency from the sample reading was evaluated as
follows:

η = 41.2% and ψ = 39.23%

The small difference in efficiencies is due to chemical exergy of coal being greater
than its specific energymeasured by its high heating value. From the exegetic efficiency, it
is clearly seen that waste heat emissions from the condenser although greater in quantity
are low in quality (i.e., have little exergy as compared with other) because of temperature
near to surrounding temperature. So improvement in condenser will slightly increase the
overall exergy efficiency. From Fig. 6 with minimum deviation from actual reading a
straight line is fitted with R = 0.99787.
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Table 3 Comparison of calculated exergetic efficiency with reference paper

Sr.No. Components Calculated exergetic efficiency Ref. [23] Ref. [24] Ref. [25]

1 HPTr 95.04 73.5 72.66 92.11

2 IPTr 94.8 – – –

3 LPTr 68.77 – – –

4 CEP 67.18 – – 54.91

5 BFP 88.83 82.5 81.51 –

6 HPHeater1 95.9 97.4 97.65 91.58

7 HPHeater2 92.9 95.3 96.95 86.12

8 LPHeater1 89.99 89.5 89.06 85.41

9 LPHeater2 86.94 67.3 82.79 82.65

10 LPHeater3 86.91 – – 82.65

11 LPHeater4 85.93 – – 82.65

Fig. 6 Curve fitting with input parameter data

4 Conclusion

ANNmodel was developed with the help of operational data of the existing power plant
with different inputs and corresponding outputs in the form of power generated. The
main objective of thismodel was to predict power output for known input parameters. On
comparing the error in prediction, it has been found that the ANNmodel with 20 neurons
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yields and minimum value of error in actual value recorded. Satisfactory coefficient of
determination “R” was found to be 0.99787 which gives an idea of the close relation
of one output variable with several different input variables. With this model linked
with the control system of the power plant, operators can do changes accordingly in
input parameters to achieve the desired power output. As a result of this efficiency and
stability of a plant is continuously observed and necessary action could be taken to avoid
the losses at different sections of coal-fired power plant.
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Abstract. Measurement monitoring has been applied in many applications such
as scrutiny, the advancement in the system to assist the driver (ADAS), contu-
macious biometrics, environment generated by computer, etc. In the computer
learning apparatus, video scrutiny has a decisive topic for doing research. Current
research in this field includes the creation of a robust and reliable tracking system.

Keywords: Motion tracking · Particle filter · Thermal imaging

1 Introduction

Human following is a crucial space that ought which may applied in many use of hap-
pening like scrutiny, combatant, amusement etc. The analysis of traffic, unrestricted
biometry, ADAS having additionally and necessary applications in occurrent situations,
wherever sovereign driving rushes the step within the self-propelled industries. Ongo-
ing endeavour during this field is to create the motive force help system conformable
and correct in some situations. In computer vision world the object pursuit is the great-
est challenge. The execution is liable to numerous parametric quantity like barricade,
background disorder, amendment in lighting and fluctuation. The improvement scale
of personal computer, a straight forward creation of correct constancy and inexpen-
sive device internal representation and increase the capture of machine-driven, video
investigation for the aim of video perception analysis of objects. There are a couple of
crucial phases, location of the cutting edge in motion, apprehend (uninterrupted deter-
mination of the position through visual communication) of the prospect of the image,
where internal representation following continuous type and illation of the complete of
the foreground position within the scene to understand the behavior of the article. The
primary objective of motion following is to investigate the optical illusion in internal
representation sequences. Secondary to the ocular image, recently thermic image has
been victimised in applications like motion apprehend and face identification. This has
attracted the eye of computer vision, researchers to the present newfound representa-
tional process modality. There are some tries to incorporate thermic pictures at the side
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of the camera visible through information unification methods. However, if just one of
the logical relation is employed as tested results are acquired with it, the system would
get pleasure from value savings as well as quicker process speed.

In the concern for the outside closed-circuit television wherever the background tem-
perature is drastically completely different from themostly citizenry. Thermal imagewill
play a vital role in characteristic the person in motion and following them. This truth has
motivated us in the main to use solely thermal imaging to trace the movement of beings.
Secondly human, thermal imaging cannot understand the darkness or lightweight elu-
cidation, which are typically a obstruct in most motion apprehend schemes supported
ocular wavelength. Therefore, thermic imaging becomes more acceptable for motion
apprehend in outside encircle throughout the daylight similarly in the dark, wherever
shadows, uneven light weighting and low light (nighttime) are dominating parts, creat-
ing the lot of complicated following. Grayscale image that ends up in less processing
compared to the visible color camera output of the thermal imaging camera solely.

2 State of Art

The vital task for determinate the movement apprehend is that the emplacement of the
destination within the structure of the internal representation concatenation or in the
box. Counting on the angle of the deciphering devices, there are most likely 2 kinds
of movement or the prevalence of apprehend, which are still observed the camera or
the innovative monitoring movement. Depending on the fluctuation of the article, it
divided into 2 categories on the markers (utilized in two dimensions and box-shaped
animations) [1], while not markers. Ascertained by the strategies accustomed begin the
chase movement, 2 kinds of formula detection (MT) movement are used, the acceptance
dependent detection and therefore the prevalence of the detection. Depending on the
sort of prevalence to be caterpillar-tracked in observation manlike occurrences [2], the
observation of prevalence use can be organized into 2 categories.

The chase of various objects (MNO) [3, 4] was essential in several applications,
police work within the same method. Clarification of the varied motion chase tech-
nologies are created within the literature, nominal because the Kalman Filter (KF) [5],
Extended KF (EKF), Particle Filter (PF), FREE KF-Fragrance (USKF), HiddenMarkov
Model (HMM), transformation of Gabor. A sure prevalence detection (MT) system
consists of an internal representation theme. An improvement internal representation
formula furnish the position of the articles as well as a tool for demonstrating the trail
of the object and the signal-forming principle to spot the outcome. The fundamental
recursive formulation consists of initial part of target perception, which might achieved
by subtracting the focusing internal representation between successive frames. If the
{required|the mandatory} morphological operation is used; might require segmentation.

The prevalence detection (MT) that uses the approximation of occurrence impliesAN
silver-tongued correspondence of objects around its position. There are the subsequent
approaches to the localization of the units (computationally complex), supported regions
and mesh (triangle, polygonal shape supported the content) more practical based on
pixels based on the correspondence of the blocks [1, 6, 7]. Themost effective technique of
the variation unit for occurrence vector estimation consider a base verified by a similarity
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measures between adjacent element. This search window is sometimes fifteen × 15
element, thus nice computing power is needed. To measure back this advanced process,
there are several improvement methods at intervals the literature. Search logarithms
in 2D [8], TSS [9], NTSS [10], FSS [11], 2 section have backed up several endemic
winners [12], therefore explore for married management [13]. The Kalman filter [5, 14]
and conjointly the particle filter [15] are the 2 frequent practical application within the
field of motion search.

3 Particle Filter (PF) [16–22]

PF have considered one of the way for employ a Bayesian recursive filter exploiting the
resolving power. The particle filter (PF) is beneficial as compared to the Kalman filter,
especially once the quantity is process options a multi modal arrangement and which is
not mathematical. In the particle filter (PF), the significant roaring point is to represent
the winning concentration acting requisite work from a bunch of haphazard samples
with the related to weights then compute the supported estimation for these sampling
and weights. The particle filter (PF) epistemology is employed to trait the difficulty
of additive filtering. Depending on the aim of reading math and casuistry conception,
particle filters consist to the class of friendly divergent/genetic algorithms and synergistic
strategies of middle particles.

The representation of those particle methods counts on the sphere of study. Within
the functional calculation of the method, the middle genetic methods are usually utilized
as heuristics and artificial search algorithms. In machines and molecular chemistry to
trait the solution of segregation of the Feynman-Mac path, or within the calculation of
Boltzmann-Gibbs measurements, the most own values and also the primary states of the
manipulator of Schrodinger. The use of Particle filters within the life science and bio
scientific discipline of the biological process of a population of individuals or sequence,
the PF is depicted in several contexts.

The important purpose of a particle filter (PF) to approximation of the adjacent
density of the variable observation state variables at interval of filter. The particulate
informs has been intended for anAndreiMarkovHiddenModel (HMM), at intervals that
the scheme belongs to hidden and distinguishable covariant. A big covariant (measuring
process) is related to invisible covariant (state operation) finished associate in nursing
known sensible sympathetic. Likewise, the impulsive systemdescribing the development
of state covariant is to boot probabilistically known.

The flow sheet of the fundamental knowledge particle filter is shown within the
following Fig. 1.

PF is intended to use the theorem computer. Apart from the delimited set of weighted
particles or samples, the theorem computer provides a periodic approximation of suc-
ceeding distribution. Once victimization the non-linear and non-Gaussian system, sev-
eral researchers have used the theorem computer to unravel the estimation downside.
Primarily for PF, the Monte Carlo modelling is that the fundamental estimation, within
which an particle established with attached artifact is approximated by succeeding con-
centration. Forecasting and change having two primary steps once a theorem computer
uses it to style the particle filter. Victimization the system model, the sample estimate
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Fig. 1 Accumulation flow particle filtering technique for target/object tracking [21]

transfer are going to be performed. Betting on the observation model, the update are
going to be performed to live the artifact of every sample.

The performance of the particle filter technique will be delineated as given below.

1. Read the 1st image within the successiveness and create a restricted accumulation
of samples or weighted particles.

2. The particles which are weighted note particle is performed within the opening, the
position and size of the conic section particle is initialized.

3. Next, betting on the initial worth, the calculation of the characteristics of the article.
4. Based on the newfound measurements and therefore the preceding state, the con-

temporaries of the latest samples are going to dispensed for an adequate arrange-
ment denoting from the sample N. Each particle should be initialized respective to
weight of 1/Ns.

5. By using the transformation model of the casuistry system, particles will be cal-
culable by k. The Ns prediction interval of the particles created victimization the
state equation and therefore the propagation of every particle relative to the model
or transition system.

Sk+1 = fk(Sk, ωk) = p(Sk |Sk−1) (1)
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6. The subsequent image will be reading.
7. By reading the subsequent image, calculate characteristics of each particle state in

relevance model or biological process scheme.

Sk+1 = fk(Sk, ωk) = p(Sk |Sk−1) (2)

8. For getting continuous samples, new sampling weights should be established.
9.

Qi
k = Qi

k

p(yk |xik)p(xik |xik−1)

q(xk |x1·k−1, y1·k)
(3)

This will be done exploitation the likelihood measuring of every sample that
depends on the appliance framework.

10. After reaching the probability of samples, establish the samples for wi, wherever
looking on the new weights of the champion are generated for consecutive steps
that are known as re sampling. Exploitation the sampler re-phase, the quantity of the
high weight sample will increase, also because the low weight sample can decrease
the probabilities. Exploitation normalized weights, that is,

11. Next, the expected particle values are approximate

Ep(xk |y1·k) ∼=
i∑

k

Q̄i
k x

i
k (4)

4 Results and Discussion

MATLAB is employed to develop the algorithmic program, and therefore the use of
the OTC BVS site is employed for the info. The OSU color and thermal info was used,
that may be a third info. Six sequences of pictures enclosed during this info, every
sequence has concerning 1500 frames (the precise range can vary from the sequence).
The primary three sequences of an area with respective to pedestrians. The remainder of
the sequences were interpreted from the non-identical position. To judge PF, the initial
sequence is employed as colour (to convert to grayscale) and thermic.

The parameters of PF are listed below
Initial distribution/redistribution of particle weights—uniform distribution
range of particles, N two hundred and four hundred
distribution Threshold no/10
Particle form—parallelogram
Uncontrolled pursuit threshold: ten frames.
RGB and HSV performance for PF is depicted in Table 1. Here we tend to thought

of 2 differing kinds of motion development to investigate the results of the illustration
of the RGB and HSV entity on the particle filter and, additionally, there’s a regular
non-luminous condition because of the existence of the structure wall on one facet and
therefore the open garden on the opposite region. This provides an awfully reliable
example for testing detection performance (Fig. 2).
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Table 1 Measurements of performance of particle filter [21]

Video
name/Person
ID

Initialization, orientation =
pi

Particles RGB
or
HSV

Controlled
tracking
length

(MSE,
C-MSE)

Sampling
redistributions

(Start
frame
No.

(Width,
height)/2

X and Y
locations

2 V/P1 1 2, 13.5 239, 116 400 RGB 356 110/8.37 166

HSV 232 19/1.04 58

2 V/P1 1 3.5, 11 238, 120 400 RGB 122 19.21/1.36 147

HSV 38 92.01/11.62 52

2 V/P1 1 2.5, 16.5 245, 114 400 RGB 122 19.21/1.36 179

HSV 38 92.01/11.62 225

5 Conclusion

In fashionable digital progression and in an exceedingly video device, they need semi-
conductor diode to recently discovered applications like management, advanced driver
support, non-cooperative biometry, computer game, etc. data regarding the color which
will be pictured within the bar graph. The feature vector of every particle is predicated
on the distribution of pixels within the RGB and HSV color planes. RGB illustration
in particle filtering has been discovered to behave higher than HSV representation. The
superior performance of the RGB set up remains severally in keeping with the amount
of particles utilized in the particle filter. The longer term work is to investigate multiple
styles of motion methods in videos and additionally to get the foremost economical
illustration of particles.
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(a) X-Y Position:- 239,116 and Width and Height :- 2,13.5 

(b) X-Y Position:- 238,120 and Width and Height :-3.5,11

( c) X-Y Position:- 245,114 and Width and Height :- 2.5,16.5 

Fig. 2 Tracking results of particle filter for two subjects from two different videos with N = 400.
Left: HSV; Right: RGB [21]
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Abstract. Continuous authentication mechanism is gaining popularity
in the recent days as the conventional mechanism of authentication is
difficult for the user to memorize, such as the passcode and pattern, and
for the device and data, it is vulnerable to different types of attacks.
The continuous authentication mechanism has the advantage that, at
any point of time, without the user’s permission the device can check
the genuineness of the user credentials, thereby ensuring that the reg-
istered owner is using the device and the stored data. This technique
uses the behavioral biometric data which is difficult for an impersonator
to mimic and ensure the security of the data as well as to the device.
This paper proposes a method based on continuous authentication by
exploring the possibilities of the signals generated from micro-electro-
mechanical systems (MEMS) that are inbuilt in the smartphone. Signals
collected which are generated by the movement of the hand, orientation
of the device, and the holding behavior of the user are analyzed to get a
unique parameter, which will be used for the authentication purposes.

Keywords: Continuous authentication · HMOG · Biometric signals ·
Gait characteristics · F1 score

1 Introduction

Recently, smartphones have been playing a ubiquitous role in the life of human
beings as they have become an inevitable part of life. The last decade has seen
the rapid development in the field of smartphone technology and other handheld
devices which makes humans to heavily depend on these devices. These devices
can store huge amount of person-centric data, especially bank details,family
photos, and other personal information; users other than the actual owner must
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be blocked from using the phone which makes authentication a necessary and
inevitable prerequisite [1]. The simple and popular user authentication is using
a password, PIN, or pattern, which demands the user to memorize these infor-
mation and reproduce at the time of login. But such authentication mechanism
has got some drawbacks: (1) the authentication data can be lost or forgotten,
(2) it can be illegally shared or exposed to the attacker and can be used for
unauthorized access, and (3) these types of mechanisms are applied only once,
generally in the beginning of the activity, once passed the legal owner as well as
the intruder can continue the use of smartphone without any further authentica-
tion check. Repeated entry of the authentication key during an activity session
is annoying to the user and may distract the ongoing activity . In practical envi-
ronments, the user who has initially logged into the system may not be the same
person who is currenly working on the smartphone [2]. Other authentication
mechanisms are PIN and pattern input [3]. PIN and patterns are very small and
can be leaked or guessed very easily and is more prone to attacks, which further
attribute to the risk of information disclosure. This also suffers the drawback
of one-time authentication as in the case of a password. Thus to authenticate a
genuine smartphone user, some continuous authentication mechanisms have to
be evolved to ensure security of data. Previous research in this direction [4,5]
claimed 70% of users are not interested in protecting their smartphones using
either PIN or passcodes.

For authentication purpose in smartphone, watchword is the most fre-
quently used technique. Shoulder surfing, profile spoofing, wiretapping, dictio-
nary attacks, etc., are some of the vulnerabilities of this technique.The system
can be made more secure by using long and fanciful passwords, however, these
long passwords will eat up the precious resource in the handheld device. If the
user selects short or easy to recollect passwords, that will further enhance the
system vulnerability [6,7]. These passwords can be easily guessed or applied to
brute-force technique to break. The choice of graphical patterns have their own
disadvantage of forgetting the pattern. Yet another authentication mechanism
is using biometrics such as fingerprints or iris scan [8,9]. Here, the Identification
process takes much time and also the cost is high compared to other approaches.
Eventhough several graphical positive identification schemes are used as sub-
stitutes, nowadays, most of them have many disadvantages [10].The graphical
positive identification schemes done against shoulder surfing have major dis-
advantages like usability problems or take much longer time for users to login
[11,12].

User behavior-dependent authentication mechanism is an old technique
evolved in 1990s and is a behavior-based biometric authentication used in per-
sonal computing scenarios and was derived from user behavior such as mouse
interaction and keyboard handling and is difficult to be mimicked [11]. This
authentication mechanism derives the general profile of an authorized user from
the usage statistics. If the authentication mechanism detects a wide variation
in the profile that was created earlier and the current user activities, then
interprets it as an unauthorized access [13]. The advantage of behavior-based
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authentication is that, it can authorize a user not only at the time of login but
also during the entire system usage. Another advantage of such a system is the
absence of unnecessary dedicated electronic devices. Research in the direction
of behavior-based authentication mechanism for handheld devices have gained
momentum due to the advancements in MEMS technology. Eventhough a new
field of research, the authentication based on behavior-based mechanism have
progressed well [14,15] as in keystroke-based, accelerometer and other sensor-
based and touch screen-based biometrics. The gait characteristics of a human
can be collected using high-accuracy sensors present in the smartphone. Since
login process may not differ from one user to another user, most of the research
process is bounded to user’s first login process. The activities performed after
login process may be different for every user, making it harder to identify them.
Hence the area of behavior-based continuous user authentication after login is a
tricky situation, which is the motivation behind this work [16].

Modern smartphones are equipped with advanced MEMS, which can be used
for biometric authentication and in a continuous manner which are referred to
as sensor-based authentication [17]. The different gait characteristics of a human
can be collected and analyzed for authentication purpose in this type of mech-
anisms using the sensors in the smartphone [18–22]. Eventhough a lot of mech-
anisms have been proposed and are in use, they all have their own drawbacks
and limitations. Most of them need frequent user interaction, which annoys or
disturbs the user. Above all, the computation complexity and energy manage-
ment needs to be improved a lot. Thus this paper suggests an automatic way
of authenticating the user in a continuous mode after login without frequent
user interaction. The paper is organized as follows. Section 2 reviews the major
works that are carried out and Sect. 3 details the data collection and preprocess-
ing techniques, Sect. 4 presents the different feature extraction methods, Sect. 5
explains the various classifiers used, Sect. 6 is the comparative study of the recent
works, Sect. 7 details the proposed work, and Sect. 8 is the conclusion followed
by references.

2 Related Works

The continuous authentication and monitoring of smartphone users are done by
means of utilizing the motion sensors such as accelerometer, gyroscope, and other
sensors present in the smartphone. Data features like time domain, frequency
domain, and wavelet domain were extracted from the signals generated from the
motion sensors, and the characterization of the fine grains of user movements
were accomplished using empirical feature analysis [3].

The behavioral features like movement of the hand, orientation and grasp
(HMOG) derived from the sensor signals generated from the smartphone users
can also be used as an authentication mechanism in an unceasing manner [23].
This approach was efficient in capturing the subtle micro-movement as well as
the resulting orientation dynamics on the basis of the grasping behaviors, holding
and tapping method of a smartphone. The data for authentication of the smart-
phones were gathered under two main conditions: (1) sitting and (2) walking.
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The extracted features were evaluated on the basis of three different features
like HMOG, keystroke, and tap. Further, the evaluation of the features were
accomplished by authentication, biometric key generation (BKG), and energy
consumption on smartphones.

AnswerAuth is another authentication mechanism for smartphone users on
the basis of the behavioral biometric of the user in sliding and lifting movements
of the device [24]. This approach was based on the frequent behavioral features
that were utilized by the authorized user while sliding the screen lock button
in order to unlock the phone and the way the user brings the phone toward
the ear. These extracted features from the biometric behavior were derived
from the records by utilizing the built-in smartphone sensors like accelerome-
ter, gyrometer, gravity, magnetometer, and touch screen sensors. Further, the
user-friendliness of the proposed scheme was verified by usability study based
on Software Usability Scale (SUS).

Finger movements and pressure exerted on the screen can also be used as
authentication parameters. Safeguard is a re-authentication system for accurate
verification of smartphone users on the basis of on-screen finger movements and
pressure parameters [25]. There is a transparency for the users about the back-
end computation and processing on the key features. The unique features from
each user were extracted from angle-based metrics and pressure-based metrics
which will uniquely identify individual users.

Secure shaking of the smartphone in a controlled way can be used for secure
access of the device. ShakeIn is such a mechanism with the aspire of unlocking
the smartphone in a secured manner by means of shaking the phone [26]. The
effective motion sensors embedded in the smartphone capture the distinct and
dependable biometrical features of users’ shaking behavior of the phone. Further,
to enhance the authentication of the smartphones, ShakeIn had endowed the
users with an utmost flexibility in operation, thereby permitting the users to
customize the way of shaking the phone. Cao and Chang [27] formulated a novel
new framework for obtrusive and continuous mobile user verification with the
intention of diminishing the required frequency that it utilized by the user in
order to feed the security token. Further, the customized Hidden Markov Models
as well as sequential likelihood ratio test were employed to construct a cheap,
readily accessable, anonymized, and multimodal smartphone data.

Energy efficiency needs to be considered while developing any authentication
mechanism. An energy-efficient implicit authentication (IA) system on the basis
of adaptive sampling in order to choose the dynamic sets of activities for user
behavior in an automatic manner is proposed in [28]. The authentication features
were obtained from various activities like the location of the user, usage of appli-
cation, and motion of the user. The partially labeled Dirichlet allocation (PLDA)
was employed for more accurate extraction of the features. For battery-powered
mobile devices, the soft biometric-based authentication model was superior to
the hard biometric-based authentication as well as password-based authentica-
tion in terms of energy efficiency and lack of explicit user action. Gasti et al. [1]
have proposed an energy-preserving outsourced technique for continuous authen-
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tication by offloading the calculation overhead on an untrusted cloud. This type
of continuous authentication is desirous in case of low latency situations.

The existing password/pattern authentication method can be enhanced by
formulating an implicit authentication approach by employing an additional
security layer [29]. In this approach, three times the security checks were made
and that too in two steps: in the first step, the matching of the mobile angle
that the user holds the mobile was carried out and in the second step, the time
taken to draw the pattern as well as pattern check was performed. The result
of the work shows 95% as maximum accuracy and 60% as the lower range. Pri-
vacy preserving protocol is an alternate way for the secure authentication of the
smartphone [30]. The resources available in handheld devices are limited. Hence
the verifiers namely, scaled Euclidean and scaled Manhattan suffer the drawback
of limited memory in smartphones.

Touch dynamics is another area that can be exploited for user authentica-
tion in smartphones. The dynamic features of the touch dynamics are extracted
for active authentication by applying different classification techniques achieving
EER between 1.72 and 9.01% [2]. The work observed the increase in authentica-
tion accuracy with the increase in touch operation length. Yang et al. [9] protect
the smartphone with the users’ four different touch-based behavioral biomet-
rics and the behavioral model was trained using the one-class Support Vector
Machine and isolation Forest (iForest) algorithm.

Camera is another mechanism that can be exploited for authentication in
smartphones. An innovative user authentication by distinctively identifying the
camera with its high-frequency components of photo response and nonunifor-
mity of the optical sensor from the captured images is presented in [16]. It is
a server-based verification mechanism using adaptive random projections and
an innovative fuzzy extractor using polar codes. The probability of two cam-
eras having the same photo response nonuniformity in their imaging sensor is
negligible.

Authentication based on the bodily activity pattern of individual user can be
performed on signals from accelerometer, gyroscope, and magnetometer sensors
located in the smartphone and SVM, decision tree, and KNN are the machine
learning classifiers that are used for the individual recognition and authentica-
tion [13]. Alghamdi et al. [7] conducted an experiment to collect data for the
gestures like tapping, scrolling, dragging, and zooming and then machine learn-
ing classifiers were applied to achieve authentication and reached a good equal
error rate.

Biometric authentication in smartphones can be carried out by putting the
signature in the air by carrying the phone in the hand [8]. The signals generated
by the accelerometer are recorded and sent to the server for authentication. The
server cross-correlates the received data with the templates that are generated
in the learning phase and a satisfying threshold is used to authenticate the user
(Table 1).
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Table 1. Device, sensors, action context, and number of participants

Reference # Participants Action context Sensors Device

[18] 51 Gait Accelerometer Google G1

[53] 36 Walking, jogging, ascend-
ing, and descending stairs

Accelerometer Android

[54] 10 Answering or placing a
phone call

Accelerometer
and gyroscope

Android

[19] 36 Gait Accelerometer Motorola

[55] 30 Gait Accelerometer Google Nexus

[56] 8 Gait Accelerometer,
gyroscope,
magnetometer

Google Nexus

[57] 35 Gait Accelerometer Sony Xperia

[58] 100 Arm gesture Accelerometer
and gyroscope

Samsung S4

3 Data Collection and Preprocessing

Shen et al. [31] used 10 subjects with five different actions in five different posi-
tions and four different contexts to evaluate the influence of phone placement
in human activity. They used Savitzky–Golay filter for accelerometer data fil-
tering and Kalman filter for filtering gyroscope data. The filtered data is then
segmented using windowing with a window segment size of one second and with
an overlapping level of 50%.

Muazz et al. [32] use accelerometer to capture the data using 35 participants
keeping the phone in the trouser’s front pocket and walking for 2–3 min, and
then it is mean normalized. The constant sampling rate is obtained by linear
interpolation and to remove the random noise, Savitzky–Golay smoothing filter
is used.

Lee et al. [33] collected data from wearable and handheld devices and the
time and frequency domain features are extracted. The feature vector used for
authentication are the context feature vector and authentication feature vector.
Kernel ridge regression algorithm has been used for classification process.

Lee et al. [34] uses a multi-sensor authentication procedure and the data
are captured from magnetometer, orientation sensor, and accelerometer and the
dimensionality of the data set is reduced by averaging with a suitable window
size (Table 2).
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Table 2. Device Positioning and Preprocessing Methods

Reference # Device position Preprocessing

[35] Right hand side of the hip Interpolation, zero normalization,
piecewise linear approximation

[36] In a small purse fastened on
the right side of the hip

Noise removal, interpolation, nor-
malization

[37] Right back pocket Signal vector magnitude calcula-
tion, linear time interpolation, zero
normalization

[38] Smartwatch Time interpolation, low-pass filter-
ing

[39] Phone is facing outwards and
oriented vertically and placed
in the right pocket

Piecewise cubic spline interpolation,
resampling and normalization

[40] Right front pocket Cubic spline interpolation, low-pass
FIR

[41] Front left pocket Principal eigenvector calculation

4 Feature Extraction Methods

The preprocessed data has to be exploited to derive the features that are signifi-
cant for the system performance and is the basis of feature extraction. Many cat-
egories of feature extraction techniques exists in the literature like time domain,
frequency domain, wavelet domain, heuristic search, etc. [25]

Time domain technique is a simple statistical metric to collect information
from raw sensor data. The different measures in this category are mean, median,
variance, standard deviation, RMS, correlation, and cross-correlation. The other
functions in this category are signal vector magnitude and zero crossings. These
measures are used as input to a classifier algorithm or to some thresholding
algorithm.

Frequency domain techniques are used to find the repetition that correlates
the periodic nature of an activity. Fourier transform of a time-based signal gives
the dc component and dominant frequency component present in it. Another
recent approach is converting the sensor signals to discrete form by converting
into a window of approximate size, calculating the average and mapping to a
symbol. Then this coded form is analyzed to find the known pattern or to classify
the user activity (Table 3).
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Table 3. Feature extraction methods

Reference # Time domain Frequency domain Code based

[3] � � �
[24] �
[25] �
[26] � �
[2] �
[15] �

5 Classifiers

Classification is the final stage in the gait recognition system. A lot of classifiers
are used in the literature. A few of them are Decision Tree (DT), Naive Bayesian
(NB), k-Nearest Neighbor (KNN), Logistic Regression (LR), Support Vector
Machines (SVM), Neural Networks, and Random Forest.

Decision tree is a simple and powerful tool that uses a tree-like structure
to model decisions and its consequences. Each node in the tree contains nodes
that are originated from a root that contains the name of the field which is
also called object of analysis. The input field values are used to calculate the
likely value of the expected result. Neural network is a parallel computing system
with large number of nano-processors with a huge number of interconnections
between them. As in the case of real life, each interconnection has different
weights attached to it which shows the importance of the information processed
by the previous neuron. The product of input and the weight is fed to a mathe-
matical function which determines the neuron activation.

k-Nearest Neighbor (KNN) algorithm is based on a similarity measure by
storing all available data and calculating the position of the new one based on
this similarity test, i.e., the classification of new instance is done by assigning
a label which is closest to the k-training samples. The value of k can be chosen
randomly and the best choice of it depends on the data and the best value of k
can be achieved by a heuristic technique called cross-validation.

Support Vector Machine (SVM) derives a pattern or model from the input
data and fits it to a hyperplane to differentiate classes. A radial-based function
is used for training. The model will be validated using a fivefold cross-validation
in each training iteration. Bayesian network is used to show how long a window
stays opened without changing the status to be closed. Bayes classifier takes all
properties of an object to come to the conclusion in an independent way. Thus it
considered to be easy and fast and it uses the principle of maximum likelihood
method in applications.

In Random Forest classifier, the strong classifier is derived from weak classi-
fiers. A random subset of features was selected and searches for the best feature
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before splitting a node rather than searching for the most important feature.
This leads to a large diversity that typically results in a more robust model
(Table 4).

Table 4. Classifiers used for feature recognition

Reference # Decision tree Bayesian SVM Random Forest KNN HMM KRR

[42] �
[31] � �
[43] � �
[44] �
[33] �
[45] �
[46] �
[34] � � �
[47] �
[48] �
[49] � � �
[50] �

6 Performance Measures

The effectiveness of a biometric authentication can be evaluated using a lot of
metrics available in information security. False Acceptance Rate (FAR) is the
probability that the system erroneously identifies an attacker as an authorized
user. False Rejection Rate (FRR) indicates the probability of the system to
reject a genuine user from accessing the resources. Equal Error Rate (EER)
indicates the rate at which FRR and FAR are same. The accuracy of the system
is higher for lower value of ERR. True Positive Rate (TPR) is a proportion of all
identification attempts for the correct identification. False Positive Rate (FPR)
is the probability of incorrectly rejecting the invalid hypothesis for a particular
check. True Negative Rate (TNR) is the ratio of all recognition attempts to the
subjects identified incorrectly. Failure to Capture Rate (FCR) is the likelihood
that the system fails to sight a biometric input once given properly. False Match
Rate (FMR) is the probability of the system to falsely match input to a dissimilar
value. False non-match Rate (FNMR) is the probability of a failure to verify any
similarity between given value and required template.

7 Problem Definition

The literature has come out with several techniques for behavior-based authenti-
cation of smartphones as per Table 5. However, they require more improvements



178 V. P. R et al.

Table 5. Performance evaluation parameters

Reference # Measures used

[2] FAR, FRR

[3] EER, FAR, FRR

[6] Accuracy, precision, recall, F-measure, error rate

[7] FAR, FRR, EER

[23] EER

[24] TAR

[25] FAR, FRR

[28] Accuracy, precision

[37] ERR

[42] TPR, FPR, F1 score, accuracy

because of the lack of several features in behavioral authentication. In Sup-
port Vector Machine (SVM) and k-Nearest Neighbors (K-NN), the accuracy in
identification is high and it utilizes the one-class classifier as the indicator to
differentiate the authorized and the unauthorized users, hence the discrimina-
tion accuracy is high. Apart from this, it suffers the drawbacks like high EER
and it is infeasible to action-aware context and the placement-aware placement
process that takes place in authentication. Further, with HMOG [23], EER is
low while walking as well as sitting and in addition to that the sampling rate
is also low. Apart from this, it is not suitable under certain constraints like a)
walking or jogging at unusual speeds; (b) using the smartphone in different cli-
matic environments; and (c) applications which do not need any typing input.
Then, AnswerAuth [24] has the advantages like high TAR, and it is robust to
the possible mimicry attacks. Yet, it suffers the disadvantages like lack of con-
sideration on seamless detection of the users’ current activity and the training of
AnswerAuth is much complex. Then, SVM [25] has the advantages like low FAR
and low FRR. Further, the accuracy of authentication is much lower and this
identification process consumes more time. In ShakeIn [26], the average error
rate is low and the proposed model can work under different modes of trans-
port. In contrast to these advantages, it suffers the drawbacks like high FPE
and has no consideration on the physiological and behavioral characteristics.
Then, in customized Hidden Markov Models (HMM) and sequential likelihood
ratio test (SLR) [27], the detection rate is high and there is a high trade-off
between the security and usability. But, this method has low effectiveness and
efficiency and it too consumes high time in identification and makes use of much
battery resources. Moreover, in PLDA [28], there is more accuracy and precision
in feature extraction and light weight authentication. This method is unable to
provide a solution to the deviation problem of user behavior. Then, in Markov-
based decision procedure, the accuracy in identification as well as authentication
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is high and the identification process consumes much time. Thus, the necessity
of designing an optimal authentication model becomes essential (Table 6).

8 Methodology

In the current scenario, the commonly available smartphone authentication
mechanisms like fingerprint images, PINs, and graphical passcodes are limited in
terms of security. In case of the fingerprint, iris-based biometric scans, etc., there
is high level of probability in spoofing. Apart from this, the fundamental limita-
tion behind the other authentication technique like PINs, passwords, and pattern
draws are that they are susceptible to be guessed and the other channel attacks
like the smudge, reflection, and video capture attacks have high probability of
occurrence. This contributes them inefficient, when the smartphone’s access is

Table 6. Features and challenges of behavior-based smartphone authentication

Reference # Adopted
methodology

Features Challenges

[3] KNN and SVM High authentication and
re-authentication accu-
racy. High discrimination
accuracy

High equal error rates (EER)
Feasible in placement-aware
placement and the action-aware
context

[23] HMOG Low EER while walking
and sitting. Low sensor
sampling rate

Not applicable under stringent
constraints. Lack of cross-device
interoperability.

[24] AnswerAuth High acceptance rate
(tar). Highly robust
against the possible
mimicry attacks.

Not considered speed and seam-
less detection of the users cur-
rent activity. The training of
AnswerAuth is difficult.

[25] SVM Low false rejection rate
(FRR) and low false
acceptance rate (FAR).

Low accuracy Tedious process

[26] ShakeIn Low average equal error
rate. Shows high reli-
ability and works well
under various transporta-
tion modes

Under shoulder-surfing attacks,
possesses high false positive
errors (FPE). No consideration
on both physiological and behav-
ioral characteristics

[27] HMM and SLR Detecting illegitimate
users rate is high. High
trade-off between usabil-
ity and security

Low effectiveness and efficiency.
High time consumption and high
battery-power usage

[28] PLDA More accurate and pre-
cious feature extraction,
high compatibility

Behavior deviation is left
unsolved Time consumption is
high

[29] Markov-based
decision proce-
dure

High accuracy Low False
positives (FP) and False
negatives (FN) rate

More expensive Slow identifica-
tion process
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gained by an attacker after login. Active biometric authentication or continu-
ous biometric authentication addresses these challenges by constantly and indis-
tinguishably authenticating the user via signals generated through behavioral
biometric, such as voice, phone location, touch screen communications, hand
movements, and gait. So, to override the challenges faced by the traditional
smartphone authentication techniques, the proposed smartphone authentication
model is based on two main phases, viz., (i) Feature Extraction and (ii) Classi-
fication. The initial stage behind this research is feature collection and they are
gathered from the Hand Orientation, Grasp, and Movement (HMOG) for contin-
uous monitoring of the authenticated smartphone users. The main contributors
of HMOG is the gyroscope, magnetometer, and accelerometer readings with the
intention of unobtrusively capturing fine-drawn micro-movements of hand and
orientation patterns produced when a user taps on the screen. The proposed fea-
ture extraction model uses the HMOG features, where the main intention will
be on converting those HMOG features to another domain and the transformed
optimal HMOG features are extracted, which need to be classified. The classifi-
cation of the selected features is done by employing a suitable machine learning
tool. Hence, the classified output shall recognize whether the respective user is
authorized or not.

9 Conclusion

The proposed behavior-based smartphone authentication model has to be car-
ried out in Android smartphones and the experimented outcome will be investi-
gated. The performance of the proposed model will be analyzed by determining
Type I and Type II measures. Here, Type I measures are positive measures like
Accuracy, Sensitivity, Specificity, Precision, Negative Predictive Value (NPV),
F1-score, and Mathews Correlation Coefficient (MCC), and Type II measures
are negative measures like False Negative Rate (FNR), False Discovery Rate
(FDR), and False Positive Rate (FPR).
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Abstract. Remarkable advancement in social media websites and chats, sharing
photos, audios, and videos has become very easy and dangerous. Digital image
watermarking technique has the potential to address the issue of privacy, owner-
ship, and authenticity of the media shared using such medium. Invisible digital
imagewatermarking techniques are necessarywhich are imperceptiblewithin host
image and robust to common signal and image processing attacks. In this paper,
we present a watermarking technique for digital images through adaptive textur-
ization, statistical parameters, and Bhattacharya distance. The primary idea is to
segment the host image into four different regions based on frequency distribution
using discrete wavelet transform. Subsequently important statistical parameters
mostly applied in image processing techniques such as mean, standard deviation,
skew, kurtosis, and variance are calculated from the wavelet transform coeffi-
cients of each region of host and watermark image. These statistical parameters
of segmented regions of host and watermark image are then applied to obtain
Bhattacharya distance. Wavelet transform coefficients of watermark image are
embedded into wavelet transform coefficients of one of the regions of carrier
image with minimum Bhattacharya distance through embedding factor. Perfor-
mance of the technique was tested on multiple host and watermark images under
common image processing attacks, which yield better results.

Keywords: Digital image watermarking · Discrete wavelet transform (DWT) ·
Statistical parameters · Bhattacharya distance · Embedding factor

1 Introduction

The remarkable development in very high-speed local area network (LAN), wide area
network (WAN), metropolitan area network (MAN), internet technology and social
media websites and chats sharing of photos, audios and videos has become very easy
and dangerous. Due to sharing of digital multimedia documents such as images, audios,
and video sequences by uploading/downloading/circulating/forwarding intentionally or
unintentionally on socialmediawebsites such as Facebook, Twitter, LinkedIn, andWhat-
sApp. Manipulating, copying, and moderating of data are very simple since one and all
have got access to the data/information through several signal and image processing
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algorithms. Furthermore an original copy of digital images, videos is not distinguish-
able from the inventive record. Hence copyright protection and owner authentication
has been more and more challenging tasks for multimedia data [1–3]. Nowadays it has
been extremely necessary to propose, innovate, design, and develop an image processing
algorithm for copyright protection, protection against duplication, and authentication of
digital multimedia contents. Digital watermark is a message/data/information which is
exactly simpler to digital signature. This signature is then embedded into digital mul-
timedia files that can be detected or extracted later to prove the authenticity of the
owner or inventor [4–6]. The complete method of embedding/extracting digital water-
mark information in the form of signature (text/image) into digital multimedia content is
termed as digital watermarking. Sharing/posting/uploading an image on website require
resizing, contrast adjustments, cropping, and compression through JPEG or any other
compression algorithms which may result in partial or complete damage to host image
that requires sophisticated image processing and watermarking algorithms.

Digital image watermarking techniques have been the focus of many researchers
since the last two/three decades. The major objective of the digital image watermarking
techniques is to prove the authenticity of the documents as when challenged by compar-
ing extracted watermark with the original watermark [7–9]. Watermarking is interesting
to investigate due to several reasons such as invisibility and robustness to various sig-
nal and image processing attacks such as cropping, geometric rotations, noise attack,
and deformations. Therefore watermarking technique necessarily requires handling of
in image imperceptibility, resistant to attacks, large number of watermarks, and robust-
ness. Combinations of spatial and transformed domains techniques have been leveraged
by many engineers and researchers to take advantage of both the domains. Also various
other mathematical and statistical models and many other mostly applied interdisci-
plinary approaches in digital image processing: such as chaotic theory, fractal image
coding, and adaptive techniques are explored. Transformed domain techniques using
DCT and DWT are also exploited to embed digital image watermark into host image
[10]. In [11] maximum entropy subband of the carrier image was explored for digi-
tal image watermarking, also subbands of the logo were shuffled to provide security
to watermarked image. In [12] combination of DWT with singular value decomposi-
tion (SVD) techniques were presented for watermarking. In this method singular value
matrix is embedded into the carrier image, whereas the remaining two unitary matrices
are left intact which contents significant information.Whereas during extraction process
these two unitary matrices are employed resulting in better robustness. In [13] water-
mark image was encrypted into random noise signal before watermarked into host image
throughDWT to enhance its security.Whereas in [14]Arnold transformwas employed to
enhance the security of the watermark image. Thereafter the logo embedded into LL sub-
band of the carrier image that contains the high magnitude coefficients. In [6] proposed
to identify region in carrier image for watermarking, thereafter the statistical properties
of the region were employed to obtain a fusion of digital image watermark and statis-
tical image synthesis for invisible image watermarking. However it is desired to build
an invisible image watermarking technique that employs previously known techniques
but adopting adaptive techniques without sacrificing on the security of the watermark.
In this paper, we present a watermarking technique for digital images through adaptive
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texturization, statistical parameters, and Bhattacharya distance. The primary idea is to
segment the host image into four different regions based on frequency distribution using
discretewavelet transform. Subsequently important statistical parametersmostly applied
in image processing techniques such as mean, standard deviation, skew, kurtosis, and
variance are calculated from the wavelet transform coefficients of each regions of host
and watermark image. These statistical parameters of segmented regions of host and
watermark image are then applied to obtain Bhattacharya distance. Wavelet transform
coefficients of watermark image are embedded intowavelet transform coefficients of one
of the regions of carrier image with minimumBhattacharya distance through embedding
factor. Performance of the technique was tested on multiple host and watermark images
under common image processing attacks, which yield better results.

The paper is systematically prepared as Sect. 2 illustrates the embedding and extrac-
tion procedure, Sect. 3 demonstrates simulation results and finally conclusion derived
from the results is stated in Sect. 4.

2 Watermark Embedding and Extraction Procedure

Digital image watermark embedding algorithm comprises several stages as segmenta-
tion in frequency using DWT, statistical parameter extraction, computing Bhattacharya
distance, and watermark embedding in frequency/wavelet domain. Robustness of the
proposed algorithm is enhanced by embedding all frequency/wavelet coefficients of
watermark image into frequency/wavelet coefficients of selected region of host image.
Whereas computing Bhattacharya distance in this manner enhances imperceptibility
through matching texture of watermark image with the region of host image. Figure 1
shows the several stages in digital image watermarking through block diagram and it’s
embedding and extraction procedure is explained.

2.1 Watermark Embedding Procedure

Let input host image (I) and watermark image (w) are 8-bit gray scale of the size p × q.
Watermark embedding algorithm is detailed point wise as follows:

1. Read the input host (I) and watermark (w) image.
2. Convert color host and logo image into gray scale image.
3. Host image was segmented into four regions to identify the best region for

watermark embedding.
4. Each segmented region of host image (I) was decomposed into four (4) subbands

LL, LH, HL, and HH using Debauches 2D DWT.
5. Similarly watermark image was decomposed into four (4) subbands LL, LH, HL,

and HH using Debauches 2D DWT.
6. Determine statistical parameters such as mean (μ), standard deviation (σ ), variance

(ν), skew (α), and kurtosis (γ ) for each region of the carrier image and logo.

μmn = Emn

p × q
(1)
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Fig. 1 Stages in digital image watermarking using block diagram

σmn =
√∑

x
∑

y(|Gmn(x, y)| − μmn)2

√
(p × q) − 1

(2)

vmn =
∑

x
∑

y(|Gmn(x, y)| − μmn)
2

(p × q) − 1
(3)

αmn =
∑

x
∑

y(|Gmn(x, y)| − μmn)
3

σ 3 (4)

γmn =
∑

x
∑

y(|Gmn(x, y)| − μmn)
4

σ 4 (5)

7. Determine the Bhattacharya distance (dxy) between each subband of the region of
carrier image and logo.

dxy = 0.125 ∗
((

μx − μy
)

vxy

)
∗

((
μx − μy

)

vxy

)T

+ 0.5 ∗ log

(
vxy√

vx + vy

)
(6)

where

vxy =
(
vx + vy

)

2
(7)
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8. Determine embedding factor alpha for each subbands through Bhattacharya
distance and visibility controlling factor k.

alpha = k ∗ 1(
1 + edxy

) (8)

9. Embed the wavelet coefficients of logo image into least Bhattacharya distance
region of the carrier image through alpha an embedding factor.

I e(x, y) = (alpha ∗ w(x, y)) + I (x, y) (9)

10. Two (2) dimensional Debauches (2D) IDWT is applied on the LL, LH, HL, and
HH subband coefficients of the watermark embedded host image (I e).

The complete process ofwatermark embedding into input host image throughwavelet
domain is described in the algorithm, whereas the process of watermark extraction is
discussed in the next section.

2.2 Watermark Extraction Procedure

Let Ie and I representwatermark embedded and host image of the size p× q, respectively.
The steps involved in the complete process of extraction of watermark from the host
image are illustrated as follows.

1. Read the original host and watermarked host image of the size p × q.
2. Convert color host image into gray scale image.
3. Watermarked host and original host image were segmented into four regions.
4. Each region ofwatermark embedded host imagewas decomposed into four subbands

LL, LH, HL, and HH using Debauches 2D DWT.
5. Similarly each region of the carrier image was decomposed into four (4) subbands

LL, LH, HL, and HH using Debauches 2D DWT.
6. Extract watermark from each region of the watermarked host and original water-

marked image through embedding factor alpha.

w(x, y) = (Ie(x, y) − I (x, y))

alpha
(10)

7. Two (2) dimensional Debauches (2D) IDWT is applied to the resultant of all subband
coefficients of watermark image.

8. Determine the watermarking parameters between original and extracted watermark
image with and without image processing attacks such as noise, compression, and
geometric.

The complete process of embedding and extraction of watermark is discussed in this
section, simulation results obtained after implementation of the above algorithm using
computer programming language MATLAB is discussed in the next section.
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3 Simulation Results

The comprehensive qualitative and measurable performance evaluation of the proposed
adaptive technique using adaptive texturization, statistical parameters, and Bhattacharya
distance is presented in this section. Figure 2 depicts the several host images and water-
mark image applied for demonstrations, which are classified based on varying texturiza-
tion. Image Lena with ironic mix of directional texture which is distributed globally all
over the entire image. Image garden has ironic mix of undirectional/random texture all
over the host image. Whereas images fruits and scenery are poor in texture with fewer
distribution all over the images andmore color concentration in small areas. Performance
evaluation of the proposed algorithm through peak signal to noise ratio (PSNR) and nor-
malized correlation coefficient (NCC) was attempted. Robustness of the algorithm was
measured by introducing geometrical attack, salt and pepper noise attack, and JPEG
compression attack. Figures 3 and 4 show the respective extracted watermark images
from Lena, garden, scenery, and fruits host images without and with the introduction of
above attacks, respectively.

Lena Garden Scenery Fruits

(a) Carrier images

(b) Watermark image

Fig. 2 Host and watermark images

Fig. 3 Retrieved watermark images from host image without attacks
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(a)  Noise (b)  Geometric (c)  Compression 

Fig. 4 Retrieved watermark images from host image after several attacks

The measured parameters PSNR and NCC are depicted in Tables 1 and 2 for the
retrievedwatermark images without andwith introduction of above attacks, respectively.
Comparison of the proposed method with similar method proposed in [8] is depicted in
Table 3. The method in [8] does not segment host image into four regions for effective
texture matching between host and watermark images.

Table 1 PSNR and CC parameters without geometric, noise, and compression attack

Parameters Lena Garden Scenery Fruits

PSNR (dB) 61.48 62.37 62.56 62.4

NCC 0.83 0.89 0.92 0.82

4 Conclusion

In this paper, we present a watermarking technique for digital images through adaptive
texturization, statistical parameters, and Bhattacharya distance. The primary idea is to
segment the host image into four different regions based on frequency distribution using
discretewavelet transform. Subsequently important statistical parametersmostly applied
in image processing techniques such as mean, standard deviation, skew, kurtosis, and
variance are calculated from the wavelet transform coefficients of each region of host
and watermark image. These statistical parameters of segmented regions of host and
watermark image are then applied to obtain Bhattacharya distance. Wavelet transform
coefficients of watermark image are embedded intowavelet transform coefficients of one
of the regions of carrier image with minimum Bhattacharya distance through embed-
ding factor. Several host images and watermark image applied for demonstrations were
classified based on varying texturization. Images with ironic mix of directional texture
and undirectional/random texture all over the host image also image with poor in texture
and more color concentration in small areas. Adaptive frequency domain approach sug-
gests better watermarking technique in terms of robustness and imperceptibility. Further
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Table 2 PSNR and CC parameters with geometric, noise, and compression attack

Attacks Parameters Lena Garden Fruits

Noise PSNR
(dB)

41.24 40.67 39.43

NCC 0.51 0.52 0.49

Geometric PSNR
(dB)

38.95 37.23 36.45

NCC 0.65 0.66 0.67

Compression PSNR
(dB)

34.54 35.66 36.73

NCC 0.56 0.57 0.59

Table 3 Comparison of the proposed method through PSNR and CC values for Lena image

Parameters Proposed method [8]

PSNR (dB) Without attack 61.48 47.79

CC 0.83 1.0

PSNR (dB) With noise attack 41.24 32.15

CC 0.51 0.1458

security of the watermark image can be added to the existing algorithm to make it more
secure through adopting encryption algorithms.
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Abstract. Wavelet Packet Transform (WPT) is one of the generalized
forms of the wavelet transform that has been a subject of interest for
a variety of researchers. Owing to the multi-resolution characteristic of
WPT, it has stepped into various research fields. The literature presents
WPT as an iterative filtering and sub-sampling procedure, generally
applied over a set of input feature vectors. In this work, we propose WPT
as a linear encoder that packs the iterative process in the form of a trans-
formation matrix. This results in a one-step matrix realization of complex
and iterative WPT. The proposed matrix implementation is compared
with state-of-the-art iterative DWT and Wavelet Packet Decomposition
used in a variety of hardware- and software-defined languages. The pro-
posed Wavelet Packet Matrix surpasses the baseline methods in terms
of increased speed and reduction in process complexity. The generated
sparse matrix can be a rapid transformation stage in real-time systems.
It becomes handy in compressed sensing, harmonic analysis of signal and
other applications involving iterative WPT analysis.

Keywords: Wavelet Packet Transform · Discrete wavelet transform ·
Refinement relation

1 Introduction of Wavelet

Wavelet Transform (WT) has been a topic of interest for researchers among
various disciplines for more than three decades. The multi-resolution analysis
is one of the salient features of WT. Applications like audio, image and video
compression, time-frequency analysis, noise cancellation, image watermarking
and voice conversion explore this basic property of WT [1]. Each of these systems
represents input signal space in wavelet domain using iterative decomposition
of smaller segments of input signal. Each level of decomposition views signal
at resolution independent of the others. Hence, WT is also sometimes regarded
as, signal processing microscope [2]. Depending on applications, some of the
resulting sub-bands can be neglected as in noise cancellation and compression
or modified as in watermarking and voice conversion.

c© Springer Nature Singapore Pte Ltd. 2020
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WT is the result of incompetence of Fourier and short-time Fourier trans-
forms in solving simultaneous time and frequency localization. The first Haar
function, named after a Hungarian mathematician Alfred Haar, is the simplest
form of wavelet transform introduced as functional decomposition of any real-
time continuous domain signal. But this type of analysis function does not sup-
port lossless re-synthesis. Later, a British-Hungarian physicist, Denis Gabor,
introduced short-time analysis of signals using Fourier transform called as Gabor
transform. Such an analysis provided valuable directional information in solving
image classification problems at the cost of increased computational complex-
ity. The main disadvantage of Gabor transform is that it is not orthogonal and
hence non-separable. In 1984 Meyer officially coined a word ‘Wavelet’ and intro-
duced the concept of ‘orthogonality’ for designing of WT as a separable trans-
form in analysis of seismic signal using finite duration signals of wave nature.
Not later than a year or two, Mallat introduced the concept of multi-resolution
analysis along with sequential pyramidal structure for WT and Wavelet Packet
Transform (WPT). According to [1], vector representation of wavelet transform
can be regarded as a choice of orthogonal based from an infinite set and it is
only application concern. Similar results were delivered by Ingrid Daubechies
while presenting new class of wavelets as digital filters (known as db1–db10).
Meanwhile, many variants of similar transform such as morlet, coiflet, symlet,
biorthogonal and reverse biorthogonal have been introduced in the context of
variety of applications.

The theoretical institution suggests wavelet as an iterative implementation
of filtering followed by sub-sampling [1]. But, the modern-day computational
analysis demands fast and efficient representation of such an invaluable technique
for real-time system integration. In [3], the author proposes linear procedure of
wavelet tree decomposition as a matrix representation. In this work, we explore
a similar approach to generate matrix representation for more generalized WPT
decomposition.

2 Wavelet Analysis

Technically, WT analysis is a combination of conjugate mirror filtering fol-
lowed by sub-sampling of signals. Mathematically, WT is defined as the cross-
correlation between input signal f(t) and Wavelet function (also called as Mother
Wavelet) Ψ(t), where

Ψm,µ(t) =
1√
m

Ψ

(
t − μ

m

)
(1)

where (m,μ) are dilation and translation factors, respectively. Hence, wavelet
transform is calculated as

Wm,µ(t) = 〈f(t), Ψ(t)〉 =
∫ ∞

−∞
f(t) Ψ∗

m,µ(t) (2)

The admissible conditions for any function to be a Wavelet function are zeros
mean (i.e. Wave) and finite energy (i.e. let).
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The simplest class of WT is Orthogonal Dyadic Wavelets include filtering by
two conjugate mirror filters followed by down-sampling by a factor of 2. Hence,
Eq. (2) can be modified to represent discrete time signal x ∈ R which can be
represented using dyadic sampled version of Eq. (1) as

W k
m,µ =

∞∑
−∞

x 2−k/2Ψ
(
2−kt − μk

)
(3)

where k is the level of decomposition. Here, translation factor μk has to be a
discrete value. Discrete WT (DWT) from filters point of view is an iterative
procedure, best defined using refinement relation,

Sk[n] =
mµ+N∑
j=mµ

h(j − mμ) Sk+1[n] (4)

Dk[n] =
mµ+N∑
j=mµ

g(j − mμ) Sk+1[n] (5)

where (h, g) are conjugate mirror filters and N is support of mirror filter (i.e.
one less than filter length). S is the approximate part and D is the detail part
of output DWT.

On the other hand, linear algebra defines DWT as simple matrix multiplica-
tion [3]. For First level of decomposition input signal X ∈ R

l, we have

W 1 = Φ1
l X =

[
S1
l/2

D1
l/2

]
X (6)

where Φ is (l ∗ l) Wavelet matrix generated using n column transformations of
identity matrix [3]. DWT at each level can be calculated using Wavelet matrix
at that level (Φk : k ∈ Z). The wavelet matrices at consecutive level are related
as

Φk+1
l =

[
Φk

l/2k 0
0 Ikl−l/2k

]
Φk

l (7)

One of the ways of generating initial matrix (Φ1
l ) has been proposed in [3].

Such type of decomposition works fine for generating wavelet tree, where only
approximate part is analyzed at successive decomposition levels. In this work,
we modify the Wavelet matrix to evaluate most general WPT decomposition at
the output.

3 Wavelet Packet Matrix

Wavelet Packet analysis is a comprehensive WT, where not only approximate
but also detail component of decomposition is further analyzed. The distinct
characteristic between Wavelet Tree and Wavelet Packet Tree is depicted in
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Fig. 1. It can be seen that third level Wavelet Tree is signal representation using
one approximation component (H) and detail components (G) at third as well
as all lower levels. On the other hand, Wavelet Packet Tree at third level is
a set of orthogonal representations with four approximation components and
four detail components. WPT, as shown in Fig. 1, is a conjugate mirror filtering
where each component yields two new components at successive decompositions.
Such a procedure can be replicated to generate higher decomposition levels. As
discussed in section II, we propose a singleton Wavelet matrix representation to
encase such an iterative process, which can be easily implemented at hardware
as well as software levels.

Fig. 1. Level 3 Wavelet Tree and Wavelet Packet Tree

The name ‘singleton’ itself suggests substitution of a complex but repeti-
tive process in WT by a one-step matrix multiplication process. Such a matrix
representation requests a closer look at refinement equations and deduces the
similarity and differences between ordinary WT and WPT. Accordingly we must
modify matrix equations as discussed in Sect. 2. The combination of Eqs. (6) and
(7) presents the most important conclusion,

Sk
l/2k =

k−1∏
j=1

Φj
l/2jS

j
l/2j (8)

Dk
l−l/2k =

k−1∏
j=1

Ijl−l/2jD
j
l−l/2j (9)
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The equation intuitively supports the theoretical difference between WT and
WPT, i.e. detail coefficients are left for higher levels of decomposition. Therefore,
the preliminary modification we suggest is replacing identity matrix (Ij) by sub-
sampled Wavelet matrix at same level (Φj

l/2j ). The modified equation for WPT
analysis becomes

Wk,s
l/2k

=
k−1∏
j=1

Φj
l−l/2jW

j,s
l/2j (10)

where {s ∈ Z0≤s<2k} denotes the sub-band index at each level of decomposition.
The WPT matrix can be written as

Φk+1
l =

⎡
⎢⎢⎢⎢⎢⎣

Φk
l/2k 0 ... 0
0 Φk

l/2k ... 0
... ... ... ...
... ... ... ...
0 0 ... Φk

l/2k

⎤
⎥⎥⎥⎥⎥⎦

Φk
l (11)

Now that we have generalized the WPT analysis matrix, the only concern
is obtaining the initial Wavelet matrix (Φ) at each level of decomposition using
just the conjugate mirror filters.

4 Matrix Through Filter Coefficients

In [3], the author proposed some sort of sub-band alignment technique to gener-
ate a relation between impulse response of filters and Wavelet Tree Matrix. We
can use exactly the same algorithm to generate initial decomposition matrices,
as only the organization of the matrix has been changed while the processing
remains the same. Though we have a former method, we would like to propose
a much simpler approach to reach the same output matrix.

We recall refinement relation from Eq. (4), expanding wavelet coefficients
in terms of conjugate mirror filters with impulse responses h (low pass) and g
(high pass). Consider a wavelet with finite impulse response of length ‘N ’, we
have {hi ∈ R : i ∈ Z0≤i≤N} and {gi ∈ R : i ∈ Z0≤i≤N}. The conjugate high-pass
filter (g) can be easily calculated using low-pass impulse response as shown in
Eq. (12).

g[n] = (−1)nh[N − n] (12)

Wavelet as a filter is a mapping defined as {Ψ : Rl �→ R
l}. Hence, we understand

wavelet mapping as a simple circular convolution, preserving signal dimension-
ality for variable size of impulse responses [4].

The detailed procedure for generating initial Wavelet matrix is described in
Table 1. As discussed in Table 1, we pad required number of zeros to maintain
input–output dimensionality matching. We generate two separate matrices for
low-pass (Hk) and high-pass (Gk) filtering. Finally, full Wavelet matrix (Φ) is a
simple row concatenation of both the matrices.
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Table 1. Steps to generate wavelet packet matrix

1. Rearrange low pass impulse response (h) coefficients as single row vector.

• Filter length < Signal dimension (N < l)
Pad (l − N) zeros at the end of impulse response to make dimensionality of
both vectors to be same.

H ≡ [h zeros(l − N)]

• Filter length > Signal dimension (N > l)
Pad zeros at the end of impulse response to make length of impulse response,
as integral multiple of signal dimension (i.e. N = m ∗ l). Then, split the
impulse response in smaller segments, each of dimension ‘l’.

hsegi,j = {hi(j ∗ i) : i ∈ {0 : l − 1}, j ∈ {1 : m}}
where, i, j are indices of impulse response coefficient and segment, respectively.

• Filter length = Signal dimension (N = l)
Use original impulse response as it is for further processing.

H ≡ h

2. If (N > l)
Add coefficients of all segments element-by-element to generate a single filter
response of the order of ‘l’. This is same as generating circular convolution result
using linear convolution.

H ≡
∑

∀j
hsegi,j

3. Appoint the current impulse response vector (H) as, the first row of wavelet matrix
(H1).

4. Each successive row is circularly shifted version by factor of 2 (Dyadic) of former
row. We can generate l/2 such distinct translations to get upper half-circulant
Wavelet Matrix.

Hk ≡ Hk−1(i + 2)|modulo l, k = 2, 3, . . . , l/2

5. Repeat steps (1– 4) to generate lower half-circulant Wavelet Matrix (Gk) using
high pass impulse response (g).

6. Full Wavelet Matrix is concatenation of low pass and high pass half-circulant
matrices.

Let’s generate fourth order (n = 4) ‘db3’ Wavelet matrix for 1 level (k = 1)
decomposition. The original low-pass impulse response will be h = {0.0352,
−0.0854, −0.1350, 0.4599, 0.8069, 0.3327}. We now divide this response into seg-
ments each of dimension ‘4’and add both segments to generate desired low-pass
filter response. This becomes the first row of Wavelet matrix, while successive
rows are generated by circular shift of 2 (i.e. Dyadic) [1]. Along similar lines,
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we generate high-pass response with the help of Eq. (12). Finally, the Wavelet
matrix is row concatenation of low- and high-pass filters.

Φ1
4 =

⎡
⎢⎢⎣

H1

H2

G1

G2

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

0.8421 0.2473 −0.1350 0.4599
−0.1350 0.4599 0.8421 0.2473
−0.2473 0.8421 −0.4599 −0.1350
−0.4599 −0.1350 −0.2473 0.8421

⎤
⎥⎥⎦

Hence, similar results can be achieved with less complexity as presented in
[3]. Higher level of decomposition, i.e. k = 2 can be obtained using relation
defined in Eq.(11).

Φ2
4 =

[
Φ1
2 0

0 Φ1
2

]
Φ1
4 =

⎡
⎢⎢⎣

0.5000 0.5000 0.5000 0.5000
−0.6909 0.1504 0.6909 −0.1504
−0.5000 0.5000 −0.5000 0.5000
−0.1504 −0.6909 0.1504 0.6909

⎤
⎥⎥⎦

We can obtain Φ1
2, by replicating the above procedure with segments of dimension

‘2’. Another simpler alternative is to reformat Φ1
4 to [4 ∗ 2] by circular addition

and then sub-sample [rows:columns] in ratio [1 : 2].

5 Matrix Analysis

The primary goal of this work is to design a simple and efficient predefined
matrix for Wavelet Packet analysis. As seen in the above sections, we are able
to generate WPT matrix for given signal dimension and desired decomposition
level. Hence, 1D WPT analysis becomes a single-step matrix multiplication.

W = Φk
n X (13)

where W : Wavelet Packet Coefficient Matrix, Φk
n : kth level WPT matrix of

order n, X : {x1, x2, . . . , xm : xi ∈ R
n} WTs focused in this work are orthog-

onal transforms. Hence, for higher dimensional signals we can calculate WPT
coefficients by applying separable transform for each dimension. For example,
2D WPT coefficients for image (I(n∗n)) can be calculated as [1],

W = Φk
n I (Φk

n)T (14)

Similar procedure can be followed for higher dimensional WPT analysis. Such
matrix multiplication act as rapid and efficient transformation alternative to
iterative filtering and sub-sampling procedures. Having witnessed the implemen-
tation, we must comprehend the advantages and limitations of proposed Wavelet
Packet Matrix.
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5.1 Advantages

In this section, we compare the performance of the proposed matrix method with
baseline Wavelet Packet Decomposition (WPDEC) technique used in MATLAB
and state-of-the-art iterative DWT decomposition algorithms used in several
other languages. The speed here refers to the process time taken to execute a
particular operation. Lower the process time, faster the method and thus, better
is the implementation. The process times required by three different methods at
various levels and increasing number of decomposition samples are plotted on a
semi-log scale as shown in Fig. 2.

Fig. 2. Comparing process times for WPDEC, DWT and proposed matrix method

Process time for the proposed method is significantly reduced compared to
rest of the approaches. It can also be observed that, with increased decomposition
levels, both WPDEC and DWT-based implementations consume more time,
whereas increase in time for the proposed method is insignificant. We have also
examined the effect of increasing wavelet filter length on speed and observed no
significant variation. This may be due to the fact that signal dimension is much
greater than the filter length and thus dominates its effect on process time.

The complexity of the process is estimated as the number of multiplications
and additions required to a complete particular operation, defined as process
cost. Both WPDC and DWT algorithms are equally costly processes. Table 2
lists the process costs for wavelet filter of the order ‘N ’and input signal dimen-
sionality ‘l ’and m decomposition samples.
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Table 2. Process complexity for WPDEC, DWT and proposed matrix method

Method Process cost

WPDEC/ DWT Mul : (N2 + l ∗ N) ∗ m Add : (l + N) ∗ m

Considering general statistics, (N << l << m)

Mul : l ∗ N ∗ m Add : l ∗ m

Proposed Mul : (N2 + l ∗ N) ∗ m Add : (l + N) ∗ m

Considering sparse representation,

Mul : N ∗ N ∗ m Add : l ∗ m

As shown in Table 2 general cost for all the process remains the same. But
considering the general statistics (N << l << m), the sparse representation
of Wavelet matrix has significantly reduced the number of multiplications. This
is very much advantageous in case of DSP and Embedded processors, where
multiplication is a costly process. Though we have not considered process cost
for Wavelet matrix formation, it would be insignificant as most of the operations
are simple shifting.

5.2 Limitations

Besides the various advantages put forth, the proposed matrix implementation
also imposes certain limitations, as discussed below. For baseline WPDEC and
DWT algorithm, we need to store only the filter coefficients for successful imple-
mentation. On the other hand, the proposed algorithm requires additional stor-
age for Wavelet matrix, directly proportional to square of the input signal dimen-
sion. Though such a storage requirement can be easily fulfilled in modern-day
processors, it will be problematic for very high signal dimensionality. Also, the
proposed method will not be efficient on rare occasions, where the number of
decomposition samples is small and comparable to signal dimensionality.

The maximum decomposition level is directly proportional to input signal
dimensionality. In case of dyadic wavelets, it is defined as the ‘log2 l’, where
‘l’ is input signal dimensionality. Hence, all decomposition matrices must have
dimensions of the order of 2. Similarly, to follow the rules of matrix multipli-
cation, we must make input dimensionality also of the order of 2. For perfect
reconstruction, care must be taken to eliminate required zeros padding during
analysis process.

6 Conclusion

Discrete implementation of Wavelet and Wavelet Packet Transforms present
a repetitive architecture. The primary aim of this work is to generalize such
procedures in the form of a transformation matrix. We use general refinement
expressions to establish relation between wavelet coefficients and filter responses.
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Taking the advantage of the orthogonal nature of transform a Wavelet matrix
is formed. This reduces iterative filtering and sub-sampling process into a sim-
ple matrix multiplication. Along with reduced computational complexity, it also
provides an efficient algorithm that can be employed by any hardware device.
Sparse implementation of Wavelet matrix further reduces the processing time.
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Abstract. DNA Microarray data analysis has emerged as a prominent tool for
identifying and classifying the normal and abnormal genes related to cancer. The
microarray data is comprised of samples and highly informative gene features.
The dimension of the data is high and is difficult to handle during classification.
Hence the dimension has to be reduced by obtaining the predictive gene features
without affecting the classification accuracy. In thiswork, an experimental analysis
of various feature selection methods along with the classifier for gene features
selection is done and the analysis results are presented. Experiments have been
conductedon theALL-ML,Breast,Colon,Ovarian,Lung andLymphomadatasets.
With the results in terms of classification accuracy and number of gene features
selected, the suitable algorithm for microarray dataset is suggested.

Keywords: Cancer classification · Gene selection and classification ·
Microarray classification · Feature selection · Classifier

1 Introduction

Classification and decision making plays a vital role in the healthcare system. This pro-
cess has to be supported by classification algorithms. Cancer being one of the deadly dis-
eases needs time-consuming diagnosis. The process is also error prone. Hence the need
of machine learning algorithm in cancer screening and classification is high. This aids
the process of diagnosis and prognosis which further aids in proper treatment and cure.
In recent years, the microarray data for the cancer have gained importance in the cancer
diagnosis process of classification. Handling the microarray data is challenging due to
its large size [1]. The number of samples is less while the number of gene expressions
is high. To overcome the challenges faced during the time of handling the microarray
data, it is necessary to reduce the size of the data by obtaining the highly predictive gene
features from the dataset. Gene feature selection is done to increase the recognition and
improve the classification accuracy. The large dimension of gene features directly or
indirectly is related to the classification accuracy and computational complexity [2–4].
For an efficient cancer classification model, the cancer microarray has to be reduced
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to highly predictive gene features. To reduce the number genes present in the microar-
ray, filter-based techniques are employed. These techniques are data-independent and
work with the local optima. From the literature, it is clearly known that the filter-based
techniques were widely used to reduce the microarray genes due to its ability of fast
computation and easy implementation [5, 6]. The main aim of this work is to study and
find the best-suited method to reduce the number of gene features without affecting the
classification accuracy.

In the experimental study, six cancer microarray datasets were considered. Fea-
ture selection methods like Minimum Redundancy Maximum Relevance (mRMR) [7],
and Fast Correlation Based Feature selection (FCBF) [8] and Relief (Re) [9] algorithm
were experimented. The above feature selection methods were evaluated with the Deci-
sion Tree (DT) [10], Random Forest (RF) [11], Naïve Bayes (NB) [12], K Nearest
Neighbor (KNN) [13], Artificial Neural Network (ANN) [14], and Sequential Minimal
Optimization (SMO) [15, 16] classifiers, respectively.

The paper is organized as follows: Sect. 2 discusses the feature selection methods
along with the various classifiers used for evaluation, Sect. 3 describes the cancer
DNA microarray datasets that were used for the experimentation, and Sect. 4 contains
the experimental results along with discussions and Sect. 5 contains the conclusion,
respectively.

2 Methods for Gene Feature Selection and Classification

Gene feature selection is the process of obtaining the predictive gene features from the
datasets. The dimension of the microarray data is high which leads to computation com-
plexity and reduces the classification accuracy. The following are the feature selection
techniques from gene feature selection discussed with respect to the cancer microarray
dataset containing N samples and M gene feature expressions.

2.1 Feature Selection Algorithms

The various features selection algorithms chosen to experiment in this work are as
follows.
Minimum Redundancy Maximum Relevance (mRMR)
To obtain them subsets from theMgene feature expression usingMinimumRedundancy
Maximum Relevance (mRMR) algorithm, it is necessary to maximize the relevance
between the gene-class interactions andminimize the redundancy between the gene-gene
interaction. For a given m gene feature subset, the relevance is calculated by averaging
the mutual information I(xi, C), where xi ∈ m gene feature subsets and class C. Next,
the redundancy is calculated by averaging mutual information I(xi, xj), where xi, xj ∈ m
gene feature subsets [7].
Fast Correlation Based Filter (FCBF)
To obtain the gene feature subsets that are most relevant to the target and less redundant
to other gene is done using the Fast Correlation based Filter. Mutual Information I is
used to implement the concept of FCBF. Consider X and Y as two random variables.
I(X, Y) refers to the mutual information of one variable obtained from another variable.
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Once the mutual information is obtained, they are sorted in the decreasing order. The
highly ranked gene features are obtained [8].
Relief (Re)
Using the relevance of the feature with the target class, weight is assigned to each feature.
The weights are calculated using the nearest hit and nearest miss. The nearest neighbor
of the same class and different classes are considered which is named as nearest hit and
nearest miss, respectively [9]. High weights are assigned to the m gene features if they
take different instances belonging to different classes or similar values of instances of
the same class.

2.2 Classification Algorithms

The cancer classification models deployed in the microarray analysis had many statisti-
cal and machine learning methods in it. The classification model is further classified as
unsupervised and supervised models. The clustering algorithms like hierarchical clus-
tering and two ways clustering are the unsupervised models. The self-organizing maps
SOM falls under the unsupervised model category. The widely used supervised classifi-
cation model in the microarray cancer classification models is discussed in the following
subsections.
Decision Tree (DT)
A Decision Tree (DT) is knowledge representation based on a tree structure for the
process of classification. In a DT, each internal node represents the test features while
the external nodes referred to as leaves give the possible results. The results as the classes
to which the input sample belongs to after traversing from the root node to leave node
through all internal nodes. C4.5 is a learning algorithm used to build a tree in top-down
approach using information entropy. The dataset is given as an input to the tree, which
is further split into small subsets. The depth of the tree is gradually increased with the
splitting up of the data until the leaf node is reached. Leaf node is the termination point
of any tree. The normalized entropy gain is used as the slitting criterion by the C4.5
algorithm with which it is possible to check the homogeneity of the m gene feature
subset obtained with respect to the class [10].
Random Forest (RF)
Random forest is an ensemble of tree-based classifiers. Most of the literature works that
referred random forest as the original method of forest RI were proposed by Breiman
[11]. Considering our cancer microarray data with N sample and M gene features, the
following steps are implemented to obtain the predictive gene features using forest-RI
algorithm. For each tree, obtain M gene features randomly from the N samples which
will be used as a training data to build the starting node of the tree. Set a number m <

<M. Randomly select m gene features from the whole set at each node. For every m
gene feature selected, using Gini index, select the best binary split values. Further, by
choosing the best m gene feature split the samples associated into two new nodes. Until
the maximum size of the tree is achieved, increase the set of the tree. Define the stopping
criterion with the following: (i) when the number of samples to be spilt is less than the
threshold. (ii) When all the samples fall under the same 6. The tree is not pruned. After
the forest is built, according to the majority vote rule, the unknown sample is labeled
with the frequent class in the ensemble trees.
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Naïve Bayes (NB)
The algorithm is a statistical classification algorithm that works with the help of the
Bayes theorem. According to the NB, a feature M in a class is independent of other
features. To implement the algorithm the prior probability for class labels and likelihood
probability for all features in the class is calculated [12].
K Nearest Neighbor (KNN)
KNN is a widely used classification algorithm known for its simplicity and performance.
When an unknown sample N is present, it is assigned to the most frequent class that is
present in the k nearest sample. To assign the sample to an unknown class, the algorithm
uses the posteriori probability. P(CiN) is the probability calculated using the class label
of the k nearest neighbor of N after performing experimental trials, the value of K = 1
which outperformed other values. The higher the value of K, it moved far away from
the neighbors belonging to the same class was fixed [13].
Artificial Neural Networks (ANN)
An Artificial Neural Network [14] works with the phenomenon behind the biological
nervous systems processing the information. Highly interconnected elements called neu-
rons are used for processing. Each neuron contains a local memory. The information is
processed locally and the output is transmitted to all neurons in a unidirectional manner.
The neural networks are configured as application-specific through a learning process.
As a result of the learning process, the neurons adjust themselves with the information.
In this work, a completely connected feed-forward multilayer perceptron network is
built. Training is done using the backpropagation algorithm.
Sequential Minimal Optimization (SMO)
The algorithmobtains the reduced feature by breaking the data into randomsmall subsets.
When there occur large SVM learning problems, the SMO is used to perform a series
of small optimization tasks [15].

3 Datasets Used for Experimental Analysis

The cancer microarray datasets used for the experimental analysis of the various gene
selection and classification algorithms were obtained from http://csse.szu.edu.cn/staff/
zhuzx/Datasets.html [17, 18]. The datasets contained N samples with M gene expres-
sions. The datasets contained samples ranging from 60 to 253 and the number if gene
features between 2000 and 24481. The datasets belonged to binary classes and are shown
in Table 1 along with its detailed description. The datasets obtained from the repository
are preprocessed to remove the noise. Further, it is subjected to min-max normalization
such that dataset ∈(0,1). The algorithms were implemented using the Weka 3.6 [19] and
Matlab2016Ra and simulated in Intel i5 core processor.

4 Experimental Analysis and Discussion

The datasets after the preprocessing are given as the input to the feature selection algo-
rithms. In this work, MRMR, FCBF, and Relief are the feature selection algorithms that
were implemented. The predictive gene features were obtained using the feature selec-
tion algorithms. To evaluate the features selected by the feature selection algorithms,

http://csse.szu.edu.cn/staff/zhuzx/Datasets.html
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Table 1 Cancer Microarray Dataset description

Datasets(Samples × Genes) Sample composition

ALL-AML (72 × 7129) Acute Lymphoblastic Leukemia (ALL) and Acute Myelogenous
Leukemia (AML)

Breast (97 × 24481) 46 samples of distance metastases and 51 samples that remained
healthy after primary diagnosis at an interval of minimum 5 years

Colon (62 × 2000) biopsy sample containing 22 normal and biopsies 40 cancer
biopsies

Ovarian (253 × 15154) 91 normal persons and 162 ovarian cancer patients

Lung (181 × 12533) 31 samples of malignant pleural mesothelioma and 150
adenocarcinoma

Lymphoma (62 × 4026) A total count of 62 constitutes the Lymphoma microarray
datasets

Table 2 Statistical results showing features selected using MRMR and evaluated using various
classifiers

Datasets Metric DT RF NB KNN ANN SMO

ALL-AML Accuracy 83.47 86.32 98.61 85.14 95.97 97.22

Features 45 45 45 45 45 45

Breast Accuracy 88.16 90.35 55.67 90.75 89.60 78.35

Features 10 10 10 10 10 10

Colon Accuracy 81.53 85.89 87.09 86.45 83.95 87.09

Features 50 50 50 50 50 50

Ovarian Accuracy 85.05 88.19 98.41 87.92 92.89 100

Features 100 100 100 100 100 100

Lung Accuracy 96.99 99.45 95.07 99.17 100 96.05

Features 10 10 10 10 10 10

Lymphoma Accuracy 72.80 80.78 100 67.24 92.45 100

Features 35 35 35 35 35 35

classifiers like Decision Tree (DT), Random Forest (RF), Naïve Bayes (NB), K Nearest
Neighbor (KNN), Artificial Neural Network (ANN), and Sequential Minimal Optimiza-
tion (SMO) are deployed. The evaluation metric used is the classification accuracy. All
the experiments were conducted using theWEKA [17] tool for the evaluations using the
classifiers.

The statistical results containing the classification accuracy and the number of pre-
dictive features selected using various feature selection algorithms are shown in Tables 2,
3, and 4, respectively. Also various classifiers were used to evaluate the obtained features
with their classification accuracy.

From the experimental results obtained, analysis is performed. Different classifi-
cation accuracy values were obtained for different classifier algorithms. The result of
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Table 3 Statistical results showing features selected using FCBF and evaluated using various
classifiers

Datasets Metric DT RF NB KNN ANN SMO

ALL-AML Accuracy 84.93 98.40 97.22 98.74 99.44 98.61

Features 51 51 51 51 51 51

Breast Accuracy 86.95 91.56 53.60 90.75 90.56 83.50

Features 87 87 87 87 87 87

Colon Accuracy 89.59 88.15 85.48 85.4 86.45 87.09

Features 14 14 14 14 14 14

Ovarian Accuracy 88.42 94.58 100 90.92 92.41 100

Features 18 18 18 18 18 18

Lung Accuracy 96.49 99.45 96.05 99.86 100 95.56

Features 65 65 65 65 65 65

Lymphoma Accuracy 78.43 90.78 100 89.68 97.92 100

Features 50 50 50 50 50 50

Table 4 Statistical results showing features selected using Re and evaluated using various
classifiers

Datasets Metric DT RF NB KNN ANN SMO

ALL-AML Accuracy 93.05 97.92 98.61 97.22 98.61 98.61

Features 5 5 5 5 5 5

Breast Accuracy 87.34 89.56 79.38 89.86 89.58 82.47

Features 74 74 74 74 74 74

Colon Accuracy 81.94 85.48 72.58 87.10 84.19 85.48

Features 5 5 5 5 5 5

Ovarian Accuracy 88.31 92.92 96.44 92.59 97.69 100

Features 5 5 5 5 5 5

Lung Accuracy 98.62 99.45 90.64 98.90 100 94.08

Features 5 5 5 5 5 5

Lymphoma Accuracy 82.55 92.29 100 87.50 95.21 100

Features 10 10 10 10 10 10

analysis showing the best value of accuracy, and the features along with the correspond-
ing feature selection algorithm and classifier are shown in Table 5. From the summary
in Table 5, Re-based feature selection algorithm has relatively performed well with all
the datasets. On considering the classifiers, the ANN and the SMO relatively performed
well irrespective of the feature selection algorithm and the datasets. The SMO gave the
best results for most of the datsets in all the features selection algorithms. Thus from the
analysis, it is clearly shown that the Re-based SM algorithm works well for most of the
datasets.
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Table 5 Summary of best feature selection algorithm with the corresponding classifier

Datasets Accuracy Features Feature selection algorithm Classifier

ALL-AML 98.61 5 Re ANN

Re SMO

Breast 90.75 10 MRMR KNN

Colon 89.59 15 FCBF DT

Ovarian 100 5 Re SMO

Lung 100 5 Re ANN

Lymphoma 100 10 Re ANN

Re SMO

5 Conclusion

In this paper, an experimental investigation of feature selection methods and classi-
fiers for cancer microarray data is implemented and analyzed. Feature selection algo-
rithms like MRMR, FCBF, and Re were implemented and evaluated with six classifiers.
With the experimental results obtained, the Re with SMO as classifier outperformed the
other existing algorithms. The results were consistent with all the cancer microarray
datasets that were subjected to the experiment. Finally, it arrived to a conclusion from
the experimental results that the Re-based SMO algorithm is suitable on all the datasets.
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Abstract. Due to the huge increase in customers for different fabrics in this
generation, the texture of the fabrics becomes an important issue thus bringing
the requirement for correct and perfect detection of the fabric defects. In the
existing semiautomated systems, a quality inspector takes 5 m/min with a defect
and 15 m/min without defect to identify and rectify the defects with the resolution
of 1 mm/pixel. This process results in the loss of the factory’s overall throughput
and efficiency. While manufacturing fabrics, there may be various defects like
hole, missing yarn, broken yarn, stain, etc. These defects incur huge losses to the
textile industry as they cause customer dissatisfaction. In order to reduce such
losses, detection of defects beforehand is very important. Our project uses the
concept of deep learning for the detection of colored fabric defects. The working
and reliability of the fabric defect detection system presented is evaluated through
vigorous experiments of real fabric samples with different defects.

Keywords: Fabric defect detection · Deep learning · CNN · LeNet · Inspection
systems

1 Introduction

In the textile or yarn industry inspection of the quality of fabric plays a vital role, as
any kind of defects on the surface of the fabrics can influence heavily on the garment
qualities. In the world of automation, the need for making highly efficient, fast and
reliable system is a must. The majority of fabric industries detect defects manually,
which is inefficient and time consuming. The human eye can see only 60–70% of the
defects when the system is in real time. There may be different distractions while testing
the fabrics such as visual distraction (looking somewhere else), cognitive distraction
(lost in thoughts), auditory distraction (interrupted by a co-worker) and fatigue. Thus,
the human presence of mind is crucial as a distraction may result in a considerable loss.
Also, the challenges have increased as per the industrial point of view. The industry
should uphold the quality as well as quantity of production for retaining their reliability
in the market. Human beings thus can’t do this inspection task for a long time with
the required accuracy. The automation of the inspection process is much needed by the
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fabricmanufacturing industriesworldwide. Thismotivates us towork on this challenging
problem as a research statement.

The digital image processing is applicable for the human interpretable pictorial infor-
mation processing as well as storage and representation of data. Thus, computer vision
as well as MATLAB, OpenCV and Keras play an important role and prove to be effec-
tive to solve the challenges thrown by the modern industrial environments. A part of the
fabric that doesn’t meet the requirements or an attribute of a fabric is defined as a defect
which in turn results in customer dissatisfaction and can incur a huge loss for the textile
industry. The different types of defects in a fabric are missing yarn, broken yarn, double
yarn, stain, hole, etc. [1]. The normal colored fabric is indicated in Fig. 1a. The yarn
may get entangled sometimes during manufacturing, which may result in holes, which
is the most undesirable defect as shown in Fig. 1b. Also due to machine malfunctions, it
can cause a defect like missing yarn as shown in Fig. 1c. Another major defect is stain
marks as shown in Fig. 1d.

Fig. 1 Different classes a no defect b hole c missing yarn d stain

Deep learning is a state-of-the-art technology which can be used to detect the defects
in the fabric as shown in Fig. 1 using the CNN algorithm. The system uses a high-
resolution camera to capture the images and a stepper motor for conveyor arrangement.
In addition, a proper illumination source is also important as less illumination may result
in improper digital images. The proposed system uses a neural network to identify and
classify the images. With the help of a neural network, the efficiency of the system can
be increased. With the help of high-end GPU or CPU, better processing speed can be
achieved, and computational time can be reduced.
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This paper covers many sections as follows: Sect. 2 covers all the related works
published in the last few years. The various techniques that are adopted are discussed in
detail. In Sect. 3, system description of the proposed system, i.e., the various hardware
modules used to drive the system are described. In Sect. 4, Convolution Neural Network
is discussed followed by its implementation, Sect. 5 shows the results obtained with the
method discussed and conclusive remarks are given in Sect. 6.

2 Related Works

Awell-automated system enables lowermanpower cost and shortest production time [2].
And, this problem attracts many researchers, that is why there are so many publications
which designed a fabric defect detection system using different techniques.Wenbin et al.
[3] have worked on detecting fabric defects using the Embedded Convolution Neural
Network activation layer in their paper, using the fabric image autocorrelation for estab-
lishing the cloth motifs as well as using the same in the capacity of the eminent feature.
They predicted high accuracy and proposed PPAL-CNN. Hanbay et al. [4] proposed the
fabric defect detection system based on optics. The number of yarns as well as fibers
acts as fundamental units. On the other side, potential fabric defects could be avoided
by testing yarn and fibers before fabric development. Weninger et al. [5] also proposed
a fault identification system for plain woven clothes with fully convolutional networks
as well as yarn tracking. They have presented a method for cloth fault identification.
Threads of fabric can be localized and tracked without any conditional settings. Later
on, wave defects are detected. Previously, this problem has been solved with the help
of neural network but that was restricted for gray fabric only. This paper proposes a
smart colored fabric defect detection system based on deep learning, in which a camera
has been placed above the moving fabric at the required distance with the illumination
source. It will capture the image and feed it to the system for processing (testing). If
the error occurs, the motor will immediately stop. Therefore, this system will be very
helpful in small-scale as well as large-scale textile industries to reduce the labor cost
and get better quality of fabric within the shortest period. Naleer and Senarathne [6]
utilized an image analysis-oriented approach to classify the fabric images into ten dis-
tinct categories. The statistical variance as well as the image luminance variations were
taken into consideration for efficient feature extraction. Hoang and Rebhi [7] explored
the classical color spaces for analyzing the effect of LBP on the accuracy of fabric defect
detection. They have achieved an accuracy of 92.1% in LUV color space when 10 class
classifications were experimented.

3 System Description

Figure 2 shows the prototype of a fabric defect detection model. This system consists
of an arrangement of lighting (illumination), a camera with proper adjustment, a rotor
for conveyor and a computer with deep learning-related software. The illumination is
an essential parameter while designing the system as less light may give inappropriate
results. Therefore, a light source should be very intense and should cover the area of
interest. While considering the lighting for illumination spectrum, geometry, size or
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area, the intensity of light is considered, also, the light should be uniform in the region
of interest. A lens directs the light from a region of space to form an image onto the
sensor of the camera. The lens defines the angle of view for the camera. It constrains
and controls the amount of light reaching the camera. A high-resolution camera is used
for this setup.

Fig. 2 Illustrative system prototype

In the proposed system, the rotor is rotating at the speed of 200 rpm which takes
approximately 0.7615 s for reaching up to the next image. The speed of the rotor is
adjusted using the PWM. With this system, the production of 1.5 m/min to process the
images and the resolution of 0.0006 m/pixel can be obtained. Thus, at the cost of the
resolution, the productivity can be increased.

The proposed system uses a convolution neural network for training and testing
purposes. Training process flowchart is indicated in Fig. 3a. Dataset is needed for training
themodel, so raw images with defects are captured and augmented. The rows are divided
into patches and are classified for making the dataset. Patches are resized into 512× 512
sizes which is further scaled into [0, 1] range. The dataset is divided into two parts: 25%
for testing after every epoch and 75% for training. Model is initialized in terms of batch
size, epoch and initial learning rate. Testing process flowchart is indicated in Fig. 3b.

For the testing process, initially, a testing image is captured and divided into patches
of size 512 × 512 pixels and passed to the trained model. The model gives output in
terms of probability, whichever the maximum probability that has been concluded as a
result (class).
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(a) (b)

Fig. 3 a Flowchart of training of the neural network b flowchart of testing of a model

4 Implementation

4.1 System Configuration

Figure 4 illustrates the functional flow diagram of the hardware setup in the system. The
camera acquires the image of fabric and subjects it to the CPU for inspection. The CPU
has a pretrained model, through which the image is processed and gives the results. If
the error arises, the system interprets it and maintains a log file for a certain amount of
time. Some errors can be solvable under the given situation. So the drive can be stopped
and the inspector can resolve the error. For this purpose, the motor driver arrangement
is configured.

Fabric Camera

C.P.U.   
(Fabric de-

fect detection 
mechanism)

Motor Driver

Display Log

Motor

Fig. 4 Functional flow diagram

4.2 Tools

1. For computation, Intel Core i5 processor with a RAM of 8 GB and a 64-bit operating
system is utilized.
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2. Spyder environment: Spyder is an open-source cross-platform IDE for scientific
data, written in Python language [8].

3. Google Colaboratory: Colaboratory provides Jupyter notebook environment which
runs on the cloud [9].

4. OpenCV library: For real-time computer vision, OpenCV library is used. It is an
open-source library [10].

5. TensorFlow: An open-source machine learning platform, developed by Google
Brains [10].

6. Keras library: An open-source platform for deep learning. It is a TensorFlow API
written in Python [10].

7. Arduino: An open-source prototyping platform for creating the interface between
electronic objects [8].

5 Results

A dataset of 22000 images consisting of each class (hole, no error, stain and missing
yarn) has been prepared. Further, the images are resized to 28× 28 pixels. Subsequently,
the data is partitioned into two categories namely training and testing, and the deep
learning-based model is subjected to following initial configurations such as epoch =
30, batch size = 32 and initial learning rate = 1e-3. It requires 1000.85 s for training
and 1.5910 s for testing an unknown image with an accuracy of 99.75%. The various
published methods have utilized customized datasets and algorithms for fabric defect
detection as indicated in Table 1.

Table 1 Published approaches with metrics and the proposed method

Sr. no. Authors No. of test images #Classes #Accuracy (%)

1 Naleer and
Senarathne [6]

150 6 81.33

2 Hoang and Rebhi [7] 115 10 92.10

3 Proposed 6562 4 99.75

Figure 5 shows the graph of training loss and accuracy of the multi-label classi-
fication. It is observed that this classification has fewer values of losses, and training
accuracy is very high. The system output is described subsequently.
The system with multi-label classification segregates among the different errors and
defects in the dataset. Figure 6a illustrates the probability of 99.99% as missing yarn
and Fig. 6b indicates a probability of 100% as a hole. The limitation of the system is,
if more than one error occurs in a single image, then model may yield incorrect output.
The basic layers of the LeNet model [11] are used for making this model.
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Fig. 5 Training accuracy and loss for multi-label classification

(a) (b)

Fig. 6 Output images of multi-label classifiers a missing yarn, b hole

Output images:

[INFO] loading network...
Hole: 2.8416101e-08
Missing_Yarn: 0.99994326
No_defect: 1.798027e-14
Stain: 5.6775167e-05
-----------------------

[INFO] loading network...
Hole: 1.0
Missing_Yarn: 7.1914674e-10
No_defect: 9.885869e-09
Stain: 1.8016507e-11
-----------------------
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6 Conclusion

This paper presents a system which uses an algorithm that is capable of finding accurate
defects in colored fabrics. The algorithm uses deep learning-based convolution neural
networks to differentiate between different errors like stain, hole and missing yarn.
Experimental results using different algorithms are described above. The trained model
is accurate and provides reliable results.

7 Future Scope

In future, using this methodology, the throughput of the system can be improved by
interfacing a frame grabber with the camera. In addition, an FPGA can be used to
implement the system. Further, a GPU can be used for higher computational speed.
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Abstract. Ship image classification in ocean background is of great significance
formilitary and civilian domainswhichwill further improve the automation in ship
identification and naval domain perception. Deep stacked layers of neurons are
extensively employed in recent years due to their ability to recognize the high-level
features from an image in a hierarchal way. However, CNN lacks the capability
of dealing with global rotation in an image of large size. This limits the accuracy
of the CNN algorithm. Therefore, we have proposed a deep learning framework
which uses a few layers of AlexNet for initial feature extraction and subsequently,
KNN classifiers have been utilized for measuring the accuracy in classifying ships
according to various categories.

Keywords: Ship classification · Transfer learning · CNN · VAIS dataset

1 Introduction

Ship classification has been themain importance in the security and safety ofmarine time
environments. The enemy ship target tracking has got very high importance in defense-
related operations. In fact, the maritime naval coastguards need this information for
doing their duties. If the appearance of various ships from visible as well as infrared
images is almost similar, then it becomes a very challenging task to decipher amongst
the civilian ships which carry cargo and persons from the enemy ships which may
contain ammunition. The resolution of the resultant ship image may be very low which
complicated the task for its segregation between predefined classes. Hence this domain of
ship classification has attracted many researchers and they have proposed the algorithms
to classify the ship images.

The ship domain data has been collected from systems like a wide variety of sensors
systems and they collect a large quantity of heterogeneous data. Hence, coping with
this information and finding out insights from this data and effective recognition of
ships from this is an attractive research domain. Henceforth, we need to develop a novel
framework that can help to target recognition and identification which can be useful in
various domains like security and commercial uses. The objective of this paper entails
better ship identification accuracy upon prior information frommetadata where raw data
of images are labelled. The classical techniques for classification of images use features
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which are handcrafted for specific tasks. Various natural factors such as weather and
lightning conditions make it difficult to recognize ships. Also, wide inter-class variation
makes it difficult to classify the ships.Multilinear principal component analysis (MPCA)
[1] and multiple feature learning (MFL) [2]. Some methods have proposed algorithms
which fuse low-level features extracted from Gabor filter and combine it with high-level
features from CNN networks. In ship classification, the inter-class similarities are very
small, hence in this the CNN layers may leave some important features as it does not
capture low-level features. Thus, to compensate for this, the last few layers of the deep
neural network are removed and features are extracted.

2 Literature Survey

Leclerc et al. [3] proposed an approach which focuses on already trained CNN networks
which use the Inception and ResNet architectures for ship classification. In this approach
rather than training CNN on random parameters, they finetuned already trained CNN to
perform the classification of naval vessel images. They used Maritime Vessels dataset
and they achieved significant improvements in accuracy on previous implementations
of Maritime Vessels (MARVEL) dataset.

Wang et al. [4] used methodologies such as defogging the images containing cloud
interference as well as SC-R-CNN also called scene classification network (SCN) to
classify fog-containing images.

Yao et al. [5] researched and compared various ship recognition algorithms based on
various CNNs. In this work, they specially created an image dataset of vessels and per-
formed a variety of image preprocessing tests and recognition algorithms for particular
vessel scenes.

Wang et al. [6] used the Italian COSMO-SkyMed SAR images for classifying cargo
and non-cargo ships. It uses convolutional neural networks based on Google’s Ten-
sorFlow environment. They do not classify subcategories of non-cargo ships due to
variations in radar illumination directions and ship poses which require more data. To
follow international naval traffic regulations, a vessel should have machine vision sys-
tems which recognize vessels throughout day and night. The authors in [6] addressed
this challenge and they have experimented with the VAIS image set. For this, they used
two algorithms Gnostic fields and Deep CNN.

Khellal et al. [7] used ELM (Extreme Machine Learning)-based approach to train
the CNN system on discriminative features and to classify ships using those features.

Shi et al. [8] recognized ship images by exploiting both lower-higher hierarchical
levelled features. They combined all the available feature-vectors acquired with deep
convolutional neural network and this fusion of features is further fed to Support Vector
Machine (SVM) classifier. For extraction of low-level features, it used Gabor filters and
for high-level features it employed deep CNN.

Huang et al. [2] utilized Gabor multidirectional features, Fisher features and MS-
CLBP-based features, BOW and pyramidal multilevel matching for ship image classifi-
cation purposes. They have employed an SVM classifier for segregating the ship features
into predefined classes.
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Zhang et al. [9] have presented an algorithm for ship image segregation using a struc-
tural difference-based fusion approach. By employing a linear regression, the mapping
between features has been accomplished for efficient feature vector formation.

3 Materials and Methods

3.1 CNN-Based Classification

CNNs are mostly utilized for image classification. CNN models are well known for the
extraction of features from the images without any human intervention. Various layers
like convolutional, Max pool and Flattening are eminent layers of any CNN. These
types of networks are used with transfer learning for various image classification and
recognition problems. The combination of transfer learning with CNN mostly offered
better performances than the conventional approaches.

3.2 Transfer Learning

How is that in a real world when we perform some action and gain knowledge from it
and then we apply that knowledge in finding a solution for some other problem? For
example, knowledge acquired during learning to recognize cars can be applied to some
extent to recognize trucks. Transfer learning is similar to a machine learning paradigm
where a pretrained model that has been used for solving one problem is reused to address
another problem as a starting point and finetuning it along the way according to the new
problem. Usage and approach of Transfer Learning depend on both size of the new
dataset and the similarity of the new dataset to the original dataset.

3.3 AlexNet

AlexNet is a neural network architecture which was designed in 2012 [10]. AlexNet
is faster than older architectures while retaining a similar accuracy. AlexNet uses the
rectified linear unit as an activation function instead of Tanh function. In this network,
the overfitting challenge is dealt with using dropout instead of regularization but with
doubling the training time and with a dropout rate of 0.5. The size of the network is
reduced by overlap pooling which further reduces the error rates. The rectified linear
unit is employed before the first and second FC as a part of this hierarchy. 227 * 227 is
the input image size used in this architecture.

Our proposed solution uses 25-layer AlexNet architecture along with KNN as a
classifier. In our architecture, we removed 5 layers from the bottom of the architecture
and added the KNN classifier.

3.4 KNN Classifier

It is the most widely used classifier in the industry and mostly used for classification
problems.This algorithmconsiders that similar things exist in close proximity, i.e. similar
things are near each other.
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4 Proposed Method

The proposed method based on transfer learning utilizes the pretrained model named
AlexNet architecture with properly initialized weights. The features are then fed into
the classifier which then predicts the suitable labels for the ships. Existing methods
are used such as inception and ResNet which have lower accuracy than AlexNet hence
the transfer learning combined with the features extracted from AlexNet network can be
utilized to increase the accuracy. The block diagram for AlexNet-based proposed system
is as depicted in Fig. 1.

Fig. 1 Block structure of AlexNet-based transfer learning

The VAIS dataset also known as Visible and Infrared Ships is a well-known dataset
for ship classification based research. VAIS dataset contains the images of maritime
ships. It contains mainly 6 categories of images [11]. In this work, we will be working
with the visible images.

VAIS dataset contains a total of 2865 images with a total of 1623 visible images and
total of 1242 infrared images. The sample images are indicated in Fig. 2a.

The proposed framework works on the VAIS dataset which consists of total of 873
Training images and 750 Testing images.

The machine used for this is 9th Generation Intel Core i7-8750H, NVIDIA GeForce
GTX 2050 Ti; 4 GB DDR5, 8/16/32 GB DDR4. The AlexNet used here consists of
25 layers out of which the layer named ‘fc7’ has been utilized to extract the eminent
features. 4096*1 features are extracted per image. The input image of size 227× 227×
3 is subjected to the network. All the layers are used for extracting the features except
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(a) (b)

Fig. 2 a Sample images from the VAIS dataset, b confusion matrix and no. of observations

the last few layers of the AlexNet. Instead, this feature vector is then subjected to the
k-Nearest Neighbour for classification. The confusionmatrix, TPR, TNR, PPV and FDR
are presented below.

5 Results

The True Positive Rates and True Negative Rates with PPR and FDR are indicated in
Fig. 3a and b, respectively.

(a) (b)

Fig. 3 a True positive and true negative rates, b positive predicate and false discovery rates

TheAUC-ROCcurve is the preformationmeasure for classification problems.Higher
the AUC the better is the model performance. For this proposed deep learning-based
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(a) (b)

(c) (d)

(e) (f)

Fig. 4 a–f: AUC performance measure curves
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ship classification experiment, the AUC curves are indicated in Fig. 4a–f where the
performance is plotted by varying the class numbers.

Benchmarking analysis with the other published methods is presented in Table 1. It
indicated that the approach presented in this work offers superior throughput in terms
of percentage accuracy.

Table 1 Benchmarking with other published approaches

Sr. no. Ref. # Train images # Test images Accuracy (%)

1 Huang et al. [2] 873 907 87.60

2 Shi et al. [8] 873 907 88.00

3 Proposed
method

873 907 93.70

6 Conclusion

Through this paper, we explored the methodology and conclude that we can employ the
AlexNet architecture and use the features from network and use the KNN classifier to
classify the various classes of ships in the VAIS visible dataset. An accuracy of 93.7%
can be given from this AlexNet-based CNN network using transfer learning with KNN
as a classifier.
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Abstract. As a discipline, Machine Learning has been adopted and leveraged
widely by researchers from several domains. There is a huge range of classifiers
already available in machine learning and it has kept on growing with the advance-
ment of this field. However, it is very hard to pick the best classifier among the sev-
eral similar classifiers suitable for any problem. Recent advancement in this field
for solving this issue is the Multiple Classifier System (MCS). It comes under the
umbrella of ensemble learning and gives comparatively a better and definite result
than a single classifier.MCS has two layers—(i) Base layer—contains a number of
ML Classifiers appropriate for any specific task—and (ii) Meta Learner Layer—
which aggregates the results from base layer classifiers by using techniques, such
as Voting and Stacking. However, the job of selecting the appropriate classifiers
from various classifiers or from a family of classifiers for a specific classification
or prediction task on any dataset is still unraveling. This work emphasizes deter-
mining the characteristics of the selection method of base classifiers in the MCS.
Moreover, which Meta Learner layer from Stacking and Voting aggregates the
better result according to the different sizes of the base classifiers?

Keywords: Multiple Classifier System · Base classifier · Classifier’s ensemble ·
Stacked generalization

1 Introduction

In the specialization of machine learning, sheer advancement was seen in the last two
decades. To resolve the complex tasks of prediction, several machine learning algorithms
have been proposed. Classification, Clustering, Regression with the numeric prediction
are someof the complicated tasks ofmachine learning. Tomake the prediction task easier,
the researchers have been discovering a huge list of novel ML algorithms into the family
of the classifiers. As every family of these classifiers has their own capability for doing
any specific classification task, several more classifiers are continuing to be accumulated
to these classifiers list. Several areas have been adapting these novel classifiers daily for
solving various issues from this huge list of existing classifiers. These new areas have
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been utilizing rapidly growingmachine learning applications, such as sentiment analysis,
pattern recognition, text-based analysis, remote sensing of images, Email spam filtering,
credit card fraud detection, and so on. Overall, machine learning can be categorized into
two categories, i.e., supervised and unsupervised [1].

Multiple Classifier System is defined as multiple classifiers and is applied to com-
plete any classification task in the base layer of the MCS and then the result of these
multiple classifiers are aggregated through meta learner layer in the MCS. Thus, the
entire procedure is completed through two layers: base and meta and provide better
accuracy as compared to the independent algorithms [2, 3]. The selection criteria of the
base classifiers in the base layer is the nucleus point of the MCS which actually delivers
a better result than any other classifier [4]. In meta learner layer, stacking and voting are
the algorithms applied in this work. However, it has been analyzed in related works that
better outcome of prediction is dependent on the classifier selected in the base layer [5].
The selection of base classifiers along with the meta layer provides a better result for
the prediction. Although its selection in the base layer is an enormous act and requires a
long duration to solve this entire puzzle, this complex situation formulates the problem
statement of this work—what are the criteria that simplify the selection method of the
classifiers in the base layer of the Multiple Classifier System? This problem statement
comprises some key questions that should be elaborated before unraveling the problem
statement. These questions are: what is the base layer and base classifiers? Why is an
appropriate selection of these base classifiers so significant?

First, it is necessary to investigate why a single classifier is insufficient? There might
be several reasons for this investigation. For the entire dataset investigation, the selection
of individual classifiers is cumbersome and a time-taking process and also it fails to
provide the highest accuracy [6].

The second element is to consider diversity in the selection of classifiers. Now the
question arises that how one can derive a disparity between these classifiers? Moreover,
the disparity is not a single issue within an individual group of classifiers, but it is also
a problem among the dissimilar groups of classifiers. So, the issue raises whether the
disparity between the classifiers should exist within an individual group of classifiers or
within the groups of classifiers?

2 Related Work

It is observed in the literature that many authors describe the benefits of MCS over
individual classifiers and recommend it to use in data mining, as it provides higher
accuracy in comparison to the individual classifier. Automatic detection of construction
in the images promotes the use of MCS [7], whereas [8] exploring the credit score
through base classifiers requires a comparison of various machine learning algorithms
in the ensemble classifier. A novel microarray-based predicting model presented by [9]
provides better results compared to the individual optimizedmodel.Machine learninghas
been revolutionized by using theMCS in the domain of remote sensing of images (RSIs)
by several novel approaches. A Hybrid MCS [10] has been introduced for sensing the
medium-high remote images. This system is a fusion of the largest confidence algorithm,
an ensemble method-Bagging, and an optimal set of sub-classifiers. The obtained results
from this system show an improved accuracy [11].
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RSIs prediction can be achieved by supervised and unsupervised learning [12]. Par-
ticularly, if laser segmentation fails to operate correctly, this domain studies the proce-
dures for better optimization and recovery. Stack generalization is one more advanced
development over the other ensemblemethods. It resolved the various statistical issues in
data science [13]. Presents three learning algorithms to implement stacking for providing
the solution to the higher level learning issues [14]. Provides an introduction of the meta
learner layer (MLL), and later on improved the quality of stacking. Stacking with MLL
deals with the high dimensionality of the data for the higher number of classes.

More recently, the ensemble method has become more attractive by inculcating the
new approaches [15]. Proposed a novel approach of Ant Colony Optimization (ACO)
based on stacking ensemble configuration searching based on a pool of base classifiers.
Stacked generalization of the ensemble method is one of the best methods and has better
concordance between the layers of the MCS [16]. Proposed the procedure to lessen the
size or number of base classifiers in the MCS. This procedure is called as one-vs-one
using the Undirected Cyclic Graph. The outcome represents the cons and pros of using
ML algorithms, such as Support Vector Machine, Ripper, and C 4.5 [17]. Raised an
interesting adverse problem of classification, in which an individual classifier needs
to tackle the intelligent adversary “who adaptively modifies the pattern to evade the
system”. One more noteworthy intention is deciding the benchmarks of picking features
from the entire dataset as indicated by [18], which gave the automatic feature selection
model to resolve this complex situation.

Overall, all the above observations may support to formulate the hypotheses for this
work:

• Opting an individual classifier for bringing out the finest result for a multidimensional
dataset is nearly infeasible [19].

• A fusion of base classifiers and a Meta learner classifier is more effective [19].
• The MCS does good as the final layer is Meta-Learner [14].

3 Methodology

Thiswork contains someversatile datasets for thefinal experimentation. The requirement
for selection of any dataset is that each one of the datasets needs to be different from the
other. This work consist of three different datasets, each belongs to a different diversity
in the context of their attributes and variables, such as Nominal and Numerical. The
following is a brief detail of all datasets used:

i. IRIS dataset contains the task ofmulticlass classification, because it has three classes
for prediction. This dataset is extracted from the life science (Botany) domain. So,
how can MCS apply to tackle some definite issues to classify this dataset?

ii. StressEcho dataset contains the task of binary classification, because it has only
two classes for prediction. This dataset is extracted from the health science (Stress
Echocardiography) domain. Through the evaluation of results from this dataset, we
are provided with a lot of stringent information about the operational MCS.
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iii. Credit Dataset again contains the task of binary classification, because it has only
two classes for prediction. The data is extracted from a bank detail for loan aspirants.
This dataset is a bit tricky, as it contains a blend of attributes, like continuous, and
nominal and missing values.

Mathematical induction of this system is presented below.
Let D ∈ dn be multidimensional datasets, which contain multiple datasets d from

several domains (in this work, three are used).

D(i) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

F
1, 1
...

(di) · · · F
1, j
...

(di) · · · F
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(di) · · · F
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(di) · · · F
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...
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Fl,1(di) · · · Fl, j (di) · · · Fl,m(di)

⎤
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F
l, 1

(d1) is the lst feature in ith dataset.

Let T = {t1, t2, . . . , tm} be the set of target class labels; and let C = {C1,C2, . . . ,Cl}
be a set of base classifiers in the base layer of MCS. Given the input pattern X in the
dataset di , the output of the i th classifier is denoted as in

di (X) =
n∑

i=1

ci (X),wherei = 1, 2, . . . , n. (1)

represents themeasure value of the possibility that classifier Ci considers that X belongs
to class wj .

The results from n classifiers at the base layer need to be aggregated, so that one
consolidated can be determined. The final output of n classifiers from the base classifier
is constructed in the meta learner layer as follows:

Wi (X) =
n∑
j=1

vi j f j (X),max(b(X))wherei = 1, 2, . . . , n. (2)

where Wi is the final class which comes with the majority (vi j f j (X)) from all base
classifiers b(X).

4 Evaluation

This section contains a profound detail of each experimentation of this work in a spread-
sheet. Each instance of this experimentation contains the size of the classifier, matrices
of all available classifiers, meta learner layers, and their performance measures.

First, sparse matrices are prepared for defining which classifiers from 53 classi-
fiers is or are used in each instance. The performance measurement has carried out
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as; Kappa statistic, Correctly and Incorrectly Classified Instances (Accuracy), Relative
absolute error, Mean absolute error, Root relative squared error, and Root mean squared
error. Throughout the experiments, parameters which were used in the models are tuned
according to the subset of data assigned to them [20] and the compatibility of the base
layer of the MCS to the meta learner layer is checked [2, 16]. Finally, According to
the hypotheses, which was considered in prior, we check whether these are statistically
significant or not [21, 22].

Figures 1, 2, and 3 represent the performance of base classifiers of the different sizes
in terms of accuracy and kappa statistics. Figure 1 depicts that the accuracy is very much
aligned with kappa statistics. Highest accuracy is observed as 95.45%with 0.9696 value
of kappa statistics for base classifier size 1. Figure 2 again depicts similar information
as given above for base classifier size 1, however, accuracy at the lowest point is aligned
with even worst kappa statistics. Lowest accuracy is observed as 65.65%with 0.48 value
of kappa statistics for base classifier size 2. Analogous information comes out fromFig. 3
for base classifier size 3.
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Fig. 1 Kappa statistic and accuracy for base classifier size 1
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Fig. 2 Kappa statistic and accuracy for base classifier size 2
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Fig. 3 Kappa statistic and accuracy for base classifier size 3

The overall result is summarized in Tables 1 and 2, which suggest that accuracy is
aligned with kappa statistics for each and every size of base classifiers. It corroborates
the fact that higher accuracy is not achieved by chance, as the kappa is on the peak
when the accuracy is on its highest. Accuracy is highest with the size 3 of base classifier
among all the sets of experimentation. Kappa statistics also corroborate the efficacy of
accuracy in every instance.

Table 1 Instances when MCS perform best with different sizes/numbers of classifiers

Classifier sizes/numbers RMSE RAE RRSE Kappa Accuracy

1 15.25 8.7 32.33 0.9545 0.9696

2 15.77 9.0023 33.44 0.9393 0.9595

3 16.22 10.92 34.38 0.9242 0.9494

Table 2 Instances when MCS perform worst with different sizes/numbers of classifiers

Classifier sizes/numbers RMSE RAE RRSE Kappa Accuracy

1 38.85 69.87 82.36 0.4237 0.6161

2 28.28 56.08 59.95 0.4846 0.6565

3 35.88 62.088 76.07 0.6235 0.7474

Moreover, the extensive experimentation on the proposedMCS framework evaluates
the conventional errors associated with different sizes of base classifiers. Figures 4,
5, and 6 depict the information about the conventional error losses in terms of Root
Mean Squared Error, Root Absolute Error, and Root Relative Squared Error. Unlike,
the first visualization on the performance of accuracy and kappa statistics, the errors
prone to these base classifiers highly fluctuate. RRSE is the most susceptible among
all the conventional errors for each of the base classifier sizes, as it depicts the value
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82.36, 59.95, and 76.07% from Figs. 4, 5, and 6, respectively, whereas RMSE is most
consistent and least prone to error throughout the instances for different sizes of base
classifiers. As it depicts, the value of RMSE is 16.02, 15, and 10.92 from Figs. 4, 5, and
6, respectively.
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Fig. 4 RMSE, RAE, and RRSE for base classifier size 1
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Fig. 5 RMSE, RAE, and RRSE for base classifier size 2
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Fig. 6 RMSE, RAE, and RRSE for base classifier size 3
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5 Conclusion

The pace of generating the data has been beating the earlier record at every second
in almost every area. Hence it creates the pressure on data scientists to come up with
the appropriate classifiers to help in the data science domain. MCS is one of the recent
innovations in this direction with a few limitations. This work contributes to overcoming
the insufficiency of picking the appropriate classifiers in the base layer of the MCS. This
work effectively suggests the size or number of classifiers in the base layer of the MCS
for any particular dataset. The procedure of picking up the appropriate size or number
of base classifiers is finalized by conducting intensive experimentation.

This work also determines that Vote and Stack are the most compatible meta learner
layer with any size or number of base classifiers. A number of intricate factors associated
with this work, such as statistical learning are applied to choose the features at the
beginning for the interpretation of results. Finally, this proposed framework advocates
that the higher accuracy along with greater kappa value can be achieved by increasing
the size or the number of base classifiers. Accuracy is not dependent on whether the
classifiers belong to the same classifier’s family or belong to different families. The
intensive experimentation carried out for this work can be used on a larger scale by
including several datasets from various dimensions in the future.
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Abstract. Segmentation of knee joint is an instrumental task in a medical fra-
ternity during knee osteoarthritis (KOA) progression. In general, it is a primary
concern to segment, detect and extract the defects from knee magnetic resonance
images (MRI). Conventionally, this process is carried out manually in clinical
practice but it is time consuming and observer dependent. It is a big challenge
to segment cartilage manually from MRI, as cartilage structure has inadequate
image contrast and complex tissue structure. Currently, semiautomatic and auto-
matic methods are used to overcome this limitation. In the proposed method, we
present a segmentation approach for the extraction of bone and cartilage from
MRI. Here, in this paper we perform preprocessing for image enhancement and
noise removal of knee MR image using Gaussian blur and block matching 3D
method. Larger bones in the knee joint are segmented first to perform reliable car-
tilage segmentation. Hence distance regularization level set evolution (DRLSE)
is used for bone extraction successively followed by cartilage segmentation. Fur-
ther, the performance of the proposed method is analyzed on a variety of kneeMR
images and experimental results demonstrated the improvement in accuracy com-
pared to existing approaches. In conclusion, it is observed that the proposed tech-
nique improves significant performance with consistency and robustness during
the segmentation process.

Keywords: Magnetic resonance imaging · Bone segmentation

1 Introduction

Anatomical structure can be deteriorated slowly andprogressively over time in the human
body.Musculoskeletal part as knee is complex joint and frequently injured component of
the human body. Common causes of knee pain are osteoarthritis and rheumatoid arthritis.
Progressively degradation of articular cartilage in the joint is called osteoarthritis (OA)
disease. OA may be found mostly in the synovial joint of the human body. Commonly
affected joints of human beings are lower back, neck, hand, hip, knee, foot and knee
joint in case of OA disease. According to the World Health Organization (WHO), knee
osteoarthritis (KOA) is an extremely prevalent joint disease with a high prevalence rate
in men as well as women aged over 60 years [1–3]. According to statistics presented
on the Indian population [1], nearly about 12 million people suffer from KOA disease
that needs to be treated. As per the report released by the Australian Institute of Health
and Welfare (AIHW) government organization, one in ten people are affected by OA.
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Monitoring the progression of KOA requires the morphology assessment of the knee by
measuring structures such as bone interface, cartilage thickness and cartilage volume [4].
Bone and cartilage morphology can be delineated manually by a radiologist or expert
in clinical practice in the assessment of KOA. Manual delineation could take approxi-
mately 4 h to analyze a single scan making the diagnosis excessively time consuming
and laborious. Well-known diagnostic imaging methods suggested by physicians are
Computed Tomography (CT) scan and MR images. These medical images are used to
provide valuable information about size, shape and location. Nevertheless, in the early
stages of KOA, structural changes of bone such as shape and size can be visualized well
by the MR imaging technique.

Due to the increasing usability of MR imaging in clinical routine, accurate segmen-
tation of bone and cartilage from MRI is required for quantitative assessment of KOA
and also to detect the problem in the early stage. Before applying any treatment, it is
essential to segment bone and measure cartilage thickness, volume, area and surface
roughness. In current clinical practice, a radiologist or expert uses his knowledge to
perform manual segmentation slice-by-slice and could take 3–4 h for a single scan. In
addition to this, it has consistency issues, is observer dependent and excessively time
consuming [5, 6].

To address the limitations of manual delineation, it is advantageous to automate
the segmentation of the cartilage. Hence numerous segmentation models have been
introduced by research communities in recent years. Researchers have developed semi-
automated and automated methods to segment articular cartilage. The main challenges
in developing these methods are the thin structure of cartilage and low contrast between
cartilage and surrounding tissues. In a semiautomatic method usingMR images, it needs
user intervention in the form of seed points or scribbles to limit the object boundaries.
Semiautomatic segmentation of cartilage could be achieved using various algorithms
such as graph cut, random walk and active contour. Even though the semiautomatic
method seems to be the best method to provide efficient measurement and performance,
they require user intervention, which may result in reliability issues. Several researchers
are focusing on developing a fully automatic segmentation method. The main focus
is to provide a detailed literature survey of existing methods and also perform bone
segmentation followed by cartilage extraction using MR images.

The framework of the paper is given as follows: Sect. 2 summarizes existing
approaches for bone and cartilage extraction. Section 3 discusses challenges in semiauto-
matic and fully automatic segmentation. Then Sect. 4 presents segmentation frameworks
for bone and cartilage extraction. Section 5 describes experimental results and the paper
closes with the conclusion.

2 Literature Survey

The most crucial step in KOA assessment is the segmentation of the knee joint. Over
the last few decades, image segmentation has been adopted by researchers to give a
quantitative measure of KOA such as cartilage thickness, volume or bone deformation.
Tables 1 and 2 summarize existing segmentation techniques in two categories as semiau-
tomatic and automatic, respectively. These techniques were developed in recent decades
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Table 1 Existing bone/cartilage semiautomatic segmentation techniques

Segmentation
method

Author/year Region of
interest

Performance measure

Thresholding Dalvi et al. [4] Femur, tibia and
patella

Sens. (patella)—92.69
Sens. (tibia)—96.95
Sens. (femur)—97.05
Spec. (patella)—94.82
Spec. (tibia)—98.33
Spec. (femur)—98.79

Jiann-Shu Lee Femur and
patella

Not specified

Region growing Peterfy et al. [6] Cartilage Reproducibility—3.6–6.4%

Piplani et al. [21] Cartilage Percentage of error—6.53%

Deformable model Zohara Cohen
et al. [7]

Cartilage Root mean square
Cartilage extraction—0.22 mm
Cartilage thickness—0.31 mm

Graph-based Hackjoon Shim
et al. [8]

Cartilage DSC (94.3 ± 1.3)

Clustering Hong-Seng Gan
et al. [9]

Cartilage DSC—0.83, sensitivity—0.84
and specificity—0.99

Hong-Seng Gan
et al. [10]

Cartilage Reproducibility—0.92 ± 0.051,
sensitivity—0.96 ± 0.051
specificity—0.997 ± 0.0019

Mutha et al. [20] Cartilage Not specified

Random walk Hong-Seng Gan
et al. [11]

Cartilage DSC (tibial cartilage)—0.80
DSC (patella cartilage)—0.77

to overcome the difficulties of manual segmentation. Human intervention is provided
in semiautomatic methods such as thresholding, region growing, deformable model,
graph-based model and clustering. Semiautomatic segmentation techniques have been
presented recently to segment bone and cartilage as summarized in Table 1.

As shown in Tables 1 and 2, it can be observed that most of the semi/fully automatic
methods have achieved better accuracy compared to the ground truth. Thus to address
these issues and improve the performance of the existing segmentation approach, a
fully automatic segmentation method for bone extraction is presented in this paper.
Proposedwork uses distance regularization level set evolution (DRLSE) for an automatic
delineation of bones such as fumer and tibia from MR images.
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Table 2 Existing bone/cartilage fully automatic segmentation techniques

Segmentation
method

Author/year Region of interest Performance measure

kNN/voxel
classification

Folkesson et al.
[12]

Cartilage DSC: 0.80, sensitivity:
0.80 and specificity
0.99

Folkesson et al.
[13]

Cartilage Cartilage
extraction—40–60 min

Multi-atlas
segmentation

Tamez-Pena et al.
[14]

Femur/tibia/cartilage Sens. (femur)—88
Spec. (femur)—99
Sens. (tibia)—88
Spec. (tibia)—99
DSC. (femur)—88
DSC (tibia)—84

Shan et al. [15] Femur/tibia DSC. (femur)—85
DSC (tibia)—85

Deep learning Ambellan et al.
[16]

femur/tibia DSC medial femoral
cartilage 86.1 ± 5.3%
and
lateral femoral
cartilage 90.4 ± 2.4%

Liu et al. [17] Femur/tibia DSC femur
bone—95.5%
femur
cartilage—90.2%
tibial bone—94.3%
tibial
cartilage—89.5%

Norman et al. [18] Cartilage DSC for
T1—weighted
cartilage—0.742 (95%
confidence)
DSC for DESS
cartilage—0.867 (95%
confidence)

3 Proposed Methods

The segmentation framework of KOA disease is presented in Fig. 1. The proposed
framework consists of three phases: Phase I: Preprocessing of input image, Phase II:
Segmentation of bone and cartilage and Phase 3: Classification of the image as nor-
mal knee or KOA. In this paper, we are mainly focusing on preprocessing and bone
segmentation followed by cartilage extraction.
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Fig. 1 Proposed segmentation approach

3.1 Preprocessing

Low contrast between cartilage and surrounding tissues calls the need for preprocess-
ing before we proceed for segmentation. As mentioned in the introduction, inadequate
brightness, noisiness and low tissue contrast are the challenges for bone segmentation.
In this work, the development framework initially takes input as Knee MR image with a
fast spin protein density sequence. The preprocessing phase resolves the image noise by
applying the BM3D filtering technique [5] and contrast is enhanced by Gaussian filter-
ing. We observe that the proposed deformable model is sensitive to noise and brightness
and thus preprocessing can be applied to provide sharp edges between the tissues.

The general steps involved in preprocessing are as follows:

1. Upload noised MR image.
2. Apply block matching 3D method: in this step, the block matching 3D method is

used to filter the speckle type of noise by preserving image features.
3. Apply Gaussian blur kernel: Gaussian blur is applied to enhance the contrast of the

denoised image. Gaussian image can be obtained at three different scales such as
0.65, 1.1 and 2.5 mm using Eq. 1

G(a, b) = 1

2Πσ 2 e
−
(
a2 + b2

2σ 2

)
(1)

4. High contrast denoised image as output image
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3.2 Segmentation Method

In segmentation framework, the preprocessed images are passed on to the segmentation
phase to carry out the extraction of bone corresponding to femur and tibia using MR
images by the DRLSE method.

Several methods have been developed for the segmentation of bone and cartilage
[3–22]. In this work, the concept of seed selection is derived from Gandhamal et al.
[23] using 3D multi-edge overlapping technique. To select bone position automatically,
middle slices of a single dataset are chosen from an image stack. Two seed points (one
for fumer and one for tibia) are identified based on an image profile as peaks and valleys.
In this system, x coordinate values of both the points are obtained from the left histogram
and y coordinate value from the bottom histogram. These points are used as initialization
for edge detection of bone during the segmentation process explained in detail in the
next paragraph.

Seed point locations obtained in the previous section are used to extract femur and
tibia bone region based on the DRLSE model proposed by Li et al. This model is based
on distance regularization term and energy term that describes the desired location of
zero level set contours which are defined as the following steps.

Segmentation of bone extraction is as follows:

1. Input image: noised and denoised MR image.
2. Define the initial level set function as follows.

∂φ

∂t
= F |∇φ| + A · ∇φ (2)

3. Calculate the external energy function for LSE given as follows:

ε(φ) = μRp(φ) + εext(φ) (3)

4. Compute distance regularization term by Eq. 4

∂φ

∂t
= μdiv(dp(|�φ|))�φ + F |�φ| + A · �φ (4)

5. Stop the iteration if we reached the desired shape, otherwise go to step 3.
6. Cartilage extraction is performed based on Bone masking of fumer and tibia bone.
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4 Results

A. R-time data analysis
KneeMR images were collected from the local multifaceted hospital of 150 patients
(80 females and 70 male) and thus we have 1000 MR images in total. In this exper-
iment, we have considered normal MR images and KOA MR images of the left
knee as well as right knee images. Image acquisition was obtained by MRI 3.0 T
(GEMedical System Discovery MR 750 w). For this research, sagittal plane proton
density fat suppression MRI sequences were selected for bone/cartilage extraction.
We have acquired 500 images in all for experimental purposes.

B. Qualitative analysis
In qualitative analysis, the performance of the preprocessing step and segmentation
method are visually examined and interpreted by a human being. Figure 2 shows the
result of contrast-enhanced image and noise removed image usingGaussian blur and
block matching 3D and compared with histogram equalization. In the segmentation
process, contour at various iteration and final contour of both bones (fumer and
tibia) are shown in Figs. 3 and 4, respectively.

Original 
 Image 

Contrast  
Enhance Image  
( sigma=0.5) 

Contrast Enhanced 
Image   

( sigma=0.65) 

Contrast Enhanced 
Image   

( sigma=1.1) 

Histogram  
Equalization 

Fig. 2 Result of contrast-enhanced image and image

Denoised 
Image 

Image at Itera-
tion No 1 

Image at Itera-
tion No 51

Image at Iteration 
No 201

Image at Itera-
tion No 401

Fig. 3 Phases of bone region extraction
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Fig. 4 Result of bone region extraction

5 Conclusion

In this paper, bone segmentation framework using MR image is developed. The perfor-
mance of the developedmethodwas compared withmanual segmentation and obtained a
better result. We have observed that segmentation of the original image takes more time
compared to the denoised image. In future, segmentation of the patella will be included
in this model along with fumer and tibia bone.
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Abstract. The application of cloud-oriented services has increased from personal
use such asmailing systems to themedical field. Typically, a cloud service provider
offers encryption services of sensitive data. However, decrypting this data in the
cloud for data analysis using machine learning can lead to privacy concerns. To
this end, learning over encrypted data without decrypting it is the need of the
future. In this article, we present a holistic review and summarize the literature
on homomorphic encryption, related issues, applications in machine learning over
encrypted data, and potential future research directions.

Keywords: Homomorphic encryption · Machine learning · Privacy preservation

1 Introduction

Nowadays, huge data is generated by different software applications used in industries,
government sectors, schools, colleges, medical field, and in research field also. Social
networking sites like Facebook, YouTube, Twitter, etc., are generating large data per
second. The banking sector, share market, and cryptocurrency are not behind too. In
almost all of the mentioned areas, users prefer to store their data on the cloud.

Data owner, in this scenario, is very much concerned about the privacy of their data.
Many encryption techniques are used for making data private.

As per current trends, the concept of learning from own historical data like finding
trends, interests, recommendations, future predictions, and flaws detection is increas-
ing rapidly. Here, data mining comes into the picture. Industries, banking or medical
sectors want to use their historical data, analyze this data for knowledge mining. This
data mining can be extended to machine learning as learning through experience [1].
But bankers, industrialists, or doctors are not professional about data analytics/machine
learning implementations. They are dependent on professional software programmers
who can do the analytics task and produce knowledge to learn new things which can
help data owners for the betterment of their business/profession. Hence, data owners
need learning from their data without sacrificing the privacy of their data to third-party
professionals. Figure 1 shows how nowadays data owners encrypt their data and then
store it on cloud space [2, 3].

© Springer Nature Singapore Pte Ltd. 2020
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Fig. 1 A recent trend in data encryption and the subsequent data storage on the cloud by the
owners

Let’s consider a scenario about doctors from different hospitals who want to gain
knowledge from their historic patient data. But as they don’t have knowledge of data
mining algorithms, neural networks, and deep learning; they will not able to gain knowl-
edge on their own. Solutions they may use are listed next. For gaining this knowledge,
the doctor has to go to some data mining expert. Give the historical patient data and ask
experts to find all knowledge helpful for them for their future treatments. Here is the
risk that doctors have to give sensitive data about their patient and treatments. No doctor
will agree for it. Another solution is we may think of encrypting the data using different
encryption/decryption algorithms. Encrypted data will be sent to data mining experts.
Then data mining expert will decrypt it and then will apply the learning algorithms. Here
is the possibility that other than the mining expert, cloud owners may misuse data.

As shown in Fig. 2 the third solution is, doctors have to depend on some Third Party
Agent. The third party agent may generate public and private keys. The private key will
be given to the doctor to encrypt their data. And the public key will be used by data
mining experts to decrypt the data. It may be possible that the third party agent is also
compromised.

The next solution many researchers used in privacy-preserving is to add some fake
record to original data and then encrypt it and hand it over to data mining experts [4]. But
we can easily understand that by adding fake data about patient and treatment and then
learning on that modified data may give seriously bad knowledge after applying data
mining techniques. Protecting privacy requires both preventing leakages of the training
data and ensuring that the final model does not reveal private information. Preventing
any and all privacy leaks is a significant challenge; existing systems developed for deep
learning named Caffe, TensorFlow, DeepMind and many more were not designed with
learning securely in mind.

Currently, other angles of privacy issues are identified. Applications like What-
sApp, Facebook, Picasa, YouTube, Gmail, Google Drive, Google forms, etc., are col-
lecting videos, images, and lots of text data. They have centralized storage for this
huge data, which they are providing for free to users. Actually, this is the private data
of each user but the above applications have direct access and they use this data to
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Fig. 2 Learning by decrypting data on a cloud system

train on strong applications like NLP, image-based search, personal assistance, lan-
guage translators, traveling assistant, and many more. In the current scenario, they
have a monopoly over artificial intelligence or machine learning model. Here we
need the privacy of user data [5].

Researchers in Medical Science Institute have hunger of patient and treatment data.
With need to large and variety of data for more accurate research, researchers expect
data from anotherMedical Science Institutes, but due to privacy concerns these institutes
don’t share data to each other [5].

How to discover knowledge without decrypting the data? The need of the hour is that
data owner must get knowledge from his own data at the same time not allow anyone to
decrypt the data. Does learning from data happen over encrypted data without decrypting
it? Fortunately yes! In this paper, we review the efforts taken by researchers in the context
of machine learning techniques for encrypted data. The remaining part of this paper is
organized as Sect. 2: related work; Sect. 3: tools and challenges. It also covers how
to use homomorphic encryption, milestones in that Homomorphic Encryption, success,
failure, future opportunities.

2 Related Work

2.1 Homomorphic Encryption

Ronald Rivest et al. [6] very firstly raised the possibility of learning over encrypted data.
They raised limitations regarding encryption/decryption techniques used for preserv-
ing the privacy of user data. They described four possible ways to preserve the data.
The first one is, instead of giving sensitive data to computer professionals outside the
home organization, purchase organization’s own computer system to store data. But it
is expensive. Second, hire computer for storage of encrypted data but do the operations
in-house by using some terminal to connect to a rented computer for learning. In this
solution, a large communication cost is an issue. Third, design the new computer such
that decryption will happen in CPU only and decrypted data cannot be accessed outside
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the CPU. This special hardware will face many issues. Difficulty in key management.
Slow execution occurs due tomore number of load/store for each encryption-decryption.
Also simultaneously encryption and doing an operation on data is impossible. In all the
above three solutions, decryption has to be done for learning from data. It means privacy
is not preserved. Fourth, use different encryption techniques such that operations on
encrypted data without decrypting it may be possible.

Homomorphic encryption means we can do some calculation, computation on
encrypted data without decrypting it as shown in Fig. 3.

Fig. 3 Learning over encrypted data using homomorphic encryption

Pascal Paillier [7] presented probabilistic homomorphic encryption comparable to
RSA. A new trapdoor mechanism based on residues is proposed which is more secure.
No proof of security is proposed by him, so we still need to find a defense against
different possible attacks on this scheme. Also, they proposed the need for distributed
solutions.

Craig Gentry [8] raised the issue that if we store our all data on the cloud without
encryption, it is illegal for medical-like fields and also there is a high risk to data privacy.
Cloud service providers may misuse or take benefits of the unencrypted data over the
cloud. So he raised the need of finding a newway of dealing with easy to use and privacy
preservation of user data over the cloud. As without decryption, processing data to gain
some knowledge was seen to be very impossible at fight glance. To understand this is
possible, he presented a very good analogy of a jewelry shop. In this shop, the owner
wants that their work should design very good jewelry but should not steal the gold. For
this, the shop owner prepared a transparent box in which gold is stored and the worker is
given special gloves. Using these gloves user can put his hands into the box and work for
design.As this box is locked by the owner, theworker cannot take gold out and still design
beautiful jewelry. In this analogy, a locked box with gold is encrypted data, gloves are
homomorphism and designed jewelry is encryption function. He told that homomorphic
encryption can be applied which can be symmetric or asymmetric. He proposed the
need for semantic security and probabilistic encryption scheme for semantic security. In
his Ph.D. work, he found that more malleable encryption is easy to break, which is not
the problem with semantic security. He proposed a somewhat homomorphic encryption
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scheme. In a comparison of addition or subtraction operations, as multiplication adds
noise faster-bootstrapping scheme is presented by him which uses bootstrap next level
of operation when the current level reaches to max noise.

2.2 Machine Learning Techniques for Encrypted Data

Nowadays,machine learning is coming up as a popular service of the cloud. For commer-
cial platforms like Google, Azure, etc., this platform provides an infrastructure to store
user data and also do training of prediction models on that user data [9]. Hence, three
parties, cloud, data owner, and prediction model provider are benefited by this system.
But the issue in this system is the privacy of data owners. Prediction over encrypted data
is the need. As discussed above, previous work proposes the linear prediction models.
But many of the problems and data in real life are a nonlinear one. Also, the accuracy
obtained by the linear prediction model is limited for nonlinear data like speech data or
image data from which we have to recognize the object. So the machine learning model
which is nonlinear will be beneficial. Pengtao Xie et al. [10] presented the neural net-
work as a nonlinear machine learning model to learn over encrypted data. As discussed
above, homomorphic encryption is used to do the encryption and over this encrypted
data, we can perform the different operations without decrypting it. With the neural net-
work, issues are the activation functions used in NN are not represented as a polynomial.
So, nonlinear activation functions are required to be transformed into polynomial form.
Practical issues raised by Pengtao are first, computations over encrypted data are slower,
especially for high degree polynomials. Therefore, care has to be taken that polynomials
should be kept with a low degree for the approximated neural network. Secondly, for an
l-layered neural network and for each layer, degree of the polynomial is d, total neural
network polynomial degree will be dl. It means to reduce the polynomial degree, the
number of layers should be as less as possible which is the contract to deep learning. So
learning is difficult and feasible for limited datasets only.

If the neural network is to be built for data from different parties, it needs a different
way to learn. Reza Shokri et al. [5] presented a learning model which is built using
neural network over input from multiple parties. They introduced jointly learning using
a neural network. In their work, they contributed algorithmswhich run in parallel manner
resulting in optimization algorithms with privacy preservation. Reza proposed a model
in which different data owners run a learning algorithm at their own storage. Sharing of
selective stochastic gradient descent values is done from local neural networks trained
parameter to other parties who jointly use this learning model. This parameter sharing is
actually used to train other parties’ neural network for more accurate results. It means,
in this secure multiparty computation, neural network parameters which are trained in
a different environment are gathered together. Now two major issues are there in this
method. First, will they give a good output? Second, random gradient values selection
makes convergence slow (Table 1).
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Table 1 Summarised evolution of homomorphic encryption

Paper title Findings

Data banks and privacy homomorphism [6] Very firstly proposed the possibility of
homomorphism

Public-key cryptosystems based on composite
degree residuosity classes [7]

Presented probabilistic homomorphic
encryption is comparable to RSA. A new
trapdoor mechanism based on residues is
proposed which is more secure

A brief review of machine learning and its
applications [2]

Summarized 7 different machine learning
methods with application

Computing arbitrary functions on encrypted
data [8]

Presented good analogy of jewelry shop to
understand homomorphic encryption for cloud
storage

Private predictive analysis of encrypted data
[11]

Presented heart attack prediction system over
encrypted data using Microsoft Windows
Azure cloud by using leveled homomorphic
encryption

Crypto-nets: neural networks over encrypted
data [12]

The neural network as a nonlinear machine
learning model to learn over encrypted data.
Secure multiparty computation

Privacy-preserving deep learning [5] Multiparty jointly learning. optimization
algorithms in Deep NN with parallelism. No
encryption is needed

A review of homomorphic encryption and
software tools for encrypted statistical
machine learning [13]

Presented summarized issues in homomorphic
encryption. Listed out machine learning tools
available for encrypted data learning

The modification of the RSA algorithm to
adapt fully homomorphic encryption
algorithm in cloud computing [10]

Addition operation is made homomorphic by
modifying the RSA formula

Machine learning and its applications: a
review [14]

Presented how ML is better than rule-based
systems. Stated DM and ML are totally
different

Privacy-preserving extreme learning machine
using additively homomorphic encryption [15]

Additive homomorphism only. Less
communication overhead as one-way
communication from participants to ELM.
ELM can learn over multiple sources of input
data. Due to the simple network structure and
no iterative calculation, learning is very fast

Deep encrypted text categorization [16] Optimal learning semantics of words in
Natural language processing using RNN and
LSTM

(continued)
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Table 1 (continued)

Paper title Findings

AHEad privacy-preserving online behavioral
advertising using homomorphic encryption
[17]

Provide solution over add-blocking software.
Preserves privacy in OBA tasks

Comparison of selected homomorphic
encryption techniques [18]

Presented circuit diagrams for operations like
OR, integer addition. Also how polynomials
are written for these different circuits and the
operations performed by them

A homomorphic encryption-based system for
securely managing personal health metrics
data [19]

Learning of patient lifestyle and suggesting
physical activities for the betterment of
patients using HE. For FHE operations new
operations like rotate (slot) and select (mask)
along with addition and multiplication are
proposed

Toward dynamic end-to-end
privacy-preserving data classification [20]

Data classification over encrypted data.
Proposed decision tree learning algorithm
which is dynamically updated

Private machine learning classification based
on fully homomorphic encryption [21]

Privacy-preserving decision-based
classification and Naive Bayes classification
using fully homomorphic encryption. FHE
with SMID, Noise minimization by Modulus
switching

Accelerating ElGamal partial homomorphic
encryption with GPU platform for industrial
Internet of Things [22]

Fast PHE technique using GPU for storing
IoT applications sensor data on cloud

Learning from privacy preserved encrypted
data on cloud through supervised and
unsupervised
machine learning [23]

Neural network for supervised and
unsupervised learning is implemented on
homomorphically encrypted data

Improved homomorphic discrete Fourier
transforms and FHE bootstrapping [24]

Fast homomorphic DFT using structured
linear transformation

3 Tools and Challenges

See Table 2.
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Table 2 Tools, methods, and challenges

Tools/methods Challenges

Presented algebraic system for homomorphic
encryption [6]

Not fully secure; slow down encryption.
Multiplication operation adds more noise

Probabilistic encryption scheme [7] No proof of security is proposed, so still we
need to find a defense against different
possible attacks on this scheme. Also, they
proposed the need for distributed solutions

Rote learning, learning by teaching, inductive
learning, analog learning, explained learning,
neural network, knowledge discovery [2]

Collecting data is a big issue for the training of
learning algorithms due to its large size. More
time required for collecting data. The problem
of sampling. Application-specific learning
algorithm design is rough, hard and limited

Somewhat homomorphic encryption (SWHE)
and bootstrapable encryption [8]

Bootstrapable SWHE scheme is
computationally expensive. The possibility of
more noise addition in decrypted ciphertext

Logistic and linear regression over encrypted
data [11]

Need for scalable systems for performance
improvement for huge medical data

A polynomial approximation to neural
networks [12]

Computations over encrypted data are slower,
especially for high degree polynomials. A
number of layers need to keep minimum for
keeping polynomial degree small. So learning
is difficult and feasible for limited datasets
only

Supervised learning, Distributed selective
stochastic gradient descent (DSSGD) [5]

Neural network parameter leakage. Averaging
NN parameters by aggregating differently
trained NN does not give good performance

C library by Gentry for HE, Scarab—C library
for HE. HELib—C++ library for FHE, SIMD
parallelism, HE-R package [13]

Semantic encryption operations on ciphertext
may add noise. For Linear Classification—no
division and comparison is possible. Linear
Regression is possible up to 5 dimensions only

Extreme learning machine (ELM) [15] Data analyst and data owner are assumed as
an honest one. Data size should be greater
than hidden layers for ELM

A recurrent neural network, long short-term
memory, Tensorflow, Keras [19]

For complex RNN computation cost is more

Online behavioral advertising (OBA),
real-time bidding (RTB), threshold
homomorphic encryption [17]

Need performance improvement for increased
profile data size

(continued)
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Table 2 (continued)

Tools/methods Challenges

Basic SWHE, FHE over integers [18] No good speed of execution for deeper
circuits. These techniques use mathematical
structures and hence need optimizations [25]

Safe BioMetric, tools—Apache Spark, IBM
Bluemix, IBM OpenWhisk programming [17]

FHE operations must be optimized to reduce
data transfer, data processing, and data storage

Decision tree for classification [20] Computation over encrypted data; there is
very high overhead. Randomization of data
causes an issue of accuracy. Not both training
and prediction phases focused simultaneously

Relinearization technique. Modulus switching
[21]

No thought on how to store large data

4 Conclusion

To conclude, the issue which is open in learning over encrypted data is slow evaluation
of operations on encrypted data. The set of functions which can be computed on cipher-
text space is very restricted, e.g., addition and multiplication operations only. Limited
number of times addition and multiplication operation can be performed because multi-
plication operation multiplies noise too. Arithmetic operations over encrypted data are
more complex than standard arithmetic operations. On encrypted data: addition opera-
tion can be done with good speed as compared to multiplication operation. Divisions and
comparisons operations cannot be performed on encrypted data. Large space is required
for homomorphically encrypted data. Space is Complex. The depth of operations is
limited. Semantic encryption operations on ciphertext may add noise. For Linear Clas-
sification—no division and comparison is possible. Linear Regression is possible up to
5 dimensions only.
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Abstract. Disease detection and localization from leaf imagery have found its
way into various applications of leaf-based image processing. These applications
include, but are not limited to, yield improvement, re-fertilization, disease spread
detection, etc. This process requires careful selection of segmentation, feature
extraction, feature selection, classification, and post-processing algorithms which
should work in tandem for improved system efficiency. In this paper, we propose
a bio-inspired machine learning-based classification algorithm, which adaptively
learns to improve the accuracy via active feature selection. This process is followed
by an adaptive post-processing unit which indicates the level of infection, and
suggests the depth of infection in the field. The system was tested against multiple
datasets which included both real-time and static data, and it was observed that the
classification accuracy ismore than 98%, and the spread detection accuracy ismore
than 94%. These results are also compared with state-of-the-art classifiers like
random forest, Naïve Bayes, and convolutional neural networks. The comparisons
prove that the proposed algorithm is not only superior in terms of classification
accuracy, but also improves the overall system performance in terms of disease
localization.

Keywords: Leaf · Disease · Detection · Machine learning · Bio-inspired ·
Localization

1 Introduction

Detecting and locating disease and infected regions in leaf-based imagery requires pro-
cessing at multiple levels. For example, in order to find out the location of disease-
infected regions, we first need to evaluate the kind of disease the leaf possesses. For that,
we need to classify the leaf-image into one of many categories. Classification requires
training data, which must contain pre-labeled leaf images. Pre-labelng requires manual
evaluation of the images, which requires proper image capture. Thus, in order to evaluate
the disease type and the localization of disease, there are multiple stages of processing
the leaf image. These stages can be categorized as follows:
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• Capture stage,
• Preprocessing stage,
• Feature processing stage,
• Classification stage, and
• Post-processing stage.

The capture stage requires in-depth knowledge about the kind of leaf images which
will be processed. Capturing these images with proper angle, proper lighting, and a
proper field of view will result in a highly accurate system. Any misalignment in the
capturing phase will exponentially affect the performance of the system. Thus, it is
recommended that a field professional be consulted for this purpose.

Post the capturing stage, the images pass through various preprocessing stages,which
include but are not limited to

• Image denoising to obtain clearer images.
• Scale-based registration for proper sizing of the image.
• Angle and sheer-based registration for properly aligning the images.
• Removal of any kind of watermark, or prints from the image.
• Segmentation of the leaf region from the image via clustering mechanism.

Generally, segmentation is a separate process in classification systems. But, for leaf-
based processing systems, there is no need to complicate the segmentation process.
A simple clustering mechanism is sufficient to extract the leaf region from the input
image. The segmented image is then processed by the feature processing stage. This
stage includes feature extraction and selection. Extracting features from leaf images
requires careful selection of algorithms, which can describe one disease distinctly from
another. Generally, algorithms like gray-level co-occurrence matrix (GLCM), wavelet
features, Fourier features, color-based maps, texture-based maps, and edge-based maps
are used. These features need proper selection in order to obtain the best features suited
for classification using the given training set. Generally, once the training set is changed,
the feature selection algorithm needs to be re-run in order to re-evaluate the most useful
features for optimum classification.

Once the features are selected, and an optimal feature-training set is obtained, then
the process of classification comes into the picture. Classification algorithms vary from
simple linear algorithms like k-Nearest Neighbors (kNN), to complex algorithms like
convolutional neural networks (CNN). The computational complexity of these algo-
rithms is generally directly proportional to the accuracy obtained from the algorithm.
For leaf-disease processing, CNN, support vector machines (SVM), random forest (RF),
and Naïve Bayes (NB) algorithms are proven to give better results. In fact, this text also
uses the abovementioned algorithms for performance comparison with the proposed
classifier. The classification process is followed by the post-processing stage. This stage
is very specific to the kind of disease class the image belongs. For example, bacterial
blight images require segmentation of reddish regions in order to find out the region
of infection, while alternaria blight requires segmentation of dark regions. Therefore,
researchersmust develop disease-specific post-processing algorithms in order to segment
the regions-of-infection, which will indicate the percentage spread of the disease. In this
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text, we have worked on each stage of processing and developed a novel bio-inspired
machine learning algorithm for classification and post-processing of diseases; this algo-
rithm is mentioned in the section next to the literature survey section. The selection of
bio-inspired machine learning algorithm has the following benefits during classification:

• The algorithm is adaptive, therefore there is no need to retrain the system from time
to time.

• As the number of entries in the training set increases, the algorithm retrains itself
internally to manage the changes, thus guaranteeing high level of accuracy.

• Feature selection unit works in tandem with the classification layer, thereby further
optimizing the system performance.

• The training set is grown automatically with the confidence score obtained from the
testing set, thereby reducing the error in classification.

These advantages of the classification process are due to the bio-inspired learning
and thus are the choice of selection for this research. The next section is a literature
survey of various classification and post-processing techniques for leaf-based disease
detection and other baseline approaches for the same purpose.

2 Literature Review

Throughout the years, numerous procedures have been exhibited to identify plant leaf
illnesses. In [1], bolster vector machines (SVM) has been utilized, and it has analyzed
more than five various types of maladies. In our exploration, we found that SVMs as a
rule have a testing precision of 75%, however, the paper asserts that the exactness of SVM
is around 91%, which may be on the preparation set itself. An AI approach is referenced
in [2], where specialists have used arbitrary timberlands (RF) in the mix with histogram
of slope (HoG) highlights for grouping. The testing set precision of this strategy is
professed to be 70%, which is a sensible measure, as arbitrary timberlands contrast the
sets and randomized highlights, and consequently the exactness is by and large around
70–80%. Another learning-based approach which uses move learning is proposed in [3],
wherein scientists havebuilt up an easy to utilize interface for plant leaf infection location,
however, no remarks aremade for the exactness of the framework. Theyhave asserted it to
be genuinely exact, however, the precision level isn’t referenced in the content, so it’s on
the specialists to execute it and check for its exhibition. A second SVM-based approach
is referenced in [4], wherein analysts have built up a technique utilizing a dark level
co-event framework (GLCM) highlights. These highlights are genuinely adequate for
separation between different sorts of plant illnesses. The unclear correlation in the paper
shows a 90% preparing level exactness, which is very low, as SVMexecution depends on
a grouping procedure, which probably won’t be precise. Comparative MATLAB-based
execution is finished utilizing [5], where specialists are utilizing RF strategy for the
grouping process. In this technique, the analysts have discovered that the framework is
genuinely precise for the identification of illnesses, and furthermore restriction of the
measure of malady in the given information picture. No remark is done on the degree
of exactness; however, the yield pictures appear to be genuinely broke down by the
specialists.
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A short examination of discovery calculations is done in [6], where specialists have
looked at SVM, RF, k-Nearest Neighbors (kNN), and neural systems. They guarantee
that fake neural systems have a more significant level of precision when contrasted
with different calculations, and along these lines they should be utilized for constant
grouping process. Another exploration in [7] additionally demonstrates that repetitive
neural systems (RNNs) have better arrangement exactness, for the plant illness location
process, when contrasted with different strategies like Decision Tree Classifier (DTC),
Support Vector Machine (SVM), Naive Bayes Classifier, k-Nearest Neighbor (kNN),
K-implies grouping, Genetic calculation, and so forth. It additionally guarantees that
RNN requires less postponement when contrasted with different strategies, and along
these lines ought to be the technique for decision for some applications. One more
audit in [8] makes reference to that the back engendering neural organize (BPNN) has
better execution when contrasted with different techniques, which demonstrates that
neural system ought to be the strategy for decision for the plant malady identification
application. Chipping away at this line, the examination referenced in [9] utilizes OTSU
thresholding joined with neural systems so as to assess that the general exactness of the
neural system is higher than SVMs; there is no notice of any numerical qualities, however
from their investigation and scientificmodels, it is very characteristic that neural systems
are a superior decision for the characterization procedure. While in [10], the analysts
have utilized different strategies like kNN, SVM, and ANN for arrangement, yet they
additionally guarantee that neural systems are a decent decision for the order procedure.
Two additional surveys distributed in [11, 12] likewise demonstrate this point; neural
systems are the calculationof decision for the procedure of plant ailment characterization.
A comparative survey is distributed in [13], wherein specialists have professed to analyze
in excess of 8 distinct techniques for plant malady identification, and they see that their
proposed novel division calculation gives 95% precision when joined with an SVM
classifier. The correlation is done on minor 10–15 pictures, and hence their case doesn’t
appear to be legitimized; it is encouraged to perform steadiness on the examination
calculation before utilizing it for any constant frameworks. Another examination in [14]
utilizes direct relapse and kNN in order to accomplish a precision of 95%, which is
like [13], however in [14], there is no depiction of the quantity of pictures utilized,
and consequently this exploration likewise requires due persistence from the specialists
before usage. The next section describes the proposed bio-inspired machine learning
algorithm for the detection and localization of leaf diseases. The section is split into two
more sections, one for classification and the other for post-processing.

3 Bio-Inspired Machine Learning Disease Classification

The proposed bio-inspired-based machine learning algorithm has the following process-
ing blocks.

• Preprocessing for reducing Gaussian noise.
• Adaptive clustering for leaf segmentation.
• Feature extraction using multilevel features.
• Genetic algorithm-based training layer.
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• Machine learning evaluation and adaptive training layer.

Initially the image under test is given to aWeiner filter, which checks for the presence
of any kind of Gaussian noise in the image. Weiner filter is used because Gaussian noise
is present in the images taken from digital cameras. Once the denoising process is
completed, then an adaptive clustering algorithm based on bisecting k-means is used.
The following steps are used in the algorithm design:

• Divide the image into 2 clusters using bisecting k-means algorithm.
• Obtain images I1 and I2, where each image represents one particular cluster.
• Evaluate the number of green pixels in each of the clusters, let the number of green
pixels in each cluster be G1 and G2.

• Use Eq. 1 to find the cluster with leaf as follows:

Ileaf = I1, ifG1 > G2

else, Ileaf = I2, if G2 ≥ G1 (1)

• Here, Ileaf is the segmented image which contains all the leaf pixels.
• Fill the holes in the Ileaf image, and use this hole-filled mask on the original input
image.

• Hole filling is needed in order to include any disease pixels which might have been
mis-clustered.

Using the above algorithm, we obtain the segmented leaf image, which contains the
leaf and the disease regions from the input image. The segmented image is given to a
feature extraction layer, wherein the following features are evaluated:

• Color map
Color map or extended histogram map is obtained by plotting the quantized color
levels on the X-axis and the number of pixels matching the quantized color level on
the Y-axis. The obtained graph describes the color variation of the image and thus is
used to describe the image during the classification stage. The color map resembles
the gray level histogram of the image with one minor difference that the color map
quantizes the R, G, and B components of the image before counting them, while the
histogramdirectly counts the pixels belonging to a particular gray level and plots them.
This ensures that all the color components of the image are taken into consideration
by the descriptor.

• Edge map
The extended edge map a.k.a. edge map describes the edge variation in the image.
To find the edge map, the image is first converted into binary, and then Canny edge
detector is applied to it. The original RGB image is quantized the same as in the color
map. The locations of the edges are observed, and the probability of occurrence edge
on a particular quantized image level is plotted against the quantized pixels in order to
evaluate the edgemap of the image. The edgemap is used to define the shape variation
in the image and is a very useful and distinctive feature for any image classification
system.
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• Gray-level co-occurrence matrix (GLCM)
The GLCM calculation method uses the information about adjacent pixels and creates
a histogram kind of matrix out of it. It is a statistical method of examining texture
that considers the spatial relationship of pixels is the gray-level co-occurrence matrix
(GLCM), also known as the gray-level spatial dependence matrix. The GLCM func-
tions characterize the texture of an image by calculating how often pairs of pixels
with specific values and in a specified spatial relationship occur in an image, creating
a GLCM, and then extracting statistical measures from this matrix.

Upon extraction of these combined features, the feature set is prepared. This feature
set is a combination of the following:

• The feature vectors of the color map, edge map, and GLCM.
• Tagged images with their disease names.
• The total number of input images is divided into training and testing feature sets in
a ratio of 70:30, respectively. Once the training and testing feature sets are created,
then the following genetic algorithm-based classifier is applied on the testing set:

Inputs.

• Number of iterations = Ni
• Number of solutions = Ns
• Minimum and maximum number of features to be used for classification process =
Fmin and Fmax

• Learning rate = Lr

Initially mark each of the solutions as ‘to be changed’

• For each iteration in 1 to Ni
• For each solution in 1 to Ns

If the solution doesn’t need to be changed, then move to next solution
Else,
find the number of features to be used, using Eq. 2,

Fnum = RAND(Fmin, Fmax) (2)

Select Fnum random features from the training and testing feature set for each image.
Mark the indices of these selected features as Fidx.
Apply a convolutional neural network-based classifier for the Fnum selected features,
and evaluate the testing accuracy for these features; let the accuracy be Asi, where ‘i’
is the solution number.

• For all the solutions, obtain the values of As1, As2, As3 . . . AsNs .
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• Evaluate the mean accuracy using Eq. 3,

Asmean =
∑Ns

i=1 Asi

Ns
(3)

.
• Now evaluate the learning threshold using Eq. 4,

Asth = Asmean ∗ Lr (4)

.
• Mark all solutions as ‘to be changed’ which satisfy Eq. 5,

ASi < Asth (5)

.
• Repeat the process of Ni iterations, and obtain Table 1.

Table 1 Machine learning table

Solution Fnum Feature indices (Fidx) Accuracy Asth

Once the table is created, we then select the features with index Fidx, having the
highest accuracy. These features are used for classification, and continuous accuracy
evaluation is performed. Upon continuous accuracy evaluation, if we find out that the
overall accuracy is reducing, then this new accuracy is updated in Table 1. After the
update process, the table is re-scanned and again the highest accuracy feature index is
used for the classification process.

This process is repeated for each of the images in the test set, and for any new
images which might need evaluation. Once the images are classified into a particular
disease type, then a post-processing layer is applied on each of the images. This layer has
different algorithms for different kind of diseases. Each of these algorithms is described
in the next section.

4 Post-processing for Evaluation of Disease Percentage

For the purpose of this research, we considered the following leaf diseases:
Reddening, Fig. 1, causes the edges of the leaf to become reddish in color, due to

which there is a lack of photosynthesis in the image, and therefore the plant growth
is affected. Moreover, due to reddening the flower quality of the plant is also affected.
These red spots on the leaf are permanent, and there is only one solution, i.e., removal of
all kinds of red leaf from the plant. The process is very time consuming, and due to the
contagious nature of this disease, even a single reddening leaf can cause a lot of damage
to the plant over a short period of time.
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Fig. 1 Reddening

Fig. 2 Gray mildew

Gray mildew, Fig. 2, also called as fungi-like disease, occurs due to treatment of
plants with chemical fertilizers, and has many disastrous effects on both the stem and
the leaf of the plant. This disease spreads very quickly, and reduces the life span of the
plant. It can be removed by medicinal treatment.

Alterneria, Fig. 3, is the most common plant-leaf disease. It causes bright spots
on the leaf, and is very hard to remove. It is treated same as reddening, but it is not
contagious. This disease is carried to the plant by insects or other plant-eating species.

Bacterial blight, Fig. 4, is similar to alternaria but spreads throughout the leaf. It
reduces the strength of the leaf and makes it easily breakable. As the name suggests, it
occurs due to bacteria formation on the leaf. Eliminating leaf affected by bacterial blight
is the only option for plant treatment.

Each of these disease images is needed to be post-processed with a different kind of
post-processing algorithm. Each of these algorithms is described as follows:
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Fig. 3 Alternaria

Fig. 4 Bacterial blight

Reddening

• Divide the image into two clusters using the bisecting k-means algorithm.
• Find the cluster in which the intensity of red pixels is highest than green and blue
pixels, and mark it as the reddening cluster.

• Count the number of pixels in the reddening cluster, and divide it by the total number
of leaf pixels. This will evaluate the percentage of reddening in the leaf.
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Gray Mildew

• Divide the image into two clusters using the bisecting k-means algorithm.
• Find the cluster in which intensity of red, green, and blue pixels is more than 128 (for
an 8-bit image), and mark it as the mildew cluster.

• Count the number of pixels in the mildew cluster, and divide it by the total number of
leaf pixels. This will evaluate the percentage of gray mildew in the leaf.

Alternaria and Bacterial blight

• Divide the image into two clusters using the bisecting k-means algorithm.
• Find the cluster in which the intensity of green pixels is highest than red and blue
pixels, and mark it as the non-disease cluster.

• Subtract the input image from the non-disease cluster to obtain the disease cluster.
• Count the number of pixels in the disease cluster, and divide it by the total number of
leaf pixels. This will evaluate the percentage of alternaria/bacterial blight in the leaf.

Using these specific algorithms, post-classification will help in finding out the per-
centage of infection in the given leaf image. The next section describes the results of the
proposed classification and post-processing algorithm.

5 Results and Analysis

We tested the proposed systemunder various dataset sizes, and evaluated the accuracy for
ANN, CNN, and the proposed bio-inspired methods. The following table demonstrates
the statistical result evaluation for ANN.

From Table 2, we can observe when the number of training images is low, then the
accuracy of ANN reduces linearly with the number of evaluations for a given number
of training records, but as the number of training images increase, we observe a steady
increase in the number of correctly classified images, and thus the overall accuracy of
the ANN increases. For real-time datasets, the accuracy is between 75 and 80%, and it
saturates around 80%. In contrast, as we can observe from Table 2 as follows, the overall
accuracy of CNN is much higher than that of ANN.

From Table 3, we can observe that the accuracy of CNN also reduces linearly for
a low number of records, but increases steadily for a larger dataset. This is due to the
fact that the proposed convolutional neural network performs pattern analysis at each
layer, and thus even a small chance of matching with the provided input features is taken
into consideration by the network under test. A similar analysis is done for the proposed
classifier, and the results can be observed in Table 4 as follows.

The accuracy of the proposed classifier is very high due to the continuous learning
process. The average accuracy for ANN is around 76%, while for CNN is around 94%,
but for the proposed classifier the accuracy is more than 97% across multiple disease
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Table 2 Accuracy analysis for ANN

Number of images in
database

Number of images
tested

Correct outputs ANN Accuracy (%) ANN

10 10 9 90.00

20 15 13 86.67

20 20 16 80.00

30 25 20 80.00

30 30 22 73.33

50 35 26 74.29

50 40 30 75.00

50 50 36 72.00

80 60 42 70.00

80 70 49 70.00

80 75 53 70.67

80 80 57 71.25

100 85 61 71.76

100 90 65 72.22

100 95 70 73.68

100 100 75 75.00

125 105 80 76.19

125 110 85 77.27

125 115 90 78.26

125 120 94 78.33

125 125 99 79.20

types. Thereby, we can comment that the proposed classifier is superior in terms of
accuracy when compared with simple ANN and CNN. This superiority is majorly due
to the active selection of features, and continuous network evaluation. Similarly, the
outputs of the post-processing unit are shown in the following figures.

From Fig. 5 it is inherent that the infected regions from the gray mildew disease are
clearly segmented out, and we can observe the percentage of infection more clearly, as
compared to the original image. Similar results were obtained for the remaining diseases,
which are shown in Figs. 6 and 7.

Thus, the proposed post-processing layer is able to detect and obtain the infected
disease regions from the input leaf images.
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Table 3 Accuracy comparison of CNN

Number of images in
database

Number of images tested Correct outputs CNN Accuracy (%) ANN

10 10 10 100.00

20 15 14 93.33

20 20 18 90.00

30 25 24 96.00

30 30 28 93.33

50 35 33 94.29

50 40 37 92.50

50 50 47 94.00

80 60 56 93.33

80 70 66 94.29

80 75 70 93.33

80 80 75 93.75

100 85 80 94.12

100 90 85 94.44

100 95 90 94.74

100 100 94 94.00

125 105 99 94.29

125 110 103 93.64

125 115 108 93.91

125 120 113 94.17

Table 4 Accuracy observation of the proposed algorithm

Number of
images in
database

Number of
images
tested

Correct
outputs
proposed

Accuracy
(%)
proposed

Number of
images in
database

Number of
images
tested

Correct
outputs
proposed

Accuracy
(%)
proposed

10 10 10 100.00 80 80 78 97.50

20 15 15 100.00 100 85 83 97.65

20 20 19 95.00 100 90 88 97.78

30 25 24 96.00 100 95 93 97.89

30 30 29 96.67 100 100 97 97.00

50 35 34 97.14 125 105 102 97.14

50 40 39 97.50 125 110 107 97.27

50 50 49 98.00 125 115 112 97.39

80 60 58 96.67 125 120 117 97.50

80 70 68 97.14 125 125 122 97.60

80 75 73 97.33
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Fig. 5 Detected gray mildew

Fig. 6 Detection of alternaria

Fig. 7 Detection of bacterial blight

6 Conclusion

From the result section, we can observe that the proposed algorithm is able to identify
diseases with a very high level of accuracy. It outperforms industry-leading methods
like artificial neural networks and convolutional neural networks. The proposed bio-
inspired machine learning algorithm produces an accuracy of more than 97% on the
testing dataset. This accuracy is about 3% higher than the accuracy produced by CNN.



270 B. Nerkar and S. Talbar

Also, the post-processing layer is able to correctly identify and segment out the region
of diseases from the input image. This layer is specific for each disease, and thus must
be continuously updated in order to include more disease types.

7 Future Work

Generally, after machine learning there is a very little future scope for this work in terms
of classification accuracy. But, researchers can always work on ways to improve the
post-processing segmentation technique and make it generic. This way, in spite of any
kind of input image, the algorithm will adaptively select the segmentation process, and
produce an accurate segmentation output. It will help farmers to detect new kind of
diseases in their yield, and also find out ways to reduce them.
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Abstract. Medicinal plants are the backbone of the system of medicines; they
are the richest bioresource of drugs of traditional systems of medicine, mod-
ern medicines, nutraceuticals, food supplements, folk medicines, pharmaceutical
intermediates, and chemical entities for synthetic drugs. These plants are clas-
sified according to their medicinal values. Classification of medicinal plants is
acknowledged as a significant activity in the production of medicines along with
the knowledge of its use in the medicinal industry. Medicinal plant classification
based on parts such as leaves has shown significant results. An automated system
for the identification of medicinal plants from leaves using Image processing and
Machine Learning techniques has been presented. This paper provides knowledge
of the process of identification ofmedicinal plants from features extracted from the
images of leaves and different preprocessing techniques used for feature extrac-
tion from a leaf. Many features were extracted from each leaf such as its length,
width, perimeter, area, color, rectangularity, and circularity. It is expected that for
the automatic identification of medicinal plants, a web-based or mobile computer
system will help the community people to develop their knowledge on medicinal
plants, help taxonomists to developmore efficient species identification techniques
and also participate significantly in the pharmaceutical drug manufacturing.

Keywords: Leaf recognition ·Medicinal plants · Feature extraction · Image
processing ·Machine learning · OpenCV

1 Introduction

Medicinal plants have long been utilized in traditional medicine. Identification of medic-
inal plants is a very challenging task without external resources or assistance. Identi-
fication of the right medicinal plants that are used for the preparation of medicines is
important in themedicinal industry. In various countries, there is a trend toward using tra-
ditional plant-based medicines alongside pharmaceutical drugs. Therefore, there seems
to be immense potential in this field. Various kinds of algorithms are integrated into the
application software. Image analysis is one important method that helps segment image
into objects and background [1]. One of the key steps in image analysis is feature detec-
tion. Transforming the input data into the set of features is called feature extraction. The

© Springer Nature Singapore Pte Ltd. 2020
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image processing nowadays have become the key technique for the diagnosis of various
features of the plant [1].

The non-automatic method is based on morphological characteristics. Thus, classi-
fication here is based on the core knowledge of botanists. However, this non-automatic
identification is tedious. Hence many researchers support this automated classification
system and identification. There are a few systems developed so far where most of the
processes are the same.

Following are the steps involved:

Step 1: Preparing the dataset.
Step 2: Preprocessing.
Step 3: Once the preprocessing is done, attributes have to be identified.
Step 4: Training.
Step 5: Classification of the leaves.
Step 6: Result evaluation (Fig. 1).

Fig. 1 Design of the proposed solution

This is an effective and efficient automated system (Fig. 1) that can be used by
any student, pharmacist, or anyone from the non-botanical background. Motivation to
undertake this project was given to us by an incident that happened with the head of the
‘National Social Service’ cell. He was trying to figure out a way to identify the medicinal
plants correctly so that the villagers could make use of them for their pharmaceutical
purposes. Seeing his difficulty gave us an idea of building this system.

2 Literature Review

See Table 1.

3 Methodology

The system will work in four stages:
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Table 1 Literature review

Sr. No. Research paper title Year of publication Accuracy

1. Plant leaf recognition using a convolution
neural network [2]

2019 94%

2. Identification of Indian medicinal plant by
using artificial neural network [1]

2018 75%

3. Automatic recognition of medicinal plants
using machine learning techniques [3]

2017 90.1%

4. Plant identification system using its leaf
features [4]

2015 More than 85%

A. Obtaining dataset.
B. Image segmentation/preprocessing.
C. Feature extraction.
D. Classification algorithm (Fig. 2).

Fig. 2 Methodology overview

A. Obtaining dataset
Leaves are a feasible means to identify plants [5]. The image dataset used in this paper
is Flavia leaves dataset which is obtained from http://flavia.sourceforge.net/. This image
dataset consists of approximately 1900 image instances of leaves of 32 different species
of plants. Sample images from one class are shown (Fig. 3).

http://flavia.sourceforge.net/
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Fig. 3 Image dataset

For training and testing the model, a dataset was created using the extracted features
of the leaf. The dataset was divided into two sets namely Train set (70%) and Test set
(30%).
B. Image segmentation/preprocessing
Pixel values play a very important role in image analysis. They can be used to segment
distinct objects. If there’s a significant difference in the contrast values of the object and
the image’s background, then the pixel values will also differ. In this case, a threshold
value can be set. Accordingly, an object or the background can be classified on the basis
of the pixel values being less than or greater than a threshold value. This method is
also known as Threshold Segmentation. It converts original image (Fig. 4) to grayscale
(Fig. 5). If the image has to be divided into two regions, i.e., object and background,
a single threshold value is defined. This is known as the global threshold (Fig. 6). If
there are multiple objects along with the background, multiple thresholds need to be
calculated. These thresholds are collectively known as the local threshold. This technique
is preferred when there is a high contrast between object and background.

Fig. 4 Original leaf image
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Fig. 5 Grayscale image

Two adjacent regions with different grayscale values are always differentiated based
on the edge present between them. The discontinuous local features of an image can be
considered as the edges. This discontinuitymayprove to behelpful in defining aboundary
of the object. This helps in discovering multiple objects present in an image along with
their shapes. Filter and Convolutions are used in Edge detection. Edge detection is fit
for images having better contrast between objects. When there are too many edges in
the image and if there is less contrast between objects, it should not be used.

Digital image processing techniques are used for the classification of medicinal
plants in the Plant Leaf Identification system. Firstly, all the images are preprocessed,
for removing background area [6]. Then their features based on color, texture, and
shape [7] are extracted from the processed image. The subsequent steps were followed
for preprocessing the image.

(1) In this technique, we convert RGB to a grayscale image.
(2) After conversion, we smoothen the image using a Gaussian filter.
(3) Then Otsu’s thresholding method is used for adaptive image thresholding (Fig. 7).
(4) Morphological Transformation is used for the closing of the holes.
(5) The last step for preprocessing is that the boundary extraction is doneusing contours.

C. Feature extraction
The major problem in image analysis arises due to the number of variables involved.
These variables require a large amount of memory and computation. If the dataset is
used as it is, it becomes less instructive and more redundant for doing analysis. When an
algorithm has to process large datasets, then by applying this method, the dataset will be
reduced to minimum dimensions. Extracting useful features from images in the dataset
is the feature extraction process. Various types of leaf features were extracted (Fig. 8)
from the preprocessed image which are listed as follows:
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Fig. 6 Global threshold

Fig. 7 Adaptive mean threshold

1. Features related to shape:

• Length.
• Width.
• Total area.
• Perimeter.
• Proportional relationship between width and length (aspect ratio).
• Rectangularity.
• Circularity.



278 A. Gokhale et al.

2. Features related to color:

• The sum of channels divided by the number of channels of R, G, and B (mean).
• Amount of variation of a set of values of R, G, and B channels (standard

deviations).

3. Features related to texture:

• The difference between the textures (contrast).
• The similarities between the textures (correlation).
• Inverse difference.
• Entropy.

Fig. 8 Feature set of different leaf samples

D. Classifier algorithms
Four machine learning classifier algorithms were applied to the data, which are as
follows:

1. KNN (k-Nearest Neighbor) Algorithm.
2. Logistic Regression.
3. Naïve Bayes Algorithm.
4. SVM (Support Vector Machine).

These classifier algorithms were applied to the preprocessed data. The results are
shown in Table 2. The Logistic Regression classifier achieves the best performance with
an accuracy of 83.04% (Table 2).

However, due to resource constraints, for finding the highest accuracy the important
parameters of every classifier were varied. The k-Nearest Neighbor (KNN) classifier
gave the best accuracy of 79.49% (Table 3).

Apart from the accuracy, the performance was also assessed on a class proportion of
leaves, for each class, that was accurately chosen from the entire set [3]. Precision here
is the proportion of precisely identified leaves out of the total leaves that are predicted
to be a specific plant while F-measure here is considered as the average of these two
values [3].

Table 4 shown gives useful knowledge which can be used to test the strong aspects
of the system and address its weaknesses. Plants that have low precision and recall
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Table 2 Performance of machine learning classifiers

Sr. no. Classifier Accuracy

1. SVM 82.69

2. Logistic Regression 83.04

3. Naïve Bayes 72.90

4. KNN 81.99

Table 3 Performance of machine learning classifiers after cross-validation

Sr. no. Classifier Accuracy

1. SVM 78.74

2. Logistic Regression 78.85

3. Naïve Bayes 71.23

4. KNN 79.49

must be reassessed. For example, new features must be designed and extracted that give
uniqueness in such leaves and are determinative of their species [3].

In Fig. 9, the confusion matrix is shown which is obtained when using the k-Nearest
Neighbor (KNN) classifier with specified attributes in each iteration. The identification
was successful which is indicated by the highest values in the diagonal line. Classes
ranging from 0 to 31 represent the different 32 species of plants.

4 Conclusion

The main aim of this paper is to identify the medicinal plant from a given sample of
a leaf. For this, we proposed an automated system for the identification of species of
plants from leaves on the basis of their Color, Shape, and Texture features by using image
processing techniques. Accordingly, the features were extracted from the Flavia image
dataset, which consists of a total of 1907 images, and machine learning algorithms like
SVM, Logistic Regression, Naïve Bayes, andKNNwere applied. Accuracies of 82.69%,
83.04%, 72.90%, and 82.99% were observed, respectively. After cross-validation of the
extracted features, the accuracies changed to 78.74%, 78.85%, 71.23%, and 79.49%,
respectively. As a result, an inference was deduced from the observed accuracies that
KNN would be best suited to the proposed solution. This system takes less processing
time with increased accuracy for identification .
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Table 4 Performance assessment of species using KNN classifiers

Class Precision Recall F1-score Support

0 0.92 0.61 0.73 18

1 0.76 0.94 0.84 17

2 0.92 1.00 0.96 22

3 0.93 1.00 0.97 28

4 0.89 0.96 0.92 25

5 0.88 1.00 0.94 15

6 0.71 0.85 0.77 20

7 0.85 0.73 0.79 15

8 0.60 0.50 0.55 12

9 0.78 0.93 0.85 15

10 0.79 0.83 0.81 18

11 0.72 0.76 0.74 17

12 0.77 0.71 0.74 14

13 0.67 0.67 0.67 21

14 0.93 0.88 0.90 16

15 0.25 0.06 0.10 17

16 1.00 1.00 1.00 26

17 0.88 1.00 0.94 22

18 0.95 0.90 0.92 20

19 0.85 0.94 0.89 18

20 0.74 0.93 0.82 15

21 0.89 0.57 0.70 14

22 1.00 0.93 0.97 15

23 0.71 1.00 0.83 17

24 0.90 0.56 0.69 16

25 0.71 0.67 0.69 15

26 0.88 0.88 0.88 16

27 0.82 0.90 0.86 20

28 0.83 0.88 0.86 17

29 0.87 0.91 0.89 22

30 0.73 0.79 0.76 14

31 0.92 0.73 0.81 15

Average 0.814 0.813 0.805 17.85
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Fig. 9 Confusion matrix for KNN classifier
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Abstract. Human Gait refers to motion accomplished through the movement of
hand limbs. Gait analysis is a precise investigation of the human walking pattern
using sensors attached to the body for recording body movements during activi-
ties like walking on a flat surface, treadmill and running. This paper addresses the
analysis of human gait based on performance using various classification tech-
niques involving Decision Tree, Random Forest and KNN algorithms. The paper
highlights the comparison of these classification models based on various param-
eters using the RapidMiner Studio tool. The comparison is based on performance
metrics and Receiver Operating Characteristic (ROC). The results show that the
RandomForest algorithm performs better in classifying normal and abnormal gait.

Keywords: Human gait · Gait analysis · Decision tree · Random forest · KNN ·
Classification models

1 Introduction

Human Gait describes the walking pattern of a human. Human gait is characterized as
a bipedal, biphasic front drive of human body gravity and exchange of development
of various parts or fragments of the human body. Gait analysis is useful to determine
the normal and abnormal walk of a person. Strength, coordination and sensation work
together to allow a person to have a normal gait walking pattern. The data for gait anal-
ysis is recorded using sensors attached to the body and activities such as walking on
a treadmill, flat surface, running, jogging, etc. are performed to classify normal and
abnormal gait. Nowadays gait analysis research is trending worldwide due to its various
applications. Gait analysis is required for athletes. Gait analysis helps athletes to run
efficiently and distinguish pose related or development related issues in individuals with
wounds [1]. In the medical field, gait analysis is used to determine neurologic, mus-
cular or skeletal problems of a person depending on the gait [2]. Recently the medical
field is advancing using Machine Learning techniques such as prediction, classification,
regression using various algorithms. This paper provides the classification of normal
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and abnormal gait using Decision Tree, Random Forest and KNN classifiers. The clas-
sification is performed on the 93 Human Gait (walking) database using the RapidMiner
tool.

2 Literature Survey

Over the last few decades, several researchers have made the attempt on gait recognition
and various applications of gait. Recently, Singh et al. have presented a detailed survey
on Vision-Based Gait Recognition [3]. Extensive research efforts have been made by
Singh et al. to present the review of existing work on gait recognition.

It is observed that gait recognition is performed for two different applications where
the first reason is gait-based recognition of humans having various examples such as
biometric identification, gender identification, crime department or surveillance purpose.
The second most important aspect of gait study is in clinical practice for diagnosis
of orthopedic as well as Parkinson patients [4]. Li et al. [5] have proposed the SVM
classification approach to identify the gender of humans based on their gait. To overcome
the drawback of Li et al. [5], gender identification was also challenged by Lu et al. [6]
and Sudha et al. [7]. In clinical practice, human gait analysis plays an important role
to identify gait patterns and which will further be used to diagnose walking disorder
of patients. During the review of existing work, it has been observed that very few
researchers have contributed to this area [8–10].

Various studies published on human gait are useful for biomedical engineering,
physical medicine, physical therapy and orthopedics fields. Machine Learning tech-
niques have been found to be useful in biomedical science for analysis and calculations
on multidimensional set of examples. In [11], the authors examined if it is feasible to
use sensors of inertial measurement and supervised learning techniques to differentiate
normal walking gait patterns and foot drop gait disease. The data was collected from
56 adults having foot drop and 30 adults having normal gait with many walking trials.
Random forest, Naive Bayes and SVM classifiers gave an accuracy of 88.45%, 86.08%
and 86.87%, respectively. This study would be helpful in clinical predictions.

3 Methodology

3.1 System Architecture

In the first phase Human Gait data with its various attributes like age, height, weight,
gender, etc. are considered (Fig. 1). Further the dataset is processed. The records are
labeled as Y (normal walk) and N (abnormal walk). To split the data for testing and
training, phase cross-validation is performed. Next the three classifiers Decision tree,
Random forest and KNN are applied to the dataset and the results are obtained.

3.2 Dataset

The dataset comprises data on 72 people measured with 73 attributes. Two classes “Y”
and “N” are used to classify the abnormality in gait metrics of the particular individual.
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Fig. 1 System architecture

Table 1 Dataset layout with ranges of attributes

Sr.
no.

Weight Age Height
(cm)

Exercise
time
(Min)

Gender Gyro
RotationX.rad.
s.

Alti
meter
relative
altitude

Df1.1$Label

1
to
72

44–137 17–53 150–195 0–180 M/F −4.346 to
3.95

−25.7
to 6.52

Y/N

The data has 70% normal and 30% abnormal records. Following are the predominant
attributes influencing the classification models (Table 1):

Various other attribute readings like altimeter pressure, pedometer, motionrotation
(x, y, z), location speed, MotionUser application, etc. are also recorded in the dataset.

3.3 Data Preprocessing

The dataset consists of a record of 72 people on 73 attributes for gait analysis.

• Removed all the rows with less attribute data or missing record of a person.
• Attributes having “0” values have been removed.
• “Location_floor” with value “-9999” through the dataset is removed.
• “Motion Altitude Reference Frame.txt” column with value “X Arbitrary Corrected Z
Vertical” is removed.

• “Location Horizontal Acurracy.m” with value “5” throughout is removed.
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• “Identifier Vendor.txt” with vendor ids does not contribute in classification so it is
removed.

• “AltiMeter Reset Bool” and “State_N” with value “0” throughout is removed.

3.4 Cross-Validation Technique Used

Internal Split Data present in Cross-Validation Operator with automatic Sampling is
applied to the dataset.

3.5 Comparison of Algorithms

Decision tree algorithm. Decision Tree is a supervised learning algorithm. It can be
used for both regression as well as classification purpose. For solving the problem,
decision tree uses tree representation. Each leaf of the tree represents a class label while
the internal node of the tree represents the attributes. Decision tree classifies instances
from root node to leaf node [12]. The challenging part of the decision tree is the selection
of an attribute of a root node for each level. The two popular attribute selection methods
are (i) information gain (ii) Gini index.
Information Gain

Change in entropy measures information gain. Entropy represents uncertainty of a
random variable.

Mathematically information gain is represented as follows [12]:

Gain(C, A) = Entropy(C) − C((|Cv|/|C |) ∗ Entropy(Cv)) (1)

where
C: set A: attribute Cv: subset of C where attribute A has value v.
|Cv|: number of elements in subset Cv|C|: number of elements in set C.

Gini index.
Gini index estimates the degree or likelihood of a specific variable being wrongly

ordered when it is randomly picked.
Mathematically Gini index is represented as follows [13]:

Gini index = 1 −
n∑

i=1

(pi )
2 (2)

where p signifies the probability of an item being arranged to a specific class (Table 2).
Random forest algorithm. Random forest categorizer algorithm put forward by

Breiman et al. [14] is a machine learning method using numerous learning calcula-
tions together while figuring and creating anticipated outcome. Random forest combines
bootstrap aggregation (bagging) [15] and random feature choosing [16] to develop an
assortment of decision trees. It generates collectively multiple decision trees instead
of predicting the class of human gait using a single unique decision tree and the data
is collected using sensors. Multiple trees help to reduce the overfitting problem in the
decision tree (Table 3).
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Table 2 Performance matrix generated by decision tree algorithm

True Y True N Class precision (%)

Pred Y 49 10 83.05

Pred N 4 9 69.23

Class recall 92.45% 47.37%

Table 3 Performance matrix generated by random forest algorithm

True Y True N Class precision
(%)

Pred Y 58 13 81.69

Pred N 0 1 100

Class recall 100% 7.14%

KNN algorithm. KNN, a supervised learning algorithm, is used to elucidate regres-
sion as well as classification problems. This algorithm presumes that analogous entities
are prevalent in the near vicinity. It is a non-parametric and torpid learning algorithm
which denotes that it does not make any suppositions on the prevalent data. Principally,
it functions on feature resemblance. It collects the first set of categorized entries and
then returns the labels of K-chosen entries. Presuming it is regression, it remits the mean
of the K labels. If it is classification, it remits the mode of the K labels (Table 4).

Table 4 Performance matrix generated by KNN algorithm

True Y True N Class precision (%)

Pred Y 54 14 79.41

Pred N 4 0 0.00

Class recall 93.10% 0.00%

4 Result Discussion

4.1 Receiver Operating Characteristic (ROC) Curve

ROC is a common tool used for the evaluation of classifiers. ROC False Positive Rate
(FPR) is plotted against True Positive Rate (TPR) [17] at different thresholds.

• False Positive Rate = (False Positive)/(False Positive + True Negative)
• True Positive Rate = (True Positive)/(True Positive + False Negative)
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ROC describes the performance of the classification models.
From the given comparison curve, it is evident that Random Forest provides the

highest accuracy (performance) among all the other models compared here. Figure 2
describes the ROC curve plot.

Fig. 2 ROC curve

Qualitative Comparison is described in Table 5.

Table 5 Quality comparison of algorithms

Algorithm
name

Accuracy (%) Precision (%) Recall (%)

Random forest 82.14 95 30

Decision tree 80.72 69.23 54

KNN 75.36 60 28

5 Conclusion and Future Work

Gait Analysis is an important domain of study. It has various applications in the field of
sports, orthopedics, physiotherapy, etc. It helps in improving body posture, deciding the
right sports equipment and relieving the patients with postural defects due to the above.
Through the above study, we have thus compared this data across three classification
models—Decision Tree, KNN, Random Forest Algorithms. Random Forest gives the
highest accuracy of 80.54%. In future, this analysis could be further applied for early
detection of postural defects in infants and cure them with proper measures. This dataset
was recorded using a smartphone’s accelerometer which gave the above statistics. The
accuracy and precision can be improved by using actual sensors mounted on different
parts of the body.
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Abstract. In this paper, the adaptive mean filter technique for removal of high
density salt and pepper also termed as impulse noise is presented. It is desired to
remove high density impulse noise from the images due to hot pixels produced
or generated because of current leakage in the image sensors placed inside the
camera. Adaptive mean filter technique processes the images affected with noise
using variable filter size that results in better removal of high density impulse
noise as compared with fixed filter size. Variable filter size comparatively takes
more processing time but results in better evaluation parameters such as signal
to noise ratio (SNR), mean absolute error (MBE) and image enhancement factor
(IEF). Various experiments were performed on images having different entropy
to measure the performance of the presented filter technique. The adaptive mean
filter with variable size filters effectively removes high density impulse noise up
to density 0.5. The presented adaptive mean filter technique requires simple arith-
metic operations that achieve faster processingwith less computational overheads.
The presented adaptive mean filter technique for removal of high density salt and
pepper or impulse noise can be adapted in image acquisition systems.

Keywords: Adaptive mean filter · Variable filter size · Salt and pepper (impulse)
noise · Noise removal

1 Introduction

Remarkable advancement in wireless communication technology and personal assistant
devices has resulted in the production of large sophisticatedmobile phone devices.Many
mobile devices have inbuilt cameras that require mechanical shutters to avoid salt and
pepper noise [1]. Due to the absence of these mechanical shutters, most of the images
acquired through mobile phone cameras are affected by high density impulse noise.
Therefore, it is required to have a simple, less computationally complex and effective
impulse noise removal technique.

Standard median filter is mostly applied for the removal of impulse noise. These
median filters are implemented using techniques such as “standard median filter” [2],
“switching median filters” [3, 4], “adaptive median filter” [5] and “adaptive center

© Springer Nature Singapore Pte Ltd. 2020
B. Iyer et al. (eds.), Applied Computer Vision and Image Processing,
Advances in Intelligent Systems and Computing 1155,
https://doi.org/10.1007/978-981-15-4029-5_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4029-5_29&domain=pdf
https://doi.org/10.1007/978-981-15-4029-5_29


Adaptive Mean Filter Technique for Removal … 291

weighted median filter” [6]. These filters have demonstrated effective performance in
removing salt and pepper (impulse) noise at lower densities. However, it is desired to
remove salt and pepper noise at higher densities due to the absence ofmechanical shutters
in cameras. Several filters have been proposed using different methodologies for remov-
ing high density salt and pepper (impulse) noise. The use of fuzzy logic and weighted
mean filtering [7], “impulse noise removal method based on non-uniform sampling and
supervised piecewise autoregressive modeling” [8], “vector filter based on geometric
information” [9], mean filter based on morphological image processing [10], “local
mean and variance” to detect noisy pixels [11] and Newton–Thiele filter for removing of
salt and pepper noise have been demonstrated. All these techniques suggest that median
filter is untenable to remove high density salt and pepper (impulse) noise [12–14].

The performance of the standard median filter is harshly damaged in very high den-
sity impulse noise. The innovative, simple and effective algorithm for cancelation of
noise densities from 10 to 90% without degrading the quality of the image is desired.
The key success of such performance is mainly due to highly accurate noise detection
and removal methodology employed in the techniques. Also, these techniques are com-
putationally complex and require more processing time and power. Therefore, they are
untenable in the personal assistant devices and mobile phones which requires simple,
less computationally complex and effective salt and pepper (impulse) noise removal
techniques.

The adaptive filtering technique that increases the filter size during the processes
of filtering of noisy images has been proposed for the removal of high density salt and
pepper noise. Mostly this adaptive filter starts filtering with a minimum filter size of 3 ×
3. It periodically increases filter size by two if the condition specific to the image quality
(noise removal) is not satisfied. Thus, the entire process of filtering is repeated with an
adaptive filter of size 5× 5, then 7× 7 and so on. The filtration process is repeated either
until the image quality (noise removal) condition is met or until a predefined maximum
filter size is reached. Moreover, it is observed that adaptive filters are better at removing
higher noise densities, but require larger processing time and are difficult to implement.

In this paper, an adaptive mean filter technique for removal of high density salt
and pepper (impulse) noise is presented. It is desired to remove high density salt and
pepper (impulse) noise from the images due to hot pixels generated or produced because
of current leakage in the image sensors placed inside the camera. The adaptive mean
filter technique processes the noisy image with variable filter size that results in better
removal of salt and pepper noise as compared with fixed filter size. Variable filter size
comparatively takes more processing time but results in better evaluation parameters
such as signal to noise ratio (SNR), mean absolute error (MBE) and image enhancement
factor (IEF). Various experiments were performed on images having different entropy
to measure the performance of the presented adaptive mean filter technique.

The organization of the paper is as follows Sect. 1 introduces various filtering tech-
niques employed for salt and pepper (impulse) noise removal, Sect. 2 describes the
algorithm adopted for removal of salt and pepper (impulse) noise using adaptive mean
filtering technique in detail. Results are discussed in Sect. 3 and finally concluded in
Sect. 4.
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2 Adaptive Mean Filtering Technique

The adaptivemeanfiltering technique is described in the section alongwith the algorithm.
The salt and pepper noise removal technique is accomplished in two phases, the first
phase detects the pixel corruptedwith salt and pepper noise and the second phase restores
the original imagewithout affecting its quality. The overall block diagram of the adaptive
high density salt and pepper noise removal technique is depicted in Fig. 1.

Noisy Image

Noisy Pixel Detection

Noise Matrix

Adaptive Filtering 
Technique

Restored Image

Fig. 1 Block diagram of the adaptive salt and pepper noise removal technique

Let input noisy image be represented as I (x, y) corrupted with the salt and pepper;
its gray level distribution can be expressed as

In(x, y) =
⎧
⎨

⎩

nmin
nmax

orginial image
(1)

where nmin is with probability of pmin, nmax is with probability of pmax and original
image has probability of 1−(pmin+ pmax). Also nmin and nmax are theminimum and
maximum gray levels respectively adopted by salt and pepper (impulse) noise. These
gray levels depend upon the number of bits used to represent pixel values, thus an 8-bit
gray-level image has nmin = 0 and nmax = 255. The noise detection stage of the
presented adaptive noise removal technique marks the pixels as noisy if the values nmin
and nmax are detected. The output of the noise detection stage represented as noise
matrix can be expressed as

N (x, y) =
⎧
⎨

⎩

1, if nmin and nmax
= In(x, y)
0, otherwise

(2)
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In this stage, the noisy image matrix obtained from the noisy image in the previous
stage is processed further. It is learned from the literature that,meanfiltering performance
is better than median filtering and does not degrade the quality of the input image. Also,
adaptive filters with variable filter size accomplish better experimental results than filters
with a fixed window size. Therefore, to reinstate the original image or pixels data, our
technique employs a selective mean filter with variable filter size. The size of the filter is
increasedduring the processingof the noisy image.The adaptivemeanfilter selects noise-
free pixels for calculating the mean. Also if the numbers of noisy pixels in 8/24/35/48
neighbor for filter size 3 × 3, 5 × 5, 7 × 7 are less than two, mean is calculated and its
value is assigned to the noisy pixel, whereas, if the number of noise-free pixels is greater
than two, mean filtering skips the averaging operation. The requisite operation will be
performed in the next stage with an increase in the filter size by 2. The adaptive filtering
operation is demonstrated in Fig. 2.

23 25 27
0 29 30
23 255 36

Number of noisy pixels = 2 

Replace noisy pixels with mean of noise free pixels 

Mean = 27 

23 25 27
27 29 30
23 27 36

(a)Total number of noise free pixels more than 6 in the given filter size  

23 255 27
0 29 0

23 255 36

Numbers of noise free pixels less than 7, increase the size of the filter by 2 and re-
peat the process. 

(b) Total number of noise free pixels less than 7 in the given filter size 

Fig. 2 Noisy image restoration stage
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23 25 27
0 29 30
23 255 36

Number of noisy pixels = 2
Replace noisy pixels with mean of noise-free pixels
Mean = 27

23 25 27

27 29 30

23 27 36

(a) Total number of noise-free pixels is more than 6 in the given filter size.

23 255 27
0 29 0
23 255 36

If the number of noise-free pixels is less than 7, increase the size of the filter by 2
and repeat the process.

(b) Total number of noise-free pixels is less than 7 in the given filter size.

3 Experimental Results

In this section, the qualitative and quantitative performance of the adaptive mean filter
for removal of high density salt and pepper (impulse) noise is presented. Results for
the five sets of input images containing 10 images each, classified based on varying
amounts of objects and increasing entropy are applied for performance evaluation of
the adaptive technique. Figure 3 shows the five sets of images selected based on the
number of objects with their respective entropy values. Higher entropy indicates more
gray levels and complexities in the image.

From the above figure, it is clearly understood that the complexity of the image is
directly proportional to the entropy. It is desired to evaluate the performance of the adap-
tive salt and pepper (impulse) noise removal technique based on evaluation parameters
PSNR, MAE and IEF. PSNR, MAE and IEF can be expressed as

psnr = 10 ∗ log10

(
2552

1
m∗n ∗ se

)

(3)
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where m and n are maximum size of the input noisy image.

se =
m∑

x=1

n∑

y=1

|I (x, y) − O(x, y)|2 (4)

where O(x, y) is the obtained output/restored image

mae =
m∑

x=1

n∑

y=1

|I (x, y) − O(x, y)| (5)

ief =
∑m

x=1
∑n

y=1|In(x, y) − I (x, y)|2
∑m

x=1
∑n

y=1|I (x, y) − O(x, y)|2 (6)

where In(x, y) is the noisy image and I (x, y) is the original noise-free image.
All the images from the various categories as demonstrated in Fig. 3 were applied

to adaptive mean high density salt and pepper noise removal technique. It is required
to measure the performance parameters PSNR, MAE and IEF for varying densities of
the salt and pepper (impulse) noise. Figure 4 shows the output image for the 0.1–0.9
density of salt and pepper noise. The performance parameters are tabulated in Table 1.
Experimental results clearly indicate that the adaptivemean filter techniquewith variable
size filters is effectively applied for high density salt and pepper noise for noise density
less than 0.5. The filter size was varied from 3× 3 to 9× 9 in steps of 2. Filter size more
than 9 × 9 severely degrades the image due to the application of mean filter repeatedly.

4 Conclusion

Adaptive mean filter technique for removal of high density salt and pepper (impulse)
noise is presented. The adaptive mean filter technique processes the noisy image with
variable filter size that results in better removal of salt and pepper (impulse) noise as
compared with fixed filter size. Variable filter size comparatively takes more processing
time but results in better evaluation parameters such as signal to noise ratio (SNR),
mean absolute error (MBE) and image enhancement factor (IEF). Various experiments
were performed on images having different entropy to measure the performance of the
presented adaptive mean filter technique. Experimental results clearly indicate that filter
size greater than 9 × 9 degrades (blurred) the quality of the output image due to the
application of mean filter repeatedly. Also, the adaptive mean filter with variable size
filters effectively removes high density salt and pepper (impulse) noise up to density 0.5.
Further, adaptive mean filter technique needs significant improvement in case of image
corrupted with very high noise density.
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Set Entropy Objects Input Image

1. 7.22 1

2. 7.49 2

3. 7.39 3

4. 7.58 4

5. 7.84 > 5

Fig. 3 Input images classified based on entropy
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Set Input Image Output Image
Density = 0.1 Density = 0.5 Density = 0.9

1

2

3

4

5

Fig. 4 Output image at various densities of salt and pepper (impulse) noise
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Table 1 Performance parameters

Set Density PSNR
(dB)

MAE IEF

1 0.1 40.01 0.34 225.21

0.5 31.92 2.07 169.16

0.9 34.98 0.92 626.34

2 0.1 37.77 0.43 147.57

0.5 30.33 2.25 132.29

0.9 32.06 0.99 350.15

3 0.1 35.87 0.54 69.46

0.5 28.29 2.98 59.12

0.9 31.54 1.26 224.16

4 0.1 36.43 0.47 70.47

0.5 28.11 2.82 52.26

0.9 30.67 1.28 169.27

5 0.1 31.24 0.91 30.07

0.5 24.06 4.72 28.11

0.9 27.35 2.18 108.95



Adaptive Mean Filter Technique for Removal … 299

References

1. Chen, T., Wu, H.R.: Adaptive impulse detection using center-weighted median filters. IEEE
Signal Process. Lett. 8, 1–3 (2001)

2. Aiswarya, K., Jayaraj, V., Ebenezer, D.: A new and efficient algorithm for the removal of high
density salt and pepper noise in images and videos. In: Second IEEE International Conference
on Computer Modeling and Simulation, Sanya, Hainan, China, pp. 409–413 (2010)

3. Gupta, V., Gandhi, D.K., Yadav, P.: Removal of fixed value impulse noise using improved
mean filter for image enhancement. In: IEEE International Conference on Engineering, Nirma
University, Ahmedabad, India (2012)

4. Talebi, H., Milanfar, P.: Global image denoising. IEEE Trans. Image Process. 23(2), 755–768
(2014)

5. Wei, Y., Yan, S., Yang, L., et al.: An improved median filter for removing extensive salt
and pepper noise. In: IEEE International Conference on Mechatronics and Control, Jinzhou,
China, pp. 897–901 (2014)

6. Kumar, R.R., Vasanth, K., Rajesh, V.: Performance of the decision based algorithm for the
removal of unequal probability salt and pepper noise in images. In: IEEE International Con-
ference on Circuit Power and Computing Technologies, Nagercoil, India, pp. 1360–1365
(2014)

7. Wang, Y., Wang, J., Song, X., et al.: An efficient adaptive fuzzy switching weighted mean
filter for salt-and-pepper noise removal. IEEE Signal Process. Lett. 23(11), 1582–1586 (2016)

8. Chaitanya, N.K., Sreenivasulu, P.: Removal of salt and pepper noise using advanced modified
decision based unsymmetric trimmed median filter. In: IEEE International Conference on
Electronics Communication Systems, Coimbatore, India (2014)

9. Wang, X., Shi, G., Zhang, P., et al.: High quality impulse noise removal via non-uniform
sampling and autoregressive modelling based super-resolution. IET Image Proc. 10(4), 304–
313 (2016)

10. Bai, T., Tan, J.: Automatic detection and removal of high-density impulse noises. IET Image
Process. 9(2), 162–172 (2015)

11. Roig, B., Estruch, V.D.: Localised rank-ordered differences vector filter for suppression of
high-density impulse noise in colour images. IET Image Proc. 10(1), 24–33 (2016)

12. Kumar, R.R., Vasanth, K., Rajesh, V.: Performance of the decision based algorithm for the
removal of unequal probability salt and pepper noise in images. IEEE Int. Conf. Circuit Power
and Computing Technologies, Nagercoil, India, pp. 1360–1365 (2014)

13. Dash, A., Sathua, S.K.: High density noise removal by using cascadingalgorithms. In: IEEE
Fifth Int. Conf. Advanced Computing and Communication Technologies, Haryana, India,
pp. 96–101 (2015)

14. Lin, P.H., Chen, B.H., Cheng, F.C., et al.: A morphological mean filter for impulse noise
removal. J. Display Tech. 12(4), 344–350 (2016)



Robust and Secure Lucas Sequence-Based Video
Watermarking

Bhagyashri S. Kapre(B) and Archana M. Rajurkar

MGM’s College of Engineering, Near Airport, Nanded, India
kapre_bs@mgmcen.ac.in1, rajurkar_am@mgmcen.ac.in

Abstract. Currently, video copyright protection has become a challenging issue
due to the growth of Internet technology and extensive use of multimedia. Digital
watermarking plays an important role in protecting multimedia objects as they
become easier to modify, copy and exchange data. Embedding the watermark in
the video is done in different ways by many researchers. Most of the existing
video watermarking (V-W) schemes directly apply image watermarking methods
to raw and compressed video. Due to redundancy in the video frames, watermark
embedding and extraction become time-consuming. To sort out this problem, the
watermark is embedded into the selective key-frames. In this paper we use Lucas
sequence (LS) for selection of key-frames and the watermark is embedded in
selected key-frames only. The proposed scheme is the combination of DWT and
DCT transforms that improves the performance. This approach not only saves time
required for selecting key-frames but also proves to be better in terms of resistance
to various types of attacks like framedropping, frame averaging and noise addition.
The proposed LS-based scheme is compared with [1–3]. It is observed that it
outperforms in terms of security, robustness and imperceptibility. The performance
of the proposed algorithm is evaluated using commonlyusedparameters PSNRand
NCC. It is found that their average values are improved considerably. The extensive
experimental simulations show that the proposed scheme is more efficient and
robust against common attacks such as rotation, scaling, cropping, common image
processing operations and geometric distortion.

Keywords: Lucas sequence · Key-frame selection · DCT · DWT · Watermark ·
Embedding · Watermark detection

1 Introduction

Due to rapid advances in computers and Internet technology, it has become very easy to
create, store, distribute, enhance, and modify the data such as images and videos in the
original data. It is useful for protecting the rightful ownership of multimedia audio. At
the same time, there is a demand for protection of the digital contents from unauthorized
access. The owners of digital content desire to protect their own copyrights avoid dupli-
cation, piracy and distribution of their data. Digital watermarking is a technique which
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hides the information data. A large amount of digital data is copied and published with-
out the owner’s consent. Digital watermarking has proved to be a good solution to tackle
ownership problems. Watermark is inserted into the multimedia contents for copyright
protection and may be used to check whether the contents have been legally modified
or not [4]. The effectiveness of the watermarking algorithm is measured in terms of
three parameters, data payload, fidelity and robustness. Depending on the application in
which the watermarking is used, a trade-off among these parameters is done. Most of
the existing video watermarking (V-W) schemes are based on the techniques of image
watermarking. However, V-W is different from image watermarking since it contains a
large volume of data with spatial and temporal redundancy among them.

Watermarking is divided into the frequency domain and spatial domain techniques. In
[5] authors have proposed an efficient V-W using lab color space. However, the bit error
rate of this method is not up to the mark. In frequency domain methods, Discrete Cosine
Transform (DCT), Discrete Fourier Transform (DFT) and Discrete Wavelet Transform
are used (DWT) [6].A robustV-Walgorithmwas presented by [7] inwhich the scrambled
decomposed watermark image is embedded into the mid-frequency DWT coefficients.
This scheme is robust to common image processing attacks like frame dropping, averag-
ing, additive noise and lossy compression. Sujatha and Satyanarayana [8] have proposed
a watermarking scheme using DCT, DWT and SVD for improving imperceptibility of
watermarking. However, this technique could not resist attacks like frame dropping and
compression. All the techniques presented in [9–12] embedded watermark in all the
video frames which makes these schemes time-consuming and affect the perceptibility
of video. Merits of these algorithms are that they are robust to frame dropping and aver-
aging. To reduce the time complexity and number of computations, Tabassum and Islam
[13] proposed a V-W scheme in 2012 using identical frame extraction. In this scheme
initially the video is segmented into shots. A frame called identical-frame is selected
from each shot for embedding the watermark. In [14] authors have proposed a robust
blind and secure watermarking method using integer wavelet transform, wherein, water-
mark is embedded into low-frequency coefficients of each main frame of video. Authors
claim that their method is resistant to various types of attacks. However, limitations of
this method are the subjective selection of themain frame of the video. Authors [15] have
presented a V-W approach based on shot segmentation. They selected the host frames
based on the highest luminance value in every shot. The watermark signal is broken
into small parts according to the number of host frames in the host video. These small
parts are then embedded into the selected host frames. Also, authors [16] developed
a scene change-based V-W scheme which embeds different segments of a watermark
into different scenes selected based on scene change detection algorithm. In these two
last cited methods, the whole frame sequence is required to retrieve the watermark. In
[17] Agilandeeswari and Ganesan proposed an algorithm for V-W using SVD-DWT. In
their scheme, a histogram difference-based scene change detection algorithm is used to
extract the non-motion frames from the video, and watermark is embedded into those
extracted frames. However, the problem in this technique is that only a few frames are
used for watermark embedding. The watermarking scheme becomes unreliable if those
watermarked frames are lost.
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Scene change detection techniques have been used in [1, 18] for V-W. In these
methods the authors embedded different parts of watermark in different scenes. These
methods are robust against many common attacks, however, their time complexity is
quite high.Many researchers [2, 3, 19] have proposed scene change-based watermarking
scheme. In all the scene change-based watermarking techniques, identification of the
exact scene is an important step. Himeur and Boukabou [20] presented a V-W system in
which gradient magnitude similarity deviation (GMSD) is used for key-frame extraction.
In this scheme, the watermark is encrypted using a chaotic encryption technique and the
encrypted watermark information is embedded into the selected key-frames using DWT
and SVD. The limitation of this V-W system is that if a video which contains a key-
frame is lost, then the watermark cannot be recovered correctly. In [21] proposed blind
watermarking technique QIM is used to embed a watermark into fast motion frames
that are extracted from each shot. However, the limitation of this system is that small
numbers of frames are considered for watermarking. This technique is not reliable if the
watermarked frames are dropped.

In [22] authors have proposedFibonacci-basedwatermark embedding in the video. In
thismethod, authors have identifiedkey-frames basedon theFibonacci series. They claim
that the proposedmethod saves time to identify key-frames. However, if the unauthorized
user checks for Fibonacci series-based frames in the video, anyone can easily performany
illegal activity on the video. So the motivation of our proposed work is to securely select
frames as per the users’ choice for embedding watermark. In the proposed LS-based
V-W, the first two key-frame numbers are decided by the user and successive key-frames
are selected based on LS sequence. Different key-frames are generated by different users
depending on the initial first two key-frames. Since the LS-based technique is used, it is
difficult for unauthorized persons to find out the key-frames. This paper is organized as
follows. In Sect. 2 we describe the proposed video watermark embedding and detection
scheme. Experimental results are presented in Sect. 3 and conclusion is provided in
Sect. 4.

2 Proposed Scheme

A proposed novel V-W scheme based on LS is presented in this section. The novelty of
this scheme is that V-W is done by selecting key-frames using LS. This key-frame selec-
tion technique ensures that the unauthorized user cannot find watermarked key-frames
easily without the knowledge of keys. To improve the performance of the proposed algo-
rithm with respect to imperceptibility and robustness, a combination of DWT-DCT is
used for embedding and extraction.

2.1 Watermark Embedding Techniques

In this technique, the key-frames are selected using the LS. The LS is an integer sequence
named after the mathematician François Édouard Anatole Lucas. Lucas number is a
sequence of integers having recurrence relation to produce a certain term characterized
by two parameters, K1 and K2. LS is computed by taking the modulo of key-frames in
the given video.



Robust and Secure Lucas Sequence-Based Video WaterMarking 303

In LS, the first two key-frame numbers are decided by the user and successive key-
frames are selected based on LS. Each Lucas number is defined to be the sum of its two
immediately previous terms. The Lucas number is calculated as in Eq. (1):

Ln =
⎧
⎨

⎩

x i f n = 1
y i f n = 2
x + y i f n > 2

(1)

In the proposed work, values of x and y are considered to be less than 10, x should
not be equal to y, n is the frame number in a video. The first two key-frame numbers act
as public keys for embedding, and the next key-frame number is obtained by adding the
previous two key-frame’s numbers. The intention behind using LS is that the unautho-
rized users will not be able to identify the frames in which the watermark is embedded.
Once the key-frames are selected in this novel manner, the watermark is embedded using
DWT-DCT using the following algorithm.

Embedding Algorithm
Step1 :- Decompose each of the selected frame into non-overlapped blocks of size 64 × 64.

Step2 :- Apply DWT on each sub-block, to obtain LL ,HL,LH and HH sub-band.

Step3: - Apply DCT on each chosen sub-band(LH and HL).

Step4 :- Generate Two uncorrelated pseudorandom sequences such as and 

using key. is used to embed watermark bit 0 and sequence used to embed 

watermark bit 1. Size of each of two PN-Sequence must be equal to the number of mid-

frequency elements of 8×8  DCT transformed block.

Step5:- Embed watermark using PN –Sequence with a gain factor α , in the DCT trans-

formed 8×8 blocks using eq (2)

Step6:-Apply Inverse DCT.

Step7:-Apply inverse DWT to obtain watermarked blocks.

2.2 Watermark Detection Techniques

The proposed watermark detection technique is almost the same process as that of
the watermark embedding. In order to recover the watermark, the correlation-based
watermark detection technique is used which is the best way for Ownership Proof. In
this technique, user has to select exactly the samekey-frames as theywere selected during
embedding. The watermarks are extracted from the selected two frames, compared with
the original watermark. If the difference between these two is below the threshold then
the algorithm terminates as the watermarks are identified. Then there is no need to find
further in the successive key-frames. Due to this, the extraction algorithm becomes more
efficient in time and accuracy. The watermark detecting process consists of the following
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steps: Authentic user will be provided with key-frame sequence in which the watermark
is embedded.

Detection Algorithm

Step1: -Select watermarked key frame. 

Step2:- Divide Watermarked key-frame into non-overlapped blocks of size 64×64.

Step3:- Apply DWT to decompose each block into four multi-resolution sub-bands LL, HL, 

LH and HH.

Step4:- Divide selected sub-band into 8×8 blocks.

Step5: Apply DCT on each  8×8 sub-blocks and select watermarked mid- 

frequency coefficients.

Step6:-Generate PN-sequence PN0 and PN1 using same key used in embedding method.

Step7:- Find the correlation between mid-frequency coefficients and generated two 

PN-sequences. Calculate correlation between mid-frequencies with and 

mid-frequency with .Compare them using following eq(3)

3 Experimental Results

The experimental results of the proposed V-W scheme are presented in this section.
Several experiments have been carried out to evaluate the efficiency of the proposed
watermarking scheme. The performance of the proposed technique is tested on a few
standard video sequences (e.g., Foreman, Stefan, Coastguard, Flower Garden, Container
Ship, Traffic) with the number of frames ranging from 100 to 1000. Three different
users were asked to provide the first two key-frame numbers and the next key-frames
were generated using LS as shown in Table 1. Different key-frames were generated by
different users depending on the initial two frames they select. Since LS is used, it is
not possible for unauthorized persons to find out the key-frames in which the watermark
was embedded. Hence, the video content remains protected. At the time of detection of
a watermark, the owner of the video is required to provide the same key-frame numbers.

The performance of the watermarking technique is measured by robustness and
imperceptibility. The quality of the watermarked frame is measured by peak signal to
noise ratio (PSNR). The peak signal to noise ratio is defined as in Eq. (4). For comparing
the similarities between the original and extracted watermark signals, a normalized
cross-correlation function is employed as in Eq. (5)

PSN R = 10 · log10
[
MAX2

1

MSE

]

(4)

NCC
(
W,W ′) =

∑ ∑ W (i, j)W ′(i, j)
|W (i, j)|2 (5)
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Table 1 shows the comparison of extracted key-frames and PSNR values of the proposed method
and the Fibonacci series-based watermarked embedding method

Foreman.avi

Sequence method Users First two frames Selected frames PSNR

Sequence method Users First two frames Selected frames PSNR

Scheme [22] USER-A Default 0, 1 0, 1, 1, 2, 3, 5, 8, 13, 21, 34,
55, 89, 144, 233

61.54

LUCAS sequence USER-B 2, 3 2, 3, 5, 8, 13, 21, 34, 55, 89,
144, 233

61.86

USER-C 3, 1 3, 1, 4, 5, 9, 14, 23, 37, 60,
97, 157, 254

60

USER-D 5, 3 5, 3, 8, 11, 19, 30, 49, 79,
128, 207

61.23

W, W′ are Original watermark and Extracted watermark, respectively.
It was found that the proposed V-W system achieves a high imperceptibility with

an average value of PSNR of 60 dB. In Fig. 1 it is clearly shown that the PSNR of all
watermarked frames is above 58 dB, which ensures a good imperceptibility using the
proposed V-W scheme as shown in Fig. 1.

Fig. 1 PSNR (dB) of all selected frames for two watermarked videos: a Foreman; b Traffic

The proposed V-W scheme is compared with the scheme presented by Sanghavi
and Rajurkar [22] in 2013. This technique proves to be the most suitable alternative
for key-frame selection-based watermarking scheme. Watermark is embedded in the
Fibonacci series frames only. However, this method is not secure since anyone can iden-
tify watermarked key-frames easily. The proposed LS-based watermarking technique
is more secured than the Fibonacci sequence-based watermarking scheme because LS
is not fixed as the Fibonacci series; it changes as the first two frames change as shown
in Table 2. To show the robustness of our proposed scheme, the experimental results
are conducted with several attacks for the video sequence and the NCC values are com-
pared with the existing method [19, 20, 22]. Experimental results show that the proposed
method is more secured and robust than [19, 20, 22]. The proposed key-frame selection
technique ensures that unauthorized users cannot find watermarked key-frames easily
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without the knowledge of keys. Table 1 presents the comparison of extracted key-frames
and PSNR values of the proposed method and the Fibonacci series-based watermarked
embedding method.

Table 2 PSNR and NCC comparison of different watermarking algorithms for ‘Foreman’ video
sequence

Attacks Sanghavi and Rajurkar
[22]

Scheme in [19] Scheme in [20] Proposed

JPEG lossy
compression

0.72 0.909 0.99 0.9925

Noise addition 0.69 0.979 1 0.9876

Median filter 0.52 0.633 1 0.9996

Cropping 0.70 0.909 0.99 0.9701

Rescale 0.61 0.636 0.992 1

Frame averaging 0.7 0.818 0.990 1

PSNR 58.26 48.11 49.82 60.52

Table 2 shows the NCC values for different watermarking algorithms against several
attacks and PSNR. From this table, the presented scheme can achieve high robustness
for almost all attacks used in experimentation.

4 Conclusion

V-W is a powerful tool for ensuring copyright protection. The integrity, quality and
transparency of watermarked videos are of great importance to the owner of a video
content. It is always desired to embed the watermark in the video frames which no one
can predict. In this research, we have presented a key–frames-based V-W. LS-based key-
frame selection technique is used that proves to be the most suitable alternative for key-
frame-based watermarking methods. This key-frame selection technique ensures that
unauthorized user cannot find watermarked key-frames easily without the knowledge
of keys. Owner of the video content is prompted to select the first two key-frames
which are random. It is not possible for the unauthorized person to predict those key-
frames for intended attack in the content. Hence, the proposed method is most secured
among existing key-frames-based watermarking methods. A novel watermark detection
algorithm is presented that is more efficient in time and accuracy because watermarks
are extracted only from selected two key-frames and compared with the original. There
is no need to search it in the successive key-frames. The experimental results showed
that the proposed V-W system achieves a high imperceptibility with an average value of
PSNR and NCC of 60 dB and 0.1, respectively, as well as robustness against common
attacks like rotation, scaling, cropping and geometric distortion.
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Abstract. There has been unprecedented growth in video data in the last few
years due to advances in imaging and video capturing devices. Management of
huge video data is a challenging issue these days. Video summarization provides
solution to this issue, inwhich a few representative frames of video are used instead
of the whole video. This saves time for the user and also memory space. In this
paper, an effective video summarization technique is proposed using preprocessing
and Speeded Up Robust Feature (SURF) algorithm. In the preprocessing stage,
redundant frames in the video are eliminated using adaptive local thresholding.
SURFalgorithm is thenused to obtain keypoints in the candidate frames.Keypoint
matching of adjacent frames is done to decide the key frames. Experiments have
been conducted on videos from I2V dataset, open-video project dataset and videos
downloaded from YouTube. Experimental results demonstrate the superiority of
the proposed method against state-of-the-art approaches. Average compression
ratio of 0.98 is achievedwhich is quite high compared to existing techniques. Also,
better results are obtained in terms of precision, recall and F-measure. The video
summaries produced using the proposed method match the summaries provided
by human observers.

Keywords: Key frame extraction · SURF · Summarization · Preprocessing

1 Introduction

There has been explosive growth in video data due to the easy availability of photographic
equipment. The increase in digital video poses a great challenge in searching for the
required video content. Users of video data want to find the required video quickly
without viewing it completely. Also, large memory space is required for the storage of
lengthy videos. Video summarization is the solution to this problem wherein the video
data is represented using a few frames that carry the main content in the video. In some
applications, video skims are used which consist of a collection of video segments, and
their corresponding audio. A good video summary should contain frames that capture
key content of the video [1–3] and should be visually diverse [1, 4, 5] as well.

Video summarization has applications in video database management, consumer
video analysis, surveillance, medical field, sports video, etc. There is a pressing need
to propose an effective video summarization method. A video summarization method

© Springer Nature Singapore Pte Ltd. 2020
B. Iyer et al. (eds.), Applied Computer Vision and Image Processing,
Advances in Intelligent Systems and Computing 1155,
https://doi.org/10.1007/978-981-15-4029-5_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-4029-5_31&domain=pdf
https://doi.org/10.1007/978-981-15-4029-5_31


Creating Video Summary Using Speeded Up Robust Features 309

using SURF algorithm [6] is proposed in this paper. Redundant frames in the video are
removed in the preprocessing step and candidate frames are obtained. SURF algorithm
is then used for obtaining key points in those frames. Adjacent frames are compared
by matching key points. Frames whose key points do not match are preserved as key
frames and rest are eliminated. The key points do not match if the frames are distinct.
Such frames are preserved as key frames and rest are eliminated. The organization of the
paper is as follows. In Sect. 2 we review the related video summarization methods. The
proposed method is illustrated in Sect. 3. Experimental results are presented in Sect. 4
and the conclusion is drawn in Sect. 5.

2 Related Work

Video summarization has become a significant research topic in recent years due to its
importance in many video-related applications. A video summary consists of sequential
key frames such that adjacent frames in the summary are distinct enough to represent
the original video effectively. The majority of the existing works focus on structured
video summarization [7], such as the movie or sports videos [8, 9]. On account of the
specific characteristics of these videos, good video summaries are obtained. However,
these methods usually cannot be applied to other video sequences. Usually, key-frame-
based method is used for video summarization. Features such as gradient orientations,
color features and a combination of color and texture features are used in [10–12].

Dang and Radha [13] have used a novel image feature named heterogeneity image
patch index (HIP) to determine the heterogeneity of patcheswithin video frames.Authors
have obtained summaries of consumer videos effectively without much complexity.

To select representative frames, video data is mapped to a high-dimensional space
called summary space [14]. A perceptual hash algorithm is then used to determine
the similarity of those frames to create a video summary. Video frames with average
illuminance below 30% are eliminated in this method. However, some of the important
video content may be lost due to this.

Davila and Zanibbi [15] have presented Whiteboard Video Summarization using
Spatio-Temporal Conflict Minimization for lecture videos. Authors have generated a
spatio-temporal index for the handwritten content in the video and used it for temporal
segmentation by detecting and removing conflicts between content regions. Key-frame-
based summaries are then obtained from those segments. This approach gives good
summaries if there is a single and static video camera but fails when there are multiple
cameras and zooming/panning is done. In [16], authors have presented a video summa-
rization approach with an attentionmechanism to copy the way of selecting the key shots
of humans. They have used Attentive encoder-decoder networks for Video Summariza-
tion (AVS). The encoder first reads the sequence of frames and then attention-based
decoder generates a sequence of importance scores. Based on the visual sequence and
output of the decoder, key shots are selected. Though the concept presented in this paper
is novel, it is difficult to implement in real-time videos.

In [17] Zhang et al. have proposed a context-aware surveillance video summarization
method which captures important video segments through information about individual
local motion regions, as well as the interactions between these motion regions. Authors



310 M. R. Banwaskar and A. M. Rajurkar

have used an algorithm to learn and revise dictionaries of video features along with
feature correlations. But again this technique is domain specific.

In 2017, Shi et al. have used a two-stage key frame extraction [18]. In this method,
candidate key frames are extracted using color histogram difference and then covariance
between the frames is used to identify the most dissimilar frames as key frames. Though
this method is simple, it suffers a fixed value of thresholds.

de Avila et al. [19] employed the k-means clustering algorithm to decide frames with
different visual content. Authors have grouped the frames in sequential order to achieve
faster convergence.

Video frames are represented by color histogram features in [20] and principal com-
ponent analysis is then used to decrease feature dimensionality. The Delaunay Trian-
gulation algorithm is applied to the extracted features to identify the key frames. DT
algorithm extracts less number of key frames at the cost of low accuracy. Huang and
Wang [21] have proposed a comprehensive video summarization method using key
frames for video content summarization and optical flows for video motion summariza-
tion. Authors claim this method to be fast, but it may take more time if the video contains
many transitions.

It is observed that a substantial amount of work has been done in video summa-
rization but most of the researchers concentrate on various image features and give less
importance to the number of computations done for getting video summaries. Rahman
et al. [22] have used color moment, color histogram and SURF features for creating
video summaries. However, it is computationally expensive and does not provide effec-
tive key frames. Compression ratio of this method is also low. Hence, in the proposed
work, we focus on reducing the number of computations by avoiding redundant frames
in the video and, also achieve a good compression ratio. SURF key points are then deter-
mined and the candidate frames are compared to give the key frames. Effective video
summaries are thus produced by the proposed method.

3 Proposed Work

Frames are the basic units of a video. A shot consists of frames captured in a single
uninterrupted camera. A scene is a series of shots that are coherent from a narrative
point of view. There are many redundant frames in a video.

To reduce the number of computations needed for creating a video summary, these
redundant frames are removed using preprocessing. SURF [6] algorithm is then used to
obtain key points in the candidate frames. Comparison of key points is done to decide
the key frames and they are presented to the user as a video summary. Figure 1 shows the
architecture of the proposed systemwhich is divided into two phases, viz., preprocessing
and SURF key point detection that are explained in the following section in detail.

3.1 Preprocessing

The video sequence is first divided into segments consisting of 20 frames [23]. The
pixel-wise distance of the luminance component between the first and last frames is
calculated for each segment. Every ten segments are then grouped together to formabasic
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Fig. 1 Architecture of the proposed system

thresholding unit. All the segments within this unit share one threshold. The segments
whose distance values are less than the corresponding local thresholds are classified as
non-boundary segments. The local threshold for each unit is defined adaptively as

TL = μL + 0.6 ∗ μGσL/μL (1)

where μG and μL denote the global and local mean values, respectively, σ L denotes
the local standard deviation. The segments whose distance values satisfy the following
criterion are classified as candidate segments

(d20(n) > 3d20(n − 1) or d20(n) > 3d20(n + 1)) and d20(n) > μG

For each candidate segment, the distance values between the middle frame (i.e., the
tenth frame) and the first as well as the last frames are calculated. Depending on the
relationship between distance values, the segments are retained or eliminated. Hence, a
large percentage of redundant frames are removed in the preprocessing process.

SURF key point detection
SURF algorithm was proposed by Bay et al. [6]. It is based on sums of 2D Haar
wavelet responses. SURF uses the Hessian matrix because of its good performance
in computation time and accuracy. Hessian of a pixel is given by

H( f (x, y)) =
⎡
⎣

∂2 f
∂x2

∂2 f
∂x∂y

∂2 f
∂x∂y

∂2 f
∂y2

⎤
⎦ (2)

For a point X = (x, y), the Hessian matrix H(x, σ ) in x at scale σ is defined as

H(X, σ ) =
[
Lxx (X, σ ) Lxy(X, σ )

Lxy(X, σ ) Lyy(X, σ )

]
(3)

where Lxx(x, σ ) is the convolution of the Gaussian second-order derivative with the
image I in point x, and similarly for Lxy(x, σ ) and Lyy(x, σ ). In order to calculate the
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determinant of the Hessian matrix, first, we need to apply convolution with the Gaussian
kernel, then the second-order derivative. The 9 × 9 box filters is an approximation for
Gaussian second-order derivatives with σ = 1.2. These approximations are denoted by
Dxx, Dyy, and Dxy. Now the determinant of the Hessian (approximated) is

det(Happrox) = Dxx Dyy − (wDxy)
2 (4)

SURF first calculates the Haar wavelet responses in x and y direction. Then the
sum of vertical and horizontal wavelet responses is calculated. The number of features
extracted from each image is 64 as the image is divided into 4 × 4 square subregions
and 4 features are obtained from each subregion. After determining SURF key points,
comparison of consecutive frames is done using Euclidean distance. If the key points in
consecutive frames do not match, then those frames are selected as key frames. Frames
whose key points match are similar hence discarded. In [22], key points of all frames
are determined which is computationally expensive.

4 Experimental Results

Wehave used 27 videos in our experiment. Ten videos are downloaded fromYouTube, 10
videos are from the I2V dataset (https://www.unb.ca/cic/datasets/url-2016.html) and 7
videos are from the open-video dataset. Quantitative and qualitative performance analy-
sis was carried out to check the validity of the proposed method. For qualitative analysis,
these videos were presented to 5 human observers. They were asked to view the videos
frame by frame and select summary frames. The average number of key frames for each
video provided by human observer was noted. Using the proposed method, initially,
redundant frames are removed from the video using adaptive local thresholding and
candidate frames are selected. In the next step, key points are determined using SURF
algorithm. Comparison of key points using Euclidean distance is done for selecting
summary frames. These key frames effectively represent the original video. Figure 2a, b
shows the video summary of ‘Short wildlife video.mp4’ and ‘I2V dataset vid 6.7.mp4’.
It can be seen that the summary is compact and the frames are distinct enough to rep-
resent the original video. Such video summaries are useful in applications like movies,
lecture videos, surveillance videos, action recognition videos, etc. Compression ratio is
an important performance parameter in video summarization which is given by

C ratio = 1 − (
Nk f /Nv f

)
(5)

where Nkf is the number of key frames and Nvf is the total number of frames in a
video. For better compactness of video summary, high compression ratio is desirable.
It is also observed that video summaries obtained in the proposed method consist of a
negligible amount of duplicate key frames. Table 1 gives the compression ratio and the
number of redundant frames obtained for 7 videos in the database. Compression ratio
and distinctness of the frames in video summary are two important parameters to decide
the effectiveness of a video summary.

Using the method described in [22], many redundant frames are selected for pro-
viding a video summary which is not desirable. It has been observed that there is a

https://www.unb.ca/cic/datasets/url-2016.html
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(a) Summary of short wild life vid.mp4

(b) Summary of vid6.7.mp4 (I2V dataset)

Fig. 2 Video summary

Table 1 Comparison of the number of key frames

Video No. of
frames

Summary
frames
[22]

Duplicate
frames
[22]

Summary
frames
(human
created)

Proposed
method
summary
frames

Compression
ratio
(proposed
method)

Duplicate
frames

V1 3569 58 23 35 36 0.99 1

V2 3222 60 30 30 32 0.99 0

V3 3740 60 05 55 52 0.98 0

V4 4875 107 45 62 60 0.99 1

V5 643 20 14 6 5 0.99 0

V6 1085 40 24 16 19 0.98 3

vid
6.7.mp4

2800 80 24 56 70 0.97 4

negligible number of redundant frames in the video summary obtained by the proposed
method. The compression ratio of the proposed method is more. User can very quickly
get an idea about the original video by observing such a video summary. This reflects
the effectiveness of the proposed method. Average compression ratio obtained for 20
videos is 0.98 which is quite high compared with the method in [24].

(a) Summary of short wildlife vid.mp4
(b) Summary of vid 6.7.mp4 (I2V dataset)
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Table 2 Dataset details

Video Name #Frames # Summary frames

V21 The Great Web of Water,
segment 01

3,279 15

V22 The Great Web of Water,
segment 02

2,118 4

V23 The Great Web of Water,
segment 07

1,745 15

V24 A New Horizon, segment 01 1,806 11

V25 A New Horizon, segment 02 1,797 10

V26 A New Horizon, segment 03 6,249 16

V85 Football Game, segment 01 1,577 10

Table 2 provides the details of videos chosen from the open-video dataset.
Summary created by the proposed method for Video v85 from the open-video

database shown in Fig. 3 closely matches the ground truth summary in the VSUMM
project. (https://sites.google.com/site/vsummsite/download).

Qualitative results are obtained using precision, recall and F-measure.

Precision (P) = Number ofmatched frames

Number of frames in summary

Fig. 3 Summary of video v85 (Open-video dataset)

https://sites.google.com/site/vsummsite/download
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Fig. 4 Comparison of F-measure

Table 3 Results obtained by the proposed method and by [ref. 22 and 24]

Video SIFT and SURF
method [22]

Two-level
method [24]

Proposed
method

P R F P R F P R F

V21 0.85 0.8 0.82 0.73 0.73 0.73 0.9 0.9 0.9

V22 0.6 0.75 0.67 0.5 0.75 0.6 0.8 1 0.89

V23 0.75 0.8 0.77 0.61 0.73 0.66 0.9 0.9 0.9

V24 0.64 0.82 0.72 0.7 0.64 0.64 0.9 1 0.95

V25 0.75 0.9 0.82 0.8 0.8 0.8 0.8 1 0.89

V26 0.7 0.88 0.78 0.6 0.75 0.75 0.9 0.9 0.9

V85 0.66 0.8 0.72 0.58 0.7 0.7 0.8 0.9 o.85

Recall(R) = Number ofmatched frames

Number of ground truth frames

F-measure (F) = 2RP

R + P

It has been observed that the selected summary frames cover most of the ground
truth summary frames in comparison with other techniques. Table 3 gives the perfor-
mance comparison of proposed method with two other methods in literaturein terms
of precision, recall and F measure. Figure 4 shows the performance comparison of F-
measure graphically. Also, the deviation from ground truth summary frames is minimum
compared with other methods. Table 4 shows this comparison.
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Table 4 Deviation from ground truth summary frames

Video SIFT and SURF [22] Two-level method [24] Proposed method

V21 0.2 0.27 0.07

V22 0.25 0.5 0.2

V23 0.2 0.39 0.125

V24 0.19 0.3 0.08

V25 0.17 0.2 0.16

V26 0.125 0.4 0.06

V85 0.2 0.33 0.18

5 Conclusion

The proposed video summarization is based on preprocessing to remove redundant
frames from a video. This reduces the number of computations and also saves time.
SURF algorithm is used for key point extraction since it is fast and accurate. Comparison
of adjacent frames is then done on the basis of key point matching. If the frames are
dissimilar, then key points do not match. Such frames are retained as key frames. To
decide the effectiveness of the proposed method, the video summaries are compared
with summaries provided by human observers. It is observed that there are no duplicate
key frames in the video summaries obtained by the proposed method. Users of the video
summary obtained by the proposed method strongly agree that they get an exact glimpse
of the original video very quickly. Average compression ratio of 0.98 is obtained by
the proposed method which is quite high compared with the average compression ratio
of 0.80 obtained using the method proposed in [22]. In further work, we plan to use
low- and mid-level features along with SURF and propose a summarization method for
particular types of videos.

References

1. Gong, B., Chao, W.-L., Grauman, K., Sha, F.: Diverse sequential subset selection for
supervised video summarization. In: Advances in Neural Information Processing Systems
(2014)

2. Khosla, A., Hamid, R., Lin, C.-J., Sundaresan, N.: Large-scale video summarization using
web-image priors. In: IEEE Conference on Computer Vision and Pattern Recognition (2013)

3. Ngo, C.-W., Ma, Y.-F., Zhang, H.-J.: Automatic video summarization by graph modeling. In:
IEEE International Conference on Computer Vision (2003)

4. Mahasseni, B., Lam, M., Todorovic, S.: Unsupervised video summarization with adversarial
LSTM networks. In: IEEE Conference on Computer Vision and Pattern Recognition (2017)

5. Zhang, K., Chao, W.-L., Sha, F., Grauman, K.: Video summarization with long short-term
memory. In: European Conference on Computer Vision (2016)

6. Bay, H., Tuytelaars, T., Gool, L.V.: SURF: speeded up robust features. In: 9th European
Conference on Computer Vision, Computer Vision ECCV 2006, Part II, 7–13 May 2006.
Springer, pp. 404–417



Creating Video Summary Using Speeded Up Robust Features 317

7. Truong, B.T., Venkatesh, S.: Video abstraction: a systematic review and classification. ACM
Trans. Multimed. Comput. Commun. Appl. 3(1), 1–37 (2007)

8. Cheng, C.-C., Hsu, C.-T.: Fusion of audio and motion information on HMM-based highlight
extraction for baseball games. IEEE Trans. Multimed. 8(3), 585–599 (2006)

9. Li, B., Sezan, I.: Semantic sports video analysis: approaches and new applications. In:
Proceedings of International Conference on Image Processing, pp. I-17–I-20 (2013)

10. Pritch, Y., Ratovitch, S., Hendel, A., Peleg, S.: Clustered synopsis of surveillance video. In:
Proceedings of International Conference on Advanced Video and Signal-Based Surveillance,
pp. 195–200 (2009)

11. Simakov, D., Caspi, Y., Shechtman, E., Irani, M.: Summarizing visual data using bidirectional
similarity. In: Proceedings of IEEE Conference on Computer Vision and Pattern Recognition,
June 2008, pp. 1–8

12. Zhu, X., Wu, X., Fan, J., Elmagarmid, A.K., Aref, W.G.: Exploring video content structure
for hierarchical summarization. Multimed. Syst. 10(2), 98–115 (2004)

13. Dang, C.T., Radha, H.: Heterogeneity image patch index and its application to consumer
video summarization. IEEE Trans. Image Process. 23(6) (2014)

14. Li, X., Zhao, B., Lu, X.: Key frame extraction in the summary space. IEEE Trans. Cybern.
48(6) (2018)

15. Davila, K., Zanibbi, R.: Whiteboard video summarization via spatio-temporal conflict min-
imization. In: 14th IAPR International Conference on Document Analysis and Recognition
(2017)

16. Ji, Z., Xiong, K., Pang, Y., Li, X.: Video summarization with attention-based encoder-decoder
network. IEEE Trans. Circuits Syst. Video Technol.

17. Zhang, S., Zhu, Y., Roy-Chowdhury, A.K.: Context-aware surveillance video summarization.
IEEE Trans. Image Process. 25(11), 5469 (2016)

18. Shi, Y., Yang, H., Gong, M., Liu, X., Xia, Y.: A fast and robust key frame extraction method
for video copyright protection. Journal of Electrical and Computer Engineering, Vol. 2017,
Article ID 12317942017

19. de Avila, S.E.F., Lopes, A.P.B., da Luz, Jr., A., de Albuquerque Araújo, A.: VSUMM: a
mechanismdesigned to produce static video summaries and anovel evaluationmethod. Pattern
Recognit. Lett. 32(1), 56–68 (2011)

20. Mundur, P., Rao, Y., Yesha, Y.: Keyframe-based video summarization using Delaunay
clustering. Int. J. Digit. Lib. 6(2), 219–232

21. Huang, C., Wang, H.: A novel key-frames selection framework for comprehensive video
summarization. IEEE Trans. Circuits Syst. Video Technol. (2018). https://doi.org/10.1109/
tcsvt.2019.2890899

22. Rahman, Md.A., Hassan, S., Hanque, S.M.: Creation of video summary with the extracted
salient frames using color moment, color histogram and speeded up robust features. Int. J.
Inf. Technol. Comput. Sci. 7, 22–30 (2018)

23. Li, Y.-N., Lu, Z.-M., Niu, X.-M.: Fast video shot boundary detection framework employing
pre-processing techniques. IET Image Process. 3(3) (2009)

24. Jahagirdar, A., Nagmode, M.: Two level key frame extraction for action recognition using
content based adaptive threshold. Int. J. Intell. Eng. Syst. 12(5) (2019)

https://doi.org/10.1109/tcsvt.2019.2890899


Fingerprint-Based Gender Classification
by Using Neural Network Model

Dhanashri Krishnat Deshmukh(B) and Sachin Subhash Patil

Department of Computer Science & Engineering, Rajarambapu Institute of Technology,
Rajaramnagar, India

dhanashri.deshmukh415@gmail.com, sachin.patil@ritindia.edu

Abstract. A new method of gender classification from a fingerprint is proposed
based on the biometric features like minutiae map (MM), orientation collinearity
maps (OCM), Gabor feature maps (GFM) and orientation map (OM) for pattern
type, 2D wavelet transform (2DWT), principal component analysis (PCA) and
Linear Discriminant Analysis (LDA). The classification is performed by using
neural networks. For training the neural network in supervised mode, biometric
features obtained from fingerprints of 100 males and 100 females are used. For
testing classification performance of neural network, 50 male samples and 50
female samples are used. The proposed method achieved an overall classification
accuracy of 70%.

Keywords: Minutiae map (MM) · Orientation collinearity maps (OCM) · Gabor
feature maps (GFM) · Orientation map (OM) · Discrete wavelet transform
(DWT)

1 Introduction

A fingerprint is the epidermis of a finger consisting of the pattern of ridges and valleys.
The endpoints and bifurcation points of ridges are called minutiae. Fingerprint minutiae
patterns of ridges are determined as unique through the combination of genetic and
environmental factors. This is the reason, the fingerprint minutiae patterns of the twins
are different. Also, the ridge pattern of each fingertip remains unchanged from birth
till death. The gender classification- and identification-based biometric applications are
designed for E-commerce, E-Governance, Forensic applications, etc.

Person identification using fingerprint algorithms is well established but a few
attempts have been made for gender classification from a fingerprint [1]. To improve
the performance of fingerprint gender classification more, the biometric features like
the minutiae map (MM), orientation collinearity maps (OCM), Gabor feature maps
(GFM) and orientation map (OM) for pattern type, 2D wavelet transform (2DWT), prin-
cipal component analysis (PCA) and Linear Discriminant Analysis (LDA) features are
extracted. The classification is performed using Fuzzy logic–CMeans (FCM), and Neu-
ral Network (NN) technology. The research work is focused on the gender classification
from fingerprint.
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2 Related Work

2.1 Gender Classification from Fingerprints

Ridge features have been used for training Support Vector Machine (SVM) [2]. For
testing the effectiveness of themethod, 200male fingerprints and 200 female fingerprints
were used. The classification accuracy of 91% was observed.

In [3] authors used 57 male and 58 female fingerprints. The ridge features and finger
size features were used for gender classification and they obtained classification results
of 86% accuracy.

Ridge density differences in two Indian populations were studied. A very sharp
differences in ridge density has been found among male and female samples [4].

The research work has found that the males have a slightly higher ridge count com-
pared to females while females have a higher ridge thickness to the valley thickness ratio
compared to males [5].

In [6] authors proposed a method for gender classification based on discrete wavelet
transform (DWT) and singular value decomposition (SVD). K-Nearest Neighbor (KNN)
is used as a classifier. Overall classification accuracy of 88.28% has been obtained.

In [7] authors proposed a method for gender classification based on Fast Fourier
transform (FFT), Discrete Cosine Transform (DCT) and Power Spectral Density (PSD).
They obtained an overall classification accuracy of 84.53%.

In their work [8] authors proposed a method for gender classification based on SVM
which gives more accuracy than existing methods.

In their work [9] FFT, Eccentricity and Major Axis Length were used as features for
gender classification and they give overall classification accuracy of 79%.

In [10] authors proposed DWT and SVD-based gender classifier which gives overall
classification accuracy of 80%.

A multi-resolution texture approach for age-group estimation of children has been
proposed in [11] which gives 80% classification accuracy for children below the age of
14.

In a study focusing on age and aging [12], the authors collected fingerprints of
persons from age groups 0–25 and 65–98 and analyzed issues such as permanence and
quality of fingerprints.

3 Proposed Work

The proposed research work is aimed at developing the system for accurate classification
of gender through fingerprint. The system has the following stages:

3.1 Fingerprint Image Enhancement

To enhance the fingerprint images precisely, we use various preprocessing algorithms
like Image Segmentation, Image Normalization, Image Orientation estimation, Image
Ridge frequency estimation, Image Binarization and Image Thinning.
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3.2 Feature Extraction

In this stage, the features from enhanced fingerprint images—minutiae map (MM),
orientation collinearitymaps (OCM),Gabor Featuremaps (GFM), orientationmap (OM)
for pattern type, 2D wavelet transform (DWT)—are calculated.

3.3 Gender Classification of Finger Extracted Feature Reading

The classification is performedwith the application of Neural Network (NN) technology.

4 Methodology

The thumb fingerprints are acquired from different age group people (150 males and 150
females) from various locations of the country by using an optical fingerprint scanner
to form the large database source as shown in Fig. 1. Each fingerprint from the database
is passed through various preprocessing stages for image enhancement and image noise
removal as shown in Fig. 2.

Fig. 1 Fingerprints are acquired in real time

Fig. 2 Preprocessing stages for Image enhancement
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After the preprocessing of fingerprints, features are computed in four stages: first is
six levels of 2D discrete wavelet transform decomposition, second is PCA, third is the
Linear Discriminant Analysis (LDA) and fourth, ridge count, RTVTR and various map
readings. The next step is to combine these four feature vectors together into a single
combined vector, which will be stored in the database for classification as shown in
Fig. 3.

Fig. 3 Feature extraction to form a combined vector database

Then all the combined vectors within the database will be allowed to pass for unsu-
pervised training mode. It uses clustering with neural network technique within the
combined vector database. It generates the clusters with unsupervised learning attempts
of a neural network model. The neural network model uses similarity measures or mini-
mum distance for all the combined vectors database. This clustering will create the two
classes, one male and another female with the calculation of threshold values using any
one of the technique, centroid or average. The clustering scheme is illustrated in Fig. 4.

Fig. 4 Unsupervised learning using neural network training model applied to tuples of combined
vectors database

This trainingmodedatabase furtherwill be used for the supervised learningprocess of
the next subsequent new entry of fingerprint-combined vectors for gender classification.
The further classification for perception mode or supervised learning will be performed
by using Neural Network (NN) technology as shown in Fig. 5.
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Fig. 5 Perception model of fingerprint gender classification

In this work, all fingerprints were scanned by an optical fingerprint scanner with a
size of 512× 512. To enhance the fingerprint image quality by reducing noise, the work
implements various improved algorithms like Image Segmentation, Image Normaliza-
tion, Image Orientation estimation, Image Ridge frequency estimation, Image Binariza-
tion and Image Thinning. These image enhancement algorithms will issue precise and
accurate pixel patterns for further work.

To get the best feature vector readings, the present work implements four advanced
feature extraction algorithms like six levels of 2D discrete wavelet transform (DWT)
decomposition, second the spatial level undergoing PCA, third the LDA and fourth
ridge count, RTVTR and various map readings. These four feature vector readings will
be obtained accurately as maximum.

The work is to be performed in two phases:

1. Training mode with unsupervised learning of gender for a training set of fingerprint
data.

2. Recognition mode with supervised learning of gender for an eventual fingerprint as
an input.

The unsupervised trainingmodework uses clustering algorithms and is implemented
with a neural networkmodel for all combined vectors in the database. The neural network
model uses similarity measures or minimum distance for all combined vectors in the
database. This clusteringwill create the two precise classes, onemale and another female
with the calculation of threshold values using any one of the technique, centroid or
average technology.
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The supervised learning (Recognition mode) is the process for classifying the next
subsequent new entry of fingerprint combined vectors with its gender. The further clas-
sification will be implemented with supervised learning that will be performed by using
Neural Network (NN) technology.

5 Experimental Results

Table 1 shows the TOTAL RIDGE feature values of one person. Figure 6 shows the
total ridge count for male and female fingers. It shows maximum ridge count value
and minimum ridge count values for the 50 male and 50 female fingerprints (for 10
fingers) tested. The maximum ridge count for a female is mean of 50 female maximum
ridge values. Also, the minimum ridge count for a male is mean of 50 male minimum
ridge count values. As compared ridge count of a male is slightly more than female
ridge count. For each person, a feature vector of size 160 (10 fingers × 16 features
per finger) is generated. For training, the feedforward backpropagation based neural
network with a sigmoid activation function of 100 male and 100 female fingerprints
were used. For testing classification accuracy, 50 male and 50 female fingerprints were
used. Table 2 shows the classification accuracy of the proposed method for male and
female fingerprints. For male and female fingerprints, the classification accuracy of 70%
and 72% was observed. An overall classification accuracy of 71% was observed.

6 Conclusion

In this work, a new method for gender classification based on fingerprints is proposed.
We used image features computed from minutiae map (MM), orientation collinearity
maps (OCM), Gabor feature maps (GFM) and orientation map (OM) for pattern type,
2D discrete wavelet transform (DWT), principal component analysis (PCA) and Linear
Discriminant Analysis (LDA). The classification is performed by using neural networks.
Our proposed method has achieved a 70% overall classification accuracy.

Our future work will focus in the following directions:

– To investigate the use of deep neural networks in fingerprint-based gender classifica-
tion.

– To extend our proposed method for fingerprint-based age estimation.
– To improve our proposed method to increase classification accuracy.



324 D. K. Deshmukh and S. S. Patil

Table 1 Total ridge feature values for one person

Feature Finger
No.

New
user

Min.
male

Max.
male

Avg.
male

Min.
female

Max.
female

Avg.
female

Total
ridge

1 176 155 208 194.34 156 208 190.19

Total
ridge

2 165 59 204 176.45 123 194 169.36

Total
ridge

3 159 111 204 178.24 77 204 165.30

Total
ridge

4 161 131 203 175.8 111 204 159.06

Total
ridge

5 152 109 200 160.35 101 176 141.18

Total
ridge

6 194 155 208 197.05 156 208 193.47

Total
ridge

7 168 72 206 179.25 120 192 166.75

Total
ridge

8 181 144 207 182.04 117 201 169.15

Total
ridge

9 154 124 204 179.67 116 194 160.18

Total
ridge

10 130 91 198 161.32 70 186 143.82

Fig. 6 Total ridge count for male and female fingers
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Table 2 Classification accuracy of the proposed method for male and female fingerprints

No. of records to test No. of accurate result
records

Total accuracy

Male 50 35 70

Female 50 36 72
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Abstract. Segmentation of symbols or characters in the OCR process is a very
critical and important phase, as it directly affects the recognition system. If objects
in the image are not accurately segmented, then the recognition will also be false
and this ultimately affects the performance of the system. Brahmi script contains
certain alphabets which comprise some isolated symbols. In this paper, the authors
have proposed an innovative approach to segment the lines from the digital Brahmi
estampage document, and further segment the alphabets from the line, which are
regular characters as well as special characters comprising isolated symbols. The
authors have developed an algorithm that effectively segments the lines, regular
characters and special characters. Advancements in the algorithm can be made to
improve the results for accuracy.

Keywords: Brahmi script · Segmentation · Estampage · Isolated symbols

1 Introduction

The most oldest or ancient scripts which were practiced in Central Asia and the Indian
subcontinent are Indus valley script and Brahmi script. Indus valley script was used
between BC 3500 and BC 1900. Inscriptions found in Indus script contain very few
symbols making it difficult to decode and understand. Indus script is still not deciphered.
Brahmi script was used between BC 400 and AD 500 which is a long period of 900 years
[1]. Brahmi script became popular during the period of emperor Ashoka from BC 268
to BC 232. As the Brahmi script is practiced for a long span of 900 years, the script is
found engraved on the rocks, copper plates (tampra-patra) and bhurja-patra. The use
of Brahmi script spans a vast geographical area. Many variations are observed in the
set of symbols used to represent the script because of the long span, diverse mediums
used and geographical locations. The period of emperor Ashoka is the time where it has
been observed that the script is consistent in its use of character set across the Indian
subcontinent. The set of symbols for the Brahmi (Emperor Ashoka’s period) script
contains 10 vowels and 33 consonants. The Brahmi script also consists of modifiers
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such as anuswar, ukar, velanti. If the modifier is used with any character from the set,
it becomes a conjunct symbol [2–4].

Most commonly, the Brahmi script is found engraved on rocks. These inscriptions
of rock-cut edicts are preserved in the form of estampage. Estampage is an impression
of rock-cut edicts taken on the special paper inked from one side by pasting that side
on the rock-cut edicts and slow hammering is done with the help of a wooden hammer.
Digitization of these estampages is done by Archaeological Survey of India, Mysore,
and these images are provided to the historians for the purpose of their study.

As the Brahmi script is an ancient script and was practiced many centuries ago,
reading it requires expertise, detailed knowledge about the script to understand and
interpret it. A large number of documents are available in these forms, many of which
are unread [5, 6]. This great valuable content of history in the Brahmi script is not
understandable to everyone as it is written in non-functional script (not in use nowadays).
If these contents and valuable information is made available in an understandable form
(i.e., in functional script of today), historians will get much more information out of it
which will help them gather and notify about the history to the society. OCR system can
help common people to read and understand the literature available in the Brahmi script
[7, 8].

2 Literature Review

OCR is a system that uses document image as input containing some text written in a
specific script. This input is further processed and the generated output contains correctly
recognized characters from the image [9]. OCR system comprises major steps such as
image acquisition, binarization, segmentation and recognition. After image acquisition
and binarization (including preprocessing of image and noise removal), segmentation
is a very crucial operation [10, 11]. Uneven intensities and noise in the image affect
segmentation, if it is drawn on region-based level set models [12]. If the symbols or
characters are accurately segmented, recognition will be more accurate. However, if the
characters or symbols are not accurately segmented, it will directly affect the recognition
[13–15]. Since the input for the recognition phase is output of the segmentation phase,
incorrect segmentation will result in incorrect recognition. When the recognition goes
wrong, it affects the performance of the system. So correct segmentation is an important
aspect of the OCR system [16–18].

A fair amount of work has been already done in OCR for several languages and
scripts across the globe. Notable and remarkable success has been achieved in OCR
systems for some ancient Indian scripts and most of them are currently in practice
[19–23]. Yet, there are some ancient Indian scripts like Brahmi script, in which hardly
any work related to OCR has been reported.

Kunchukuttan et al. have proposed a transliteration and script conversion system
for the Brahmi script which achieves significant results. Their system supports script
conversion between all Brahmi-derived scripts [24].

Gautam and Chai have proposed a geometric method for handwritten and printed
Brahmi character recognition. The accuracy of the proposed method is 94.10% and for
printed and handwritten Brahmi character recognition, it is 90.62% [23].
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Warnajith et al. have proposed the image processing approach. Their study aims at
developing Brahmi script fonts so as to provide input for efficient OCR systems for
ancient inscriptions [25].

Apart from this work, no considerable work has been found in developing OCR
for the Brahmi script. There are different approaches used to segment the alphabets
from the image. Based on various approaches several methodologies are also developed
[26]. Considering broadly the various techniques of the similar base, segmentation tech-
niques are mainly classified into three major categories which are classical approach
or explicit segmentation, recognition-based segmentation or implicit segmentation, and
holistic approach [27]. In explicit segmentation, given an image of sentence or words,
it is partitioned into sub-images containing only individual characters. In implicit seg-
mentation, recognition is done along with the segmentation. Components in the image
are extracted and these are searched for the image class matching the same components.
In the holistic approach, template-based matching is used and the entire word is seg-
mented which avoids character segmentation. In this paper, authors have implemented
an algorithm based on the explicit segmentation technique.

3 Proposed Method

Line Segmentation. In the proposed algorithm, we first segment all the lines from the
document image of Brahmi estampage. For segmentation of a line from a binarized
image [28], we perform the following steps:

Step 1: Find row-wise sum intensity values for all the rows in an image [29].

sum(i) =
n∑

j=1

f (i, j)

where sum(i) is the sum of intensity values from ith row of the image, n is the
total number of columns in an image and f (i, j) is an intensity value at location
(i, j) in an image f.

Step 2: Find the average value of the row-wise sum using the formula:

avgsum =
(

m∑

i=1

sum(i)

)
/m

where m is the total number of rows in an image.
Step 3: Find the parameters Xmin, Ymin, Width, Height for a rectangle to crop the line

as mentioned below:

Step 3.1: Let l = 1, k = 1, w = n, h = 1, j = 1 where n is the number of
columns in an image.

Step 3.2: Let Xmin = l, Ymin = k.
Step 3.3: Check if sum(j) is greater than avgsum/4, then let h = h + 1 and go

to step 3.4 otherwise let h = j − k and go to step 3.5.
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Step 3.4: j = j + 1 and go to step 3.2.
Step 3.5: Crop the rectangle with parameters Xmin, Ymin, Width and Height,

let k = j.
Step 3.6: Check if j is less than the number of rows in an image, then go to

step 3.2 otherwise exit from the algorithm.

Once the lines are segmented from the document image, we check for blank lines,
i.e., whether the segmented line contains at least one character or not. If the segmented
line does not contain a character, then it is considered as a blank line, and further it is
deleted. To delete blank lines, we perform the following steps:

Step 1: Read the segmented line image.
Step 2: Count the total number of connected components using 8 connectivity.
Step 3: If count is zero, then delete the segmented line.

After the successful segmentation of lines and removal of blank lines, the segmented
line image is given as an input to the next step of the algorithm for segmenting the
characters out of it (Fig. 1).

Fig. 1 a Digital estampage image of Brahmi script, b line images after successful segmentation,
c line images after successful removal of blank lines. Source ASI, Mysore, India

3.1 Character Segmentation

Character segmentation in the proposed algorithm is carried out based on three types of
characters. The size of the character is the parameter considered to categorize them. The
size of each character is calculated as area (number of the pixels in the region defining
the character). After watchful analysis on 10 different images containingmore than 2000
characters, the following observations are noted:

1. All valid characters are found in only two specific sizes.
2. Some valid characters are very small in comparison with the others.
3. Ratio of character sizes is determined and it is found as 3:1, i.e., area/size of three

small characters together is equivalent to the area of one normal character. In terms
of percentage, it is found that small characters are approximately of size 20–35%
with respect to one full character.



330 A. S. Nagane and S. M. Mali

On the basis of the above observations, we have categorized characters into three
different types as below:

i. Regular character (RC): it is defined as an alphabet which is a connected component
with an area greater than one-third of the average area of a character in an image.

ii. Special character with anuswar modifier (SC1): it is defined as a collection of
two connected components together, out of which the first component is a regular
character (RC) and the second component is anuswar, where anuswar is defined
as a connected component with area less than one-third of the average area of a
character in an image.

iii. Special character (b (؞ (SC2): it is defined as the collection of three anuswar together.

For these three types of characters, we are using abbreviations as RC, SC1 and SC2
(Fig. 2).

Fig. 2 a Segmented line, b regular character (RC), c special characters with anuswar modifier
(SC1), d special character (∴) (SC2). Source ASI, Mysore, India

After successful segmentation of lines, the next step in the proposed algorithm is to
segment the characters as per their characteristics which are elaborated with the help of
the following steps:

Step 1: Ordering of characters:

Characters in a line are arranged in chronological order and sequence numbers are
assigned to them since it is a necessity for segmenting characters of type SC1 and SC2.
The ordering or sequencing of characters is done by calculating the distance of each
character from the origin of the image to the left topmost pixel of every character. With
respect to the distance of a character from the origin of the image, numbers are assigned
to the characters. Shorter the distance, earlier the character. Hence the most distant
character is the last character in the sequence [30].

Step 2: Find the average size of a character from the image.
Step 3: Segment character as RC if its area is greater than 33% of the average size of

the character.
Step 4: Identify the anuswar character and store it in an array.
Step 5: Find and segment special symbols SC1 and SC2. In the segmentation of these

type of characters, multiple cases need to be handled:
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Case I: If the first character in the line is anuswar, then check the next two
consecutive characters. If the next two consecutive characters are
anuswar, then club these three characters to form special character
SC2 (b .(؞

Case II: If the first character in the line is anuswar, then check the next two
consecutive characters. If the next two consecutive characters are
not anuswar, then ignore and do not segment it.

Case III: If the character is not the first character of the line, and it is a reg-
ular character RC (not an anuswar), then check the following three
possibilities:

1. Only the next character is anuswar, then combine this anuswar
with the previous character to form a special character SC1.

2. Next three characters are anuswar but not fourth, then club these
three characters to form special character SC2 (b .(؞

3. Next four characters are anuswar, then combine the first anuswar
with the previous character to form a special character SC1 and
combine the next three anuswar to form special character SC2
(b .(؞

4 Results

The proposed algorithm for segmentation of lines and character is tested on 24 images.
In the first step of the algorithm, we have successfully segmented 262 lines. Table 1
describes the details of line segmentation. With the help of blank line removal, we have
achieved 100% successful segmentation.

Table 1 Line segmentation details

Total number
of images

Actual
number of
lines

Number of
total lines
segmented

Number of
blank lines
deleted

Number of
correctly
segmented
lines

Percentage of
successful
segmentation

24 262 268 6 262 100%

The second step of the algorithm, i.e., character segmentation is carried out on 262
images of segmented lines. Character segmentation is based on three different categories.
Out of total characters 7689, we have successfully segmented 6771 characters with the
accuracy of 88.68%. Table 2 gives the summary of overall character segmentation.

As the character segmentation is based on three categories of characters which are
RC, SC1 and SC2, category-wise results are described in Table 3, Table 4 and Table 5,
respectively.
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Table 2 Category-wise details of segmentation

Type of character Actual number of
characters

Number of correctly
segmented characters

Percentage of
successful
segmentation

RC 6888 6121 91.35

SC1 724 580 81.85

SC2 77 70 92.85

Total 7689 6771 88.68

Table 6 enlists comparative analysis of different segmentation techniques used for
various scripts in recent times. It is observed that despite so many techniques being
available, the result is yet to reach 100%. Moreover, it is also seen that no definite work
has been done for Brahmi script either.

5 Conclusion

In this paper, we have presented a two-step methodology to segment the lines at first,
and then the three types of characters (RC, SC1 and SC2). We have implemented this
method on 24 Brahmi estampage digital images acquired from ASI, Mysore, India.
These images cover all possible variations with respect to the quality of an image. They
contain 262 lines and 7689 characters in total. We have achieved 100% accuracy in line
segmentation. Whereas for character segmentation of type RC, SC1 and SC2, we have
achieved 91.35%, 81.86% and 92.86% accuracy, respectively.

Segmentation accuracy is affected because of the preprocessing algorithm applied
in the previous stage of segmentation. Considering the global approach, the same pre-
processing algorithm is applied to all images, which are of different quality containing
uneven amount of noise and percentage of degradation. One of the steps of erosion in
the preprocessing algorithm causes the removal of noise and separation of individual
characters from touched characters. But at the same time, it also causes some characters
to break down into multiple pieces, and some touched characters don’t get separated
from each other as it may require more percentage of erosion. So in such a case, if
different best suitable preprocessing algorithms are applied to each image separately, it
will help significantly to improve the segmentation accuracy.

In this method, line segmentation based on horizontal projection is found to be
remarkable. Accuracy of the character segmentation based on three types of charac-
ters is significant. Overall enhancement in the preprocessing algorithm will help the
segmentation accuracy. Yet, enhancement can be proposed in the segmentation of type
SC1.
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Table 3 Image-wise segmentation details of RC character

Sr. No. Image name Actual RC count Correctly
segmented RC
count

Total segmented
RC count

Percentage

1 Img 1 107 107 107 100

2 Img 2 137 124 124 90.51

3 Img 3 99 93 94 93.94

4 Img 4 128 124 125 96.88

5 Img 8 195 193 200 98.97

6 Img 10 364 355 368 97.53

7 Img 13 93 88 92 94.62

8 Img 14 154 153 149 99.35

9 Img 17 155 141 153 90.97

10 Img 18 416 401 412 96.39

11 Img 25 594 492 607 82.83

12 Img 26 702 611 701 87.04

13 Img 27 506 476 514 94.07

14 Img 28 525 496 587 94.48

15 Img 37 34 30 34 88.24

16 Img 38 39 30 33 76.92

17 Img 39 46 43 43 93.48

18 Img 40 46 46 47 100

19 Img 41 48 48 48 100

20 Img 47 445 278 355 62.47

21 Img 48 69 63 94 91.3

22 Img 50 600 534 566 89

23 Img 51 784 653 758 83.29

24 Img 52 602 542 574 90.03

6888 6121 6785 91.35
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Table 4 Image-wise segmentation details of SC1 character

Sr. No. Image name SC1 count Correctly
segmented

Total segmented Percentage

1 Img 1 15 15 15 100

2 Img 2 8 5 13 62.5

3 Img 3 15 13 19 86.67

4 Img 4 6 6 7 100

5 Img 8 10 8 10 80

6 Img 10 42 41 48 97.62

7 Img 13 10 9 9 90

8 Img 14 13 12 17 92.31

9 Img 17 25 21 33 84

10 Img 18 47 37 63 78.72

11 Img 25 62 52 79 83.87

12 Img 26 79 72 101 91.14

13 Img 27 74 59 73 79.73

14 Img 28 51 46 66 90.2

15 Img 37 2 1 1 50

16 Img 38 3 3 3 100

17 Img 39 7 6 6 85.71

18 Img 40 6 6 5 100

19 Img 41 5 5 5 100

20 Img 47 29 12 17 41.38

21 Img 48 8 4 14 50

22 Img 50 51 41 41 80.39

23 Img 51 105 67 67 63.81

24 Img 52 51 39 40 76.47

724 580 752 81.86
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Table 5 Image-wise segmentation details of SC2 character

Sr. No. Image name SC2 count Correctly
segmented

Total segmented Percentage

1 Img 1 2 2 2 100

2 Img 2 1 1 2 100

3 Img 3 1 1 2 100

4 Img 4 0 0 0 100

5 Img 8 0 0 0 100

6 Img 10 6 6 6 100

7 Img 13 2 2 2 100

8 Img 14 0 0 0 100

9 Img 17 4 3 3 75

10 Img 18 4 3 4 75

11 Img 25 3 3 6 100

12 Img 26 10 10 26 100

13 Img 27 7 7 8 100

14 Img 28 11 11 11 100

15 Img 37 1 0 0 0

16 Img 38 1 0 0 100

17 Img 39 0 0 1 100

18 Img 40 0 0 0 100

19 Img 41 0 0 0 100

20 Img 47 1 1 1 100

21 Img 48 1 1 1 100

22 Img 50 4 4 4 100

23 Img 51 14 11 11 78.57

24 Img 52 4 4 4 100

77 70 94 92.86
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Table 6 Comparison of results from various segmentation techniques

References Language/Script Technique Result

Chamchong and Fung
[7]

Thai Noi, Thom Line segmentation:
partial projection profile
Character segmentation:
contour tracing
algorithm

Line segmentation:
58.46%
Character segmentation:
93.99%

Gajjar et al. [9] Devanagari Histogram-based
approach

92.53%

Ramteke and Rane [14] Devanagari Line segmentation:
connected component
approach
Character segmentation:
vertical projection
profile

Overall segmentation:
97%

Kumar et al. [18] Gurumukhi Horizontal and vertical
projection profile along
with water reservoir
technique

92.53%

Mathew et al. [22] Indic scripts M-OCR 96.49%

Batuwita and Bandara
[26]

English Skeleton-based
approach using Fuzzy
features

–

Kumar and Singh [27] Gurumukhi Top-down techniques
by using features at the
highest level structure
to features at the lowest
level structure

Line segmentation:
92.06%
Word segmentation:
91.97%
Character segmentation:
89.44%

Patil and Mali [29] Devanagari Statistical information
and vertical projection

82.17%

Nagane and Mali [30] Brahmi Connected component 91.30%
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Abstract. Primary election debates play a significant role in the out-
come of the general presidential election. This is more so when the can-
didate from the voter’s affiliated party is running against an incumbent.
This research focuses on the sentiment analysis of tweets posted dur-
ing the third Democratic primary debate. The goal of this research is
to determine whom the Twitter users believe won or lost the debate.
We evaluated the sentiment of tweets by using natural language pro-
cessing tools and building machine learning models. This paper presents
our approach to determining which candidate garnered the most support
during the debate.

Keywords: Social media · NLP · Democracy · Political debates ·
Elections · Politics

1 Introduction

Social Media plays a significant role in determining the outcomes of elections in
democratic countries. Manipulating Social Media to a candidate’s advantage is
currently an unregulated activity. Recently, several consulting businesses have
come up that offer ways to influence the electorate using Social Media and other
digital tools. For example, Indian Political Action Committee (I-PAC) is one such
organization for influencing and manipulating electorates. I-PAC is a misnomer
as its goal is to steer election outcomes in favor of clients. In a 2019 election held
in the state of Andhra Pradesh, the money paid by the winning party to I-PAC
represents 44.4% of the total election expense of the party. This data comes from
the Election Expenditure Statement that the party has filed with the Election
Commission of India.
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In a related development, the world’s oldest democracy—the United States
(US) of America—was targeted by adversarial groups and hostile nations to
upend US elections in 2016 [22]. As per a report produced for the US Senate
Intelligence Committee, the goal of the Russian influence campaign unleashed
on social media in the 2016 election was to sway American opinion and divide
the country [23]. This campaign made an extraordinary effort to target African–
American voters and used an array of tactics whose goal was to suppress turnout
among Democratic voters.

The above two scenarios underscore the vulnerability of democratic elections
to interference operations through digital tools. Given the recency of this phe-
nomenon, governments do not have oversight on voting systems. A policy paper
from the Brennan Center for Justice [17] states that the US government regu-
lates, for example, colored pencils more tightly than it does the country’s elec-
tion infrastructure. These situations demand that academic researchers across
the domains rise to address election interference challenges, and conduct research
into eliminating or mitigating election interference. A rigorous and data-driven
findings from such research will also help in formulating public policy on elec-
tions in the era of digital dominance. This is precisely the motivation for the
research reported in this paper.

The US is an example of a nation with a two-party political system. The
electorate votes largely to only two major political parties—Democratic and
Republican. Each party may have multiple aspiring candidates. However, each
party nominates only one candidate for the election through a filtering process
known as primary elections or simply primaries. Aspiring candidates of a party
go through several public debates in which they articulate their vision for the
country and distinguish themselves from the other candidates. During and right
after the debates, debate watchers tweet about the debate performance of can-
didates. The focus of this paper is to analyze the sentiments expressed in the
tweets of the 2019 debates associated with the Democratic party primaries.

Following the third and most recent Democratic presidential debate on
September 12, 2019, political observers from across the media talked and wrote
about which candidates “won” or “lost,” but with little consensus emerging.
Opinion writers at The New York Times, for example, scored the debate perfor-
mances of each candidate on a scale of 1 to 10, and gave Elizabeth Warren the
highest average mark of 7.5 and Andrew Yang the lowest of 3.4 [26]. CNN ’s Chris
Cillizza viewed the debate differently, scoring Joe Biden and Beto O’Rourke as
the winners, with Elizabeth Warren, Andrew Yang, and Julian Castro as the
losers [8]. While political pundits could not seem to agree on a debate winner
or loser, thousands of Americans offered their own opinions on Twitter about
the debate. Although certainly not representative of the nation’s population as
a whole, Twitter users have emerged as a popular target audience for political
messaging. Indeed, a few could argue against the fact that Twitter has become
highly relevant (for both good and bad) in today’s politics. So, how did Twitter
users react as they watched the Democratic debate?
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In this paper, we draw upon the natural language processing (NLP) tools and
machine learning models and examine the sentiments of tweets posted during
the hours of the third Democratic presidential debate. Academic research on
presidential debates focuses much more heavily on presidential debates during
the general election than the primary election or nomination phase [9,16]. It is
certainly understandable given that there is greater public interest and attention
in the general election. Nevertheless, it leaves a noticeable gap in the literature
when one considers that primary presidential debates often provide the first
exposure of the candidates to voters. This entry point frames the initial and
sometimes lasting public impressions of the candidates, particularly for those
voters who begin without much knowledge or information of the candidates
[2,25].

Our results show that relying on what political pundits observe about debate
“winners” and “losers” may not necessarily reflect popular opinion, or at least at
a minimum, what people who use Twitter are thinking in real time as they watch
the debate. In Sect. 2, we discuss the existing studies on the topic and method-
ological approaches. Next, in Sect. 3, we describe the data and our supervised
machine learning approach to analyze sentiments of the primary debate. We
discuss our key findings in Sect. 4, and Sect. 5 concludes the paper.

2 Related Work

In this section, we discuss the significance of debates in the electoral process
and motivate the need for research on election debates of primaries using social
media and sentiment analysis.

2.1 Primary Election Debates

Political debates, more specifically, election debates have become an important
event not only for the candidates, but also for voters [3]. The events allow voters
to compare candidates competing for elections side by side and all at once. Since
elections are basically choosing a candidate among other competing options,
election debates allow and help audiences to observe the candidates’ ideas which
can be conflicting and cause some confrontation among candidates. Moreover,
the basic rules for election debates are that candidates are not supposed to bring
any prepared materials, thus, the audiences can observe how candidates handle
unexpected questions or comments from competing candidates. Although a large
number of scholars have paid attention to and written about general presidential
election debates [9,16], it is remarkable that primary debates have received little
attention.

Primary election campaign debates are noteworthy. First, primary debates
provide the opportunity for “partisan voters” to determine who is going to repre-
sent their political party in the upcoming general election [13]. Second, although
general debates usually draw more attention, a lot more campaigns have fea-
tured primary debates than general debates [13]. Third, because candidates in
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primary elections are generally less well known, the primary debates tend to
have much higher potential for influencing audiences and voters’ attitude and
choice than general election debates [3]. Thus, primary debates can shape how
voters view a candidate’s electability, which can ultimately influence how they
cast their ballots [29]. For these important reasons, our analysis focuses on an
early primary presidential debate.

2.2 Measuring Tweet Sentiment on Political Debates

Social media such as Twitter contains millions of texts that can be used as an
abundant source of emotions, sentiments, and moods [12]. Thus, Twitter has
provided audiences (voters) a platform to freely express their feelings, thoughts,
and opinions about political candidates. In addition, unlike some political opin-
ion studies that rely on survey data taken days or even weeks after the debate [4],
social media based analysis allows us to assess how individuals react in real time.
As shown by Srinivasan, Sangwan, Neill, and Zu, sentiment analysis of political
tweets proved to be more accurate at predicting how 19 US states would vote
in the 2016 general election compared to traditional polling methods. They cor-
rectly predicted the outcome of 17 out of 19 states whereas the pollsters correctly
predicted 15 [24].

Sentiment analysis and emotion classification have attracted much research
during the last decade on the basis of natural language processing and machine
learning [1,6,18,19,21,27]. One such research being sentiment analysis is per-
formed on Twitter data by Pinto and Murari using supervised machine learning
methods. Using an SVM model with TF-idf weighting scheme, 82% of tweets
were correctly classified as positive or negative. [20] Similarly, a study by A. A.
Hamoud et al. applied SVMs and Näıve Bayes to classify tweets. In addition,
Bag-of-Words (BOW), TF, and TF-idf were used for feature extraction. They
found that SVM BOW model performed best at classification with 88% accuracy
and SVM TF-idf was the next best performing with 85% accuracy. [11]

Some scholars have paid attention to political elections and tried to measure
overall public opinions (or sentiment) on candidates to predict the election results
[5,7,10,15,28]. Although, there is little research on primary election debates
using social media and sentiment analysis.

3 Our Approach: Data and Methods

We first discuss data collection and labeling, followed by machine learning models
for classification and identification of candidates from tweets.

3.1 Data Collection and Labeling

For our analysis, we used the Twitter Streaming API to collect data related to the
Democratic Primary Debates on September 12, 2019. To filter and select relevant
tweets, we used the key words “#DemocraticDebate” and “#demdebate” during
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the hours of the debate (i.e., between 8:00 and 11:00 p.m. EST on September
12, 2019).

Supervised machine learning models learn from training data. Each train-
ing data instance consists of a certain number of predictive variables and the
associated outcome. For example, for a tweet, the predictive variables represent
the textual content of the tweet, and the associated outcome is the sentiment
expressed in the tweet—positive or negative. We manually annotated over 4,000
tweets. Five groups of students were assigned a random set of tweets and manu-
ally labeled each tweet into one of the two classes: positive or negative. To ensure
inter-coder reliability, we examined all the labeled data again.

3.2 Machine Learning Models for Classification

After retrieving and filtering all the tweets about the primary debate, we prepro-
cessed the texts to eliminate noisy data. To determine the positive or negative
sentiment of tweets on the debate, we used the following supervised machine
learning models: multinomial naive bayes (NB), logistic regression (LR), support
vector machine (SVM), and random forest (RF) [14]. We represented the content
of tweets using two vectorization schemes—term frequency (TF) and term fre-
quency inverse document frequency (Tf-idf). Under the TF scheme, each word
in the tweet is considered as a term. Moreover, a weight is associated with the
term to denote its relative importance. The frequency of the term—how many
times the term appears in the tweet—is the term weight. In essence, each tweet
is represented as an n-dimensional vector and each dimension corresponds to a
term. Determining the number of dimensions requires first identifying the set of
terms across all the tweets. It should be noted that the n-dimensional vector will
have a value zero for those terms that do not appear in a tweet.

The Tf-idf scheme is similar to the TF except that the weight of a term is
based on the product of two factors: the frequency of the term and the inverse
document frequency. Given a collection of tweets and a term, the inverse doc-
ument frequency is the reciprocal of the number of tweets in which the term
appears.

Next, we consider the variations on the definition of a term. In the simplest
case, we consider each word in the tweet as a term. This corresponds to what is
called a unigram model. For example, in the sentence “machine learning is fun,”
the unigrams are machine, learning, is, and fun. The bigram model considers two
consecutive words as a term. For the above sentence, the bigrams are machine
learning, learning is, and is fun. Lastly, the trigram model considers three consec-
utive words as a term. The trigrams for the above example are machine learning
is and learning is fun.

We created 24 models through a combination of four machine learning algo-
rithms (LR, NB, RF, and SVM); two vectorization schemes (TF, Tf-idf); and
three term models (unigram, bigram, and trigram). We used fivefold cross vali-
dation for evaluating the models. In fivefold cross validation, the training data
is divided into five equal parts. During the first iteration, the model is built
using the last four parts for building the model and the first part for evaluating
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the system. In the second iteration, parts 1, 3, 4, and 5 are used for building
the model and the second part for evaluating the system. During the fifth iter-
ation, the first four parts are used for building the model and the last part for
evaluating the system.

Table 1 shows the classification accuracy of various machine learning models.
Classification accuracy is the ratio of the number of correctly classified tweets to
the total number of tweets in a class. For example, if the model classified 15 of the
20 tweets correctly for the positive class, classification accuracy = 15/20 = 75%.
By examining the table, SVM (Tf-idf/bigram) model has the best performance.
This model was then used to predict the rest of our debate tweets.

Table 1. Classification accuracy of various machine learning models: it represents the
model performance for the different machine learning algorithms used

Model Vectors Ngrams Accuracy Model Vectors Ngrams Accuracy

LR TF Unigram 0.774 RF TF Unigram 0.771

LR TF Bigram 0.813 RF TF Bigram 0.791

LR TF Trigram 0.816 RF TF Trigram 0.787

LR Tf-idf Unigram 0.788 RF Tf-idf Unigram 0.796

LR Tf-idf Bigram 0.824 RF Tf-idf Bigram 0.789

LR Tf-idf Trigram 0.819 RF Tf-idf Trigram 0.787

NB TF Unigram 0.743 SVM TF Unigram 0.771

NB TF Bigram 0.755 SVM TF Bigram 0.813

NB TF Trigram 0.732 SVM TF Trigram 0.814

NB Tf-idf Unigram 0.747 SVM Tf-idf Unigram 0.790

NB Tf-idf Bigram 0.750 SVM Tf-idf Bigram 0.831

NB Tf-idf Trigram 0.739 SVM Tf-idf Trigram 0.829

3.3 Identification of Candidates

In order to identify candidates in tweets, we built and curated a candidate name
dictionary. In addition to each candidate’s full name, we also included short-
ened names (e.g., Liz for Elizabeth), related Twitter hashtags (e.g., #TeamWar-
ren, #feelthebern, #joebiden, etc.), and Twitter handles (e.g., @AndrewYang,
@amyklobuchar, @PeteButtigieg, etc.) to identify candidates properly.

3.4 Aggregation and Support Ratio

We calculate the proportion of positive tweets Tpositive over the total tweets (Tall)
for each candidate (i).

S = Ti,positive/Ti,all (1)
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4 Findings and Discussion

The results that emerge from the sentiment classification do seem to reveal win-
ners and losers. Figure 1 summarizes the first results. Pete Buttigieg generated
the most positive sentiment from Twitter during the Thursday night’s debate.

Fig. 1. Support ratios across candidates: it represents the support ratio (the percentage
of positive tweets) each candidate received, which is based on the classification results
(SVM with TF-idf/bigram)

However, it would be difficult to declare Buttigieg as one of the debate’s
winners, as he was the subject of the fewest number of tweets, as shown in
Fig. 2. Put simply, Buttigieg succeeded in generating positive tweets, but failed
in garnering much attention among Twitter users. Similarly, after Buttigieg,
Peter O’Rourke generated the highest positive ratio, but people did not tweet
about him much, and only a little bit more than Buttigieg.

While the pundits disagreed to some extent over Elizabeth Warren’s debate
performance (see above), Twitter users scored her positively relative to the
other candidates. Warren not only generated significant Twitter activity, but
also scored the third highest support ratio. More than 13,000 tweets expressed
a sentiment about her debate performance. These results suggest that Elizabeth
Warren emerged a debate winner on Twitter. Andrew Yang also generated a
high positive ratio. With more than twice the number of tweets than Buttigieg
generated, Yang not only received positive reactions from Twitter users, but
also a reasonable degree of interest and relevance. In addition to Warren, these
results suggest that Andrew Yang also emerged a debate winner on Twitter.
These results run counter to the post-debate analysis of most political pundits.
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Fig. 2. Total number of tweets across candidates: it represents the total number of
tweets collected for each candidate during the debate

If there was an identifiable loser on Twitter, it was Joe Biden and Bernie
Sanders, both of whom generated the least positive reaction to their respective
debate performances. As the front runner, it is not surprising to see that Biden
had the most tweets of any candidate. Interestingly, Sanders generated a little
more than Warren or Yang, but scored the second to the bottom, suggesting
that he failed on Thursday night.

Twitter’s verdict of the debate thus differed from some of the post-debate
analysis, particularly with regard to Andrew Yang. If the larger winds of public
opinion happen to blow in Twitter’s direction, then Warren and Yang will be
the beneficiaries. In contrast, Sander’s debate performance did little to help his
campaign among Twitter users on Thursday night, while Joe Biden struggled as
well to impress the “Twitter-verse.”

5 Conclusions

Assessing who “won” and who “lost” a presidential debate is a popular topic
among political pundits. However, as the analysis in this paper demonstrates,
the judgment of the experts is not always consistent with the sentiment of those
who are active on Twitter. Given Twitter’s growing use as a vehicle for people
to communicate and express their political views, and given Twitter’s emerg-
ing importance in political campaigns and elections, the opinions expressed on
Twitter carry increasing significance. This is especially true for major campaign
events, such as presidential debates that can have electoral consequences.
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Primary presidential debates, in particular, are important because this is
when voters are often first exposed to the candidates. These initial impressions
ultimately can shape voter behavior. Although Twitter users are not represen-
tative of the general population, their opinions still reflect a voice in the larger
political chorus. Our results offer an important first step in understanding more
about what those Twitter voices are saying during pivotal campaign events, such
as primary presidential debates.

We have used random sampling in selecting a subset of the tweets for train-
ing the machine learning models. However, random sampling is not necessarily
the most appropriate for the problem we analyzed. Given that the President of
the United States is chosen by a method that relies upon the Electoral College
to execute the will of the electorate. To factor this into our analysis, a strati-
fied sampling method is more appropriate than the random sampling. We will
consider this in our future analysis.

The classification accuracy numbers reported in Table 1 are not particularly
stellar. We will explore deep learning based approaches to the tweet classification
problem to improve the classification accuracy. Furthermore, manual labeling of
tweets data is very expensive in terms of human labor. We plan to explore auto-
mated approaches to augmenting the manually generated dataset. Especially for
deep learning approaches, the more the training data, the better is the classi-
fication accuracy. Lastly, we will replace classification accuracy measure with a
more robust one called Area Under ROC curve—AUROC.
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Abstract. Natural language is a miracle of human life. They have devel-
oped and evolved over thousands of years. Language is more than a
medium for communication. Embedded in languages are cultural prac-
tices and ancient wisdom. Furthermore, there is cognitive evidence to
support that learning in one’s mother tongue is easier than it is in a non-
native language. Many languages of the world are close to extinction or
on a rapid path to extinction. In this paper, we argue that Computational
Linguistics offers practical and unprecedented opportunities for preserv-
ing and promoting all natural languages. Just as much as biologists care
about the extinction of species and their impact on the environmental
ecosystem, linguists, computing professionals, and society-at-large should
take a similar approach to protecting and celebrating the grandeur of lin-
guistic diversity. We outline an approach to achieving this goal for Indian
languages.

Keywords: Mother tongue · Computational linguistics · Natural
language processing · Natural languages · Machine learning · Indian
languages

1 Introduction

Natural language is one of the miracles of human life. The term natural language
refers to a language that has naturally developed and evolved in humans. A
natural language is in contrast with an artificial language such as a computer
programming language. For any language, we can find some that speak the
language natively (called native speakers), while others speak the language non-
natively (called non-native speakers). A native speaker of a language is one who
has learned and used the language from early childhood. A native speaker’s
language is her first language and it is the language she uses for thinking. The
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language of the native speaker is synonymous with mother tongue and native
language. In this paper, we do not explicitly make these distinctions, and the
context should help to infer the intended usage.

Language has multiple purposes, and communication is one of them. It is also
used for thinking. Moreover, native languages are also intricately intertwined
with cultures and social practices. The literature of the language documents the
culture of a group of people and is passed from one generation to the next.

Linguistics is the science of the language, both spoken and written. Lin-
guistics research aims to answer questions such as What is language? How are
languages related? How do languages evolve over time? How many languages are
there? How do we count languages? Does every human being have a language?
Do animals have language? What distinguishes human language from other ani-
mal communication systems? More specifically, linguistic researchers study the
structure of the language, sounds of the language, syntax, meaning, usage, and
evolution [2].

Spoken languages assume more prominence relative to their written counter-
parts. For all languages, the number of people who speak the language greatly
outnumbers those that can also write in the language. Spoken languages came
much earlier than the written languages. There are many spoken languages with-
out written counterparts.

Though there are 7,111 known living languages in the world [9], many of
them are on the path of decline and eventual extinction. The number of native
speakers is also on a rapid decline. This is nowhere more spectacular than India
in general and southern India in particular. There are several reasons for this
decline including the dominance of English on the World Wide Web (WWW), the
colonial past, federal government policies, strong desire of people for migration
to other countries, and changing cultural and societal values.

As pointed earlier, language is more than a communication medium. It is
intricately woven into the culture of a group of people. It is both an invalu-
able cultural heritage and a source of ancient wisdom. What would be left in
a geographic region if the language and culture are removed from the region?
The region becomes simply a piece of land devoid of its unique vibrancy and
enchantment.

Computational Linguistics is the application of computational techniques for
analyzing and understanding natural languages. Often the terms Computational
Linguistics and Natural Language Processing (NLP) are used synonymously.
The term NLP is used in the Computer Science discipline, whereas the Com-
putational Linguistics term is used in the Linguistics discipline. Computational
Linguistics offers unprecedented opportunities to preserve, promote, and cele-
brate all languages.

The overarching goal of this paper is to explore this historic opportunity to
revive languages whose native speakers are on the decline. Through this position
paper, the authors hope to inspire Computational Linguistics researchers across
India to embark on a journey to save and actively promote all languages and
celebrate the linguistic diversity.
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The remainder of the paper is organized as follows. The language diversity
in India is presented in Sect. 2. The probable causes for the rapid decline of
native speakers in India are discussed in Sect. 3. In Sect. 4, we provide scientific
evidence for learning in one’s own mother tongue is easier and desirable. Our
approach to preserving and promoting natural languages using Computational
Linguistics is described in Sect. 5. Section 6 concludes the paper.

2 Spectacular Linguistic Diversity

There are 7,111 known living languages in the world, according to Ethnologue
[9]. Languages are as diverse as their commonality. Papua New Guinea offers
an example of remarkable language diversity. As per Ethnologue, the number of
spoken languages is 853, of which 841 are living and 12 are extinct. In terms of
Ethnologue language taxonomy, of the 841 living languages, 39 are institutional,
304 are developing, 334 are vigorous, 124 are in trouble, and 40 are dying.

Ethnologue language data for India is 462 listed languages, 448 are living, and
14 are extinct. Of the living languages, 64 are institutional, 125 are developing,
190 are vigorous, 56 are in trouble, and 13 are dying. Even the institutional
languages are on a gradual path toward insignificance and eventual extinction.

The English language has deep rooted eminence in India due to British colo-
nial rule and the English-dominated WorldWide Web. English has come to sym-
bolize social status, social mobility, literacy, and economic advancement. English
is the de facto common language across India. This created an adverse situation
for all major languages in India.

Besides the English dominance, institutional languages are also facingbreak
survival challenges from another dimension. The current Indian government
equates nationalism with having one language (i.e., Hindi) under the motto
“One Nation, One Language.” The government aggressively enforces Hindi on
non-Hindi speaking population with the eventual goal of replacing English with
Hindi. This is clearly a shortsighted and dangerous approach given that most lan-
guages spoken in South India predate Hindi and are accorded classical language
status. Moreover, the linguistic boundaries were the basis for the demarcation
of states/provinces. In fact, India is like the European Union. It is apt to call
India as the United States of India to reflect its federal structure enshrined in
the constitution, multiple cultural identities, and vast linguistic diversity.

The institutional languages of India have vast literature dating backbreak
thousands of years. As noted earlier, the language and culture are intricately
intertwined. Also, the literature in these languages embodies vast ancient knowl-
edge that is unique to the geographic region. For example, consider Telugu, which
is the official language of two southern states in India. The Telugu language has
a unique literary tradition called Ashtavadhanam. It is a public performance
in which an Avadhani (the performer) demonstrates his/her sharpness of mem-
ory and retention, mastery of the language, literature, grammar, and linguistic
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knowledge. The Avadhani is surrounded by eight peers who keep posing ques-
tions to the Avadhani and also distract her with challenges. The Avadhani con-
structs answers to the questions in a way that the answers adhere to certain
grammatical constructions and other linguistic constraints. Advanced versions
of Ashtavadhanam include Satavadhanam and Sahasravadhanam, where 100 and
1000 peers, respectively, ask questions and distract the Avadhani.

The Telugu language has a vast vocabulary. There are separate words for
younger sister and elder sister. One needs to read the literature in the language
to appreciate the vastness of its vocabulary. Each word is pronounced exactly as
it is spelt. Telugu writing system won the second place in The World Alphabet
Olympics held in 2012 (https://languagelog.ldc.upenn.edu/nll/?p=4253). Tel-
ugu poetry (called padyalu) employs an elaborate set of rules called chandhas
for defining structural features. Chandhas also applies to prose and it generates
rhythm to the literature and poetry. Some features of this metrical poetry are
unique to Telugu.

From a linguistics perspective, there is so much diversity in Indian languages
[3]. Figure 1 shows the seven most-spoken languages in India and the data for
this figure comes from the Ethnologue [9]. Shown in Fig. 2 are the linguistic
distances between five widely spoken Indian languages and Hindi [6]. The notion
of linguistic distance is developed by Lewis et al. [9], which is quantified by
counting the number of nodes between each pair of languages on the family tree
of Indo-European and Dravidian languages. The farther the two languages are
in the tree, the greater is the linguistic distance between them. For example, the
linguistic distance between Telugu and Hindi is 10, whereas the same between
Telugu and Kannada is 6. According to this measure, of the 15 major languages
of India, Kannada is the closest language to Telugu with a distance of 6. The
linguistic distance can be viewed as a measure of the degree of difficulty of one
language speakers to learn another language. Any government language policy
that is oblivious to the above findings is not only going to fail, but will also
inflict great long-term damage socially, politically, and economically.

3 Why many Indian languages are on the decline?

All languages in India except Hindi are on the path toward a rapid decline in the
number of native speakers and eventual extinction. It is projected that by 2050,
very few people will be able to read literature and poetry in languages such
as Telugu, let alone the ability to generate new literature. Even the number
of people who will speak the language natively and fluently will reduce to a
single digit by 2100. Many factors are contributing to this dangerous trend. The
primary ones are the dominance of English as an international business language
from one end, and the shortsighted and misinformed policies related to promoting
Hindi at the cost of all other languages from the other end. The major reason for
learning English is not the love for the language, but as a means to migrate to
well-developed countries. But the truth is that it is impossible for other countries
to provide jobs for all the youth of India. Instead, the government should have a

https://languagelog.ldc.upenn.edu/nll/?p=4253
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Fig. 1. First language speakers of top seven Indian languages in India (Source
Ethnologue)

Fig. 2. The linguistic distance between major Indian languages and Hindi
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vision and strategy to develop the country and create employment opportunities
for its citizens. English can still be learned as an international business language,
but this should not come at the cost of native languages.

Secondly, the Government of India relentlessly propagates the myth of a
national language, whereas the Constitution of India specifies no national lan-
guage. The Constitution lists 22 languages which include Telugu, Kannada,
Tamil, and Malayalam. Furthermore, the Government of India has designated the
following languages as classical languages: Tamil (since 2004), Sanskrit (2005),
Telugu (2008), Kannada (2008), Malayalam (2013), and Odiya (2014). These
languages have vast literature, poetry, plays, and lyrics and have been there for
thousands of years. Given the unique traditions, rich literature and linguistic
grandeur, and the local knowledge embedded in the literary works, the Govern-
ment of India should leverage Computational Linguistics to preserve, promote,
and celebrate languages and linguistic diversity (see Sect. 5).

The third factor is related to the lack of new literature. For many Indian
languages, there is no significant production of new literature. Moreover, most
academically talented students are not attracted to study language and litera-
ture. The language and linguistics departments end up educating those students
who have less than ideal aptitude for linguistics and literature. Based on anec-
dotal evidence, even the language professors are not proficient to read literary
classics.

The fourth factor is related to provincial government policies. The state of
Andhra Pradesh is a case in point. In November 2019, the government announced
through an executive order that all instruction in elementary and primary schools
will be delivered only in English. The students will still learn Telugu as a lan-
guage, but physical sciences, mathematics, and social sciences all be taught in
English. Some claim that this policy is in response to declining enrollments in
government-run primary and secondary education schools.

It is said that the executive order was in response to the trend that parents
prefer to send their children to private primary and secondary schools where
physical sciences, mathematics, and social sciences are taught in English. In such
schools, teaching Telugu is optional. The major issue with the private schools is
the lack of quality, but an exorbitant cost to the parents. Instead of regulating
private schools, the government chose a flawed approach which is bound to fail.

In [7], Myles discusses policy issues related to second language learning of
children in the age group 7 to 11 years. She notes research evidence that children
are slower at learning a foreign language than adolescents and young adults.
Therefore, requiring children to learn multiple languages at a very early age is
counterproductive.

4 Why Learn in Mother Tongue?

Setting aside misinformed political policies and economic considerations,
learning in the mother tongue is the best way to acquire knowledge and skills
for young learners. Mother tongue is also referred to as a first language, native
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language, or L1 in the research literature. In [8], Noormohamadi argues that
there is an intimate link between language and cognitive development. Further-
more, the mother tongue helps in the mental, moral, and emotional development
of children. There is overwhelming research evidence that shows children who
come to school with a solid foundation in their mother tongue develop stronger
literacy abilities [8]. Providing a solid foundation in mother tongue requires par-
ents spending time with their children reading stories and discussing issues to
enable the development of vocabularies and concepts in the mother tongue.

Jain investigated the impact of official language policies on education using
the linguistically demarcated state formation in India [6]. His research notes
the detrimental effect of mismatch between the language used for learning and
the student’s mother tongue. More specifically, linguistically mismatched areas
have 18.0% lower literacy rates and 20.1% lower college graduation rates. This
undesirable outcome is attributed to the difficulty in acquiring education due to
a medium of instruction in schools that differed from students’ mother tongue.
Surprisingly, this educational achievement gap was closed when linguistically
mismatched areas were reorganized on linguistic lines to remove the mismatch.

One should also be wary of business interests that are often masqueraded
as research or as an authoritative voice. The position expressed in [1] about
the current eminence of English language and its continued dominance will be
untenable given the rapid rise of Computational Linguistics techniques and their
potential to break language barriers through real-time translation.

5 Computational Linguistics for Preserving and
Promoting All Natural Languages

The Association for Computational Linguistics (ACL) defines Computational
Linguistics as

. . . the scientific study of language from a computational perspective. Com-
putational linguists are interested in providing computational models of
various kinds of linguistic phenomena.

Computational Linguistics is an interdisciplinary domain encompassing lin-
guistics, information retrieval, machine learning, probability, and statistics. It is
concerned with analyzing, understanding, and interpreting the written text (aka
NLP) and spoken language (aka Speech).

Digital tools for languages have the potential to fundamentally transform
lives in rural India. However, the tools must speak the same language as the
users. For example, consider ATM machines. They do not provide instructions
in native languages, and thus by design, we have excluded millions of native
language speakers from using ATM machines. A similar situation exists with
air travel. All messaging is done in non-native languages. Imagine the crime
that the government would have committed in case of an in-air emergency of
a domestic flight and most passengers on board the aircraft do not understand
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flight crew instructions because they are delivered in a language the passengers
do not speak.

Computational Linguistics offers unprecedented opportunities to preserve
and promote natural languages. The rapid advances in high-performance cloud
computing, machine learning, deep learning, information retrieval, speech and
signal processing, and search technologies will provide open-source as well as
cost-effective solutions to Computational Linguistics problems. This will also
help to create a level playing field for resource-rich and resource-poor languages.
Currently, most of the linguistics tools and resources are available for a handful
of languages—English, Arabic, Turkish, Japanese, Korean, Spanish, German,
among others. However, this resource disparity will change with the emergence
of open-source software libraries and application frameworks for the linguistics
tasks.

Currently, there are three major approaches to the computational analy-
sis and understanding of human languages: symbolic, statistical learning, and
deep learning. Symbolic approaches are the first ones and are designed to reflect
the underlying structure of the language. They rely on linguistic principles and
hand-crafted rule-based approaches. Such approaches are tied to specific lan-
guages and are not transferable from one language to another. The statistical
methods, on the other hand, rely on training data and machine learning algo-
rithms. However, creating training data is labor-intensive and hence expensive.
In recent years, deep learning approaches have become immensely popular and
effective [4]. The focus of Computational Linguistics has moved from language
analysis to language understanding.

Both machine learning and deep learning algorithms require large training
datasets. Some current research efforts in deep learning focus on creating large
training datasets incrementally and automatically from a small, manually cre-
ated dataset. Such data is referred to as corpus and is essential for various tasks
in Computational Linguistics [5]. Therefore, the first step toward preserving and
promoting a language is creating corpora of different genres. In the following,
we outline various NLP tasks that can be accomplished with the availability of
suitable corpora.

Language Detection is the task of identifying the language of a piece of text.
As more and more documents are produced in non-English languages, the ability
to perform language detection is crucial. Also, mixed language documents are
becoming common.

Sentence Segmentation is concerned with identifying sentence boundaries.
For example, a period (i.e., .) does not necessarily imply a sentence ending. For
example, the period character is also used in abbreviations such as Ph.D.

Word Segmentation involves identifying individual words in text. For lan-
guages based on the Roman or Latin alphabet, word segmentation is trivial as
a space character demarcates word boundaries. Word segmentation is a difficult
problem for Indian languages as there is no explicit delimiter for words. Often,
many words are strung together as one compound word.
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Language Modeling involves assigning a probability for every string in the
language. In other words, a language model is a probability distribution over all
the strings in the language. Language modeling applications include word auto-
completion in smartphones and other hand-held devices, spelling correction, and
decoding secret codes. It also used in automatic speech recognition systems.

Part-of-Speech (POS) Tagging involves assigning a Part-of-Speech (POS) tag
for every word in a piece of text. The POS tags are used in many subsequent
activities such as syntactic parsing, word-sense disambiguation, and text-to-
speech synthesis.

Named Entity Recognition task identifies the names of people, places, orga-
nizations, and other entities of interest in text. Named entities are used in other
NLP tasks including word-sense disambiguation, co-reference resolution, seman-
tic parsing, textual entailment, information extraction, information retrieval,
text summarization, question-answering, and spoken dialog systems.

Dependency Parsing : Parsing of a sentence involves depicting relationships
between words in the sentence. Dependency parsing, on the other hand, is con-
cerned with extracting a dependency parse of a sentence. The latter shows the
sentence’s grammatical structure as well as the relationships between “head”
words and other words in the sentence.

The above are considered as fundamental tasks in Computational Linguis-
tics. They form the foundational basis for advanced NLP applications including
machine translation, information extraction, topic modeling, text summariza-
tion, document clustering, document classification, question-answering systems,
natural language user interfaces, and spoken dialog systems, among others.

6 Conclusions

Natural languages are more than a medium for human communication. They
are also tightly integrated with culture and influence our way of thinking. With
the popularity of the WWW and the dominance of the English language, many
languages are on the path toward extinction. Fortunately, Computational Lin-
guistics techniques can be brought to bear to revive and save the languages.
Furthermore, languages cannot simply rest on the past laurels for their exis-
tence and growth. New literature needs to be produced, which reflects society’s
current issues, and to engage with young readers.

Governments that actively seek to destroy native languages through their
oppressive policies can learn from the European Union (EU). There is a cul-
tural element that threads through the member countries, yet each country
celebrates its uniqueness including language and traditions. The motto “One
Country One Language” is a disaster in the making. Instead, the motto should
be “One Country Many Languages.” Image a situation that a city government
decides to replace all trees in the city with just one type of tree. Does this bring
beauty and elegance to the city?

To actualize “Unity in Diversity and Diversity in Unity” for nations that
have cultural and linguistic diversity, it helps if governments implement policies
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that require people of one region in a country to learn the language of another
region. This policy should not be selective and be implemented uniformly. Such
language policies help to understand each other’s cultures, promote respect for
all citizens, and strive for national unity.

This is an opportune moment to realize this vision given the recent advances
in Computational Linguistics featured in products such as Google Trans-
late (https://translate.google.com/) and Microsoft Translator (https://www.
microsoft.com/en-us/translator/). Translators address both spoken and writ-
ten language in real time. Shown in Fig. 3 is Google Translate in action. In the
top area of the left pane, we typed a transliteration of a short Telugu language
sentence: yemi chestunnavu? In this case, transliteration is using the English
alphabet for the Telugu sentence, instead of writing the Telugu using the Telugu
alphabet. Google Translate correctly reproduced this transliterated sentence in
Telugu script (the bottom area of the left pane). Shown in the right pane is
the correct translation of the sentence into the English language. Notice the
speaker icons in both panes. By clicking on them, you can hear the sentence as
spoken in the corresponding language. Compared to the English text-to-speech
converter, the Telugu version is rudimentary. However, this is a good beginning.
The question then is why only Google and Microsoft are doing this? Why are the
computing and engineering researchers in an estimated 751 engineering schools
across Andhra Pradesh and Telangana states not doing something to preserve
and celebrate their own mother tongue?

Fig. 3. Google translate: real-time language detection and translation

The argument that science, medicine, and engineering can only be taught
using the English language does not hold validity. There are numerous examples
of the above disciplines taught in native languages across Europe, South Amer-
ica, and Japan. What is needed is out-of-the-box thinking for the digital world
we live in.

Governments should look at language diversity as an asset and provide sup-
port for nurturing them. As new body of knowledge is produced in various

https://translate.google.com/
https://www.microsoft.com/en-us/translator/
https://www.microsoft.com/en-us/translator/
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domains, the language needs to add new words to remain expressive and relevant.
Students should be encouraged to contribute to open-source projects related to
Computational Linguistics. This is especially so for developing countries as only
local students have the knowledge of their language.

In all southern states in India except Tamilnadu, students are required to
learn three languages—native language, Hindi, and English. Some schools offer
a substitute for the native language. For example, in Andhra Pradesh, a student
may study Sanskrit in lieu of Telugu. The motivation for this is not that the
student is more interested in Sanskrit over Telugu. Students know very well that
relatively Telugu teachers are more proficient than Sanskrit teachers. Therefore,
Telugu teachers will grade the exams more thoroughly and make it difficult for
students to score high. On the other hand, students can score high in Sanskrit
with relatively less effort. This gives them an advantage in securing admissions
to professional schools such as medicine and engineering. The government should
consider excluding the language exam scores in making admission decisions for
professional schools. Government policies are the effective instruments to pro-
mote a language as well as to kill the language.

In this digital age, we are blessed with many sophisticated computing and
communication tools. Thanks to rapid advances in the computing discipline.
These tools eliminated the barriers of geographic space and offer unprecedented
opportunities to preserve, promote, and celebrate natural languages. All efforts
to kill languages in the name of nationalism and national integration are regres-
sive thinking and amount to a crime against humanity. Therefore, we all need
to collectively fight this regressive thinking and pass on the linguistic diversity
to future generations. If you do not do it, who else? If not now, when?
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Abstract. For image classification and image annotation applications, a convolu-
tional neural network (CNN) has revealed superior accuracies and computationally
efficient methods. Researchers are putting significant efforts across the globe to
come up with enhanced deep network architectures. However, the latest CNN
models are unable to cope with the geometric transformation of images. In the
training stage, the state-of-the-art algorithms mostly make use of data augmenta-
tion techniques, that expand training samples but it leads to data overfitting. This
paper focuses onhowgeometric transformation affects the annotation performance
of various CNNs such as Alexnet, GoogleNet, ResNet50, and DenseNet201 on
the Corel dataset. Comparative analysis of these deep learning models for image
annotation is evaluated using the F1 score and is presented with the help of a box
plot. Based on the obtained results, it is observed that the DenseNet201 model
performs better than other models. It is further observed that the ResNet50 model
works better for a specific class of images.

Keywords: CNN · Image annotation · Geometric transformation

1 Introduction

CNN, a deep learning model, is a very prevailing tool, for computer vision applications
such as image annotation [1], image retrieval [2, 3], semantic segmentation [4], and
video captioning [5]. The basic building blocks of CNN contain a convolutional layer,
nonlinear activation function, pooling layer, and fully connected layer. Although CNN
exhibits high potential to learn increasingly complex patterns, it has some limitations.
Convolutional Layer is the important module of the CNN. In the convolutional layer,
filters get convolved with input image of the previous layer’s output and produce feature
mapswhichmaybe basic features or complex features. Themechanismofweight sharing
in the CNNs greatly reduces the total number of parameters. However, it can restrict
models from learning other types of invariance in the feature map. (ii) The pooling
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operation is carried out on each feature map. The pooling operations can bemax-pooling
(maximum pixel value is selected) or average pooling (where average pixel values are
taken) of each feature map. In both pooling, valuable information about the feature map
is lost. The aim of the pooling operation is to produce a translation-invariant feature map
and to reduce the complexity of the network [6]. This spatial invariance is recognized
only through a deep hierarchy of convolution and max-pooling due to small local spatial
support for convolution (for example 7 × 7) and max-pooling (for example 2 × 2) but
intermediate feature representations in a CNN are not truly invariant to the input data’s
transformations [7].

To get a translation invariance output image, most of the state-of-the-art algorithms
have used data augmentation techniques where rotation, flipping, scaling, and crop
images are given as training samples to CNN but it increases the training data size
and chances of data overfitting. The CNN is generally thought to be invariant to trans-
formations of images mainly due to data augmentation use in training or because of
convolutional structure [8]. According to the authors, the convolution architecture dis-
regards the classic sampling theorem, and data augmentation fails to support invariance
except for the similar images. Training dataset generated by applying transformations
such as centering, translation, elastic deformation, rotation, and their combinations on
the MNIST dataset improves the performance of LeNet, DropConnect, and Network3
[9]. Shen et al. [10] have designed an approach to improve CNN’s transformation invari-
ance ability by rotating, scaling, and translating feature maps during the training stage.
Spatial transformations viz. rotation, translation, scale, and generic warping are per-
formed by a learnable unit placed in the existing network [6]. Vedaldi et al. [7] have
studied invariance, equivalence, and equivariance properties of image representation.
Rotation invariance and equivalence also improved the performance of the microscopic
image classification task [11]. To efficiently learn the parameters, Luan et al. [12] have
developed a new Gabor convolutional network that is invariant to rotation and scale.

For this study, CNN models are selected based on their architecture and popularity
among the research community. Further studies of image annotation are needed where
textual labels are allotted to the image that clearly describes the image content.

(1) The main contribution of this paper is to understand the effect of geometric trans-
formation such as crop, horizontal flipping, vertical flipping, rotation by 45°, rota-
tion by 90°, and rotation by 180° on image annotation performance of different
state-of-the-art CNN models on the Corel dataset.

(2) This study provides the comparative analysis of various CNN models such as
AlexNet [1], GoogLeNet [13], ResNet50 [14], and DenseNet201 [15] for image
annotation.

Section 1 briefed about the CNN and its limitation. Section 2 describes the architec-
ture, models, dataset, and performance measures. Quantitative results are presented in
Sect. 3 and lastly, Sect. 4 concludes the paper.
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2 Methodology

This section briefs about the architecture of image annotation using CNN models. Fur-
ther, it explains the four CNN models used for the experimentation analysis and their
performance measures.

2.1 Architecture

The architecture of the presented work contains the training and testing phase (Fig. 1).
The training phase takes in labeled images of ten distinct categories from the Corel-10 K
dataset. These labeled images are fed to the CNN pretrained models. Transfer learning
with four pretrained models such as AlexNet, GoogLeNet, ResNet50, and DenseNet201
are used in this work, which are feature extractors that computed the descriptors. In the
testing phase, the following geometric transformations have been applied to the same
images utilized in the training phase.

Training Phase Testing Phase

Images

Vertical 
FlippingCrop Horizontal 

Flipping
Rotation 

180o
Rotation 

45o

Rotation 
90o

ConvNet

Image Annotation 

La-
beled
Imag-
es

AlexNet

GoogLeNet

ResNet50

DenseNet201

Con-
vNet

Tr
ai

ni
ng

D
at

as
et

Tr
ai

ne
d

O
bj

ec
ts

Fig. 1 Architecture of image annotation using CNN models

Geometric operations:

1. Crop—Equal sized single crop is taken arbitrarily from all test images.
2. Horizontal flipping—All test images are flipped horizontally.
3. Rotation 45°—45° rotation is applied to all test images.
4. Rotation 90°—90° rotation is applied to all test images.
5. Rotation 180°—180° rotation is applied to all test images.
6. Vertical flipping—All test images are flipped vertically.

After applying the geometric transformation, labeled images are generated using the
trained model.
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2.2 CNN Models

AlexNet: The first model used for analysis is the AlexNet [1], which was originally
trained on the ImageNet dataset and demonstrated the outstanding performance for
image object classification. The eight layers contain five convolutional layers and three
fully connected layers. The main feature of this model is the fast downsampling of
intermediate feature representation through the convolution layer andmax-pooling layer
operation. Then, these feature maps are flattened and faded to a fully connected layer
which produces a visual descriptor at the output.

GoogLeNet: The secondmodel used for analysis is the 22 layers, GoogLeNet, which
is constructed on Inception architecture [16] and trained on the ImageNet dataset.Several
inceptionmodules are connected to each other to go deeper. Each inceptionmodule com-
prises various sizes of convolutions and max-pooling. By applying 1 × 1 convolution,
the number of parameters are reduced that are large kernel sizes of convolution (n ×
n) are decomposed into n × 1 and 1 × n filter sizes. Therefore, the resultant network
becomes deeper and wider and also has fewer parameters than AlexNet. This model uses
global-average-pooling instead of a fully connected layer that reduces overfitting.

ResNet50 (Residual Network): ResNet50 is of 50 layered residual network. It is
trained on the ImageNet dataset. It consists of five stages of convolution layers. At first
layer 7 × 7 convolution matrix is applied with a stride of two, therefore, the input is
downsampled by two like pooling layer. Then three identity blocks are followed before
downsampling again by two. This process remains the same for multiple layers. Each
residual module has a stack of three (1 × 1, 3 × 3, and 1 × 1) convolution layers. The
first and last 1 × 1 convolutions are used for dimensionality reduction and enhancement
(restoring). Skip connection is used in it for adding the output of the previous layer to
the next layer which helps to reduce the problem of vanishing gradient, as well as helps
in recognizing the global features of a network. Average pooling is used in the last layer
which produces thousand feature maps.

DenseNet201 (Dense Convolutional Network): The last model of analysis is
DenseNet201 which takes fewer parameters for training and achieved good accuracy
compared to AlexNet, GoogLeNet, and ResNet50 models. For solving the problem of
vanishing the input, as well as gradient information in the deep network, it uses simple
connectivity patterns for maximum information flow in forward pass and backward pass
computation. Each layer takes input feature maps from all its previous layers and passes
output feature maps to all its succeeding layers. Therefore, features are reused all over
the network with more compact learning. DenseNet201 is a collection of dense blocks
where layers are densely connected to each other. The layers between these blocks are
the transition layers that carry out the convolution and pooling operation. Every single
layer in a dense block and contains batch normalization, nonlinear activation function
ReLu, and 3 × 3 convolution size.

Table 1 summarizes the CNNs quantitative properties on ImageNet dataset such as
a number of parameters, input size of the model, output feature descriptor size, depth
of the CNN, Top-5 (with 10-crop testing) validation error, and FLOPs (floating-point
operations per second) for forward pass computation.
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Table 1 Comparison of computable properties of CNN

Models Number of
parameters
(Millions)

Input size
of model

Output
size of
model

No. of
layers

Top-5
error rate
(%)

FLOPs

AlexNet [1] 62 (227,
227, 3)

1000 08 15.3 1.1 × 109

GoogLeNet [12] 7.0 (224,
224, 3)

1000 22 9.15 5.6 × 109

ResNet50 [13] 25.6 (224,
224, 3)

1000 50 6.71 3.8 × 109

DenseNet201
[14]

20.0 (224,
224, 3)

1000 201 5.54 3.8 × 109

2.3 Datasets

The Corel dataset [17] contains 10,000 images having 100 categories, each of the cate-
gories has 100 images. Mostly, this dataset contains images with a single concept. Ten
distinct categories, such as Antiques, Aviation, Balloon, Bonsai, Car, Cat, Doll, Gun,
Ship, and Ski are used for the training purposes. Single crop, horizontal flipping, ver-
tical flipping, rotation 45°, rotation 90°, and rotation 180° have been performed on the
categories selected for the training and utilized as testing dataset. The testing dataset
contains 50 images in a category.

2.4 Performance Measures

For classification problems recall, precision, F1 score, and overall accuracy are generally
applied to validate the models’ performance. F1 score is utilized as a performance metric
in this study which is a statistical measure and is a harmonic mean of precision and recall
(Eq. 1).

F1score = 2 ∗ (Precision ∗ Recall)

Precision + Recall
(1)

Precision is a proportion of relevant labels among the total number of retrieved labels
by the CNNmodel and recall is given as a ratio of correctly predicted labels with ground
truth labels.

3 Experimental Results

The conducted experimentation deals with the performance investigation of four CNN
models on the effect of geometric transformation for theCorel dataset to annotate images.
The result of this work is presented and discussed in this section.

Figure 2 depicts comparative performance measure, F1 score, for geometric
transformations of ten classes from the Corel dataset using four CNN models.
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Fig. 2 Impact of geometric transformation on CNNs performance

The experimental results are shown using box plots. The AlexNet performed worst
on crop and horizontal flipping operations, however, have a slightly preferred position
over the other models with rotation 90° operations. The GoogLeNet performed good
than AlexNet for cropping and vertical flipping but performed least well for horizontal
flipping and rotation 45° operations. The ResNet50 model is suitable for cropping, ver-
tical flipping, and rotation 180° operations. The DenseNet201 outperformed over other
models for horizontal flipping, rotation 45°, rotation 90°, and rotation 180° operations
while performed better for cropping.

Table 2 shows maximum F1 score values achieved by various classes for different
geometric transformations on CNNs models. Based on the experimentation, a class cat
has achieved a maximum F1 score of 98.49% for rotation 90° operation using ResNet50.

4 Conclusion

This experiment gives a comparative analysis of geometric transformations’ effects
on ten categories from the Corel dataset using AlexNet, GoogLeNet, ResNet50, and
DenseNet201. The ResNet50 model, for instance, is the more powerful for cropping,
vertical flipping, and rotation 180° operations. The result also shows that the class cat
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Table 2 Summary of maximum F1 score gained by each class with operation and CNN model

Sr. No. Class Maximum F1 score (%) Operation CNN model

1 Antiques 98.03 Rotation 90° DenseNet201

2 Aviation 84.90 Rotation 1800 ResNet50

3 Balloon 89.90 Rotation 45° ResNet50

4 Bonsai 96.00 Rotation 180° AlexNet, DenseNet201

5 Car 95.83 Rotation 180° and
Rotation 90° and
Rotation 180°

ResNet50,
DenseNet201 and
DenseNet201

6 Cat 98.49 Rotation 90° ResNet50

7 Doll 98.00 Rotation 180°, Rotation
90° and Rotation 180°

ResNet50,
DenseNet201 and
DenseNet201

8 Gun 98 Crop DenseNet201

9 Ship 94.62 Crop, vertical flipping ResNet50, ResNet50

10 Ski 93.33 Rotation 180° DenseNet201

has a maximum F1 score of 98.49% for rotation 90° operation using ResNet50 as it uses
skip connections which helps in recognizing global features.Whereas, the DenseNet201
outperformed over other models for cropping, horizontal flipping, rotation 45°, rotation
90°, and rotation 180° operations. DenseNet201 model works well even when the train-
ing dataset is insufficient as it utilizes features of all complexity levels. In the future, it is
intended to improve feature representations of CNN in terms of orientation and scaling
capabilities.
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Abstract. The main aim of feature selection algorithms is to select
prominent (optimal) features that are not irrelevant and redundant.
Reducing the number of features by keeping classification accuracy the
same is one of the critical challenges in Machine Learning. High dimen-
sional data contains thousand of features with the existence of the
redundant and irrelevant features which negatively affect the generaliza-
tion capability of the system. This paper designs the improved genetic-
based feature selection (IGA) for Online Sequential—Extreme Learning
Machine (IGA-OSELM) algorithm with additive or radial basis function
(RBF). Experimental results are calculated for the Extreme Learning
Machine (ELM), OSELM, IGA-ELM, and IGA-OSELM. With the result,
it is inferred that IGA-OSELM maintains the classification accuracy by
minimizing 58.50% features. The proposed algorithm is compared with
the other popular existing sequential learning algorithms as the bench-
mark problem.

Keywords: Sequential problem · Feature subset selection problem ·
Pattern classification problem

1 Introduction

Machine learning and computational intelligence are the subareas of artificial
intelligence. By considering the rapid growth in databases and technologies, Fea-
ture subset selection (FSS) and classification problems are important challenges
in the field of machine learning. FSS methods are evaluated by using various
search methods like sequential search, bidirectional search, rank search, random
search, etc., [1]. Generally, for high dimensional biomedical dataset (HDD) ran-
dom search is suitable as linear search requires more computational time. Genetic
algorithm (GA) is one of the examples of random search strategies that is able
to select a prominent (nonredundant and relevant) feature subset [2]. In GA, the
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prominent feature subset varies as the population size changes. Many researchers
choose the size of population randomly or may initially set the population size
as 50 or 70 [3,4]. However, the literature survey missed the feature selection by
considering the different population size.

In the original ELM, a batch mode learning method is used. ELM considers
that the training data is present previously which is not suitable for many real
applications where the training data may arrive sequentially. Nan-Ying Liang
et al., developed the OSELM algorithm for sequential input [3]. In ELM and
OSELM, the input weights are randomly initialized and analytically determined
by the output weights. Hence, the overall system performance may degrade due
to the random initialization. One of the alternative solutions is to select only
the required features (prominent feature subset selection). The combination of
irrelevant and redundant features with random initialization is the main cause
of degradation.

To address the said problem; in this paper, an improved GA based optimiza-
tion approach for sequential input by using OSELM classifier (IGA-OSELM)
with RBF hidden nodes is proposed. The main contribution of the paper is the
variation in initial block training data. In many papers, OSELM is used by dif-
fering the number of hidden nodes [3,4] but a vast literature survey limits to
identify variation in the initial block of training data.

This paper is organized as follows: Sect. 2 is represented as the related work.
The proposed methodology is illustrated in Sect. 3. The discussion on the exper-
imental results of HDD is carried out in Sect. 4. Section 5 is outlined with the
conclusion and future research direction.

2 Background and Context

ELM is basically developed for batch learning mode. The batch ELM requires
complete data readily available that is not convenient for many applications
where the training data reach sequentially [3]. Liang et al., have developed
OSELM algorithm for sequential input [3]. OSELM is used for applications like
watermarking in DWT domain [5], Hematocrit estimation [6], etc.

Liang et al., developed OSELM algorithm for sequential input [3]. The output
weight matrix of ELM is the least square solution and is written as Eq. 1

H† = (HY H)−1HY (1)

where, Y shows the target class and H† shows the moore-penrose’s generalized
the inverse of H.

Least square solution to Hβ = Y is in Eq. 2. The sequential implementation
of Eq. 2 results in the OSELM. For given a chunk of initial training set,

Y0 = (xi, yi)
Y
i=1 (2)

Where, Y ≥ m (m—number of hidden nodes), Y0 is the chunk of initial
training data. Consider the new block of data as
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Y1 = (xi, yi)
Y0+Y1
i=Y0+1 (3)

where Y1 is the number of considerations in the chunk of new observations. The
description of the same is detailed in the Sect. 3.

Various algorithms and analytical methods have been designed for input
weight assignment [7]. In the literature, the combination of ELM and various
optimization algorithms for feature selection have been used. Zhu et al., designed
the differential evolution to search for optimal input weights and hidden biases
[7], modified ELM [8]. Recently, summation wavelet ELM [9] is used to reduce
the impact of random initialization. In many papers, OSELM is evaluated by
varying the number of hidden nodes [3,4].

3 Methodology

The proposed Improved Genetic Algorithm for Online Sequential Extreme
Learning Machine (IGA-OSELM) algorithm is divided into three subsystems
like Input, FSS, and Classification.

Input Dataset As dimension space is used as an evaluation criterion, vari-
ous datasets with dimensional scope from 2000 to 12600 are used [10] like Lung
Cancer-Harvard (LCH-2), DLBCL-Harvard (DH), Colon Tumor (CT), and Ner-
vous System (NS). These datasets have 12534, 7129, 2000, and 7129 attributes,
respectively, with two classes. Further, the datasets are divided into a training
dataset (70%) and a testing dataset (30%).

Feature Subset Selection (FSS) FSS is a critical step that is used to
select nonredundant and relevant features (prominent features) [11] for effi-
cient machine learning [12]. GA uses the fitness function for calculating the
fitness value [13]. For evaluation three genetic operators are used like Selection,
Crossover, and Mutation. Selection chooses the strings for the next generation.
Lost generic material is restored by using mutation where the crossover is used
for information exchange. In the proposed model, the experimental observations
are evaluated by considering the population size from 10 to 90 with an incre-
mental size of 10 (10:10:90). The IGA-ELM results in different nine subsets. One
of the subsets is selected as a prominent feature subset having a topmost per-
centage of accuracy due to the presence of relevant features as shown in Fig. 1
for further processing. For example, 690 prominent features are selected for the
CT dataset from all (2000) features.

Classification Subsystem In this subsystem, ELM and OSELM learning algo-
rithms are used for classification. Initialization and sequential learning are the
two phases of OSELM.

In this phase, all required initialization can be done like the number of
required data, the chunk size, and the number of hidden nodes. According to
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Theorem II.1 [3], the number of training data required can be equal to the num-
ber of hidden nodes. The data used once is not reused. A small chunk of initial
training data is defined as Y0 = (xi, yi)

Y
i=1 from the training dataset.

In sequential learning phase, get l+1 chunk of new observations as an input.

Yl+1 = (xi, yi)
∑l+1

j=0 Yj

i=(
∑l

j=0 Yj)+1
(4)

where, Yl+1 denotes the number of observations in the (l + 1)th chunk.

Fig. 1. Prominent FSS by using IGA model

The sigmoidal additive activation function (Sig) and Gaussian radial basis
activation function (RBF) have been used in OSELM. In many articles, only the
number of hidden nodes is considered for evaluation in OSELM [3,4], but the use
of the initial training data in combination with the number of hidden nodes are
not considered. The size of the initial training data (number of input neurons)
is usually less than the number of hidden neurons. Through experimentation, it
is noticed that the initialization of initial training data is as important as the
number of hidden nodes. For every iteration of the hidden neuron, the initial
training data (n) is also varying from the number of hidden node (j), j to n
varying with i (j : i : n) where, i is the incremental value. The results are
calculated by considering the various learning modes like a chunk size of 1 and
20 (fixed), as well as by varying the chunk size between 10 to 30 (randomly).
The time complexity of the proposed algorithm is O(n2).
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4 Experimental Results and Discussion

For Experimentation, MATLAB c©R2014a is used. The evaluation measures
(metrics) like accuracy, precision, recall, f-measure, and g-measure are used
[14–16].

The experimental results are evaluated for OSELM and ELM with all fea-
tures and prominent features. The evaluation performance is compared in three
different ways—1. IGA-ELM with ELM 2. IGA-OSELM with OSELM 3. IGA-
OSELM with an existing sequential algorithm and classifier.

4.1 IGA-ELM with ELM

The results are calculated for four datasets by using all evaluation measures.
The performance is compared by considering the average value of all datasets.
From the results, it is noted that IGA-ELM improves 11.04% performance by
reducing 58.50% features as compared to ELM.

4.2 IGA-OSELM with OSELM

The performance comparison between OSELM and IGA-OSELM is shown in
Table 1. Table 2 shows the detailed performance comparison of OSELM and IGA-
OSELM. The training and testing accuracy are calculated by considering the
average value of Sig and RBF function. With the results, it is inferred that
the proposed IGA-OSELM maintains the accuracy by using 41.5% features as
compared to OSELM for HDD.

5 Conclusion

The main goal of this paper is to solve the sequential problem by using the
proposed Improved Genetic Algorithm for OSELM (IGA-OSELM) algorithm.
In order to prove, the significance and the strength of the proposed approach;
experimental results for OSELM and IGA-OSELM are analyzed. It is noticed
that, IGA-OSELM maintains the accuracy of classification with only 41.5% fea-
tures as compared to OSELM and IGA-ELM provides on an average 11.04%
improvement in the accuracy by reducing almost 58.50% features as compared
to ELM for HDD. The performance of IGA-OSELM and IGA-ELM is tested on
a new application. With the results, it is noticed that the IGA-ELM provides
9.86% improvement in accuracy and IGA-OSELM maintains the classification
accuracy by using 27.27% features as compared to ELM. Presently, the IGA-
OSELM approach is used for supervised binary classification problems. In the
future, the work will be extended for unsupervised classification.
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Table 1. Performance Comparison of OSELM and IGA-OSELM for HDD

Training accuracy (%) Testing accuracy (%)

Dataset AF Mode OSELM IGA-OSELM OSELM IGA-OSELM

CT Sig Batch 97.67 97.67 84.21 84.21

1-by-1 97.67 97.67 78.94 73.68

20-by-20 97.67 97.67 73.68 84.21

[10,30] 97.67 97.67 84.21 84.21

Avg Sequential 97.67 97.67 78.94 80.7

RBF Batch 97.67 97.67 78.94 84.21

1-by-1 74.41 72.09 63.15 68.42

20-by-20 72.09 74.41 63.15 63.15

[10,30] 79.06 83.72 78.94 78.94

Avg Sequential 75.19 76.74 68.41 70.17

DH Sig Batch 97.75 97.56 70.58 76.47

1-by-1 97.56 95.12 70.58 70.58

20-by-20 95.12 97.56 82.35 84.70

[10,30] 97.56 97.56 82.35 88.23

Avg Sequential 96.75 96.75 78.43 81.17

RBF Batch 95.12 97.56 94.11 76.47

1-by-1 29.26 58.53 82.35 82.35

20-by-20 29.26 31.70 82.35 82.35

[10,30] 29.26 70.73 82.35 82.35

Avg Sequential 29.26 53.65 82.35 82.35

NS Sig Batch 97.56 97.61 78.94 77.77

1-by-1 87.80 87.8 68.42 72.22

20-by-20 90.24 90.24 68.42 66.66

[10,30] 92.68 90.47 78.94 77.77

Avg Sequential 90.24 89.50 71.93 72.22

RBF Batch 97.56 95.23 78.94 83.33

1-by-1 68.29 69.04 63.15 66.66

20-by-20 68.29 69.04 68.42 66.66

[10,30] 68.29 71.42 73.68 72.22

Avg Sequential 68.29 69.83 68.42 68.51

LCH-2 Sig Batch 99.20 99.20 90.90 87.27

1-by-1 98.41 95.23 90.90 90.90

20-by-20 99.20 98.41 90.90 90.90

[10,30] 99.20 99.20 90.90 90.90

Avg Sequential 98.94 97.61 90.90 90.90

RBF Batch 92.85 96.03 90.90 90.90

1-by-1 83.53 81.74 85.45 85.45

20-by-20 82.53 95.16 87.27 87.27

[10,30] 82.53 87.27 87.27 92.89

Avg Sequential 82.86 88.06 86.66 88.54
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Table 2. OSELM and IGA-OSELM performance comparison

Data set Training accuracy (%) Testing Accuracy (%)

OSELM IGA-OSELM OSELM IGA-OSELM

CT 86.42 87.20 73.67 75.43

DH 85.97 86.74 80.39 78.42

NS 79.26 79.66 70.17 70.36

LCH-2 90.9 92.83 88.78 89.72

Avg 85.63 86.60 78.26 78.49
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Abstract. The goal of this paper is to compare the most commonly used first-
order optimization techniques with proposed enhanced Gradient Descent-Based
Optimization. The simplest optimization method is the gradient-based optimiza-
tion technique. The optimization concerns instigated with Deep Neural Networks
(NNs) are unraveled by the rest other techniques. The common technique used in
deep neural network architectural setup is Stochastic Gradient Descent (SGD). In
SGD there is a raise of variance which leads to slower convergence. This affects
the performance of the system. So to address these issues the non-convex opti-
mization technique with faster convergence using an enhanced stochastic variance
reduced ascension approach is implemented. It enhances performance in terms of
faster convergence.

Keywords: Optimization · Deep learning · Stochastic gradient descent (GD) ·
Deep neural network (DNN) · Multimodal data

1 Introduction

Hinton investigated a novel layer-wise greedy learning method for training in 2006,
which is denoted as the origin of deep learning techniques. With this first deep architec-
ture known as deep belief network (DBN) is introduced by Hinton [1]. In 2012, Hinton
led the research group whose working was for ImageNet image classification using deep
learning [2]. The cause of the fame of deep learning is due to two reasons: One is the
growth of big data analytic techniques shows that in training data the overfitting problem
can be partly resolved. Second is the pre-training procedure prior to unsupervised learn-
ing allots nonrandom initial values to the network. Hence, after the training process,
better local minima and a faster convergence rate can be achieved.
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Multiple nonlinear hidden layers enable deep NN to learn the complex relationships
that exist in their input and output with inadequate training data. In some cases, the
complicated relationships are created which tend to sample noise. Such complexity
exists in the training data but not in actual test data even though it is picked from
the corresponding distribution. This prompts overfitting and for reducing it numerous
techniques have been established [3]. One of the challenging aspects of deep learning is
the optimization of the training criterion over millions of parameters [4–6].

Main aim of any optimization technique is to find the minimum or maximum of a
generic function (θ∗), that is

θ∗ = argmin J
(
X train

)
,∅ (1)

Hence, it is extremely necessary to project an effective and enhanced algorithm for
faster convergence.

The structure of the paper is as follows: Sect. 2 gives the survey about existing work.
The proposedmethodology is described in Sect. 3. Section 3.2 discusses the experimental
result and analysis of GD, SGD, SVRG, and the proposed technique. Finally, Sect. 4
concludes the paper with future scope.

2 Literature Survey

One of the most well-known and commonly used optimization algorithms is Gradient
Descent. Mostly, the whole library of Deep Learning comprises implementations of
numerous algorithms that use gradient descent [7]. Gradient descent is mainly having
three types depending upon the quantity of data they utilized for calculation of gradient.
Based on the quantity of data used, updated parameter accuracy, and time required to
updating are analyzed [8].

(a) Batch gradient descent:

With respect to the parameters of the complete training data, a gradient of the objective
function is calculated. Suppose θ1, θ2, θi3,… θn is a sequence vector function then the
goal is to minimize the prediction error

E(W ) = 1

n

n∑
i=1

θi (w), (2)

where E(W ) = prediction error, 1
n = training examples, θi (w) = objective function

(loss function that could be squared loss, logistic regression, etc.).
Then weight update rule for, gradient descent is,

Wt = Wt−1 − η ∗ ∇θ E(W )t−1 (3)
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where θ = objective function, η = learning rate,∇θ = provides information about which
direction to move.

Wt = Wt−1 − ηt

n
∗

n∑
i=1

∇θW
t−1 (4)

From the equation it’s clear that to perform just only one update in gradient descent,
it is essential to compute the gradients for the entire dataset for every ‘n’ example. So
this gradient descent is very slow. Also, it is inflexible for datasets that don’t fit in new
examples on-the-fly. Global minima are ensured by batch gradient descent for convex
error planes. And it stables to local minima in non-arched planes.

(b) Stochastic gradient descent:

Stochastic gradient descent (SGD) carries out an updating of parameters for
respective training examples as given in Eq. (5),

(5)

where ξt = random sample, that may depend upon Wt−1

Batch gradient descent does repetitive computations for enormous datasets. Before
every parameter update, it recomputes slopes for each example without considering
similarities [9, 10]. SGD gets rid of this repetition by performing each update in turn.
It is consequently much quicker. It is also utilized for online learning. In contrast, batch
gradient descent stables to the minima of basin while SGD keeps fluctuating. From
one perspective, SGD is capable to find out new and hypothetically well local minima.
On other perspectives, batch gradient descent, at last, convolutes convergence to the
precise least, while SGD will continue overshooting [11, 12]. Also in SGD randomness
introduces variance which is caused by .

(c) Mini-batch gradient descent:

Mini-batch gradient descent takes the middle way of the two optimizers GD and SGD.
It updates every training example by considering mini-batches. Due to which variance
generated by randomness is reduced and which gives more stable convergence. Still, it
does not assure worthy convergence. In fact, it produces some issues like choosing an
appropriate learning rate. Slow convergence occurs due to a very lesser learning rate.
And a very huge learning rate hampers on the loss function due to swinging that occurs
around the base [11].

Learning Scheduling learning rate is one of the options to adjust the learning rate
during training, i.e., lessening the learning rate as per predefined schedule or when the
objective value is changed below the decided threshold before set epochs. At starting
itself these schedules and thresholds are needed to be declared and hence, it is incapable
to adapt a dataset’s characteristics [12, 13].

Another important challenge for Deep Neural Networks is to reduce the extremely
non-convex error functions, and to avoid getting stuck in the several suboptimal spatial
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minima [14]. Dauphin claimed that the problem arises due to saddle points, not from
local minima [6]. Saddle points are those where one dimension slopes are higher than
compared to other neighbors. Also, one dimension is having lower slopes as compared
to higher slopes. The saddle points are normally enclosed by a plateau. Plateau means,
the all neighboring points which have the same error values exhibit that its gradient is
nearer to zero in all neighboring aspects. Such plateau makes extremely hard for SGD
to escape from it [15].

Thus in order to deal with this non-convex optimization, prior methodologies are uti-
lized such asGradientDescent (GD) andStochasticGradientDescent (SGD) approaches.
These approaches maintain adaptable learning rates for different parameters. With this
better learning rates are achieved but with increased variance. This will leads to slower
convergence. So to overcome this drawback, an enhanced stochastic variance reduced
ascension approach is used here and is explained in Sect. 3. It accelerates the conver-
gence of stochastic techniques by lessening the variance of estimated gradient which
results in faster convergence.

3 Research Methodology

Enhanced Stochastic Variance Reduced Ascension approach

Stochastic variance reduction gradient is a variance reduction approach that converges
faster than the SGD, aswell asGD, approaches. Though the stochastic variance reduction
gradient exhibits a better variance reduction rate, it is highly sensitive to the learning rate.
Hence the proposed approach integrates the properties/features of both the stochastic
variance reduction gradient, as well as the conjugate gradient. It is highly efficient in
achieving faster convergence by solving the non-convex optimization problem. The
algorithm depicts the nature of this Enhanced Stochastic Variance Reduced Ascension
approach.
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Here, first, the variance reduced gradient g(wk) is computed which is then integrated
with the conjugate gradient using mini-batches as mentioned in the algorithm. Whereas,

uk = 1
n

n∑
i=1

f ′
i

(
k
i

)
stores a scalar for each sample indexed with i and wk is defined as

the iteration in time interval k. Finally, the loss function is minimized and the non-
convex optimization problem is tested with reduced variance, thereby it achieves faster
convergence. The minimized loss function is given by Eq. (6),

min L(x, z) + λχ(z) (6)

wher regularization parameter is λ and penalty term is χ(z).

3.1 Data Acquisition and Preprocessing Phase

In order to carry out the experiment, the ROCO dataset is taken. It involves the subsets of
“radiology” and “out-of-class”. From that 81,825 are true positives and 6,127 are false
positives, respectively. The figures in the “out-of-class” is having synthetic radiology
images.

3.2 Experimental Results

The experimental setup is as follows: Deep Convolution Network architecture is used
which contains a filter size and Maxpooling size of 3 × 3 and stride size is 1. After that,
a fully connected layer is applied. Nonlinear activation function Rectifier Linear Unit
(Relu) is also used for the individual convolutional layer.

(a) Performance metrics:

To strengthen the efficiency of the proposed framework, it is compared with the
existing optimization approaches such as CG, SGD, Stochastic Variance Reduced Gra-
dient Descent (SVRG), and SLBFGS. Conversely to evaluate all these optimizers four
loss functions are used as a parameter. They are:

(1) Ridge regression (ridge)

min
1

n

n∑
i=1

(yi − xTi w)2 + λ ||w2
2|| (7)

(2) Logistic regression (logistic)

min
1

n

n∑
i=1

ln(1 + exp
(
−yi x

T
i w

)
) + λ ||w2

2|| (8)
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(3) L1 loss L2-regularized SVM (hinge)

min
1

n

n∑
i=1

ln
(
1 − yi x

T
i w

)
) + λ ||w2

2|| (9)

(4) L2 loss L2-regularized SVM (sqhinge)

min
1

n

n∑
i=1

ln
(
1 − yi x

T
i w

)
)2 + λw2

2 (10)

Based on these learning models the effectiveness of our proposed work has been
analyzed and is shown by Fig. 1. Here the number of epochs are represented by the
x-axis and the loss value is represented by the y-axis.

4 Conclusion

In this research, it is observed that SGDunstably converges. In SGD, inappropriate learn-
ing rate effects on fluctuation. Large fluctuations in the loss value occurred due to inap-
propriate learning rate. Both SLBFGS and SVRG do not show better convergence as it is
sensitive to the learning rates. In general, proposed enhanced stochastic variance reduces
the ascension approach, converges faster than conjugate gradient, SLBFGS, SGD, and
SVRG. Particularly, the chance for the occurrence of non-convex optimization has been
reduced with sequent reduction in the variance using an enhanced stochastic variance
reduced ascension approach, thereby ensuring faster convergence. In this research work,
only one Deep learning model of Deep convolution network is used and one multimodal
dataset is considered. But in the future, it would be interesting to use more different
types of datasets with different characteristics and analyze the comparative effects of
Gradient-based optimizers and it would propose algorithms in different architectural
designs and in-depth.
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Fig. 1 Performance comparison of proposed optimizer
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Abstract. Recently criminal activities such as robberywith the threat of life using
weapons have increased exponentially. In the past, CCTV cameras were used for
providing proof of criminal activities. But due to the technological advancements
in areas like deep learning, image processing, etc., variousways are coming into the
picture to prevent those criminal activities. Weapon detection was the first criteria
introduced to define an activity as “suspicious”, but it hadmany drawbacks, such as
dummyweapons were being classified as a threat and also the system failed where
therewas frequent use ofweapons.As the phrase “SuspiciousActivity” is a relative
entity, human being can identify a friendly environment, where people are carrying
weapons but themotto is not harmful. On the other hand, existing technology lacks
this context. Here, we have tried to align the existing system of weapon detection
and facial expression with this context. This enhances the ability of the system
to take decisions as if it is thinking as a human brain. Our CNN model inspired
by the VGGNet family named as suspExpCNN model optioned accuracy 66%
was yielded for facial expression detection and Faster RCNN and SSD models
yielded for weapon detection with accuracy 82.48% and 82.84%, respectively.
The work further combined suspExpCNN model with weapon detection model
and generated alert if an angry, scared or sad expression is detected.

Keywords: Object detection · Faster RCNN · SSD · Suspicious activity ·
Human facial expression detection

1 Introduction

For many years, banks are getting robbed at the point of weapons use. Many people
have lost their life in an attempt of creating an alert at the time of the incident. With the
increase in the development of technologies, every problem keeps on demanding a better
solutionwith the time. CCTV’s are being commonly used in our society with the purpose
to have proof if something goes wrong. But if a CCTV could have the thinking capability
like a brain, it will be able to prevent many such incidents from happening or at least will
help in taking appropriate counteraction within time. To take action immediately against
a suspicious activity, we first need to be sure that the activity is actually suspicious.
For example, children playing with toy weapons are not a suspicious activity and it can
be inferred from their joyful facial expressions. This analysis of the environment done

© Springer Nature Singapore Pte Ltd. 2020
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by our human brain by taking into consideration many possible answers and choosing
the appropriate one is what we want to embed into our systems. We are not far from
the day when drones can be used as safety guards floating around the city and taking
appropriate actions if things are seemed to be fishy. It is not possible to have a human
as the security guard at every possible place, but machines can be used for serving this
purpose if they are as smart as humans. A complex system is needed to serve the purpose
of detecting suspicious activity because claiming the activity as suspicious right after
detection would be a dumb way in today’s world. We have many systems that work
as independent solutions to simple problems. In this work, we have tried to combine
weapon detection and facial expression detection to solve this complex problem.

2 Literature Study

Object retrieval methods generally have two steps, first is to search for images which
contain the query object and the second one is to locate the object in the image which
have bounding box. The previous step is important for the classification of image and
the use of convolutional neural network has given many high performance results by
Hossein Azizpour [1]. But, R-CNN requires a substantial amount of time to process
every object proposal without sharing computation.

It has been seen that better accuracy was achieved by using Convolutional Neural
Networks with big data, but the difficulty is the unavailability of publicly available
datasets for facial expression recognition with deep architectures. Hence, to face the
problem, Andre [2] proposed an approach to apply preprocessing techniques which
were used to extract features that were only expression specific from a face image and
further explored the presentation order of the samples during training.

In Fast R-CNN, a Region of Interest (RoI) pooling layer is designed to obtain faster
detection speed by Lina Xun [3]. This approach gave the result which had features
extracted only once per image by Hailiang Li [4]. For embedded systems, it was found
that the applied approaches were accurate but extremely computationally intensive and
showed high execution time for real time application even if high-end hardware was
used.

Wei Liu [5] presented the first deep network-based object detector which detected
the area of interest without resampling pixels or features for bounding box hypotheses
and still gave the same accuracy as given by the approaches which are mentioned. Due to
this high-accuracy detection (59 FPS with mAP 74.3% on VOC2007 test, versus Faster
R-CNN 7 FPS with mAP 73.2% or YOLO 45 FPS with mAP 63.4%) with improved
speed was achieved. By removing the step of building the bounding box and resampling
of features, improvement in speed was achieved.

In our study, we have compared both the models, i.e., Faster RCNN and Single Shot
Detection for object detection.

3 Proposed Approach

As per the methodology given in Fig. 1, the steps involved are as follows:
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Step 1: Video is processed frame by frame.
Step 2: Detection of human object in the frame is done.
Step 3: Obtain the face of a human if present usingHaarcascadeFrontleface vertical
and horizontal features.
Step 4: From the face obtained in the previous step, the facial expressions of the
human are extracted.
Step 5: Next step is to check if a weapon is being introduced in the frame with
the help of Faster RCNN or SSD model, whichever is suitable for the respected
deployable area.
Step 6: If there is a presence of weapon along with humans present in the frame
are detected to be scared, angry or sad.

(1) Send a high alert to the respective security administrator, along with the
cropped video where the suspicious activity was detected.

(2) The type of alert may depend on the probability of the activity being highly
suspicious.

If there is only the presence of weapon and not any objectionable expression
detected, keep sending the images captured to the respective security administrator.

4 Dataset Generation

• Facial Expression: The dataset consists of images for face recognition. Dataset used
for face recognition is Fer2013 [6] provided by Kaggle’s facial expression reorganiza-
tion which consists of 35,887 gray scales, 48× 48 sized face images with 7 emotions.
Emotion labels in the dataset with a count of number of images are depicted in Table 1
below. The dataset is collected by IanGoodfellow et al. [7]. Samples of Kaggle’s facial
expression images are shown in Fig. 2.

• SuspiciousWeapons: The dataset for suspicious weapons were generated by collect-
ing images of guns (majorly pistols) and knives and were labeled using the LabelImg
tool [8]. For the weapon detection model, training images are 3187 and for testing
450 images were used.

5 Custom Training of the SSD Architecture

After the generation of the dataset, the model was trained on more than 3000 images
depicting suspicious weapons both guns and knives. As depicted in Fig. 3, SSD’s archi-
tecture [5, 9] is built on the venerable VGG-16 architecture, but does not use it’s fully
connected layers. VGG-16 was decided to be used as the base network is because it
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Table 1 Statistics of FER2013 dataset

Emotion number Emotion labels Count of images

1 Angry 4593

2 Disgust 547

3 Fear 5121

4 Happy 8989

5 Sad 6077

6 Surprise 4002

7 Neutral 6198

has shown good performance in high quality image classification tasks and is highly
suitable for problems where transfer learning helps in improving the obtained results.
A set of auxiliary convolutional layers (from conv6 onwards) were added removing the
traditional layers, which thus enables the extraction of features from multiple scales and
eventually decreases the input size to each following subsequent layer.

Fig. 2 Sample image with different expression inside the Kaggle
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6 Custom Training of the Faster RCNN Architecture

As per Fig. 4, Faster RCNN [4] is one of the powerful models used for object detection
and uses convolution neural networks. It consists of three parts:

a. Convolution layers: Here appropriate features from the image are extracted by
training filters. Convolution networks are composed of the followings:

• Convolution layers
• Pooling layers and
• Fully connected last component or another extended thing which will be used
classification or detection.

Fig. 3 Generated sample dataset of for suspicious weapons

This layer does the task of preserving the relationship between pixels using the
knowledge of image features.

b. Pooling layers: The main focus of pooling is to decrease the quantity of features in
the features map by using the method of elimination for pixels which are having low
values.

c. Region Proposal Network (RPN): RPN is a small neural network that is imple-
mented on the last feature map of the convolution layers and used to predict the
presence of an object along with a bounding box for it.

d. Classes and Bounding Boxes prediction: In this step the use of fully connected
neural networks is done which has the regions proposed in the previous step as an
input and gives the prediction of an object class (classification) and bounding boxes
(regression) as an output.
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Both SSD and FASTER RCNNmodels are trained on the same dataset of suspicious
weapons to compare results. Faster RCNN is also used for face detection and expression
recognition.

7 Training and Testing the Custom Model

Initially, this work was experimented on Fer2013 dataset for the classification of 7
emotions inspired by the family of VGG CNN Model [10]. CNN model’s first layer is
framed by 32 3X3 tinymatrices to learn featureswith activation functions as Exponential
Linear Unit (ELU) followed by batch normalization. The second layer also consists of
32 3X3 tiny matrices to learn the next pattern in expression images followed by ELU
activation and batch normalization. The next layers are max-pooling with a dropout
of 25%. With the use of a stack of network and softmax classifier at the end details
architecture of suspExpCNN model shown in Fig. 5. We obtained 66% accuracy. Our
focus is on suspicious expressions: scared, angry or sad. If anyone of the expression
is detected out of these, then our system triggers an alert. The second phase of work
focuses on weapon detection.

Fig. 4 Architecture of SSD model [5]

The dataset generated consisted of 2627 images of class—“gun” and 800 + images
of class “knife”. The model built was trained for 10,000 + iterations for SSD and 8000
+ iterations for the Faster RCNN model and a loss of about 1.5 and 0.01 was achieved
for SSD and Faster RCNN, respectively. The trained model is tested using gun images
of count 94; knife sample of 89, and No-weapon sample of 91.

8 Results

The results achieved are given below as a Confusion Matrix. A confusion matrix gives
results in tabular form and usually describes the performance of a classification model
for test data on the basis of knowledge of the true values for the same. By visualizing
the performance of an algorithm, it helps in easy identification of confusion between the
classifications of classes. The use of the confusion matrix is popular in the performance
measures of algorithms. Tables 2 and 3 show the confusionmatrix for suspicious weapon
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detection for testing samples. Figure 5 shows the result ofWeapon detectionwith softmax
classifier confidence is 97% and a threshold of 0.7. Similarly, Fig. 6 shows the result of
the subject with a GUN for which softmax classifier confidence is 72% and threshold
0.7. Figure 7 shows the output of weapon detection and alerting on gunpoint. Figure 8
shows result in night vision effectively detecting expression as anger (Figs. 9 and 10).

Fig. 5 Architecture of faster RCNN model [11]

The trained SSDmodel has obtained an accuracy of 82.84%with 86% precision and
83% recall, and the trained FASTER RCNNmodel has obtained an accuracy of 82.48%
with 85% precision and 82% recall.

9 Conclusion

Previously, suspicious activitieswere detected from the presence of theweapons only, but
our work presented a new approach that would use facial expressions of subjects along
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Table 2 Confusion matrix of SSD for suspicious weapons

Predicted

Actual Gun Knife No weapon

Gun 66 0 28

Knife 4 74 11

No weapon 3 1 87

Table 3 Confusion matrix of Faster RCNN for suspicious weapons

Predicted

Actual Gun Knife No weapon

Gun 91 0 3

Knife 16 61 12

No weapon 17 0 74

Fig. 6 suspExpCNN model for facial expression

Fig. 7 Results of weapon detection using faster RCNN
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Fig. 8 Results of subject with GUN with neutral expressions using suspExpCNN model for
expression and faster RCNN for GUN detection

Fig. 9 Results of alerting on Weapon detected and alerting on gunpoint a using faster RCNN
b using SSD

with the suspicious weapons for analyzing the context to better predict the suspicious
activities and reduce false predictions. Both SSD and Faster RCNN provided results
with 82.84% and 82.48% accuracy. Faster RCNN being good in detecting small guns
(91 of 94) whereas (66 of 94) in case of SSD and SSD being good in providing results
in less amount of time (1.5 s) to process one frame whereas (2.5 s) required for Faster
RCNN. This system can be used to monitor any public place, private shops, can be used
by government agencies to detect suspicious activities and prevent it.

(1) If the system is to be used at places where the distance of subjects would be less
than 10 m, SSD model can be used for quick response.

(2) If the system has to be used in public places where small and distant objects are of
our concern then Faster RCNN model can be used for better precision.
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10 Assumptions

1. Images are taken in daylight with an appropriate camera with a high configuration
that can capture objects from the required distance.

2. To detect threats at night, a night vision camera is used for the system to work
properly.

3. The system fails and acts only as a weapon detection system when the faces of the
subjects are not visible.

4. The system works with acceptable performance with camera radius of about 15 m,
but can work for more than that if a more highly configured camera is used.

11 Future Scope

1. As the CCTV cameras are fixed, the facial expression of a person facing against the
camera cannot be detected or there is a limitation on the area of surveillance, we can
also think of using drones to avoid such cases.

2. As the real time system is time-consuming we can improve it by using parallel com-
putingwherein the frameswill be processed in parallel whichwill help inminimizing
the time required to process a frame.
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Abstract. Scene classification facilitatesmany applications like robotics, surveil-
lance system, image retrieval, etc. Recently, various CNN architectures are
designed to attempt the problem of scene classification. This paper proposes
two stage model for scene classification using semantic rules. In the first stage,
YOLOv2 (You Only Look Once) CNN architecture is trained for seven types of
objects: sky, green_land, house, tree, sand_land, water, and windmill. In testing
phase, all objects which are present in scene images are detected and recognized
through trained network with overall accuracy of 79.35%. Semantic rules are
designed using context of objects for the classification of scene image. Objects
detected in stage-1 are parsed through the semantic rules to classify the scene image
into six classes: barn, beach, desert, windfarm, green_ground, and water_land.
Scene classification using semantic rules has achieved overall F-score of 76.81%
on scene images from SUN397 dataset. Results of the proposed model using
YOLOv2 are compared with results of same model using Faster RCNN which
indicate that performance of scene classification depends on performance of object
recognition system.

Keywords: Object detection and recognition · YOLOv2 (You only look Once) ·
Semantic rules · Scene classification

1 Introduction

The human brain is capable to understand the scenes of real-world in a single glance.
Latest trends in the art of technology are focusing on capturing features of scenes in
machines that can assist human being in dealingwith extreme situations of understanding
the scene. Scene classification plays an important role to build an artificially intelligent
system which is able to act in such situations by understanding the surrounding scenes.
It also contributes mainly to other real-life applications like automated surveillance
systems, image retrieval, etc.

The presence of multiple objects in a scene and relationship among them assists the
system to understand the scene semantically. Many object detection methods based on
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CNN architecture like RCNN, SPP-Net, Fast RCNN, Faster RCNN, DPM v5, SDD, and
YOLO has shown remarkable performance in detection and recognition of objects [1].

This paper is envisioned to attain the improved performance of our earlier work on
outdoor natural scene classification using semantic rules [2]. Performance of seman-
tic rules based scene classification system depends on the accuracy of recognition and
localization of objects. The proposed framework works mainly in two phases: object
detection and recognition using CNN-based YOLOv2 architecture and scene classifica-
tion using semantic rules. Images are chosen from six classes of SUN397 dataset [3]:
barn, beach, desert, windfarm, green ground, and lakes for this research work. The work
revealed in this paper detects and classifies the objects into seven categories, i.e., sky,
green_land, house, tree, sand_land, water, and windmill. Semantic rules designed using
context of these objects are applied for the classification of scene image into any of the
six classes, i.e., barn, beach, desert, windfarm, green_ground, and water land.

The paper is structured as follows. Relatedwork of systems designed for object detec-
tion and recognition and scene classification are discussed in Sect. 2. Section 3 describes
the working of the proposed system. Section 4 talks about the outcomes accomplished
by both modules of the proposed system and Sect. 5 delivers the conclusion based on
results attained through applied methods.

2 Related Work

Object detection methods are mainly classified into three types: 1.Sliding window detec-
tor with neural network 2. Region-based classification of objects 3. Object detection
and classification with localization. Sliding window detector extracts the local features
like color, texture, gradients, etc., to generate feature vector which is further used for
object classification through machine learning algorithms [4]. Region-based classifica-
tion begins with the generation of regions using S x S grids [5, 6] or various segmenta-
tion [7, 2, 10] methods. Feature vectors created by extracting numerous local features
for these regions are used to classify the objects through machine learning algorithms.
Various Convolution Neural Network (CNN) architectures like AlexNet, ZFNet, VGG,
GoogleNet, ResNet, GoogleNetv4, and SENet have shown their best performances in
evaluating object detection and image classification during each year in ImageNet Large
Scale Visual Recognition Challenge (ILSVRC) since 2012 till 2017 [8]. CNN architec-
tures are slow and computationally very expensive. For object detection, it is not possible
to run CNN on all bounding boxes produced by window detector. Region-based CNN
(RCNN) has used a selective search algorithm that lowers the number of bounding boxes
around 2000 region proposals. Due to constrain of fixed size input to Fully Connected
(FC) layer, RCNNwarps each region proposal into the same size that causes loss of data
which eventually affects the object recognition accuracy. Spatial Pyramid Pooling-Net
(SPP-Net) combines CNNwith spatial pyramid poolmethodology to dispense with fixed
size input. To overcome the slowness of RCNN, Fast RCNN model is developed which
uses only one CNN on entire image and substitutes Support VectorMachine (SVM)with
softmax layer that extends the neural network to extract probabilities of classes. Selective
search is the slowest part of Fast RCNN which is replaced with Region Proposal Net-
work (RPN) to generate Region of Interest (RoI) in Faster RCNN. These region-based
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methods handled object detection as a classification problem in which object proposal
is generated and sent to classification heads. You Only Look Once (YOLO) and Single
Shot Detector (SSD) pose object detection as a problem of regression which improves
the performance of speed [9, 13, 14].

Sematic scene classification is one of the promising approaches, which can show
improvement in performance of the scene classification system. LBP feature based mod-
eling of natural scene has attained overall accuracy of 77.14% [5] in which LBP features
and prior information of neighborhood are utilized as texture, and spatial features are
utilized to annotate the scene image. Semantic classification of scene images uses the
context of objects generated by object detection system for classification of image. Spa-
tial information of the objects is used for scene content understanding and improving
region labeling [15, 16]. Semantic rules generated by using context of object, like type
of object and its localization, are used for outdoor natural scene image classification [2].
Scene classification using Places-CNN and ImageNet-CNN architecture has attained
54.32% and 42.61% accuracy for SUN397 dataset [17]. The proposed work intends to
improve the performance of scene classification by applying semantic information.

3 Scene Classification Using Semantic Rules

Outdoor natural scene images comprise natural and man-made objects. Compared to
man-made object, which possesses prominent features, classification of natural objects
like sky, green_land, sand_land, and water is a challenging task due to resemblance
in their color and texture features. Performance of semantic scene classification system
mainly depends on performance of object detection system and semantic rules. Proposed
research work aims at the classification of outdoor natural scene images in two stages:
i. Object detection and recognition using YOLOv2 and ii. Semantic rules based scene
classification. For experimental purpose, images from six different classes of SUN397
dataset are selected and labeled manually for the seven types of objects present in it.
Labeled image dataset is used to train the YOLOv2 CNN architecture for all seven types
of objects. The trained architecture of YOLOv2 is used for the detection and recognition
of the objects in test images as shown in Fig. 1. Each recognized object has contextual
information about its type, confidence score, and localization. Semantic rules designed
using information about type of objects are applied for classification of scene images.

3.1 Object Detection and Recognition Using YOLOv2

Natural scene image contains multiple objects which assist classification of the image.
For the purpose of semantic scene classification, extraction and recognition of individual
object in a scene are necessary. You Only Look Once (YOLO) is an object detection and
recognition algorithm which detects multiple objects present in an image [11, 12]. It is
a single CNN which at the same time predicts multiple bounding boxes with their class
probabilities.
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Fig. 1 Architecture of semantic rules based scene classification system

In proposed research work, YOLOv2 model is designed with transfer learning app-
roach in which AlexNet is used as pre-trained network [18, 19]. YOLOv2 model begins
with feature extractor network in which the first 15 layers of AlexNet are used for feature
extraction. These 15 layers contain two convolution layers, which are trailed by three
layers each, i.e., Rectified Linear Unit (ReLU), cross channel normalization, and max
pooling layer. Each of the 3rd, 4th, and 5th convolution layer is trailed by ReLU layer.
Using transfer learning approach, reorganization layer is added after ReLU5 layer which
contains series of convolution, batch normalization, and ReLU layers. Reorganization
layer is followed by convolution, transform, and output layer as shown in Fig. 2. The
transform layer extracts activations of the last convolutional layer and transforms the
bounding box predictions to fall within the bounds of the ground truth.

Fig. 2 AlexNet based YOLOv2 architecture for object detection and recognition
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The proposed architecture has used image size of 256 × 256 with 5 anchor boxes.
Labeled training image dataset is used to train the network for seven types of objects:
sky, green_land, house, tree, sand_land, water, and windmill. YOLOv2 divides input
image into 14 × 14 grids. The grid cell is responsible to detect the object that comprises
the center of that object. Each grid cell predicts 5 bounding boxes along with contextual
information of depth “D” which is calculated by using Eq. 1.

D = B ∗ (5 + C) (1)

Here, B represents the count of bounding box and C is the total number of classes
of objects to be detected [19]. Contextual information contains 12 fields as shown in
Fig. 3. Tx, Ty represent the center, whereas, Tw and Th are the width and height of the
bounding box, respectively.

Fig. 3 Bounding box descriptor

C1–C7 represent conditional class probabilities using Eq. 2.

Ci = Pr

(
theobjectbelongstoi − thclass

anobjectexistinthisbox

)
(2)

The probability of an object of ith class is given by CiP(obj) ≤ 1.0. If this value is
greater than threshold value of 0.25, then network has predicted an object of ith class
existing in this bounding box.

3.2 Semantic Rules Based Scene Classification

Contextual information of objects in a scene assists the proposed system for the classifi-
cation of scene image. Classification of each scene requires presence of object which is
mandatory to represent that scene, like barn-house, beach-water and sand, desert-sand,
windfarm-windmill, green ground-green_land, and water land-water. Proposed research
work has used “class of the object” as a semantic information for the generation of
semantic rules. Semantic rules, which are parsed for the objects detected by YOLOv2
model, are given in Table 1.Matching of semantic rule classifies the scene image into one
of the six classes. Semantic rules fail to match for wrongly recognized or non-recognized
objects.
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Table 1 Semantic rules for classification of outdoor natural scene

Semantic rules Explanation

Scene_class → C1|C2|C3|C4|C5|C6|Not_Classified
Not_Classified → No match for rule

Rules for the classification of scene
image into six classes: barn, beach,
desert, windfarm, green_ground, and
water_land. The scene will not get
classified into any of the proposed class if
rules do not match

C1 → House + T1
T1 → T2 + T1 | ε
T2 → Sky | Green_land | Tree | ε

Rules to classify the scene image as Barn
in which mandatory object House is
present exclusively or in various
combinations with other three objects
Sky, Green_land, and Tree

C2 → Sand_land + Water + T1 Rules to classify scene image as Beach in
which mandatory objects Sand_land and
Water are present exclusively in various
combinations with other three objects
Sky, Green_land, and Tree

C3 → Sand_land + T3
T3 → T4 + T3 | ε
T4 → Sky |Tree | ε

Rules to classify scene image as Desert
in which mandatory object Sand_land is
present exclusively or in various
combinations with other two objects Sky
and Tree

C4 → Windmill + T5
T5 → T6 + T5 | T7 + T5|ε
T6 → Sky| Green_land | Sand_Land | Tree | ε
T7 → Sky | Water|ε

Rules to classify scene image as
Windfarm in which mandatory object
Windmill is present exclusively or in
various combinations with other objects
like Sky, Green_land, Sand_land, Water,
and Tree

C5 → Green_land + T8
T8 → T9 + T8 | ε
T9 → Sky | Tree | Water | ε

Rules to classify scene image as
Green_ground in which mandatory
object Green_land is present exclusively
or in various combinations with other
objects like Sky, Water, and Tree

C6 → Water + T1 Rules to classify scene image as
Water_land in which mandatory object
Water is present exclusively or in various
combinations with other objects like Sky,
Green_land, and Tree
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4 Results and Discussion

4.1 Experimental Setup

The proposed system works in two stages: i. Object detection and recognition and ii.
Semantic rules based scene classification. It is intended to classify the scene images into
six different classes: barn, beach, desert, windfarm, green_ground, andwater_land. Total
700 color scene images which cover seven types of objects: sky, green_land, house, tree,
sand_land, water, and windmill are selected from seven: barn, beach, desert, windfarm,
green ground, and lake classes of SUN397 dataset are used to train the YOLOv2 model
for object detection. Each input image is resized to 256 × 256. Multiple objects present
in training image are labeled by using image labeler tool before submitted for training.
Minimum 100 instances of each type of object are used to train the system. It is assumed
that input scene image contains maximum five types of objects at a time. The proposed
system has been tested against 350 scene images for the detection of seven types of
objects and 6 classes of scenes.

4.2 Object Recognition System

For the purpose of experiment, the proposed system has used five anchor boxes of sizes
[200 200; 100 200; 150 200; 50 200; 150 50] to train theYOLOv2 model with learning
rate of 0.0001 and epochs of 20. Ground truth data of objects in each image is generated
manually.Object recognition system is trained for 500 and700 images.Generated trained
objects, i.e.,Detector_500 andDetector_700 are tested against 350 images.Classification
accuracy calculated by comparing system assigned labels of objects with ground truth
labels is as given in Eq. 3.

Accuracy = (label_assigned == ground_truth_labels)

count (ground_truth_labels)
(3)

Classification accuracy achieved by the proposed system is shown in Table 2. Sys-
tem trained with 500 images has achieved lower accuracy for green_land, sand_land,
andwater objects. To improve the accuracy of these objects, 200 more images contain-
ing green_land, sand_land, and water objects are added during training. System trained
with 700 images achieved improved accuracy for said objects but accuracy for tree and
windmill classes is decreased slightly. From Table 2, it is perceived that windmill object
has achieved highest accuracy due to its prominent features whereas green_land and
sand_land objects have attained lower values of accuracy due to similarity in texture
feature.

Accuracy ofYOLOv2 is comparedwith accuracy of FasterRCNNarchitecturewhich
shows improved performance of YOLOv2 by 0.39% in overall accuracy of Detector_700
for the same set of training and testing dataset. Accuracy of sky, tree, water, andwindmill
objects is found improved whereas it is impaired for green_land, house, and sand_land
objects.
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Table 2 Classification Accuracy of ORS using YOLOv2 and Faster RCNN

Object class Faster RCNN-classification
accuracy in %

YOLOv2-classification
accuracy in %

Detector 500 Detector 700 Detector_500 Detector_700

Sky 91.37 81.55 91.96 93.75

Green land 87.96 90.74 69.44 69.44

House 98.00 98.00 82.00 86.00

Tree 50.91 50.00 88.18 70.91

Sand Land 78.57 67.35 47.96 55.10

Water 59.87 71.05 57.89 84.21

Windmill 96.00 94.00 100.00 96.00

Average 80.38 78.96 76.78 79.35

4.3 Semantic Rules Based Scene Classification

Outdoor natural scene images containing natural objects like sky, green_land, sand_land,
and water are difficult to classify correctly due to resemblance in their color and texture
feature whereas man-made objects like house and windmill are classified easily due
to their prominent features. For the purpose of experiment, more number of natural
object instances are used during training of natural objects compared to man-made
objects. Table 3 shows comparison of classification results for the scene images through
YOLOv2 and Faster RCNN object detection models. Evaluation metrics TP, FP, and

Table 3 Performance of scene classification for faster RCNN and YOLOv2 model

Method (iteration
count)/Object class

Sky Green_land House Tree Sand_land Water Windmill

Accuracy
in %

YOLOv2
(10485)

94.94 62.03 76.00 64.55 64.28 80.92 96.00

YOLOv2
(13980)

93.75 69.44 86.00 70.91 55.10 84.21 96.00

AlexNet
[2]

93.90 96.40 – – 74.40 77.50 –

FN are calculated from given confusion matrix in Table 3. F-score evaluation metric
is harmonic mean of precision and recall which is calculated using Eq. 4. For higher
value of F-score, both precision and recall indicate good results.

F − score = 2 ∗ Precision ∗ Recall

Precision + Recall
(4)
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It has been observed from Table 3, for YOLOv2 model, windfarm images contain-
ing man-made object like windmill has scored highest F-score. For other classes, scene
images are occasionally misclassified or not classified in any of the given classes. Mis-
classification or non-recognition of mandatory objects in scene images results in wrong
match or no match of semantic rules which affects performance of scene classification,
e.g., Desert and beach imagesmust contain water andwater+ sand_land objects, respec-
tively. Due to less object detection and recognition accuracy of sand_land object, many
times it is not detected in these scene images. Detection of only sky and water objects
misclassifies most of the beach images as water_land images. In desert scene images,
sand mountains are occasionally recognized as house which misclassify the desert scene
as barn image. Similarly, for barn images, the mandatory object is house which is not
recognized. Detection of only sky, green_land, and tree objects misclassify the barn
scene images as green_ground class. Due to less accuracy of green_land object, only
sky object is detected in green ground scene images. When only sky object is detected
for given classes, scenes do not get classified in any of the given class as there is no
semantic rule that has been designed for only sky object.

Table 3 also presents the results of scene classification for the same dataset under
two models: YOLOv2 and Faster RCNN. Comparison shows that F-score for certain
categories for Faster RCNN is higher than YOLOv2. YOLOv2 has achieved better
performance than Faster RCNN for the detection and recognition of sky, tree, water,
and windmill objects which improve the performance of classification of windfarm
and water land scene images containing these objects as shown in Table 4. Similarly,
Faster RCNN has achieved better performance than YOLOv2 for the detection and
recognition of green_land, house, and sand_land objects which improve the performance
of classification of barn, beach, desert, and green_land and of images containing these
objects. Overall performance of the scene classification mainly depends on the accuracy
of object detection system. Objects which share more similarity in features are difficult
to detect exclusively. Objects with prominent features are detected with great accuracy.

5 Conclusion

The proposed system has detected and recognized the multiple objects present in scene
image using YOLOv2 object detector with the overall accuracy of 79.35% for detection
of seven objects. Performance of scene classification mainly depends on accuracy of
object recognition system. Objects detected by YOLOv2 CNNmodel are parsed through
semantic rules to identify the class of scene image. Scene classification has achieved
highest F-score value for images of windfarm class. The proposed system has achieved
minimum F-score of values for images of beach class due to less accuracy of object
recognition system for sand_land object. Overall 76.81% F-score is achieved for scene
classification model. F-score of scene classification is improved by improving accuracy
of object recognition system using YOLOv2 model of CNN.
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Abstract. In day-to-day life, people express their emotions through facial expres-
sions.HumanFacialExpressionRecognitionhas been researched for several years.
Real time facial identification and perception of various facial expressions such as
happy, angry, sad, neutral fear, disgust, surprise, etc. The key elements of the face
are considered for the detection of the face and the prediction of facial expressions
or emotions. A facial expression recognition system consists of a dual step pro-
cess, i.e., face detection and emotion detection on the detected face. For detection
and classification of such types of facial expressions, machine learning, as well
as deep learning algorithms, are used by training of a set of images. This is an
architecture that takes an enormous amount of registered face pictures as an input
to the model and classifies those pictures into one of the seven basic expressions.
SBI has developed a Convolution Neural Network model to detect the type of
emotion expressed by the customer. The system currently recognizes three emo-
tions Happy, Unhappy, and Neutral. This study aims to understand the existing
CNN architecture and propose a sophisticated model architecture to improve the
accuracy and to reduce the FP (False Positive) rate in the existing system. We also
propose to use facial landmarks to train our new model. This survey proposes a
deep architecture of the neural network to tackle the FER issue across several face
datasets.

Keywords: Deep neural network (DNN) · Convolutional neural network (CNN)

1 Introduction

Facial expression recognition is a way of recognizing facial expressions on one’s face.
Facial expressions are the fastest way of communication in terms of conveying any type
of information in effective manner. It is used not only to express each human being’s
emotions but also to evaluate his/her mental state. To do so effectively, we can use many
approaches.Artificial agents promote communicationwith human beings andmake them
think differently about how computer systems of their everyday lives can be used. One
of them was found primitive: a device that senses facial expressions automatically in
real time. The performance evaluation is being measured using their facial expressions
on applications such as the Bank customer feedback service. Charles Darwin was one of
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the first scientists to identify facial language as one of the strongest and most immediate
means to communicate the emotions, intentions, and opinions of people. It operates
entirely automatically and with high precision in real time [1]. In order to identify the
features of deep convolutionary networks, we suggest an efficient framework for facial
expression detection.

(ConvNets). Figure 1 shows a high-level illustration of our learning to transfer
recognition of facial expression [2].

Fig. 1 Facial expression recognition transfer learning

Automated FER approaches attempt to classify faces as one of seven basic emotions
in a provided single image or image sequence. While traditional approaches to machine
learning such as SVM and Bayesian classifiers have been likely to succeed in classify-
ing posed faces in a controlled environment, but, recent research has shown that such
approaches don’t have the ability to randomly identify unregulated objects captured.
Currently, deep learning technique has seen a rise in popularity due to the availability
of more computing power and large training datasets to deal with.

A two-step, fine-tuning driven methodology is used to learn on how to migrate deep
CNN architectures. The ImageNet base server with its two distinct CNN systems begins
with the simple pretraining protocol. A lower-resolution object database is applied with
the support of FER2013 in fine-tuning in the first stage. Step 2 was about the web
education EmotiW information set [3].

To obtain precise training data is a much difficult task, especially for facial expres-
sions such as fear or sad which are more difficult for accurate prediction.We explore this
approach by training proposed architecture on a subset of the existing training dataset,
and then performing different techniques such as cross-validation experiments.
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2 Related Work

Deep learning approaches have been very effective in the image-related tasks in recent
years with the aid of the convolution neural network, because of its ability of perfect data
representation. Predicting a human expression can be even more difficult for people, due
to differences in expressions such as fear and sad [3].

There are three basic parts for the development of the facial expression recognition
system: face detection, feature extraction, and recognition of facial expression. Many
image recognition methods can only identify near-frontal and frontal views of the face
in face detection.

This paper attempts to research the aspects of the facial assessments regarded as
extremely paranormal identities in depth. We argue that DeepID can be learned effec-
tively, while the need for a multi-class reconciliation mission can expand other features
and new identities not found within the training set. Nevertheless, DeepID’s capacity to
generalize improves with more classes predicted in practice [4].

The component-based, trainable system came in trend for detecting face views in
gray images, for both frontal and near-frontal images. This system contains a hierarchy
of classifiers for Support Vector Machine (SVM) [5].

Training of large, deep convolution NN to classify the more than one million
high-resolution pictures in the 1000 different classes of the ImageNet LSVRC-2010
contest [6].

If we use machine learning for designing such system, then we have limitation in
quantity or size of the dataset, which will provide less accurate results. This limitation is
overcome by the newly proposed Facial Expression Recognition System which will use
Deep learning and Image processing which will overcome the problem of large dataset
and accuracy of the system. By doing this, one can easily recognize facial expressions
with the highest accuracy and great quality of security than previously designed systems.

3 Methodology/Planning of Study

3.1 Analyzing and Preprocessing of Image Dataset

In this step, we are going to collect datasets from various sources and build a new dataset
as we are going to recognize frontal faces. After the collection of datasets, data cleaning
and data augmentation is performed with the help of image preprocessing.

We have to separate human images right from the beginning and store them into
seven different folders namely: ANGER, FEAR, HAPPY, DISGUST, SURPRISE, SAD,
NEUTRAL. Some simple steps for processing of model and preprocessing of the dataset
such that they become appropriate for feeding the model for training.

Step 1: Converting images to gray scale (if necessary).
Step 3: Resizing of images into a fixed format for proper alignment.
Step 4: Face detection.
Step 5: Check whether all labels are correct or not.
Step 6: Finally save the image.
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3.2 Combining Several Expressions into three Basic Expressions

As we are designing a Facial Expression Recognition system for collecting customers’
feedback in the banking sector, we require only three expressions which will help us to
improve the banking services, those are HAPPY, SAD, and NEUTRAL. In this step, we
are going to combine:

1. Happy, Surprise into HAPPY.
2. Angry, Sad, Disgust, Fear into SAD.
3. Neutral into NEUTRAL.

3.3 Building a Model for Recognize Facial Expression

In this step, our aim to create a model that will recognize the facial expression among the
seven expressionsmentioned above. For that, we are going to use the ConvolutionNeural
Network for the classification of facial expressions. Working of CNN for classification
will be as follows (Fig. 2).

Fig. 2 Working of CNN for classification

4 Results

4.1 Conversion of Colored Image into Gray Scale Image

Colored image consists of a large amount of data that may not be useful in further
processing, sowe have to convert it into gray scale imagewhichwill remove unnecessary
information. Figure 3 shows the conversion of a colored image into gray scale image
using OpenCV.

4.2 Face Detection and Resizing of Images into 48 * 48

Face detection is the process that should be performed before face recognition. Face
detection using HAAR Cascades is a technique that trains a cascade function with a
collection of input data. In the preprocessing of the newly added images, the size of the
image must be 48 * 48 pixels because of the size of all images in the FER2013 dataset.
Figure 4 shows the detection and resizing of the image.
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Fig. 3 Colored image to gray scale image

Fig. 4 Face detection and resizing of the image

4.3 CNN for Facial Expression Recognition

The system currently recognizes seven emotions Happy, Sad, Disgust, Surprised, Fear,
Angry, and Neutral with an accuracy of 50–55%. This study aims to understand the
existing CNN architecture and propose a sophisticated model architecture to improve
the accuracy.

5 Conclusion

The study represents a whole DNN architecture for an automatic facial expression recog-
nition system. The proposed architecture contains two convolution layers where each
layer contains max pooling layer and Inception layers. The width and depth of the
network increases because of Inception layers. The proposed architecture is a one com-
ponent architecture that takes face images as the input to the model and classifies them
into one of seven basic expressions.

Future research topics would include the application of the developed deep learning
algorithms to more complex systems with more performance requirements.
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Abstract. In the health care sector, when the question arises about the patient’s
safety and security, the most important point on that we have to focus is patient
reorganization and patient data truthfulness. Pharmaceutically the fingerprints of
any individuals are uncommon and remain unchanged indefinitely. The fingerprint
technology used to provide a reliable and accurate method to identify the patients
efficiently. The popular point in the fingerprint biometrics technology is that pro-
tecting the patient’s information, it also preserves against cheating and minimizes
human intercession. Using this technology the user enters the information of the
patient only one time which minimizes the efforts to add the same data again and
again only the further new information related to health, any changes in treatment
will get added into the previous record when patient comes into the hospital for
the next visit. This helps the doctors to easily study the patient’s previous and
current health records. The patients get filed quickly at the entrance point simply,
by putting down a finger on a self-service terminal or other data collecting device
like the emergency department, inpatient areas or outpatient locations.

Keywords: Raspberry pi · Biometrics emergency · Patient’s record · E-Health

1 Introduction

The human life is changing nowadays one step ahead due to the IoT, that is, Internet of
things. With the new and advanced technology level, IoT is changing the normal simple
human life to genius life. In recent years, the use of computer technology strengthening
the health care services has received significant outcomes, it also helps to provide online
healthcare services. A patient’s medical record includes identification, history of medi-
cation diagnosis, previous treatment history, patient’s body temperature, blood pressure,
pulse rate, allergy, dietary habits, genetic information, psychological problem, etc. The
above security problems are overcome by using biometrics technology. Our study ana-
lyzes the safeguarding and privacy issues that occurred in e-Health. The quality and
service of healthcare is boosted by e-Health with the help of making patients’ health
information easily available to patients’ relatives, as well as doctors, improving effi-
ciency and reducing the cost of health service handing over. There are good reasons for
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keeping the records private and limiting the access to only required minimum necessary
information. According to some behavioral aspects (signature and voice) or physical
characteristics (fingerprint or face), a unique identity to an individual is assigned which
covers under the biometrics activity. Hence, we use biometrics technology in place of
traditional authentication approaches that differentiate between an authorized person and
an exploiter. Biometrics refers to technologies used to measure and analyze individual
physical or behavioral characteristics to automate the authentication process of the user.
There is no chance to lost the Biometric tricks or unremembered, that tricks are tough
to copy, share, or circulate among the unknown person.

In this paper, we explore the security and privacy issues in e-Health. Our research
pointed out biometrics implementation in user demonstration and health care data
encrypting.We conclude that this studywill provide a good basic fundamental for further
research work in the direction of healthcare data security and patient privacy protection.
We are also using the python software. It is a very simple programming language. The
errors are easily removed. We are performing many functions, so the code is complex.
Python programming language is useful for it. The programming goes easy through this
language.

2 Related Work

So many researchers gave their methods and new inventions to the healthcare industry.
Wcislik made an android app in an android phone to study patient health continuously.
He uses the Bluetooth connection to connect the controller and android phone. The
system made by him monitors the patient’s pulse rate, respiration rate, ECG wave and
patient’s body movements, body temperature with the help of Raspberry Pi board and
respective sensors. All these parameters are supported only in an android phone. He used
the ARM cortex M4F microcontroller for his project. We know that the Bluetooth is a
very short distance communication device it works only within 100 m. The IP address
is created to monitor patients’ health status anytime and anywhere in the world with the
help of the webpage [1].

Panda board is used by Amir-Mohammad Rahmani to monitor ECG wave. For con-
nection of internetwith the panda board, theEthernet connection is used in this technique.
All the patient’s parameters related to health aremonitored using the Raspberry Pi board.
Ethernet media also operates at very short distance like Bluetooth connection. So, the
internet and the Raspberry Pi board is connected by the USB modem [2].

The another technique tomonitor the patient’s health is invented byusing theDRZHG
microcontroller. It is aDualRadioZigBeeHomecareGateway (DRZHG)which is used to
present and impose the support to remote patient monitoring. By using mobile medical
sensors the status of long-term patients at home is concurrently tracked. The various
sensors measures all the parameters related to patients’ health and it provides to the
doctor and the users. In this technique, the Zigbee module and the microcontroller are
connected to each other [3].

Joao Martinhoa implemented a remotely operated physiological monitoring device.
The three types of sensors used for physical measurements of patients are electrocar-
diography, finger photoplethysmography, and blood pressure plethysmography. Atmega
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328 microcontroller is used for connecting these types of sensors. In this technique, the
wifi connection is used. The internet and microcontroller are connected [4].

In [5], authors proposed a system that will help to store the patient’s each and every
detail information in the hospital with the help of the server. The advantage of this is
that it helps the doctor to know the history of the patient in few seconds which saves the
time of both patient and doctor.

3 Methodology

3.1 Block Diagram Description

The above Fig. 1 shows the generalized system block diagram. The block diagram
consists of the block like a patient, fingerprint sensor, Raspberry Pi 3, internet, data
server to store data, patient’s physical, as well as the psychological parameters related to
health and hospital. In that, at the very first stage, the patient fingerprint is taken with the
help of a fingerprint sensor. We implement such a simple system in which if the patient
is new then wemanually enter all the patient’s information related to health like patient’s
pulse rate, respiration rate, ECG wave and patient’s body movements, body temperature
with the help of Raspberry Pi board and is measured using respective instruments in
hospital and it can be monitored in the monitor screen of a computer using Raspberry
Pi, as well as their personal information, like name, address, and aadhar number is
also entered in the system. On the other hand if the patient is old and we have already
implemented this system then all the data is automatically fetched through the system
after entering only one single thumbof the patient.After collecting the health information
of the patient the system is ready to provide it to the further stage which is the raspberry
pi board. Raspberry pi is an operating system that is based on Linux then uploads all this
information on the internet automatically because as we connect the internet source to
the raspberry pi board it works like a server. This data is also available on the website.
The server is used for storing all this data collected by the system. From the server
doctors in the hospital, as well as the relatives of the patient are able to monitor that
information anywhere in the world using laptops, tablets, and smartphones using the
particular IP address. By knowing the patient status a required decision at the critical
moment is easily taken by relatives or doctors.

Up till now, the researchers are using so many sensors to measure the body or health
parameters of the patient’s which increases the complexity, as well as the heaviness of
the system. In the hospital already all the measuring devices are available so that’s why
we are not using so many sensors in our system. Which reduces the cost of the system,
space to implement the system, as well as weight of the system. Due to this, we mount
this type of system in small hospitals or clinics also. If this system is implemented in
every hospital and in any case the patient is changing their place or hospital then also
the new doctor will also know the previous history of the patient with entering only a
thumb. The advantage of this is that the headache of the doctor and patient is reduced.
Some points are missed orally but if that are available in the written form then there is
no chance to miss those points, then accordingly the appropriate treatment is given by
the doctors to the patient. This process makes the patient happy.
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Fig. 1 Generalized system block diagram

This system can also be used in the ambulance. If an emergency occurs and the patient
is in the ambulance then at that time if this system is available in the ambulance we can
quickly get all the information and upload it on the server and the emergency notification
or message is sent to the hospital before the arrival of the patient in the hospital. Due to
this, the doctor may get help to attain the patient immediately as he enters in the hospital.
The notification message is in the form of mail. In this way implementing simple and
easy e-health system.

3.2 Hardware Description

Fingerprint Sensor: A Fingerprint sensor used to connect with Raspberry Pi. Apart
from the voltage, the models do not differ much. It is a serial USB converter with 3.3 V
and 5 V connection. Female-Female Jumper wires are used, if not included with the
USB converter.

USB to TTL Converter: This is a small cable used to connect the raspberry pi
and fingerprint sensor. It is a serial tool, uses the PL2303 chip. Some serial devices
are connected with the help of this USB port to our PC. It requires the external 5 V
power supply. Data transfer status in the real time domain can monitor using two data
transmission indicator.

Power Supply: The power requirement of the hardware in the biometric e-health
system using raspberry pi is the power supply of 5 V, 3 A.

Raspberry Pi: One can use the raspberry pi as it is open source platform. It can
perform the operations that we need. Raspberry Pi has several unique features such as it
provides a port for different connections like to connect with PC, sensors, etc., which is
the need in our system.
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4 Software

The system will perform in the following steps (Fig. 2).

Fig. 2 System flowchart

Algorithm steps for the above flowchart is as follows:

I. Run the program.
If the user is new then

i. Access registration panel.
ii. fill all details of user.
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iii. submit fingerprint.
iv. submit full data.
v. exit.

else old user

i. Login panel.
ii. Enter fingerprint.
iii. Information fetched.
iv. Displayed on screen.
v. Exit.

II. View database panel to show proper user information from whole database.

5 Results and Discussion

The following result images give us a detail idea about our system.
In the above Fig. 3 the complete hardware of the system is shown. In that our

Raspberry Pi 3 module along with the input source that is a power supply and fingerprint
sensor is shown in (Fig. 4).

Fig. 3 Complete hardware of the system

In this figure simultaneously we able to see the two hardware components of the
system. First is USB to TTL converter cable along with the fingerprint sensor. Which is
used to access every user’s fingerprint.
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Fig. 4 Fingerprint sensor

The Fig. 5 shows the patient record which is available globally anywhere in the
world. Once the information is collected from the user it is saved permanently on the
server which will be used in the future for the patient safety and emergency conditions.
The Table 1 explains the patient information we can add more detailed information of
the patient in that.

The non-invasive techniques and systems are getting popular to gather patents infor-
mation. These methods are attractive as the cooperation from human subjects is not
required during monitoring and recording the data [6, 7]. Further, IoT enabled tech-
niques helped such devices to become more handy, sophisticated, and cost-effective
[8–10]. Hence, in the future, the proposed methodology will be extended in terms of its
measuring range using RF technology.
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Fig. 5 User/patient record

Table 1 Patient’s information

Sr.
no.

Patient
name

Adhar no. Body
temperature

Pulse
rate

Blood
pressure

Diabetes
level

Diagnosis Allergy No.
of
visits

1. Usha
Sonar

439012349087 40 80 125 160 Fever Skin 1

2. Ashok
Patel

908745673241 50 66 100 150 Cold No 3

6 Conclusion

In our project, fingerprint verification is considered to protect the medical information
and the confidentiality of data. Patient data can be stored and retrieved by connecting
to the hospital database and thus it can be accessed globally by using IoT. The main
advantage of our project is the online fetching of patient information. On the another
hand it is helpful during emergency conditions. Medical record errors can be reduced
by using fingerprint techniques. This system provides a number of benefits to the user.
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The system used to capture data, store, view, add, and delete the records entered. In our
system at the right stage, we are implementing only one hospital. In the future, if we
implement this system in every hospital then the patient’s data will be shared globally
everywhere in the world with the help of the server.
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Abstract. The major objective of this paper was to produce groundwater spring
potential maps for the selected geographical area using machine learning mod-
els. Total seven ML algorithms, viz Logistic Regression, Random Forest, SVM,
Gradient Boosting Classifier, XG Boost, KNN, and Decision Tree were deployed.
Further modeling was done using six hydrological-geological aspects that control
the site of springs during the course of this research. Finally, groundwater spring
potential was modeled and planning using fusion of these technologies.

Keywords: Water management · GIS · AHP · DSS ·ML

1 Introduction

Groundwater is supposed to be one of the mainly priceless natural treasures. Due to a
number of factors such as steady temperature, extensive accessibility, incomplete sus-
ceptibility to contamination, short growth cost, and lack of consistency, this treasure
is shrinking down [1]. Further, the speedy raise in human populace has tremendously
raised the requirement for groundwater provisions for drinking, agricultural, and indus-
trial reasons [2]. Thus, the demand and supply equation is severely damaged leading
to massive scarcity. To cater demands for clean groundwater rose in recent years, the
demarcation of groundwater spring potential area develop into an important solution.
The implementation of this solution needs resolve safety, and good management struc-
ture [3]. This is addressed by the creation of groundwater maps. A large number of
researchers used integrated GIS, RS, and geo-statistics techniques for groundwater plan-
ning [4]. A lot of studies have also examined groundwater viable using the probabilistic
model [5]. Additionally, a lot of current research studies use GIS methods build in with
frequency ratio (FR), logistic regression (LR), models [6]. After careful investigations
of the highlighted references and contemporary research, our work has used Logistic
Regression, Random Forest, SVM, Gradient Boosting Classifier, XG Boost, KNN, and
Decision Tree methods, included in a GIS to forecast groundwater spring locations for
selected the study area [7]. Machine learning (ML) algorithms is a quickly rising area of
prognostic modeling, where it is difficult to recognizes structure in complex, frequently
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nonlinear data and generates correct prognostic models [8]. TheML approaches showed
better authority for deciding complex relationships as ML approaches are not limited to
the conventional hypothesis which is usually used along with predictable and parametric
approaches. On the backdrop of these discussions, themain objective of this studywas to
predict groundwater spring potential maps using Logistic Regression, Random Forest,
SVM, Gradient Boosting Classifier, XG Boost, KNN, and Decision Tree methods. The
selected geographical area is the Kalmnoori taluka, Maharashtra state, India. The result
of this research will afford a methodology to expand SPM that can be used by not only
government departments, but also by the private sector for groundwater examination,
estimation, and fortification.

2 Methodology

Kalmnoori taluka is taken as the study area. The Geographical location of Kalmnoori
taluka lies within the coordinate of latitudes between 19.67° North latitude and 77.33°
east longitudes. It is in the Hingoli district, Maharashtra state, India and its area is
approximately 51.76 km2. It has an average elevation of 480 m. The Kayadhu is the
main river which flows from the study area. The study area is taken out from the top
sheet collected from the certified government agency, and it is geo-referenced. In order
to generate the DSS for recognition of the Artificial Water Recharge Site (AWRS) the
following process has been adopted.

2.1 Spatial Data Collection

Remote sensing data of CartoDEMof 2.5 m resolution and 3.5 m resolution satellite data
of IRS P5 LISS-III, which are taken from the Bhuvan portal [9]. Geomorphology and
Lineament data is taken out from the WMS layer of the Bhuvan portal. The particulars
of the hydrological soil group map are taken from the National Bureau of Soil Survey.

2.2 Formulation of Criteria for Artificial Water Recharge Site

For the selection of Artificial Water Recharge Site, we have selected the below listed
six parameters namely Geomorphology, Slope, Drainage density, Lineament density,
LU/LC, and Soil. Geomorphology must be pediment-pediplain complex, anthropogenic
terrain and water body should be good. The slope required is 0°–5°. Drainage density is
0 to 3.5/km2. Lineament density is 0–1.5 km2. LU/LC must be a cropland, water body
or scrubland. The soil must be sand or loam.

2.3 Generation of Criteria Map Using GIS

For AWRS the formulation of criteria is completed by using parameters like Geomor-
phology, soil, slope, LULC, lineament density, and drainage density. After that reclassi-
fication process is done for the same unit of all layers. And finally, all vector layers are
converted into the raster layer.
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2.4 Deriving the Weights Using AHP

Literature reviews, expert advises and from local field experience for the comparative
significance to assigning weight age for every parameter and classes. The aim of using
an analytic hierarchy process (AHP) is to recognize the ideal option and also conclude
a position of the alternatives when all the decision criteria are measured concurrently
[10].

2.5 Weighted Overlay Analysis

After giving the weightage of everymajor parameter has been determined, the weightage
for the associate class of major parameters have been assigned. “Weighted Overlay”
method is used for overlaying all the layers according to their importance. “Weighted
Overlay” is a sub method of Spatial Analyst Tools in ArcGIS. Further, ranking is given
from 1 to 5 according to their weight. Where 5 represents excellent prospects and 1
represents a poor prospect of groundwater. Lastly according to importance and rank of
layers its entity features are given to each layer [11].

2.6 Data Set

The data set was extracted from the inventory map of artificial groundwater zones in
such a manner that it was balanced. The Random Point Selection function of ArcGIS
was used for data preparation. The data set consists of 500 samples which consist of
7 parameters namely Geomorphology, soil, slope, LULC, lineament density, drainage
density, and result map. Among this, the result map is the target variable and the remain-
ing 6 parameters are the response variable. The sample points used to build the data set
from the study area is shown in Fig. 1a.

2.7 Exporting Data in Python

The data set is imported in Python and data exploration is done. In Python, we have
done one hot encoding on data. The dataset consists of continuous variable in order to
apply classification algorithms the data should be in categorical form, therefore One hot
encoding is used to transform the continues variable to categorical. Finally, the dataset
is split into training (70%) and testing (30%) dataset.

After the above analysis, efforts are taken for training the Model on Data Set.
Following classification algorithms are used to train the model on a dataset.

KNN: The Fig. 1b shows the map of the Artificial Ground Water Recharge Site
(AGWRS) predicted by K-Nearest Neighbor (KNN) model of the machine learning
algorithm. In this map classes of artificial groundwater recharge site such as very poor,
poor, moderated, good, very good are shown along with theses classes Artificial Ground
Water Recharge Point predicted by KNN algorithm are also shown. In k-Nearest Neigh-
bors where the k is the number of observations are tuned to 1, 3, 5, 7, 9 and found that
k = 5 gives the utmost results. By applying k-NN with the value k = 5, the confusion
matrix for the applied model was created. Total 105 artificial groundwater recharge site
(AGRW) points ware correctly classified as good followed by 21 as moderate, and 1,
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Fig. 1 a Data set, b AGWRS by KNN model

4, 3 as very poor, poor, and very good, respectively. The misclassifications for each
class were 3, 1, 9, 13, and 5 for very poor, poor, moderate, good, and very good class,
respectively. The overall accuracy of the model is 0.81% and the error rate is 0.19%.

Random Forest: The Fig. 2a shows the map of the artificial groundwater recharge
site (AGWRS) predicted by the Random Forest (RF) model of the machine learning
algorithm. This map shows the artificial groundwater recharge point predicted by the
RF model and classes of artificial groundwater recharge sites such as very poor, poor,
moderated, good, very good. The model is giving relatively good prediction results.
This model gave 100% accuracy while predicting very poor class. In poor class, only 1
instance is misclassified as moderate. In moderate, out of 27 instances, 20 were correctly
classified as moderate and 2, 7 were misclassified as good and poor, respectively. Out of
165 instances, 108 were classified as good and 2, 9, 5 were misclassified as very poor,
moderate, and very good, respectively. In class very good, 3 instances were classified
correctly and 3 were misclassified as good. Random forest algorithm has given 0.82
accuracy.

Support VectorMachine: Artificial groundwater recharge site (AGWRS) predicted
by Support Vector Machine (SVM) model of machine learning algorithm map is shown
in Fig. 2b. This map shows the artificial groundwater recharge point that is testing data
and classes of artificial groundwater recharge site such as very poor, poor, moderated,
good, very good. In parameter tuning, we have used a linear kernel. Using this approach,
the trainedmodel achieved good accuracy,while predicting class very poor. In poor class,
3 instances were correctly classified as poor class and 1 was misclassified as moderate.
In class good, out of 121 instances, 108 were correctly classified as good and 1, 7, 5
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Fig. 2 a AGWRS by RF model, b AGWRS by SVM model

instances weremisclassified as very poor, moderate, and very good, respectively. In class
very good, 3 instances were classified correctly and 3 misclassified as good. Accuracy
of SVM algorithm is 0.83.

XG Boost: In Fig. 3a shows the map of the artificial groundwater recharge site
(AGWRS) predicted by the XG Boost (XGB) model of machine learning algorithm.
The xg boost’s model is a linear combination of decision trees. To make a prediction
xg boost calculates predictions of individual trees and adds them. The trained model
achieved better accuracy while predicting class very poor. In poor class, 3 instances
were correctly classified as poor class and 1 is misclassified as moderate. In moderate,
21 instances out of 32were correctly classified asmoderate and2 and9weremisclassified
as poor and good. In good class, out of 121 instances, 106 were correctly classified as
good and 2, 8, 5 instances were misclassified as very poor, moderate, and very good,
respectively. In class very good, 3 instances classified correctly and 3 misclassified as
good. Accuracy of XG Boost algorithm is of 0.81.

Logistic Regression: The Fig. 3a shows the map of the Artificial Ground Water
Recharge Site (AGWRS) predicted by the Logistic Regression (LR) model of machine
learning algorithm. In this map classes of artificial ground water recharge site such as
very poor, poor, moderated, good, very good, along with theses classes Artificial Ground
Water Recharge Point data is shown on map which is predicted by LR algorithm. The
related confusion matrix of the trained logistic regression model has achieved better
accuracy while predicting class very poor. In poor class, 1 instance was correctly classi-
fied as poor class and 1 was misclassified as moderate. In moderate, 11 instances out of
20 were correctly classified as moderate and 2, 4, and 3 were misclassified as very poor,
poor, and good, respectively. In class good, out of 142 instances, 115 were correctly
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Fig. 3 a AGWRS by XG Boost model, b AGWRS by LR model

classified as good and 1, 18, and 8 instances were misclassified as very poor, moderate,
and very good, respectively. Overall accuracy of LR algorithm is 0.77.

Gradient Boosting Classifier: In Fig. 4a shows the map of the Artificial Ground
Water Recharge Site (AGWRS) predicted by the Gradient Booster Classifier (GBC)
model of machine learning algorithm. This map shows that, the artificial groundwater
recharge point is testing data and classes of artificial groundwater recharge site such
as very poor, poor, moderated, good, very good. The related confusion matrix of the
trained gradient boosting classifier model was obtained. While predicting class very
poor out of 3 instances 2 were correctly classified as very poor and 1 instance was
misclassified as good. In poor class, 2 instances were correctly classified as poor and
2 were misclassified as moderate. In moderate, 18 instances out of 29 were correctly
classified as moderate and 2, 9 were misclassified as poor and good, respectively. In
class good, out of 121 instances, 104 were correctly classified as good and 2, 10, and 5
instances weremisclassified as very poor, moderate, and very good, respectively. Overall
accuracy of GBC algorithm is 0.78.

Decision Tree: The artificial groundwater recharge site (AGWRS) predicted by the
Decision Tree (DT) model of machine learning algorithm map is shown in Fig. 4b. This
map shows that, the artificial groundwater recharge point is testing data and classes
of artificial groundwater recharge site such as very poor, poor, moderated, good, very
good. While predicting class very poor out of 2 instances 2 were correctly classified
as very poor. In poor class, 4 instances were correctly classified as poor and 1 was
misclassified as moderate. In moderate, 22 instances out of 37 were correctly classified
as moderate and 1, 14 were misclassified as poor and good, respectively. In class good,
out of 114 instances, 100 were correctly classified as good and 2, 7, and 5 instances were
misclassified as very poor, moderate, and very good, respectively. Overall accuracy of
Decision tree algorithm is 0.78.
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Fig. 4 a AGWRS by GBC model, b AGWRS by DT model

The performance of machine learning methods for artificial groundwater recharge
sites prediction model depends on the data set and machine learning algorithms proper
utilization. Picking the correct classification ML technique for the defined crisis is the
basic necessity to get the most excellent possible result. Though, the proper selection of
algorithms won’t guarantee the best possible results. The input dataset served to build
the ML model is also a vital issue and for getting the best possible results to feature
engineering, the process of modifying the data for machine learning is also an important
thing to be considered. Comparing the results of ML techniques applied to the testing
data Table 9 shows the prediction results obtained by applying the ML techniques LR,
RF, SVM, Gradient Boosting Classifier, XG Boost, KNN, and Decision Tree on the test
dataset extracted from geo-data layers. The results are shown in Fig. 5 and Table 1.

3 Conclusions

The aim of the research work was to develop an artificial groundwater recharge site
maps (AGWRS), which involves the model comparison of the raw dataset and engi-
neered dataset, in order to improve the result prediction capability of the classification
model. The datasets were obtained from the study area. The geo-data layers imported
in Python programming language were processed using raster package and information
was extracted. The selected six ML algorithms were implemented and their confusion
matrix were created which served as input to the prediction model to get the best algo-
rithm for classification. Their outcomes were compared using bench mark evaluation
measures. It was observed that the best prediction results from SVM, with a prediction
accuracy of 0.83% followed by Logistic Regression, Random Forest, Gradient Boosting
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Fig. 5 Comparative results of all models

Table 1 Tabulation of efficiencies of all models

Algorithms Results

Logistic regression 0.77

Random forest 0.82

SVM 0.83

Gradient boosting classifier 0.78

XG Boost 0.81

KNN 0.81

Decision tree 0.79

Classifier, XGBoost, KNN, andDecision Tree prediction accuracy results are 0.77, 0.82,
0.78, 0.81, 0.81, 0.79, respectively.
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