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Abstract Computer-aided systems are gaining interest in every field over the world.
The medical field has also enhanced to a great extent with the use of computer-aided
diagnosis. Among the different diseases in the era, breast cancer has shown a rapid
hike in the number of deaths. Scoring of nuclear atypia is an efficient method for the
prognosis of breast cancer. The biopsy samples taken from the suspicious tissues are
analysed under microscope by the pathologists and are graded. But manual grading
highly depends on the pathologists and can cause variation in the results. Hence,
the requirement of computer-aided systems for grading has increased. Many studies
related to nuclear atypia scoring have taken place in the literature based on different
algorithms and classifiers. This paper gives an overview of the different studies in the
literature, related to nuclear atypia scoring. Various techniques are used for nuclear
atypia scoring. Multifarious image processing techniques are used for this. The aim
of this study is to analyse these techniques and their results and know the most
efficient one from them. Our analysis shows that promising results are achieved by
machine learning techniques. Scores obtained using these techniques are comparable
to manual grading.
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1 Introduction

Cancer is one of the most common death-causing diseases in the current era. The
disease involves the abnormal growth of cells which divides itself, spreading to
other parts of the body. Hence, this growth should be controlled or else it results
in death. Some kinds of cancer have rapid growth, whereas others divide at a slow
rate. Different types of cancer include breast cancer, prostate cancer, lung cancer,
leukaemia, etc. Cancer can be caused due to many reasons. Causes of cancer include
consumption of alcohol, smoking, increased body weight, age, the problem with
immune systems or even genetics. According to the recent study by the American
Cancer Society [26] in 2018, about 1.7 million people were expected to diagnose
with cancer, and death of 609,640 was estimated. Since these numbers are huge,
the problem has to be solved. Many studies are taking place for the prevention and
detection of this disease. Cancer occurs in different stages. It varies from stage 0 to
stage 4. Stage defines the size and spread of the tumour.However, the determination of
stage is important because it is based on the stage that the treatments and prognosis
are determined. If breast cancer is diagnosed in the initial stage, there is a high
possibility for a cure. That is, early detection has a high influence on recovery.

Among the different types of cancers, the most common kind of cancer is breast
cancer. It is mostly seen in women. According to the study by the World Health
Organization (WHO), about 627,000 women in the world die from breast cancer.
The cancer is formed in the lobules or ducts of the breast. The symptoms for breast
cancer include a lump or mass in the breast, thickness, redness, scaling, swelling,
distortion, and more. The main two types of breast cancer are ductal carcinoma and
lobular carcinoma. They can be invasive or non-invasive. An invasive carcinoma
spreads fast to other tissues. On the other hand, non-invasive carcinoma does not
spread from its original tissue. Age, gender, family history, pregnancy, hormones,
body weight, etc., can be the reason behind the cause of breast cancer. But the exact
reason for breast cancer is still undefined. However, once a patient is diagnosed with
cancer, the only solution is to take the treatment as soon as possible. The common
treatment involves the lumpectomy and mastectomy. Lumpectomy is the surgical
removal of the tumour and the surrounding tissues. On the other hand, a mastectomy
involves surgical removal of the breast. Other than the surgery, chemotherapies,
radiation therapies, hormone therapies, and other medications are also taken by the
patient.

Early detection followed by appropriate treatment can help to increase the rate of
survival from the disease. Even though there are many technologies for the detection
of cancer, a biopsy is used to finalize malignancy. The system focuses on nuclear
atypia scoringwhich is based on theNottinghamgrading system. The biopsy samples
are graded based on nuclear atypia.

The manual process of grading requires a lot of human effort, and it can vary
according to the pathologist. Therefore, computer-aided systems are now gaining
interest. Many studies have emerged based on computer-aided systems for breast
cancer grading. The grading mainly involves pre-processing, segmentation, feature
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selection, and classification of the images. Different algorithms are used for each of
the stages for obtaining an accurate result.

Figure1 shows a comparison of stages in the manual and computerized grading
system. The manual grading is depicted in Fig. 1a. It begins with the sample collec-
tion followed by the preparation of slides. The slides are stained to distinguish the
cells under the microscope. These slides are then observed under the microscope by
the pathologists and are graded. Figure1b defines the automated grading. Training
and testing are the two phases involved. Each phase comprises pre-processing, seg-
mentation, and feature extraction. The data is trained first to generate a model, and
this model is used for testing and grading.

Mammography is one of the most common technologies used for breast cancer
detection. It can be used for detecting the disease at an early stage. But the problem
was that its results were not perfect. It resulted in many false positives and false
negatives [11, 19, 27]. Another technique is ultrasound imaging, which assesses the
morphology, orientation, and internal structure of the tumour. It is usually done after
mammography. If mammography generates a positive result, the ultrasound imaging
is used to detect the size, location, and shape of the tumour. The problems with
the machines and other objects result in noise and complicate the process. Magnetic
resonance imaging (MRI) is alsowidely used for detection. From the image, the traces
of cancer are identified, if any. An MRI detects cancer more efficiently, compared to
mammography and ultrasound [17]. But MRI is too much sensitive and results with
many false positives. It also lacks specificity, and it is costly. However, people with

Fig. 1 a Manual grading; b Automated grading
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a high chance of the disease are recommended to take an annual MRI [26]. Even
though there are different methods for breast cancer detection, the final verification
has to be done with the help of breast biopsy. In a biopsy, samples of tissues or
cells are extracted from the suspicious region, and then a pathologist analyses them
through the microscope to check malignancy. The analysis of the biopsy sample is a
lengthy process, and there aremanymethods for it [25]. Themost commonprognostic
determinants formalignancy in a biopsy are lymph node (LN) status, tumour size, and
histological grade. Among the three, the most accepted determinant is histological
grading which is simple and less expensive. It defines the morphological features of
the tumour cells and provides high accuracy results. Hence, the use of histological
grading in breast cancer has gained wide acceptance.

But the manual process of breast cancer grading (BCG) [29] requires a large
amount of time and effort. It requires the pathologist to examine thousands of slides
via a microscope to check malignancy. The analysis is to be carried out by more
than one pathologist for the confirmation of the result, and it requires a great amount
of human labour. A comparison of manual and automatic grading is given in [27]
by F. Schnorrenberg. The accuracy of manual process is affected by the inter–intra
observer variation, and the individual nucleus is counted and classified based on the
stain intensity. On the other hand, the automated system provides the facility to assess
many areas and gives a better result.

As a result, image processing and computer-aided diagnosis (CAD) have received
much attention.

Image processing is based on processes of digital images. It is used for classifi-
cation, feature extraction, pattern recognition, and so on. CAD also contributes to
the early detection of breast cancer. It is the use of computer technologies to create
technical designs or patterns. Lots of studies have taken place in the literature related
to image processing [1, 12, 18, 28] systems in mammography. The mammography
images are analysed to identify the mass and calcifications. The same can be used to
automate histological grading. Tutac et al. [29] suggest a solution to the automatic
breast cancer grading using the Nottingham grading system.

Nottingham grading system [9] is a widely used breast cancer grading system.
It analyses the invasive adenocarcinomas based on three components: (1) tubule
formation (2) mitotic count, and (3) nuclear atypia (NA). Tubule formation gives the
degree of glandular differentiation in invasive ductal carcinoma. Mitotic count refers
to the rate of spreading of cancer cells. Nuclear atypia refers to the difference in the
structure of cell nuclei compared to the original cells. There are many studies that
make use of the Nottingham grading system for breast cancer grading [6, 24]. The
three components inNGSare given a score of 1, 2, or 3.At the end, the three grades are
added together, providing a minimum score of 3 (1+ 1+ 1) and a maximum score
of 9 (3+ 3+ 3). These scores are then converted to histological grades. Besides
the combined use of the three components, each of them can be used individually
for breast cancer detection. In tubule formation, the cells form a tubular structure.
It contains a clear white blob, called lumina, surrounded by tubular structures. The
smaller the number of tubular structures, the higher will be the grade. In [23], Nguyen
et al. define the segmentation of the tubule structure for grading. The system identifies
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all the nuclei and lumens from the images and then classifies themalignant ones using
a random forest classifier. On the other hand, Ko et al. in [16] suggest a method for
tubule detection. It initially detects ROIs at the lesion areas. Then, it segments the
gland and lumen. Later, the gland features, lumen features, and texture features are
extracted and are then extracted using SVM classifier.

Whereas mitotic count relies on the rate of cell division. Mitosis is the process
in which a cell is broken down to identical daughter cells. The counts of these
daughter cells are then taken. They are found less in regions of tubule formation.
Nateghi et al. [22] describe the use of a CAD system for mitosis detection. The paper
suggests the use of a maximum likelihood algorithm to estimate the parameter of
mitosis. Candidates are detected using this algorithm. The process is then followed
by feature extraction and classification. The classification is done using the SVM
classifier. Logambal and Saravanan in [20] and Amitha et al. in [2] use the SVM
classifier for mitosis detection.

2 Methodology

There are many studies in the literature based on tubular formation andmitotic count,
whereas the studies based on the third component, nuclear atypia (NA), are found less
in the literature. Nuclear atypia differentiates the nuclei based on its size and shape.
The nuclei are compared with original cells to determine the variation. Compared
to these two methods, nuclear atypia (NA) gives an identical result for grading. In
nuclear atypia scoring (NAS), the score of nuclear atypia is used for histological
grading. The size, shape, and the chromatin distribution of the nucleus are analysed
and are given a score accordingly. A score of 1 indicates low nuclear atypia (highly
differentiated) and 3 indicate a strong nuclear atypia (rarely differentiated).

As specified before, automated grading can be done based on CAD. Chekkoury
et al. in [4] suggest a system using CAD for malignancy detection. It differentiates
the H&E stained biopsy samples based on malignancy. The slides are stained with
haematoxylin and eosin (H&E) for microscopic evaluation. The method involves
three stages: (1) image processing, (2) feature extraction, and (3) classification. The
systems extract morphological, textual, and topological features for processing and
are then classified to benign or malign using SVM classifier.

All these studies are carried out onWhole-Slide Histopathological Images. There
aremany technologies and algorithms of CAD and image processing in the literature,
which are used in combination to grade the histological images. Some methods
segment the image into regions for further processing. Images with high resolution
are needed to be segmented for efficient processing [5, 21]. At the same time, images
are also processed without segmentation.

Cosatto et al. in [5] describemethods of analysing the histologicalmicrographs for
grading of nuclear pleomorphism. The process is initiated with the colour separation
process. Then, the nuclei that are larger than the normal threshold are detected and
features are extracted using Hough transform. Then, an active contour model (ACM)
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is used for the purpose of segmentation of images. The outlines of the nuclei are
then extracted for further classification. The shape features and texture features are
taken into account. The system is then trained using support vector machine (SVM)
classifier.

Lu et al. in [21] segmented the images into patches, after the process of stain
normalization and separation. Textual andmorphological features are then extracted,
and histograms for each feature are constructed. Later features are extracted from
each of the segment, and the support vector machine (SVM) classifier is used for the
task of classification. It inferred that textual features are likely to contribute more
classification process accuracy. Use of deep learning for nuclear pleomorphism was
discussed in [31]. It focuses on two tasks in which one is the nuclear atypia scoring. It
makes use of multi-resolution convolutional network (MR-CN) for processing. The
method resulted in an accuracy of 79.87%.

The idea of a novel image level descriptors is presented in [15]. The images
are segmented into regions. The region covariance (RC) descriptors are calculated
for each region and are combined to a single form using the geodesic mean of
region covariance (RC) or gmRC. This symmetric positive definite (SPD) matrix is
derived and is plotted on a Riemannian manifold. For the purpose of classification,
they used different machine learning classifiers like decision tree (DT) classifier,
RUSBoost, kNN, linear discriminant analysis (LDA), and quadratic discriminant
analysis (QDA). The result was derived with an accuracy of 83.3% under G-kNN
classifier.

As defined in [15], the idea of SPD matrices and Riemannian manifold is used in
[8]. But it performs sparse coding and dictionary learning on the SPDmatrices for the
task of classification. The experiment resulted in a higher accuracy of 87.92%. Apart
from this, Dalle et al. [7] suggested a method that automatically selects and segments
the critical cells in place of selecting all the cells and thus reducing the expense. It
adapts the idea of region of interest (ROI) for cell selection and classification. It
resulted in a minimum error rate of 7.8%. Whereas Faridi et al. [10] perform manual
grading of nuclear atypia, after efficient pre-processing. While Dalle et al. [7] dealt
with the critical cells, Faridi et al. in [10] suggest detecting the cancerous cells and
deriving its exact outline. The segmentation is done in two ways: by detecting the
centroid and cell boundary of the nuclei. The paper resulted in an accuracy of 87%.

3 Dataset

Most of the studies related to nuclear atypia scoring are doneon theMITOS-ATYPIA-
14 dataset [8, 10, 15, 21, 31]. This was a challenge conducted by the International
Conference on Pattern Recognition (ICPR). It was a contest using breast cancer
histological images. The contest had two parts: mitotic count and nuclear pleomor-
phism. The dataset contains haematoxylin and eosin (H&E) stained slides. These are
scanned using two slide scanners. They are Hamamatsu Nanozoomer 2.0-HT and
the Aperio Scanscope XT. Images of 10×, 20×, and 40× magnification are taken.
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Fig. 2 Sample dataset images with NAS=1, NAS=2 and NAS=3

The dataset is divided into a training set and testing set. 80% is set aside for training
and the rest for testing. Figure2 shows the sample images in the dataset with nuclear
atypia score (NAS) score 1, 2, and 3.

4 Taxonomy

Figure3 depicts the taxonomy on different techniques used in different stages of
the grading. Pre-processing, segmentation, feature selection, and classification are
the important stages in the computer-aided diagnosis [3]. Different methods can be
adopted for each stage, and they are used in different combinations to provide better
result.

Fig. 3 Taxonomy
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4.1 Pre-processing

Pre-processing aims at the removal of unwanted distortions and highlighting the
required features. It performs noise reduction and background removal. There are
many pre-processing methods defined in the literature. It is performed prior to seg-
mentation and detection. Different pre-processing techniques used for image pro-
cessing. According to Irshad et al. [13], pre-processing methods are illumination
normalization, colour normalization, noise reduction, image smoothing, and ROI
detection. By illumination normalization, it means to correct the illumination of the
image using white shading correction or by deriving its pattern from a set of images.
Colour normalization techniques include histogram or quantile normalization. It is
mainly focused on stain removal because the sampleswe take are stainedwith haema-
toxylin and eosin (H&E) dyes. Noise reduction aims at minimizing unwanted noise
and artefacts. It uses morphology for this purpose. Region Of interest (ROI) plays
simultaneously with noise reduction. Techniques like thresholding and clustering
are used for this purpose. Cossato et al. [5] and Dalle et al. [7] used pre-processing
for ROI detection. On the other hand, Khan et al. [15] and Das et al. [8] used stain
normalization. Bilateral filtering was used by Faridi et al. [10], which is the same as
image smoothing or noise reduction.

4.2 Segmentation

Segmentation is required to divide the images into smaller regions. The images can
be of high resolution, and sometimes it is required to break it down to patches. The
traditional image processing techniques for segmentation are specified the in paper
by Irshad et al. [13]. They are thresholding, morphology, region growing, watershed,
ACM, K-means clustering, probabilistic models, and graph cuts. Thresholding refers
to the process of converting an image to a binary form. It assigns each pixel a value of 0
or 1 depending on a threshold value.Morphology processes the image as geometrical
structures based on the morphological features. Region growing is a segmentation
method which initially identifies the seed point and then classifies its neighbouring
pixels. Watershed is also a segmentation method which begins from a particular
pixel. It mainly aims at dividing the foreground and background image. Veta et al.
[30] suggest the use of watershed for segmentation. It initially processes the image
using region of interest (ROI) and is then segmented. Active contour model (ACM)
is used to obtain the contour of objects using the gradient information. It is also
called deformable models. It is also used to identify the nuclei boundary in nuclei
segmentation. Jing et al. [14] suggest the use of a hybrid ACM for segmentation. The
K-means clustering divides the image into k clusters iteratively. The probabilistic
model is an extension of K-means clustering. And finally, graph cut considers the
image as a weighted undirected graph, and a certain set of algorithms are used for
segmentation.
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Table 1 Segmentation

Authors Methods Parameters Accuracy (%)

Khan et al. [15] HyMap Tissue morphology 87

Dalle et al. [7] Polar transform
segmentation

Polar space, centre of
cell nuclei (origin),
radius, angle

84.1

Farirdi et al. [10] Level set algorithm Identify points at
which the image
brightness changes

87

Nguyen et al. in [23] and Cosatto et al. in [5] use anACM for segmentation. On the
other hand, Dalle et al. [7] segment the image using polar transform segmentation. It
segments on the basis of polar coordinates.Xu et al. [31] use convolution network, and
Khan et al. [15] use HyMap. HyMap stands for a hybrid magnitude-phase approach.
Among all these, ACM was found to have a better result. Table1 summarizes some
of the techniques used for segmentation.

4.3 Feature Selection

Feature selection involves the extraction of cytological features, morphological fea-
tures, texture features, topological features, andmore [3]. Cytology features comprise
size and shape. Morphological features detect shape and margin. Texture features
indicate the pattern of nuclei tissue. Similarly, there are many features. Table 2 lists
the different types of features and their description. Figure4 shows the different
features that can be extracted from the image in the MITOS-ATYPIA1-14 dataset.
They include the nuclei size, anisonucleosis, nucleoli size, chromatin density, nuclei
contour, and membrane thickness.

Table 2 Feature selection

Feature type Features

Cytological features Increased nuclear size, pleomorphism, lack of
differentiation, mitosis

Morphological features Size and shape of the nucleus

Texture features The pattern of the inside of the tissue

Topological features Geometric features (points, lines, edges, space,
etc.)
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Fig. 4 Features

4.4 Classification

Features extracted are given as input for classification. The most commonly used
classification is the SVM classifier. SVM with ACM resulted in high accuracy of
89% [5]. Deep learning has also been widely used in classification. Studies infer
that deep learning has a better impact on classification [31]. Other algorithms used

Table 3 Techniques
Name Pre-

processing
Segmentation Feature set Classification Results

Grading nuclear pleomorphism on his-
tological micrographs [5]

ROI Active
contour

Morphological SVM 89%

Nuclear pleomorphism scoring by
selective cell nuclei detection [7]

ROI Polar
transform
segmenta-
tion

Morphological SVM 82.2%

Deep learning for histopathological
image analysis: towards computerized
diagnosis on cancers [31]

– Convolutional
network

Texture
morphological

CNN 79.87%

Automated image analysis of nuclear
atypia in high-power field histopatho-
logical image [21]

Stain nor-
malization,
colour
separation

Seed
detection,
local
threshold,
and
morphology
operations

Texture
morphological

SVM 74.87%

A global covariance descriptor for
nuclear atypia scoring in breast
histopathology images [15]

Stain nor-
malization

HyMaP Morphological Geodesic
K-nearest
neighbour
(G-Knn)

83.29%

Sparse representation over learned dic-
tionaries on the Riemannian manifold
for automated grading of nuclear pleo-
morphism in breast cancer [8]

Stain nor-
malization,
colour
separation

- Morphological Kernel-
based sparse
coding and
dictionary
learning

87.92%

An automatic system for cell nuclei
pleomorphism segmentation in
histopathological images of breast
cancer [10]

Bilateral
filtering

Level set
algorithm

Morphological Manual clas-
sification

87%
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were G-kNN [15] and KSCDL [7]. Table 3 lists out the different techniques used in
different stages in different literature studies.

5 Conclusion

In this paper, we reviewed the different techniques used in literature for nuclear atypia
scoring. The studies made use of different techniques for better results. However,
the CAD systems has highly influenced the field of breast cancer detection. Many
methodologies and techniques have been suggested in the literature for efficient
grading using CAD systems. In the whole process, the analysis of biopsy sample is
a crucial step in grading of cancer. It is based on this grading that further procedures
are determined. Each stage in processing is important, and hence, there are related
studies for each.
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