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Preface

The International Conference on Communication Systems and Networks
(ComNet-2019) was organized by the Department of Electronics and
Communication Engineering, Mar Baselios College of Engineering and
Technology in association with the University of Dayton, Ohio, and with Springer
as publication partner during 12th and 13th Dec 2019.

This conference aims to bring researchers, industrialists and experts from India
and abroad on a single platform to interact with and discuss the latest research
results, ideas, developments, and applications in all areas of advanced communi-
cation systems and networking. The topics covered include latest research in
next-generation wireless technologies including 5G, new hardware platforms,
recent advancements in antenna design, applications of artificial intelligence, signal
processing and optimization techniques. There were three tracks—communication
systems, signal processing and networking technologies.

The conference was inaugurated by Dr. V. K. Dadhwal, Director, Indian
Institute of Space Science and Technology, Valiamala. There were invited talks
by Prof. Sharul Kamal Bin Abdul Rahim, Faculty of Electrical Engineering,
Universiti Teknologi Malaysia, Prof. Varun Jeoti, Department of Electrical and
Electronic Engineering, Universiti Teknologi PETRONAS Malaysia, Prof. Ajit
Kumar Panda, Dean, NIST, Odisha, Dr. T. Shanmuganantham, Associate
Professor, Department of Electronics Engineering, Pondicherry Central University
and Dr. Sujesh Sreedharan, Engineer ‘F’, Sree Chitra Tirunal Institute for Medical
Sciences and Technology, Thiruvananthapuram. All the technical sessions were
chaired by the experts in the field.



vi Preface

I hope that the proceedings will be useful for all researchers working in the
relevant areas.

Dr. J. Jayakumari

Conference Chair, ComNet 2019

Professor, Department of ECE

Mar Baselios College of Engineering and Technology
Thiruvananthapuram, Kerala, India
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Analysis of Active Contours Without m
Edge-Based Segmentation Technique oo
for Brain Tumor Classification Using

SVM and KNN Classifiers

A. S. Remya Ajai and Sundararaman Gopalan

Abstract Classification of brain tumors using machine learning technology in this
era is very relevant for the radiologist to confirm the analysis more accurately and
quickly. The challenge lies in identifying the best suitable segmentation and classi-
fication algorithm. Active contouring segmentation without edge algorithm can be
preferred due to its ability to detect shapeless tumor growth. But the perfectness of
segmentation is influenced by the image enhancement techniques that we apply on
raw MRI image data. In this work, we analyze different pre-processing algorithms
that can be applied for image enhancement before performing the active contour with-
out edge-based segmentation. The accuracy is compared for both linear kernel SVM
and KNN classifiers. High accuracy is achieved when image sharpening or contrast
stretching algorithm is used for image enhancement. We also analyzed that KNN is
more suitable for brain tumor classification than linear SVM when active contouring
without edge method of segmentation technique is used. MATLAB R2017b is used
as the simulation tool for our analysis.

Keywords Active contouring + SVM + KNN - Gaussian filtering -+ Tumor

1 Introduction

Biomedical image processing and analysis using machine learning algorithms has
become a vital domain in the image processing as well as machine learning research
area [1]. The raw image data obtained from MRI scanners may not be directly used
for analysis. It has to be enhanced, segment out the unwanted regions so that the
machine learning algorithm can work only on the noise-free, relevant image segment
for accurate analysis with less memory and high speed. Many machine learning
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Image Processing Segmentation Classification
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Fig. 1 Block diagram of image classifier system with machine learning approach

algorithms have formulated by the various researchers over years to identify the best
method for image data processing.

In [2], an overview of the statistical feature extraction methods for classifying
tumor and normal T2 MRI image is discussed. For the image segmentation, the
authors in [3] found that morphological operation is faster than region growing
segmentation algorithm. Anisotropic filtering is performed in [4] for breast images
and observed that it preserves edges more effectively than the Gaussian filtering.
Watershed-based segmentation and canny edge detection algorithms are compared
in [5]. Better accuracy and precision values are obtained for watershed algorithm.
Gabor filters are used for extracting features of image data in [6], and the authors
found that when these features are given to SVM algorithm for classification, high
accuracy of 93.54% is achieved.

Brain tumor classification using MRI images with different machine learning
approaches is a subdomain in biomedical image analysis. Literatures reveal that many
researches are still going on to find the best algorithm combinations for different steps
in the classification of tumors as benign or malignant [7—10]. Different steps involved
in brain tumor classification are given in Fig. 1.

The MRI image obtained from the scanner cannot be used directly for segmenta-
tion and analysis. The image has to be enhanced so that the tumor part can be clearly
segmented out. This is the very critical step in the process. Tumor can come with
vague shapes and intensities. Hence, the success of segmentation highly depends
on its previous step say pre-processing or enhancement. There are several image
enhancement techniques, but the selection of it for a specific application with better
accuracy is very critical.

In this work, we analyze four different image pre-processing techniques, namely
image sharpening, contrast stretching, Gaussian filtering and homomorphic filter-
ing. The segmentation algorithm identified is active contouring without edges [11].
Segmentation using active contouring method and snakes are analyzed in [12, 13].
Pre-processing techniques have a significant impact on the segmentation algorithm
since a perfect pre-processed image can effectively be segmented and classified.
Hence, we compared KNN and linear SVM classifier algorithm which are widely
used in this domain to analyze the best pre-processing technique for brain tumor
classification.
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2 Pre-processing Techniques

In biomedical image analysis, the raw input image cannot be used for processing
directly. It needs to be enhanced before applying the segmentation so that the per-
fect segmentation of desired object can be obtained. There are several image pre-
processing methods used in the implementation of biomedical classification algo-
rithm using machine learning approach [14]. In this work, we analyzed the various
pre-processing techniques, namely image sharpening, contrast stretching, Gaussian
filtering and homomorphic filtering for brain tumor classification using T2 MRI
images.

2.1 Image Sharpening

Image sharpening is an image enhanced technique in which edges and fine details
in the image are concentrated [15]. By sharpening the image, the edges are well
demarcated and hence help in the segmentation of specified object.

2.2 Contrast Stretching

In contrast stretching, the contrast of the image is improved by increasing the intensity
ranges to span a range of desired values. It allows the full range allowed pixel values
possible. Linear and nonlinear contrast stretching methods are suitable as image
pre-processing steps for better segmentation [16].

2.3 Gaussian Filtering

Noise removal in an image can be achieved by a Gaussian filter. It blurs the edges
and thus removes noises. This is preferred over median filtering because the basic
convolution operation involved in the Gaussian filtering is faster than the sorting
operation in median filter. This method is used for image recognition [17].

2.4 Homomorphic Filtering

Homomorphic filtering is an image pre-processing technique which involves a non-
linear mapping of an image to a different domain where linear filter techniques can
be applied. This is followed by mapping to the original image domain [18].
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3 Active Contouring Without Edge Segmentation
Technique

Active contour modeling is used in image analysis for describing an image outline of
a particular region within a noisy original image data. In this technique, a deformable
model is tried to match an object in an image with a deformable energy minimization
model. Matching is obtained by identifying the contours. It is widely used for image
segmentation due to its natural ability to capture any variations in the shape of any
object [13].

A simple active contour model can be defined by a set of n points V;, where j =0,
1,2, ...n — 1. The forces in active contours contain external forces and image forces.
When the model starts deforming from a closed curve, the internal and external forces
are influenced to minimize the energy.

E = Einemal + Eexternal (1)

Internal energy, Eintermal, quantifies the smoothness of the contour. It gives control
on how much the deformation needed. The parameters «(s) and B(s) in Eq. (2) refer
to user-defined weights.

2
) e

The external energy (Eextermal) combines the forces due to image itself (Ejpage) and
the user introduced constraint forces (Eop).

2

+ B(s)

2

v
— ()

1
Einternal = E (Cl (S ) ds

dv
o (s)

Eexternal = Eimage + Econ 3)

Constraints for external energy are mainly used for defining the snake near to the
local minimum.

The target image contour is given by Eq. 4, where u; refers to line efficient, and
u refers to edge efficient.

Eimage = u11(x,y) +us|VI(x, )| + ... )

For large values of u; and u,, the contour will align to darker pixel. When their
values are smaller, it will progress to bright pixels.

In the active contouring methods described above, an edge detector is used based
on the image gradient. But for detecting objects with borders that cannot be clearly
defined by gradients, active contour modeling may not be suitable. Since our work
focuses on identifying irregular tumors from MRI images, we referred to the method
of active contouring without [11] edge-based segmentation algorithm.

Similar to active contouring, deforming the contour with energy minimization is
done in this method, and the convergence stops on the desired boundary but does not
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depend on the gradient of the image. Unlike the active contouring model, the initial
boundary can be anywhere in the image.

In active contours without edge algorithm, the total force E is given by Eq. 5. E1(C)
and E,(C) are the forces to shrink the contour and expand the contour, respectively.

E =E(C)+ Ex(C) o)
E = / lig — c1]*dx + / lig — c2|*dx (6)
inside(c) outside(c)

In Eq. 6, ¢ represents mean of all components inside the contour ¢, and c;
represents mean of all components outside the contour C. The variable iy represents
the entire image.

The initial contour will cover the entire object and may be some background. The
internal and external means are calculated and the contours continuous to shrink or
expand until both means become zeros. Then, the curve fits with the object, and thus,
the segmentation is performed. At this point, the energy will be minimum.

Active contour model without edges mentioned above is a specific case of minimal
partition problem where best approximation of i to iy as a function of two mean values
is done. Level set method is used to solve this minimal partition problem [11]. In
level set function, the contour C has the initial value specified in Eq. 7

C={uleu,v}=0 )

F(ci, ¢, 9) = f (io(u, v) — c1)*H (¢)dudv
Q
+ / (io(u, v) — e2)*(1 — H(p))dudv
Q

+ v[ VH ()| ®)
Q

The function F shown in Eq. 8 depends on the Heaviside function H(.) and the
input image. For minimizing F, the derivatives are taken and equate to zeros. The
variables c1, c2 and ¢ can be updated recursively using Egs. 9 and 10.

foio(u, V) H(@(t, u, v))dudv
[o H(@(1, u, v))dudy

o ioGu, v)(1 = H(p(t, u, v)))dudy
fo 1 — H(p(t, u, v))dudy

ci(p) = (©))

o(p) = (10)
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- .. { Vo
— =06 ¢[vdiv
ot Vol

) — (io — 1)’ = (i — )’ (1D

In the recursive function given in Eq. 11, §(.) represents the Dirac function.

In our work, we tried this ability of active contours without edges to segment
the tumor regions in an MRI data. This is quite challenging because the contours
in MRI images cannot be identified properly unless the raw MRI data are perfectly
pre-processed. Hence, we tried various pre-processing methods that are generally
used by researchers, for segmentation and analyzed the best one which is specific to
active contour without edge segmentation technique for better accuracy.

The recursive function is implemented on images taken from the OASIS dataset
(URL: http://www.oasis-brains.org/), and the function is executed with various iter-
ation levels. As shown in Fig. 2, the contour gets fitted with the border of tumor
present in the selected MRI T2 image slice, when the iteration value is 250. Since
minimum energy is achieved at this point, any further increase in the iteration level
will not change the contour shape.

Input Image 100 Iterations 250 Iterations

Fig.2 Segmenting the tumor part from a pre-processed MRI image using active contouring without
edge methodology for various iterations
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4 Classification Algorithms

Machine learning algorithms like K-nearest neighbors (KNN) and support vector
machine (SVM) are widely used for biomedical applications [19]. KNN is a simple,
supervised type of algorithm which can be used for both classification and regression
type of problems [20]. When KNN is used as a classifier, it identifies the objects
based on their closest training data in the feature space for a set of data. For distance
calculation, Euclidean algorithm can be preferred.

> g = D (12)

i=l1

d(p,q) =d(q,p) =

SVM is also a supervised learning algorithm which is a kernel-based binary clas-
sifier. In SVM, the training data are nonlinearly projected to a higher-dimensional
feature space which results in a linearly separable data. The data are classified by
finding a hyperplane that separates one class of data from another class. Data points
nearer to the hyperplane are called support vectors. In our training, linear kernel is
used for SVM training.

5 Results and Discussions

For analyzing the best pre-processing algorithm that can be used with active con-
touring without edge method for segmentation, we implemented the various combi-
nations and calculated the accuracy with SVM and KNN classifiers. The simulations
are done using MATLAB R2017b. From Tables 1 and 2, it is found that the max-

Table 1 Accuracy calculated . . . .
. L. . Pre-processing Classification | Accuracy in
with contouring iteration 250
percentage
Image sharpening SVM 57.14
Contrast stretching SVM 71.43
Gaussian filtering SVM 71.43
Homomorphic SVM 57.14
filtering
Image sharpening KNN 85.71
Contrast stretching KNN 85.71
Gaussian filtering KNN 714
Homomorphic KNN 71.4
filtering




8 A. S. Remya Ajai and S. Gopalan

Table 2 Accuracy calculated ] : D :
with iteration 200 Pre-processing Classification | Accuracy in
percentage

Image sharpening SVM 42.87
Contrast stretching SVM 57.14
Gaussian filtering SVM 28.57
Homomorphic SVM 42.85
filtering
Image sharpening KNN 714
Contrast stretching KNN 71.4
Gaussian filtering KNN 57.14
Homomorphic KNN 71.4
filtering

imum accuracy is obtained for KNN classifier when contrast stretching or image
sharpening is used as the pre-processing technique.

The iteration level of active contouring is varied, and the accuracies are analyzed.
It is interested to find from the analysis table, Table 3 that for image pre-processing
using the Gaussian filtering alone, the accuracy reaches to 85.71% when the iteration
level is increased to 350.

Increasing the iteration level consumes comparatively more time, and hence, the
better combination of algorithms can be preferred as contrast stretching or image
sharpening, active contouring segmentation with iteration count of 250 and KNN
classifier.

T‘,ibl‘,s 3 Accuracy calculated Pre-processing Classification | Accuracy in
with iteration 350
percentage
Image sharpening SVM 57.14
Contrast stretching SVM 71.4
Gaussian filtering SVM 42.85
Homomorphic SVM 42.85
filtering
Image sharpening KNN 85.71
Contrast stretching KNN 85.71
Gaussian filtering KNN 85.71
Homomorphic KNN 71.4
filtering
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6 Conclusions

Various image pre-processing techniques are compared for effectively segmenting
the brain tumor from MRIimages using active contouring without edge method. Clas-
sification of tumors into two classes, benign and malignant, is done using linear SVM
and KNN classifier algorithms. It is analyzed that KNN classifier is better than linear
kernel SVM, irrespective of any of the pre-processing algorithms tried. Both image
sharpening and contrast stretching proved to be the better pre-processing techniques
for either KNN or SVM classifier when the segmentation technique we applied is
active contouring without edge method. Based on the simulation results using MAT-
LAB R2017b, with various pre-processing and classifier combinations, the highest
accuracy is obtained as 85.71% for the KNN classifier with image sharpening or
contrast stretching algorithm. For practical implementation, contrast stretching can
be identified since it helps to specify the region stretch limit in the original image.
Initially, the contouring algorithm code is written and executed for 250 iterations
and observed the above-mentioned highest accuracy of 85.71% with KNN classifier.
Then, we tried increasing and decreasing the iteration value for analysis purpose.
It is observed that reducing the iteration level, say 200, decreases the accuracy. For
Gaussian filtering when used with iteration of 350, the KNN accuracy is increased
to 85.7%. However, the accuracy stabilizes with a particular number of iterations for
other pre-processing algorithms.
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CB-CPW Fed SRR Loaded Miniaturized )
U-Slot Planar Antenna for ECG Gedida
Monitoring

K. Sajith, T. Shanmuganantham, and D. Sindhanaiselvi

Abstract paper describes the conductor backed coplanar waveguide (CB-CPW) fed
with split ring resonator (SRR) biological planar U-slot antenna for ECG monitoring
applications. The antenna is designed through bio-tissue layers like skin, fat, and
muscle layers. The designed antenna covers the frequency bands of the industrial
scientific medical band (ISM band) 2.36-2.48 GHz and fifth-generation medical
service band (5G MSB) 3.4-3.6 GHz. The lowest value return loss is 18 dB at
2.41 GHz and 41 dB at 3.6 GHz for U-slot SRR loaded antenna. The reflection
coefficient, voltage standing wave ratio; far-field plots are presented.

Keywords ECG - SRR - ISM band 5G MSB - CB-CPW - Radiation pattern

1 Introduction

The novel SRR loaded conductor backed CPW fed planar antenna technology is
be of assistance to the field of healthcare diagnosis, monitor, and treatment. The
SRR loaded techniques make possible the miniaturized, and low powered biological
printed circuit patch for ECG sensing. The main drawback of conventional microstrip
technology is higher actuation and dispersion. The novel conductor backed CPW fed
enable low actuation and dispersion character. Now, the skin, fat, and muscle layer are
configured under the conductor backed with SRR loaded building block as shown in
Fig. 3. The conductor backed CPW structure is similar to the microstrip-fed structure,

K. Sajith (X)) - T. Shanmuganantham
Department of Electronics Engineering, Pondicherry University, Pondicherry 605014, India
e-mail: Sajithrajan999 @ gmail.com

T. Shanmuganantham
e-mail: shanmuga.dee @pondiuni.edu.in

D. Sindhanaiselvi

Department of Electronics and Instrumentation Engineering, Pondicherry Engineering College,
Pondicherry 605014, India

e-mail: sindhanaiselvi@pec.edu

© Springer Nature Singapore Pte Ltd. 2020 11
J. Jayakumari et al. (eds.), Advances in Communication Systems

and Networks, Lecture Notes in Electrical Engineering 656,
https://doi.org/10.1007/978-981-15-3992-3_2


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-3992-3_2&domain=pdf
mailto:Sajithrajan999@gmail.com
mailto:shanmuga.dee@pondiuni.edu.in
mailto:sindhanaiselvi@pec.edu
https://doi.org/10.1007/978-981-15-3992-3_2

12 K. Sajith et al.

but CB-CPW fed technique has more gain, bandwidth, and wide range of operating
frequencies, and easy to fabricate in printed board circuit [1].

The ideas of anisotropic metamaterial property were first proposed by Sir Jagadesh
Chandra Bose in 1868. Afterward, the mathematical explanation did by Victor Vese-
lago in 1968. Hence the name of metamaterials is also called Veselago’s material
[2]. The main metamaterials structure is either circular or rectangular shaped split
ring resonator. The circular-shaped split ring resonator had the circular orientation
of magnetic dipole moment. The main possibility of metamaterials is a negative
refractive index or negative electric and magnetic constant values [3]. The split ring
resonator loaded structure enabled negative magnetic permeability but the comple-
mentary split ring resonator is shown the negative electric permittivity property [4].
The categorization of electromagnetic materials is mentioned in Fig. 1.

The medical network interfaced between the ISM band and fifth-generation med-
ical service band shown in Fig. 2. The ISM frequency range covers from 2.36 GHz
to 2.48 GHz; the fifth-generation medical service band covers from 3.3 GHz to
3.7 GHz [5]. The most case the on-body antenna configured on the skin layer of
human tissue. The main function of the proposed biological printed circuit patch
antenna is the renovation of the electrical nature of biological signals into the short-
range electromagnetic signal. This sensed electromagnetic data interfaced between
personal servers. This is short-range communication lengthened by the access points
and repeater elements. The access points send data to the internetwork. This highly
secure IP address medical packets receive by the medical center through wireless
types of equipment like a gateway or network modems or switch [6].

7
A
II. I.
e<0,pu>0: e>0,pn>0:
n=,iecln<0 n=+./Epn€R,n>0
plasmas (w < wp.) isotropic dielectrics
metals at optical frequencies right-handed (RH) /
evanescent wave forward-wave propagation

Y

111, V.
e<0,p<0: e>0,p<0:
n=—/epeR, n<0 n=,/cpnel,n<0
Veselago’s materials ferrites (w < wpm)

left-handed (LH) / (ferrimagnetic materials)
backward-wave propagation evanescent wave

Fig. 1 The classification of metamaterial [9]
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Fig. 2 Architecture of on-body communication network [5]

The paper part 1 is the preface and study of existing conventional metamaterials
loaded antennas. Part 2 presents explanations of the structural sight of the proposed
metamaterials and non-metamaterials loaded structure. Part 3 gives details of the
simulation results of the proposed antenna parameter. The conclusion and relevance
of proposed SRR loaded antenna illuminate in part 4.

2 Proposed Antenna Models

The proposed configurations consist of two prime elements. The initial parts consist
of grounded coplanar waveguide fed with circular split ring resonator loaded radiating
patch. After the succeeding part is to be composed of three biological surface layers
are skin, fat and muscle layers, are called a medical portion of the proposed on-body
device. Moreover, this design is very essential for ECG monitoring [7]. The top
views of antennas are shown in Fig. 3 and bottom view of SRR loaded stricture in
Fig. 5. Figure 4 mentioned on the whole sight of the anticipated antenna element.

(a) (b)

Fig. 3 Top view a circular shape, and b U-slot antenna
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Fig. 4 The overall structure of the proposed prototype

v

A\

(b)

Fig. 5 a Dimensions of proposed antenna, b split ring resonator

Figures 4 and 5 declare the dimensions of proposed antennas. Table 1 points toward
the dimensional parameters and Table 2 indicated the comparison with on-hand and
proposed antennas.

3 Simulation Results and Discussion

The SRR loaded antenna parameter like return loss; voltage standing wave ratio, far
filed gain and directivity are talk about in beneath. The other antenna parameters
like efficiency, bandwidth, and beam width obtain from the above parameter. The
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Table 1 Parameter and observation length

Parameter Observation (mm) Parameter Observation (mm)
w 20 C 4.7

L 20 R 6

z 9.2 U 4.8

v 8.2 D 1.2

M 34 H 0.5

X 9.2 G 0.5

Table 2 The compare between the propose prototype with conventional medical patch antenna

Referred papers Size (mm?) Gain (dB) BW (MHz)
[10] 1524 —16 12
[11] 1265 —25 142
[12] 790 —27 120
Circular shape f = 2.45 GHz 640 —10 128
Circular shape f = 3.6 GHz 640 —4 112
U-slot without SRR /' = 2.4 GHz 640 —10 152
U-slot without SRR f = 3.7 GHz 640 —4 130
U-slot with SRR f = 2.41 GHz 640 —16 146
U-slot with SRR f = 3.6 GHz 640 =7 160

simulation result shows the return loss in terms of the reflection coefficient. Decibel
scale of the reflection coefficient is negative value but return loss is always a positive
value [8].

3.1 Reflection Coefficients

The proposed structure operated an industrial scientific and medical band and fifth-
generation medical service band [5]. It is a dual-band antenna, and bandwidth mea-
sured from the reflection coefficient plot. The few reflection coefficient values are
—28 dB at 2.45 GHz, —24 dB at 3.7 GHz for a circular patch. The —38 dB at 2.4 GHz
and —24 dB at 3.68 GHz for U-slot antenna without SRR loaded technique. —18 dB
at 2.41 GHz and —41 dB at 3.6 GHz for U-slot SRR loaded antennas are showing in
Figs. 6, 7, and 8, respectively.
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S-Parameter [Magnitude in dB]
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== [b] Without SRR with Skin
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e [d] Without SRR with Skin,Fat, Muscle

Reflection Coefficient [dB]
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Fig. 6 Reflection coefficient plot for circular patch shape antenna

S-Parameter [Magnitude in dB]
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= [c] Without SRR with Skin,Fat :
| = [d] Without SRR with Skin,Fat,Muscle | | H 8

Reflection Coefficient [dB]

1 1.2 14 16 18 2 22 24 26 28 3 32 34 36 38 4
Frequency / GHz

Fig. 7 Reflection coefficient plot for U-slot antenna without SRR

3.2 Voltage Standing Wave Ratio

The standing wave ratio indicated impedance matching property of the designed
prototype. These values of designed antennas are 1.03 at 2.45 GHz and 1.11 at
3.7 GHz for circular shape without U-slot shown in Fig. 9. For U-slot without SRR
loaded antenna 1.001 at 2.4 GHz and 1.13 at 3.7 GHz shown in Fig. 10. For U-slot
SRR loaded antenna 1.3 at 2.41 GHz and 1.001 at 3.6 GHz shown in Fig. 11.
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S-Parameter [Magnitude in dB]

-5 4
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Fig. 8 Reflection coefficient plot for U-slot with SRR loaded planar antenna

Voltage Standing Wave Ratio (VSWR)
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3}

1 1.2 14 16 1.8 2 22 24 26 28 3 32 34 36 38 4
Frequency [ GHz

Fig. 9 VSWR plot for CB-CPW fed circular patch

3.3 Directivity and Gain

The given gain and directivity pattern are analogous to the monopole printed circuit
antenna pattern, called omnidirectional radiation pattern [6]. The directivity and gain
values are 2.9 dBi and —16 dB at 2.41 GHz and 4 dBi and —3 dB at 3.5 GHz are
shown in Figs. 12 and 13 respectively.
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Voltage Standing Wave Ratio (VSWR)
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Fig. 10  VSWR plot for CB-CPW fed U-slot patch without SRR
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Fig. 11 VSWR plot for CB-CPW fed U-slot patch with SRR

4 Conclusion

The conductor backed CPW fed SRR loaded dual-band antenna designed. The
antenna first resonance in ISM band and second is fifth-generation medical ser-
vice band. The total size of the proposed prototype is 640 mm?. Furthermore, the
proposed prototype model is metamaterials or SRR loaded with conductor backed
CPW fed element so that it has a lower value of attenuation and dispersion concern-
ing the conventional antennas. This prototype model configured through skin, fat,
and muscle layers, for ECG monitor and other healthcare applications.
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Fig. 12 a Directivity and b gain plot, at 2.41 GHz U-slot patch with SRR

(b)

Fig. 13 a Directivity and b gain plot, at 3.6 GHz U-slot patch with SRR
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An Improved Resource Allocation )
Scheme for Heterogeneous Macro-Femto | <o
Networks

Aarathi Sankar and Jaison Jacob

Abstract The increasing demand for varied wireless applications urges the devel-
opment of an efficient resource allocation mechanism that provides required rate sat-
isfaction and interference mitigation. Femtocell deployment provides capacity and
coverage improvement and service quality to indoor users. However, overlay deploy-
ment of femtocells makes resource and interference management a bit challenging.
Thus, a review on the resource allocation strategies for heterogeneous macro—femto
networks is conducted. A self-organized resource allocation (SO-RA) scheme was
implemented to mitigate co-layer interference in the downlink transmission for a
macro—femto networks. An analysis on the SO-RA scheme was conducted, consid-
ering the cross-layer interference between macrocell and femtocell. A modification
to the system was proposed to mitigate the cross-layer interference by adjusting the
transmit power of femto base station. The resulting modified scheme and the SO-RA
scheme were compared with existing schemes like reuse-1 and simple macro net-
work for various system parameters. The modified SO-RA scheme achieves the best
performance among all the four schemes. It results in improved throughput, fairness
performance, and interference mitigation compared with the SO-RA scheme.

Keywords Resource allocation + Femtocell - Macrocell - Co-layer interference -
Cross-layer interference

1 Introduction

Nowadays, above 50% of voice services and 70% of information traffics originate
from indoor wireless users. Despite the increasing demand in macrocell base stations,
users still often suffer from quality of service degradation due to huge penetration
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loss and indoor attenuation. Moreover, the dead zones created by macrocells due
to insufficient penetration of macro signal create problems. Femto deployment is
a promising methodology to solve this problem. It helps to meet high data rate
requirements, provides improved capacity and coverage, and mitigates interference
to a great extend [1].

Femto base stations are customer-owned, short-range, low cost and low power
base stations (BSs), operating in the licensed spectrum. The femtocell deployment is
a reasonable solution that satisfies rate requirement and provides interference miti-
gation. Femtocells on the macrocell network provide a cost-effective transmission of
high-speed multimedia data and reduce the overall system costs. It benefits both users
and operators. The vicinity between transmitter and receiver provides better signal
quality resulting in communications with larger reliabilities and throughputs [4].

The overlay deployment of femtocells makes radio resource management (RRM)
somewhat challenging because of the fact that macrocells and femtocells share the
accessible radio resources. This give rise to cross-layer interference between macro-
cell and femtocell as well as co-layer interference between neighboring femtocells.
The coordination between neighboring femtocells is fundamental to adapt an effi-
cient resource allocation strategy. With this motive, we implement a SO-RA scheme,
which helps in mitigating co-layer interference in a heterogeneous macro—femto
networks. In addition to co-layer interference mitigation, the scheme also ensures
fairness to users and achieves feasible trade-off between throughput and resource
reuse [1].

We propose a modification to the system by analyzing the impact of cross-layer
interference on the global system performance. The system shows perform badly
with regard to system parameters by considering cross-layer interference. So, we
adopt a method to mitigate this interference by adjusting the power of transmitting
femto base station. The resulting system was compared with the implemented SO-RA
scheme, macro network, and the reuse-1 scheme.

The outline of this paper is: Sect.2 shows some of the schemes available for
interference management and resource allocation. Section3 deals with the system
model of our implemented SO-RA algorithm and the modified system. Section4
discusses the simulation results and discussions. Section 5 shows the final conclusions
regarding the four systems.

2 Related Work

Several researches have been done to analyze the interference management and
resource allocation in a macro—femto network. Some of these are given in [4] and
[5]. The interference management in a macro—femto networks ensures two things.
First, the macro users and neighboring femto clients are not affected by the inter-
ference from femto BS. Second, it achieves rate requirement satisfaction to femto
users by ensuring that transmit intensity of femto base station is sufficiently high. A
coordination-based approach is used, which makes decisions for the mitigation of
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interference and allocation of resources using the exchange of information between
femto and macro base stations. Some of these coordination-based approaches for
interference management are discussed below.

2.1 Resource Partitioning-Based Methods

This method is commonly known as frequency reuse-1 or essentially reuse-1. It is the
simplest of all methods, where all the resources are accessible to all the femtocells,
i.e., there is no confinement for their usage. It improves resource utilization efficiency,
but results in an increased co-layer interference as femto density increases. The
deployment is done using hybrid spectrum allocation, where inner femtocells use
orthogonal allocation and outer femtocells use shared allocation.

2.2 Transmit Power Control-Based Methods

This scheme ensures constant femto BS coverage without affecting the macrocell
throughput. For this, a power control mechanism is used, given in [10] and [ 14]. Many
adaptive power control algorithms to mitigate cross-layer interference are suggested
in [5] and [6].

2.3 Cognition-Based Methods

This scheme performs interference management and resource allocation cognitively.
Here, the femto base stations are considered as secondary users and macro base
stations as primary. The channels are determined cognitively [12]. For the man-
agement of cross-layer interference, the scheme develops autonomous algorithms.
The spectrum occupied by macro users decides how efficient and beneficial is the
cognitive-based approach.

We implement a SO-RA resource allocation scheme, which ensures feasible trade-
off between achievable throughput and resource reuse along with the mitigation of co-
layer interference to implicit levels. It also guarantees minimum fairness to the users.
A modification to the system is proposed, which mitigates cross-layer interference
and results in an enhanced system performance.
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3 System Model

The framework comprises of seven macrocells with base station situated at the center
of each macrocell. The central macrocell consists of L femtocells which are overlay
deployed. The total resources of the system are divided along with frequency as
well as time slots. These resources are arranged in units of physical resource blocks
(PRBs) with 12 subcarriers. It is assumed that both macrocells and femtocells have N
PRBs available. The SO-RA resource allocation scheme and the modification made
to the system are discussed in detail below.

3.1 Self-organized Resource Allocation Scheme

The scheme mitigates co-layer interference significantly and accomplishes a general
improvement in framework execution by coordination between neighboring femto-
cells. The algorithm involves two steps. First step is interfering neighbor set discovery
and reuse-1 allocation, and second step is coordinated resource drop, which selec-
tively drops the most interfering PRB. The second step involves two stages of a priori
checks to analyze the impact of dropping PRB on the global system performance
[10]. This is performed for all the femto base stations. The two steps are discussed
in detail below.

3.1.1 Interfering Neighbor Set Discovery and Initial Reuse-1 Allocation

Initially, the femto users perform reference signal received power measurement.
Using these measurements, femto base station computes pathloss from the neigh-
boring femto base stations, which are then compared with specific threshold value to
determine whether they may cause interference or not. Thus, each femto base station
calculates a set of neighboring femto base stations that cause significant interference
to its femto users. After this, resource allocation is done using reuse-1 scheme [12].
It is preferred because using this scheme signaling overhead reduces to significant
amounts.

3.1.2 Coordinated Resource Drop

Here, each femto base station selectively drops the most interfering PRB or the PRB
with minimum SINR without affecting the system throughput and overall perfor-
mance.

Each femto base station calculates the SINR experienced on all PRBs and selects
the one on which it encounters least SINR. The SINR for femto user 1 on PRB n is
given by,



An Improved Resource Allocation Scheme for Heterogeneous ... 25

1,
SINR" — PRl (1)
! Ifemto + Imacro + No

where Péi)'z denotes transmit power of femto base station 1 on PRB n, PL;; is the

path loss between femto user 1 and macro base station 1, Ifn i the interference
from femto base station, I,cro 18 the interference from macro base station, and N,
is the additive white Gaussian noise.

Almost certainly, least SINR is because of high interference on that PRB. Drop-
ping that PRB brings about minimum rate loss, resulting in a decreased co-layer
interference. To ensure that the choice of dropping PRB does not adversely influence
the overall system performance, femto base station performs two stages of a priori
checks before dropping that PRB.

Level-1 a priori check: It involves analyzing the performance of serving femtocell
upon dropping the PRB. It starts with the calculation of throughput on PRB for the
serving femto base station. For femto base station 1, the throughput on PRB n is,

R' = B .log,(1 + SINR}) 2)

where B is the bandwidth of PRB.
The total throughput of the base station 1 is given by,

N
R = Z B .log,(1 + SINR?).x,, (3)

n=1

The new throughput value is calculated by taking the difference of Egs.2 and 3.
Rl,new = Rl - RF (4)

The new throughput value is compared with the specified threshold, which will be
already set as some 7 Mbps. It is done to ensure that the new throughput, after drop-
ping the PRB is within the prescribed limits. It will give us the decision for dropping
PRB. If it is less than the threshold value, we defers the decision of dropping that
PRB and we move to the next femto cell and repeats the same procedure. Otherwise,
the resulting condition favors the decision of dropping PRB. Then we move to the
second level of a priori check [1].

Level-II a-priori check: It involves analyzing the performance of neighboring
femtocells upon dropping the PRB. The serving femto base station asks its neighbor-
ing base stations to calculate and report their gain in throughputs after dropping the
PRB. The new SINR and throughput values calculated by base station m are given
by Egs.5 and 6.

Py PL
SINRY, o = . LI (5)
Ifemto - Ple PLm,l + ]macro + Nu
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where P;" denotes transmit power of femto base station m on PRB n, PL;; is the
path loss between femto user 1 and macro base station 1, It 1S the interference from
femto base station, Pé;: is the transmit power of femto base station 1 on n, PL,,; is
the path loss between femto user m and macro base station 1, /i,cro 1S the interference
from macro base station, and N, is the additive white Gaussian noise.

N
Rynew = »_ B .log,(1 + SINR}, ). %y, (6)

n=1

The gain in throughput for femto BS m is given by,

ARm = Z(Rm,new - Rm) (7)

m

The serving base station calculates the total throughput gain of its neighbors,
which is given by,

AR = Z AR, ®)

The gain in throughput is compared with the loss in throughput because of drop-
ping PRB. If there is an increase in throughput after dropping PRB, the femto base
station makes a decision to drop that PRB, otherwise move to the next base station

[1].

3.2 Modified Self-organized Resource Allocation Scheme

The SO-RA algorithm takes in to account the co-layer interference between neigh-
boring femtocells. The whole system was constructed without considering the cross-
layer interference from macrocell. So, we examine the effect of this cross-layer
interference on the performance of the system. The performance was found to be
poor for the analyzed system with regard to user throughput, SINR, and fairness to
users because of the presence of cross-layer interference. Our aim is to reduce this
interference to improve the performance. So, we adopted a method which meets this
requirement by adjusting the transmit power of femto base station using the equation,

Pr = Ly R} Pyd;* 9)

where Pr shows the adjusted transmit power of femto station, Ly represents the wall
loss, R ; shows the distance of femto BS from the outer wall of the building, Py, is the
transmit power of macro BS, d is the distance between macro and femto BSs, and
o and o represent the path loss exponents of femto and macro BSs, respectively.
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Table 1 Simulation parameters

Parameter Value
Inter site distance 500 m
Total bandwidth 10 MHz with 50 PRBs
PRB bandwidth 180 KHz
Macro users per macrocell 10
Number of femtocell blocks 3

Active ratio p 0.1-1
Macro BS TX power 46 dBm
Femto BS TX power 20 dBm
Pathloss threshold 30 dB
Femto BS throughput threshold 7 Mbps
Averaging interval 1000 ms

The resulting modified system showed an improvement in system parameters and an
enhanced system performance compared to that of our original SO-RA implemented
system.

4 Results and Discussions

The system-level simulations were done in MATLAB. The overall process can be
separated in to two main steps: femto deployment and resource allocation. Initially,
a4 x 4 array of femto deployed network was created over 10km distance with one
user per cell. So there was a total of 16 femtocells, each one having single user. Then,
a4 x 4 array of macro network was formed with one central base station and 16
users for the purpose of comparison. The resource allocation was done using reuse-1
scheme where all the resources are available to all the femtocells. Then, the SO-RA
was implemented using two levels of a priori checks and the system parameters were
calculated. A modification to the scheme was proposed by adjusting the power of
transmitting femto BS, and the new values of system parameters were calculated.

In this paper, we compare the modified SO-RA algorithm with our implemented
SO-RA algorithm, macro network, and the reuse-1 scheme. The parameters and the
conditions used for simulations are given in Table 1. The simulation results of various
parameters showing the comparison are given below, showing the superiority of our
scheme compared with already existing other schemes.
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4.1 Comparison of User Throughput

The user throughput for both macro and femto networks was calculated using Eq. 2.
We review the performance by taking the CDF of throughput for both networks,
and the results were plotted. The results indicate that user throughput was found
to be higher with the deployment of femtocells in the network. This is due to the
mitigation of interference to significant amounts by a femto network compared to
macro. Consequently, SINR increases and so is the throughput. The performance
examination of throughput with and without femtocells is shown in Fig. 1.

4.2 Effect of Active Ratio on Throughput

The effect of active ratio on user throughput was calculated for both femto and macro
networks. It was observed that both users experience a reduction in throughput as
femtocell density increases. This is because both femto and macro users experience
an increase in co-layer and cross-layer interference, respectively, as number of active
femto users increases. This result is shown in Fig. 2.
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4.3 Comparison of User Throughput and SINR

The SO-RA algorithm was implemented using two levels of a priori checks, and its
impact on the overall system performance was evaluated. An analysis on the system
performance with respect to SINR and user throughput was made, considering cross-
layer interference from macrocell. The performance was found to be poor for the
analyzed system considering cross-layer interference, compared with our original
SO-RA system. This is because interference plays a significant role in SINR and
throughput calculations.

So, we adopted a method to mitigate this cross-layer interference. This is done
by adjusting the transmit power of femto base station using Eq.9. The SINR and
throughput values were calculated using the adjusted power of femto station. It was
observed that the modified framework shows better execution regarding SINR and
throughput compared with other schemes. These results are shown in Fig.3 and
Fig.4. The increase in throughput is because the scheme ensures that net gain in
throughput is always greater than loss in throughput due to dropping PRB. Also, the
resource utilization in SO-RA scheme is nearly 83.7%, which is twice that of AFR
scheme.
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4.4 Impact of Active Ratio on 10 Percentile Throughput

Figure 5 shows the variation in 10 percentile throughput value for femto and macro
users with active ratio. It was observed that there is a decrease in 10 percentile
throughput value corresponding to the increase in active user density for all the
four systems. However, compared with macro network and reuse-1, SO-RA scheme
provides good 10 percentile throughput regardless of increased active ratio because
of co-layer interference mitigation. The best 10 percentile throughput performance
was observed for our modified SO-RA system, nearly 30% improvement, because
of cross-layer interference mitigation.

4.5 Comparison of Fairness Performance

The fairness performance of the system was investigated using Gini fairness index.
It shows the amount of inequality, and the index value lies between 0 and 1. It is
computed using the equation,

1 L L
I'=555 ) ) IR = Rl (10)

=1 m=1
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L

=1

The system is perfectly reasonable if its value is 0 and unfair if its value is 1. Figure 6
shows the fairness performance plot which shows that the SO-RA scheme fulfills rate
requirement and ensures fairness to femto users compared with macro and reuse-1
schemes. However, the modified SO-RA system outperforms the SO-RA scheme
with regard to fairness. This is because the index value was found to be the lowest
for the modified SO-RA system.

5 Conclusion

The rapid increase in wireless applications results in a huge proliferation in indoor
traffic. Femtocell systems are viewed as a practical arrangement that satisfies the
requests of fast voice and information traffic for indoor clients. However, an efficient
resource allocation mechanism is required to meet these objectives and mitigates
interference. A self-organized resource allocation scheme was implemented which
decreases co-layer interference to understood levels and achieves trade-off between
attainable throughput and resource utilization efficiency, compared with the compet-
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ing algorithms. It also ensures fairness to all the users simultaneously by using two
stages of a-priori checks and an increase in user throughput. An analysis on the sys-
tem was conducted, considering the cross-layer interference between femtocell and
macrocells. This system showed poor performance with respect to the system param-
eters. So, a modification to the system was made to mitigate interference between
femtocell and macrocell by adjusting the transmit intensity of femto station. The
resulting system was compared with reuse-1, macro network, and SO-RA scheme.
The modified SO-RA shows better and enhanced system performance in terms of
throughput, fairness to users, and interference mitigation compared with other three.
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A Robust Music Composer Identification = m)
System Based on Cepstral Feature e
and Models

A. Revathi, D. Vishnu Vashista, Kuppa Sai Sri Teja, and R. Nagakrishnan

Abstract Music is an integral part of everyone’s life. The task of recognizing a
composer by listening to a musical piece is difficult for people with no knowledge of
music. Even such a task is difficult for people in musical theory because every day a
new music composer is born. To address this problem of classification of a musical
tune for a large group of music composers, we construct an automatic system that can
distinguish music composers based on their tunes composed. Classification of music
based on its composer is very essential for faster retrieval of music files. In this paper,
we make a large database that consists of several musical tunes belonging to several
composers. We extract MFCC features and train the system using the clustering
technique by developing a classification model that can accurately classify a musical
tune that belongs to a music composer whose tunes are trained. The overall accuracy
of the proposed system is 72.5% without discrete wavelet transform (DWT) and
77.5% with DWT.

Keywords Music information retrieval + Music composer identification - Discrete
wavelet transform

1 Introduction

Modern world has seen a rise in number of musical composers, which is making the
task of classifying a music composer difficult for people based on the tune heard.
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So, there is a need for a system that can classify a tune from a known list of music
composers. Along with the above-mentioned task, there is also a need for faster
retrieval of musical data, which is a reason for switching to this system. The system
not only classifies a given tune based on the composers present in the database but
also the classification requires very little test data.

The task of music information retrieval dates back to the 1960s. With the advent
of computers, computer-assisted musical analysis had started to emerge. With the
help of several statistical methods and information theory, the music information
extraction has become easy to be processed. The primitive works were based on pitch,
notes, chords, harmonics, rhythmic values and frequencies as basic information used
as features for music analysis. There are other features that are playing a major role
in present-day research of musical analysis like Mel-Frequency Cepstral Coefficient
(MFCC), Linear Predictive Coding (LPC) and Zero-Crossing Rate (ZCR). The music
composer identification system was developed by many researchers [1-8].

The feedforward neural network-based composer identification [ 1] has been devel-
oped. The Probabilistic Neural Networks can be used to construct the similarity
matrix between the composers and analyze the Dodecaphonic Trace Vectors. the
gradient and differential evaluation algorithm are used for training. Three convolu-
tional layer-based recurrent network [2] was designed to identify the music composer.
This work achieved 70% of accuracy when classifying six different composers. The
automatic recognition system [3] was developed for identifying classical piano com-
posers. The cortical algorithms can be used to reduce the large set of features and
efficiently identify the composer in supervised manner. The content spectral features
and hidden Markov models based [4] composer identification system were analyzed.
The accuracy of the system is 5% higher than the standard spectral features-based
system. The grammatical interface approach [5] can be used to identify the music
composer. The language modelling technique is used [6] to capture the different
style of the music composer. The five different types of classification models [7]
developed for correctly classify the three different music composers. The weighted
Markov chain model [8] was developed to extract the pitch frequency and inter on
set intervals from the music for composer’s identification.

This paper is systemized as such. In section II discussed the feature extraction
techniques and K-means clustering algorithm. In section III discussed the proposed
music composer identification system. Section IV presents the performance of the
proposed identification system. Section V gives the conclusion of our work.

2 Materials and Methods

2.1 Database

In this work, the database is made for four music composers namely A.R. RAHMAN,
ILLAYARAIJA, DEVI SRI PRASAD, HANS ZIMMER. 10 sets of tunes composed
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by each of the above-mentioned music composers are taken. From each tune of a
music composer 2500 MFCC vectors with 13 coefficients in each vector are extracted.
This leads to formation of 25,000 feature vectors for each music composer which
are used for training the system.

2.2 Feature Extraction

For building a system, we have large volumes of data sets which increases the compu-
tational time and required hardware for training them into the system. This problem is
eliminated using a powerful technique called feature extraction. Features are like the
blueprints which are smaller in size compared to that of large datasets without com-
promising in describing the object. In daily life, we use feature extractions for image
processing, speaker identification, biomedical applications like cancer cell detec-
tion, etc. For acoustic datasets, largely used feature extraction methods are MFCC’s
(Mel-Frequency Cepstral Coefficients), Linear Predictive Coefficients (LPC), Lin-
ear Predictive Cepstral Coefficients (LPCC) and Relative Spectral-Perceptual Linear
Predictive (RASTA-PLP). In this paper, we use MFCCs as the feature extraction
technique.

2.2.1 Mel-Frequency Cepstral Coefficient (MFCC)

The first step in the music composer identification system is to extract features, i.e.
identify the components of the music signal that best describe the compositions made
by the music composer. This is done by extracting MFCCs vectors from the music
file. The following gives an insight over-extraction of MFCCs.

Steps Involved in MFCCs Extraction
The following are the steps involved to extract MFCCs from a music file.

1. The signal is divided into number frames with less duration.

2. Periodogram estimation is done for the power spectrum of the above frames.

3. Melfilter banks are then applied to the above periodogram and energies obtained
by each filter are summed.

4. The logarithmic scale is applied for the filter bank energies.

Further, take the DCT of the log filter bank energies.

6. Extract the first 13 DCT coefficients as a vector, this is a feature vector for a
frame.

d

The block diagram of MFCC extraction is shown in Fig. 1. The reason for dividing
the music file into a number of frames is that the signal is kept statistically stationary
over the frame length. So small frame lengths of 20-45 ms are chosen for MFCCs
extraction. Next, the power spectrum of each frame is calculated and the periodogram
estimate gives a frequency identification in the frame which is similar to the function
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Fig. 1 MFCC feature extraction

of the cochlea (an organ in the ear) which vibrates differently based on the incoming
frequencies. Mel filter bank estimates the energy present in the various frequency
ranges. The first filter and gives the energy estimation near 0 Hertz. The Mel scale
gives the information regarding the filter bank spacing and width later the logarithm
of the obtained energies gives cepstral mean subtraction. Finally, DCT of log filter
bank energies is calculated which decorrelates the energies and the first 13 coefficient
s form the MFCCs vector for that frame. The first coefficient in the vector gives the
frame energy.

2.3 K-Means Clustering Algorithm

K-means is a simple unsupervised learning algorithm that is used for clustering data,
hence the name clustering. The algorithm follows a simple way of classifying a
given data set into a certain number of clusters (assume k clusters) that are fixed a
priori. The centers need to be placed in a clever manner as different placing would
lead to different results. Generally, these centers are preferred to be placed far from
each other. Furthermore, each point of the given data set is associated with its nearest
center. After assigning each point to its nearest center the stagel is complete. Now, K-
new centroids have to be calculated as the barycenter of the clusters that are obtained
from stagel. Using these new centroids, a new group of clusters has to be formed
using the same data set points and the nearest centers. This leads to stage2. The above
process has to be repeated for N-stages. After every iteration, we get K-new centers.
But after few iterations, the centroids remain unchanged. This is the point where the
algorithm has to be terminated [9]. The algorithm aims at minimizing the squared
error function given by in (1)

c ¢

T =3 (lpi - 4])°

i=1 j=1
Lz{115125l3"'lc} (1)
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Di values for points belonging to the data set.
[ centroid value.
lpi — I || Euclidean distance between p; and /;

Algorithmic Steps for K-means Clustering
Let P = {p1, p2, p3 ... pn} be the set of data points and L = {I;, 5, /3 ...l .} be the
set of centers [9].

1. Select the c-cluster centers randomly.

2. Distance between each cluster center and data points are calculated.

3. The data points having the minimum distance from a particular cluster center
among other distances are assigned to that cluster center.

4. New cluster centers are calculated as in (2):

1\ ¢
Vi = (C—) > pi (@)
i =

where ‘c;” represents the number of data points in the ith cluster.

5. Again, calculate the distance of each data point with newly obtained cluster
center.

6. Iterate from step3 till the stage where centers remain unchanged.

3 Proposed Music Composer Identification System

The proposed multi-composer identification system is shown in Fig. 2.

3.1 Pre-processing Technique

The raw data set as such is not advisable to be used as a training dataset for the
system. A good pre-processing technique leads to better results. The work done uses
the single level discrete wavelet transform as a pre-processing technique.

3.1.1 Single Level Discrete Wavelet Decomposition

Daubechies Wavelet transform (db2) is a technique used to decompose a signal into
a linear combination of scaling function and wavelet function. This reduces the noise
components present in the tunes leading to an increase in the quality of tunes. The
Fig. 3 shows the wavelet decomposition.
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The music are converted into the frames. Each frame having 882 samples with
frame length of 20 ms and sampling rate of 44,100 samples/second that are passed
through the low pass and high pass filters and then it is downsampled by 2. The
coefficients that are produced as outputs from low pass filters are called approxima-
tion coefficients. The 441 approximation coefficients are produced from the low pass
filters after downsampling. The coefficients that are produced as outputs from high
pass filters are called detail coefficients. The 441 detail coefficients are produced
from the high pass filters after downsampling.
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Table 1 Confusion matrix—without DWT
Composer’s Rahman DSP Ilayaraja Hanszimmer RA (%) FRR (%)
Rahman 44 4 2 0 88 12
DSP 1 42 1 6 84 16
Ilayaraja 2 13 35 0 70 30
Hans zimmer 0 19 7 24 48 52
FAR 6.38% 46.5% 22.22% 20%

RA Recognition Accuracy, FRR False Rejection Ratio, FAR False Acceptance Ratio

3.2 Working of Proposed System

MFCC features are extracted from the training dataset.
Extracted features are formed into 256 clusters using K-means algorithm.
The obtained MFCC vectors from test data are divided into 50 sub-datasets each

containing 400 vectors.

e For each sub dataset mentioned above the mean distance between clusters and

vectors is obtained for each music composer.
e The respective music composer who gets the least mean distance is the identified
composer for that sub data set.

The above procedure is applied for 50 data sets.
The count at the end of 50 subtests for each composer is obtained.
The respective composer whose count is maximum is the real composer of the
given test data.

4 Results and Discussion

4.1 Performance of the System Without DWT

The system modelling has been done with four music composers in the trained
database and the test results have been analyzed without DWT as a pre-processing
technique and the results are shown in Table 1 and performance of the system is

shown in Fig. 4.

4.2 Performance of the System with DWT

The system modelling has been done with four music composers in the trained
database and the test results have been analyzed with DWT as a pre-processing
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technique and the results are shown in Table 2 and performance of the system is
shown in Fig. 5.
Table 2 Confusion matrix—with DWT
Composer’s Rahman DSP Tlayaraja Hanszimmer | RA (%) FRR (%)
Rahman 44 3 2 1 88 12
DSP 0 50 0 0 100 0
Ilayaraja 10 7 27 6 54 46
Hans zimmer 0 16 0 34 68 32
FAR 18.52% 34.21% 6.896% 17.07%
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Fig. 5 Performance of the system with DWT
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Table 3 Correlation analysis

Composers Correlation coefficient between | Correlation coefficient between
composers (without DWT) composers (with DWT)

Illayaraja—Rahman 0.4578 0.6795

Illayaraja—DSP 0.1056 0.1558

Illayaraja—Hans zimmer | 0.4852 0.5782

4.3 Analysis

The obtained accuracy of overall system without DWT = 72.5%. The obtained
accuracy of overall system with DWT = 77.5%. There were better improvements
in other parameters like false rejection ratio, false acceptance ratio after usage of
wavelet decomposition as a pre-processing technique DWT.

4.4 Correlation Analysis

The correlation coefficients are used to analyze the strength of the relationship
between two variables. Correlation between two random variables r £, is the covari-
ance of the two variables normalized by the variance of each variable. The correlation
coefficient can be mathematically expressed as in (3)

cov(x, y)

Jvar(x)+/var(y)

where cov(x, y) is the covariance between music composer ‘x’and another music
composer ‘y’. var(x), var(y) are the variance of the two composers x and y. The
correlation coefficient between Illayaraja and other composers is shown in Table 3.

The correlation coefficient value between Illayaraja and other composers is
increased, when transformed into the wavelet domain. Hence, the accuracy in the
identification of the Illayaraja’s composition is reduced after transforming into
wavelet domain.

rfay = 3)

5 Conclusion

This work helps in the classification of music composers based on the tunes. This
makes an integral part of song classification applications which provide us different
archives based on music composers. This project lays a foundation on a basic under-
standing of extracting the features from the music files and creating a system by
using classification algorithm where the extracted features are trained. Along with
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the feature extraction the project also gives an overview of improving the system
accuracy and performance by using a pre-processing technique DWT of the music
files. Having a large data set of every music composer and efficient pre-processing
techniques prove to be powerful tools for music composer classification. This work
finds applications in music information retrieval systems where a small duration of
music is enough to get the classification of the music composer.

References

1. Kaliakatsos-Papakostas MA, Epitropakis MG, Vrahatis MN (2010) Musical composer iden-
tification through probabilistic and feedforward neural networks. In: Di Chio C et al (eds)
Applications of evolutionary computation. Evo Applications 2010. Lecture notes in computer
science, vol 6025. Springer, Berlin, Heidelberg

2. Micchi G (2018) A neural network for composer classification. In: International society for
music information retrieval conference (ISMIR 2018), Paris

3. Hajj N, FiloM, Awad M (2018) Automated composer recognition for multi-voice piano compo-
sitions using rhythmic features, n-grams and modified cortical algorithms. Complex Intell Syst
4(1):55-652018

4. Bartle A (2012) Composer identification of digital audio modeling content specific features
through markov models

5. Geertzen J, van Zaanen M (2008) Composer classification using grammatical inference. In:
Proceedings of the MML 2008 international workshop on machine learning and music held in
conjunction with ICML/COLT/UAL, pp 17-18

6. Hontanilla M, Pérez-Sancho C, Inesta JM (2013) Modeling musical style with language models
for composer recognition. Pattern recognition and image analysis. Springer, Berlin, pp 740-748

7. Herremans D, Martens D, Sorensen K (2016) Composer classification models for music-theory

building. In: Meredith D (ed) Computational Music analysis. Springer, Cham

Hu Z, Fu K, Zhang C (2013) Audio classical composer identification by deep neural network

9. Mathew AR, Anto PB, Thara NK (2017) Brain tumor segmentation and classification using
DWT, Gabour wavelet and GLCM. In: 2017 international conference on intelligent computing,
instrumentation and control technologies (ICICICT), Kannur, pp 1744-1750

e



Spectral Efficiency-Energy Efficiency )
Tradeoff Analysis for a Carrier L
Aggregated SG NR Based System
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Abstract For 5G and beyond 5G systems, many technologies such as Carrier
Aggregation (CA) have been suggested to improve the Spectral Efficiency (SE).
Along with SE, Energy Efficiency (EE) is another key parameter to be considered
while designing such systems. Judiciously using available power will not only help
in reducing operational costs but also make the system more environment friendly
by reducing greenhouse gas emissions. From an operator’s point of view, providing
better data rates to users as well as reducing operational costs is important. This
paper focuses on the tradeoff between SE and EE for a system operating in the FR1
frequency band (5G) and also using CA. Detailed analysis on the effect of various
parameters such as 5G NR numerology, user velocity (Doppler shift), static and sig-
nal processing power consumption of base station and power amplifier efficiency at
the base station in the tradeoff between SE and EE is performed. From the simulation
results, it can be observed that while varying Doppler shift has very little impact,
other parameters such as numerology, static and signal processing power consump-
tion and power amplifier efficiency greatly affect the tradeoff between SE and EE.
Tradeoff improves for lower subcarrier spacing, lower static and signals processing
power consumption and higher power amplifier efficiency. For simulations, a TDL-A
channel model is used. A base station power consumption model which takes into
account both static and signal processing power consumption and power amplifier
efficiency are considered in order to provide a more practical analysis of EE.
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1 Introduction

The huge increase in user density (monthly data traffic worldwide is expected to
be 50 petabytes by 2021 for smart phones alone) and demand for higher data rates
has propelled the fast evolution of Information and Communication Technologies
(ICT). The official launch of 5G technology is expected to happen in 2020. Few
of the many drivers for 5G are mmWave technology, spectrum sharing, CA, use of
unlicensed spectrum, massive Multiple Input Multiple Output (MIMO) and Cloud
Radio Access Network (C-RAN) [1]. CA technology, a part of 3GPP release 10,
is already implemented in Long Term Evolution (LTE) networks in a limited scale.
CA increases the bandwidth provided to a single user by combining more than one
component carrier (CC) with lower bandwidth, thereby increasing data rates. An
overview of CA for LTE-advanced networks is presented in [2]. Various aspects
such as design in both physical and higher layers, deployment, power control, etc.
are discussed in detail. Several research works have focused on various aspects of CA.
Power allocation for a CA-based Cognitive Radio Network (CRN) is investigated
in [3]. Selection of sub-channels for a CA system is performed in [4]. Performance
of user equipment (UE) s across different layers in a CA heterogeneous network
(HetNet) is studied in [5].

SE and its variants such as Area Spectral Efficiency (ASE), Cell Spectral Effi-
ciency (CSE) and Peak Spectral Efficiency (PSE) have long been an important per-
formance metric for many systems. Recently, EE has also emerged as another crucial
parameter for analyzing the performance of a system. Since it is equally important to
satisfy users by providing good data rates, as well as reduce the system’s operational
expenses and contain its impact to the environment, tradeoff between SE and EE
should be studied and efforts should be made for improvement. Many works in lit-
erature have addressed the problem of SE-EE tradeoff. Joint optimization of EE and
ASE from the base station’s viewpoint for an ultra-dense network is performed in
[6]. Firefly algorithm is employed for optimization. Maximization of EE and SE in a
HetNet which shares radio resources is performed in [7]. Multi-Objective optimiza-
tion for considering SE-EE tradeoff for Device-to-Device (D2D) communications is
performed in [8]. Optimization is done using e-constraint method with robustness.
Zhang et ai. [9] deals with power allocation for EE-SE tradeoff in both low and high
vehicular traffic density situations. A relatively new parameter called Economic Effi-
ciency (ECE) is used for evaluating the performance of the optimization technique.
EE-SE tradeoff in D2D networks within a single cell with uplink channel sharing is
addressed in [10]. Tsilimantos et al. [11] investigates EE-SE tradeoff in orthogonal
cellular networks. A theoretical framework is proposed for optimum allocation of
the resources, bandwidth and power.

In this work, we perform an analysis on the effect on important parameters such as
5G NR numerology, user velocity, static and signal processing power consumptions
and power amplifier efficiency at the base station on the SE-EE tradeoff in 5G FR1
frequency band based system employing CA. Such insight into the variation of the
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tradeoff will contribute to devising techniques for improving the relationship between
both parameters.

The remaining content of the paper is organized as follows. Section 2 describes
the system and channel models, Sect. 3 discuss the parameters used for the analysis.
Section 4 presents the simulation results and the inferences drawn from them. Finally,
conclusions and possibilities for future work are mentioned in Sect. 5.

2 System and Channel Models

This section describes the system and channel models chosen for performing the
analysis.

2.1 System Model

Figure 1 depicts the system model used for the work. A next-generation node B
(gNB), i.e. the base station, capable of CA sends three CCs each with a different
bandwidth to user equipment (UE). Therefore, the UE enjoys the benefits of the
combined bandwidth of all the three CCs.

Bandwidth of each CC is given by the relation [12],

B; = n_RB; * 12 x SCS; (1)
where, i is the CC number, n_RB; and SCS; are the number of downlink resource
blocks and subcarrier spacing, respectively, for the ith CC.

The final aggregated bandwidth given to the UE is [12],
BW_CA = FE_high — FE_low 2)
where FE_high and FE_low are the higher and lower edge frequencies the expressions

for which can be found in [12]. Signal-to-noise ratio (SNR) for the kth subcarrier of
ith CC can be expressed as,

Aggregate Carriers —)-

Fig. 1 System model
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Pk, i)

= 3
Vi N0, B, 3)

hg, Pp(k,i), NO; and By are the subcarrier channel gain, dynamic power allocated
to kth subcarrier, noise power spectral density and subcarrier bandwidth of the ith
CC.

2.2 Channel Model

A tapped delay line (TDL) channel model specified in [13] is used. Out of the many
variants of the TDL model, TDL-A model with 23 taps is selected for performing
the analysis. It is a simple model which can be used for non-line of sight (NLOS)
evaluations. The path gains of the channel for CC-1 is shown in Fig. 2.

3 Parameters for Analysis

This section describes in detail the various parameters used for analysis in this work.

Magnitude (dB)

15

15
-20 = 10 108
0 5 5
19 15 20 0 Sample (time)
25

Channel Path

Fig. 2 Pathgains of TDL-A channel for CC-1



Spectral Efficiency-Energy Efficiency Tradeoff Analysis ... 49

Table 1 5G NR numerology " SCS
0 15
1 30
2 60
3 120
4 240

3.1 5G NR Numerology

Unlike 4G, where only 15 kHz subcarrier spacing and therefore a constant 180 kHz
bandwidth was allowable for a resource block, 5G NR supports a flexible design
with various Orthogonal Frequency Division Multiplexing (OFDM) numerologies
as depicted in Table 1 [14]. Different subcarrier spacing may cater to different sce-
narios. For example, a lower subcarrier spacing and thereby a higher OFDM symbol
duration may be better when frequency selective fading is experienced while a higher
subcarrier spacing and lower symbol duration may be better in conditions where fast
fading is experienced.

SCS is the subcarrier spacing and it is related to p according to the following
relation.

SCS = 2 % 15(kHz) “4)

3.2 User Velocity

In the case of mobile equipment users, mobility is an important factor for consid-
eration. Pedestrian users may have very low velocity while vehicular users may be
comparatively fast-moving. Mobility of the user is crucial since it affects an impor-
tant parameter called the Doppler frequency shift. The maximum Doppler frequency
shift is given by

VkC

fDmax = T 4)

c

where v, ¢ and f, are the user velocity, velocity of light and carrier frequency
respectively.
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3.3 Power Amplifier Efficiency, Static and Signal Processing
Power Consumptions at the Base Station

The dynamic power allocated to the transmission of the component carrier is not
the only parameter that should be considered while evaluating EE. The efficiency
of the power amplifier at the base station determines its power consumption. Signal
processing, DC to DC conversion, baseband unit operations etc. consume power in
addition to transmission power. Also, even when there is no signal transmission, the
base station might consume some power for purposes such as cooling. A simple
model of base station power consumption for the considered system [9] is given
below.

n_CCn_SC;
Pa=eY > Pplk,i)+ P (6a)
i=1 k=1
P. = Psp + Pytasic (6b)

where, 1/¢ is the power amplifier drain efficiency, Py, and Pgugc are the signal
processing and static power consumptions at the base station.

3.4 Spectral Efficiency and Energy Efficiency

SE, a measure of data rate, is calculated as follows.

Ctot

SE=
BW_CA

(bits/s/Hz) (7N

Total system capacity,

n_CCn_SC;

Co= Yy Y Clki) ®)

i=1 k=1

where n_CC is the number of component carriers and n_SC; is the number of
subcarriers of the ith component carrier given by,

n_SC; =n_RB; %12 9

since each resource block of 5G consists of 12 subcarriers.
Subchannel capacity of kth subcarrier of ith CC,

C(k,i) = By logy(1 + y) (10)
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EE, a measure of efficient utilization of the resource power, can be calculated as,

_SE

EE =
Pio;

(1)

4 Simulation Results and Inferences

This section presents the results of simulations and analyses them to draw inferences.
Table 2 presents the simulation parameters. Since the number of slots and symbols
per subframe vary with numerology, they are not mentioned in the table. Figure 3
shows the aggregated signal with the combined bandwidth of all CCs.

Table 2 Simulation parameters

Number of CCs 3

Number of downlink resource blocks | 160, 140, 120

Modulation ‘Windowed orthogonal frequency division multiplexing
(W-OFDM)

NO —90 dBm for all CCs

Center frequency of first CC 450 MHz (FR1 frequency band of 5G) [13]

Fig. 3 Aggregated signal
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Fig. 4 SE-EE tradeoff with
varying numerology
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4.1 Varying Numerology

Figure 4 shows the effect of varying numerology on SE-EE tradeoff. Tradeoff is
plotted for varying values of the factor u. It can be observed that lower subcarrier
spacing improves the tradeoff. EE improves almost by 20% with single point decrease
in p for the same SE. This behaviour may be attributed to the dependency of the
effect of noise on the bandwidth. Increasing p increases the bandwidth as can be
observed from (1) and (4). Increase in bandwidth increases the effect of noise and
thus negatively impacts the tradeoff.

4.2 Varying User Velocity

Figure 5 shows the effect of varying user velocity on SE-EE tradeoff. Simulations
are performed for a low-velocity user (20 km/h—slow-moving vehicle), medium
velocity user (60 km/h—fast-moving vehicle) and a high-velocity user (120 km/h—
high-speed vehicle). It can be observed that though Doppler shift caused by moving
users is undesirable, it does not seem to impact the tradeoff. The reason behind such
behaviour may be explained as follows. The coherence time for the same users is
approximately 31 ms, 10 ms, 5 ms, respectively, for the parameters mentioned in
Table 2. OFDM symbol duration chosen for the system is 33.33 s which is well
within the coherence time for all three types of users and hence the increasing speed
has little impact on EE-SE tradeoff for the chosen carrier frequency.
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Fig. 5 SE-EE tradeoff with 25
varying user speed
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4.3 Varying Power Amplifier Efficiency

Figure 6 shows the effect of varying power amplifier efficiency on EE-SE trade-
off. Power amplifier efficiency is a measure of DC power converted to RF power.
It can be observed that higher power amplifier efficiency improves tradeoff (almost
12% improvement in EE for the same SE for 10% increase in power amplifier effi-
ciency). This happens since higher power amplifier efficiency would mean less power
consumption by the power amplifier and hence higher EE.

Fig. 6 SE-EE tradeoff with 2.5
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Fig. 7 SE-EE tradeoff with 1.2
. . . —%— Pc=34 dBm
varymg.statlc and signal P37 dgm
processing power 5 1f —A— Pc=40 dBm| |
consumption I
2
2
3 08r 7
>
o
C
QL 06 7
L
L=
L
B 04r 1
(0]
et
i
02r ]
0 : : : : : :
0 2 4 6 8 10 12 14

Spectral Efficiency (bits/s/Hz)

4.4 Varying Static and Signal Processing Power
Consumptions at the Base Station

Figure 7 shows the effect of varying static and signal processing power consumption
on EE-SE tradeoff. It can be observed that with 3 dBm reduction in Pc, more than
100% improvement is obtained in EE for the same SE and the tradeoff improves
considerably.

5 Conclusions and Future Work

Analysis on the effect of parameters 5G NR numerology, user velocity, static and sig-
nal processing power consumption of the base station and power amplifier efficiency
at the base station on EE-SE tradeoff for a CA system working in 5G NR frequency
band was conducted in this work. It can be concluded that while user velocity has
little impact on the tradeoff, other parameters affect it significantly. Decreasing the
numerology factor w by 1 increases EE by almost 20% for the same SE. Increasing
the power amplifier efficiency improves EE by 12% for the same SE and decreas-
ing the static and signal processing power consumption of base station even by 3
dBm improves the EE by more than 100% for the same SE. In future, the results of
this analysis can be used in designing methods to improve EE-SE tradeoff for 5G
and beyond 5G systems using CA. Also, the study can be extended to HetNets and
multi-user networks.
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An Image Restoration Method )
for Outdoor and Its Application to Under | <=
Water Using Improved Transmission

Map and Airlight Estimation

D. Eesha and Siddappaji

Abstract Dehazing is an important image restoration technique to remove the pres-
ence of Haze from a hazy image. Recent dehazing algorithm is not sufficient to
remove Haze from the given outdoor or underwater hazy images. Therefore, an effi-
cient dehazing algorithm is needed for the removal of Haze. Initially, multiple image
dehazing methods are used to remove Haze and these dehazing methods have many
drawbacks such as, multiple image methods cannot be applied to dynamic scenes
and cannot provide results instantly. In order to overcome drawbacks of multiple
image dehazing methods, Single image dehazing methods are introduced which are
based on some important observations or priors. One such single image dehazing
technique is dark channel prior. The thickness of Haze and airlight is estimated using
dark channel prior. Guided Filter technique is used to refine the transmission map.
But the estimated Haze thickness is inaccurate because of the usage of minimum
operator in dark channel prior method. To improve the estimation of Haze thickness,
the edge collapse based repair is used after dark channel prior and guided filter tech-
nique. This paper presents the time-efficient dehazing of outdoor images with patch
size of 25 x 25 and airlight of 3% and this principle is applied to remove Haze in
underwater images. The experimental result shows a better result for both outdoor
and underwater images.

Keywords Haze - de-Haze - Outdoor and underwater - Haze thickness - Airlight

1 Introduction

The atmospheric particle interacts with light and causes scattering and absorption
of light, which results in poor visibility. Haze is a weather condition caused by a
particle in the atmosphere called Aerosol. The sources for Haze include volcanic
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ashes, foliage exudation, and combustion products in outdoor and sand, minerals,
and plankton in underwater. Many automatic systems like surveillance, intelligent
vehicles, etc., always assume that the input images are of good quality and have clear
visibility. If the quality of the images is poor because of Haze, then these applications
will not work efficiently. Therefore, removal of Haze is very important.

In order to remove Haze in outdoor and underwater, many dehazing methods
use dark channel prior. However, the usage of two minimum operators reduces the
performance of this algorithm. To improve the estimation of Haze thickness, the
edge collapse based repair algorithm is used after dark channel prior and guided
filter. In this paper, this concept is implemented with a patch size of 25 x 25 to
improve the quality of image in outdoor conditions and is applied to remove Haze
from underwater images.

2 Related Work

In order to perform dehazing, initially, multiple image dehazing methods [1, 2] were
developed which require information from more than one image to perform dehazing.
These multiple image methods are not time-efficient and they cannot be applied
to dynamic scenes. So, single image dehazing methods are developed which are
successful as they are based on stronger assumptions, observations or priors.

A single image dehazing algorithm is proposed [3] based on the observation that
the contrast of Haze-free image must be greater than the Haze image. Based on this
principle, the authors have removed the Haze by maximizing local contrast of the
input hazy image. This principle is visually compelling but may not be physically
valid. Similarly, in paper [4], another important single image dehazing method is
proposed based on the observation that in an outdoor Haze-free image at least one
color channel will have zero or low intensity in the non-sky regions. This observation
is called as ‘dark channel prior’. This dehazing method uses a dark channel prior to
estimating the transmission map and to refines the estimated transmission map using
soft matting in order to eliminate halo-artefacts. This method also estimates airlight
and finally all estimated results are used to remove the Haze.

The usage of soft matting makes the dehazing algorithm time inefficient. In order
to reduce the execution time, the authors have used a guided filter [5] to perform the
refining of the estimated transmission map. As a result, the execution time is reduced
and quality of the image is increased. Even though halo-artefacts are removed, the
Haze thickness in the transmission map may be underestimated because of the usage
of two minimum operators while finding a dark channel.

To overcome this problem, the authors in paper [6] have proposed an edge collapse-
based repair technique, which can properly estimate the Haze thickness.

The dark channel prior to condition with smaller changes is applied to underwa-
ter condition because of its good performance in outdoor. Some of the important
underwater dark channel prior based dehazing algorithm was presented in [7-11].
These underwater dehazing algorithms change the dark channel prior according to
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underwater condition and use refining methods like soft matting or guided filter to
remove halo-artefacts. However, these methods fail in proper estimation of the trans-
mission map because of the usage of two minimum operators while calculating the
dark channel. Therefore, edge collapse based repair as suggested in paper [6] for
outdoor conditions. Here, this technique is applied to remove Haze in underwater
conditions.

3 Dehazing Algorithm

In order to perform the dehazing of an image, a dark channel prior based dehaz-
ing method is applied for outdoor and underwater images. The dehazing method
estimates the Haze thickness by using dark channel prior (DCP) for outdoor hazy
images and Underwater Dark Channel Prior (UDCP) for underwater hazy images.
The estimated Haze thickness is refined using a guided filter and repaired using edge
collapsed repair. The reason for refining the transmission map is to improve Haze
thickness measurement and to remove halo-artefacts, which is present in the image.
Here, dark channel is used for calculating atmospheric light and finally Haze is
removed. The Fig. 1 shows the flow diagram for dehazing in outdoor and underwater
images.

The following steps are to be carried out to remove Haze in outdoor and underwater
conditions.

Hazy Image

Estimate “t(x)” ' ‘ Estimate “t(x)”
Using DCP Using UDCP
Refine t(x) Using Guided filter Refine t(x) Using Guided fll]ter

and Edge Collapsed Repair and Edge Collapsed Repair

‘ Using DCP Using UDCP

P Recover Scene Radiance
Recover Scene Radianc

I(x)— A
I - A e N HETE
J3) - D) J®) = e, t0)

max(t(x),tg)

Fig.1 Methodology for dehazing both outdoor and underwater images
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3.1 Providing Input to the Dehazing System

An outdoor or underwater hazy image is given as input to the dehazing algorithm.

3.2 Obtain Dark Channel

The dehazing algorithm taken the hazy image as the input and calculates its dark
channel using below equation.
For an outdoor image (J) the dark channel is given by,

J¥™*(x) = minyeqx (Mincer,g.0) 7 () (1)

Here, minimum operator min c€{r, g, b} is applied on every pixel of the input
image and min y€Q2(x) is one more minimum operator applied on a patch.
For an underwater image (J), the Underwater DCP is given by

Jdark(x) — min < min} Jc(y)) 2)

yEQ(x) \ c€{g,b

Here, minimum operator min c€{g, b} is applied on green and blue channel of
the input image and min y€2(x) is a minimum operator applied on a patch.

In this work, the patch size is 25 x 25 considered. An experimental survey is
performed to determine the effective patch size to restore the image. The results
obtained for the patch size of 25 x 25 is better than other patch sizes. Earlier methods
[4, 5, 6] had considered 15 x 15 as patch size.

To understand the calculation of dark channel, consider an example where J is a
hazy image and J¢ is color channel (Fig. 2) and €2(x) is a local patch cantered at x.

From dark channel prior, we know that for an image which is Haze-free, the dark
channel is completely dark. Similarly, for an image that is affected by Haze, the dark
channel is not dark because of added atmospheric light.

3.3 Transmission Map Estimation

The following steps are followed to estimate the transmission map. Here the
derivation is done by assuming atmospheric light is known prior.

Consider Haze Image Equation
In image processing, the formation of Haze image is described by Koschmieder’s
model [12] as follows:

I(x) =Jx)t(x)+ A0 —t(x)) 3)
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i
P

b. For each pixel, calculate min ¢. Minimum filter is applied on(4b)
minimum of (r, g, b) values

Fig. 2 Understanding calculation of dark channel

The above equation is normalized for each color channel independently.

I°(x)
Ac

t(x) 1—1t(x). “4)

J(y) +
AC
Here, transmission t(x) in a local patch is assumed as constant.

Calculate the dark channel on both side of normalized Haze image equation
For outdoor hazy image:

min ( min IC(y)) = 1(x) min < min JC(y)) +1- ;(x) 5)

yEQ(x) \ c€{r,g,b} A€ yEQ(x) \ c€{r,g,b} A€

For underwater hazy image:

min ( min IC(y)) = ;(x) min < min JC(y)) +1-— ;(x) (6)

yEQ(x) \ c€(r,g.b} A€ yEQ(x) \c€(g.b) A€
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Here ¢ (x) is a constant. So take this separately. As J indicates a Haze-free image,
its dark channel is equal to zero.

Re-arrange the equation

After making dark channel of J as zero and re-arranging the equation, the final

transmission map is obtained. The final equation for transmission map is given by,
For outdoor hazy image:

{(x)=1—w min ( min IC(Y)) 7

yEQ(x) \ cE{r,g.b} A€

For underwater hazy image:

;(x) =1—w min ( min Ic(y)) (8)

yEQ(x) \ c€{g,b} A¢

The complete removal of Haze from input image makes the image appear unnatu-
ral. So, keep a small amount of Haze. So a parameter ‘w’ is introduced in the equation.
The parameter ‘w’ is application dependent. Here the value of parameter ‘w’ is taken
as 0.95.

3.4 Atmospheric Light Estimation

From dark channel of input hazy image, atmospheric light is estimated. The earlier
dehazing methods have considered top 0.1% brightest pixels from dark channel.
In the present method top 3% brightest pixels from dark channel is considered.
An experimental survey is performed to determine the effect of atmospheric light
on recovery of the image. The performance of the system is better for 3% airlight
compared to 0.1% airlight.

3.5 [Image Visibility Recovery Without Refining Transmission
Map

Once the transmission map and atmospheric light for outdoor or underwater hazy
image is obtained, the Haze can be removed by using the equation given below,

Joy= W =A4 ©)
max(t,(x,y), to)
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a. An arbitrary image

r

b. Transmission map of fig.3a c. Recovery using transmission map

Fig. 3 Recovery of an image using transmission map which is not refined

Here, the transmission #(x) becomes zero if the distance of the scene is very large.
Therefore, parameter ¢#( introduced to provide lower bound for the transmission and
its typical value is 0.1. A is used to improve the brightness of dehazed image.

If the above equation is used to perform the recovery of the image (Fig. 3a) where
t(x) (Fig. 3b) is the transmission map obtained in the previous step, then the result
obtained (Fig. 3c) is not good because halo-artefacts are not removed and recovery
of the image is incomplete. So refine the transmission map.

3.6 Refinement Using Guided Filter

Guided filter [13] is used to remove halo-artefacts in the hazy image. To remove
halo-artefacts, soft matting [14] can also be used. However, it is not time-efficient.
So guided image filtering method is used.

Y
t(x, y)) (10)

Ir(x,y) = tmax( -
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3.7 Edge Collapse Based Repair

The combination of dark channel prior and guided filter will estimate and refine the
transmission map (indicates Haze thickness) respectively. However, the estimated
Haze thickness is inaccurate because of the usage of two minimum operators while
calculating the dark channel. Therefore, edge collapse based repair as suggested in
paper [6] for outdoor conditions. Here, this technique is applied to remove Haze
in underwater conditions. According to [6], it is observed that edge information
provided by a hazy image is lesser than the Haze-free image. This method uses
this edge attenuation as an advantage. We know that the edge information present
in an image is given by the entropy of gradient magnitude. So this entropy can be
considered as clue for thickness of the Haze present in the hazy image. Using this
clue, the Haze thickness can be adjusted. So the output of the guided filter (¢(x, y))is
repaired using [6]. According to [6] the repaired transmission map is given by,

t(x,y)>"

max

Ir(x,y) = tmax( (11)

“y’ represents a self-adjusting parameter that changes dynamically with different
Haze images (see below table and respective hazy images) and it can be used for
repairing the transmission map efficiently (Table 1).

Table 1 Value of gamma for different scenario

Scenario Building Temple Trees
Gamma 1.0376 1.1641 1.0120

Building Temple Trees
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a. An arbitrary image

b. Tramsmission map of fig.6a c. Recovery using transmission map

Fig. 4 Recovery of an image using refined transmission map

3.8 Image Visibility Recovery with Refined Transmission Map

After refining the transmission map using guided filter and repaired using edge
collapse based repair, if the recovery of the image is done, the halo-artefacts are
removed and recovery of the image is complete which is shown in Fig. 4.

4 Results and Discussion

4.1 Comparison of Dehazing Algorithms

Outdoor Conditions

This section presents the comparison of improved dehazing algorithms with the

existing algorithms such as Zhang et al.’s method [5], and Chen et al.’s method [6].
In order to evaluate the results, the following criteria are used. Here, different Sta-

tistical matrices like Peak Signal to Noise (PSNR) Ratio, Mean Squared Error (MSE),

etc. are used to evaluate a dehazing algorithm. Refer [15] for more information about

result evaluation methods.
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The below table and Fig. 5 shows the comparison of different dehazing algorithm
(Table 2).

The dehazing method from Zhang et al. [5] uses dark channel prior to and guided
filter with patch size of 15 x 15 and airlight of top 0.1%. Whereas the dehazing
method from Chen et al. [6] uses dark channel prior, guided filter and edge collapse
repair with patch size of 15 x 15 and airlight of top 0.1%.It can be observed that
Zhang et al. [5] method is subset of edge collapse based method [6], where the method
[6] uses [S5] and edge collapse repair. From the above table, it can be seen that the
value of result evaluation methods produced by method [6] with no edge collapse
repair (same as Zhang et al. [5]) is lesser. Therefore, to improve Chen et al. [6]
method patch size of 25 x 25 and airlight of top 3% is considered. So, the improved
method uses dark channel prior, guided filter and edge collapse repair with patch
size of 25 x 25 and airlight of top 3%.

Underwater Conditions
The improved dehazing method is compared with other dehazing methods like Nasci-
mento et al.’s method [9] (UDCP) and Chen et al.’s method [6]. The below table and
Fig. 6 shows the comparison of different dehazing algorithm (Table 3).

The dehazing method from Nascimento et al. [5] uses underwater dark channel
prior and guided filter with patch size of 15 x 15 and airlight of top 0.1%. Whereas
the dehazing method from Chen et al. [6] is applied to underwater conditions which

Input hazy image Zhang et al. method

Chen et al. method Improved method

Fig. 5 Comparison of outdoor dehazing algorithms
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Table 2 Comparison of different outdoor dehazing algorithm
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Result evaluation method Zhang et al. [5] Chen et al. [6] Improved method
PSNR 18.1939 17.7919 18.7899

MSE 985.5865 1081 859.1857

NCC 0.8289 0.8218 0.8409

AD 25.5898 26.7313 23.5871

SC 1.3836 1.3986 1.3540

MD 90 95 86

NAE 0.2351 0.2456 0.2167

Input hazy image

Improved method

Chen et al. [6] for underwater

Fig. 6 Comparison of Underwater dehazing algorithms

Table 3 Comparison of different underwater dehazing algorithm

Result evaluation method | UDCP Chen et al. [6] applied to Improved method
underwater

PSNR 9.5734 8.7061 10.1531

MSE 7173 8759 6277

NCC 0.3708 0.3403 0.4884

AD 79.9435 | 88.5606 73.1448

SC 6.0466 5.0531 2.8767

MD 151 157 147

NAE 0.6585 0.7294 0.6033
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Table 4 Processing speed for different sized images
Image size (pixels) 194 x 259 400 x 600 850 x 540 768 x 1024
Time consumption (in seconds) 2.851893 8.081258 12.761 23.962164

uses dark channel prior, guided filter, and edge collapse repair with patch size of 15 x
15 and airlight of top 0.1%. It can be observed that Nascimento et al. [5] method is
subset of edge collapse based method [6] applied to underwater, where the method
[6] uses method [5] and edge collapse repair.

From the above table, it can be seen that the value of result evaluation methods
produced by method [6] with no edge collapse repair (same as Nascimento et al.
[5]) is lesser. Therefore, to improve Chen et al. [6] method patch size of 25 x 25
and airlight of top 3% is considered. So, the improved method uses underwater dark
channel prior, guided filter, and edge collapse repair with patch size of 25 x 25 and
airlight of top 3%.

Inference from the above two comparison

The above two comparisons prove that the improved method produce higher quality
images compared to other two dehazing algorithms. So the improved method is an
efficient dehazing algorithm.

4.2 Processing Speed

The below table indicates the processing speed for the improved dehazing method
for different sized images. From the table, it can be concluded that the algorithm is
time-efficient (Table 4).

5 Conclusion

In this work, a new dehazing approach to restore quality of image for outdoor and
underwater image is presented. The dark channel prior is applied for estimation
of Haze thickness with a patch size of 25 x 25 and uses guided filter to refine
Haze thickness. Then edge collapse repair is used for accurate estimation of Haze
thickness. The principle considers top 3% of brightest pixels for airlight estimation.
This principle is applied to underwater images to restore the quality of the image. The
simulation results show that the present approach is efficient compared to previous
dehazing algorithms.
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A Novel Approach to Ultrasound Image m
Thresholding Using Phase Gradients L

Revathy Sivanandan and J. Jayakumari

Abstract Apart from being simple and cost-effective compared to other
imaging techniques, ultrasound (US) imaging provides a non-invasive, ionization-
free approach for diagnosis of tumours. However, US images are inherent with blur-
ring and granular speckle noise which poses as a problem for effective diagnosis.
The images also contain intensity inhomogeneities which make detection of tumours
(similar to surrounding tissues) difficult. The commonly used segmentation approach
is thresholding with Otsu thresholding being mostly used. However, due to inten-
sity of inhomogeneities, normal non-tumour regions are also categorized as tumour
regions in standard Otsu method. In this paper, we adapt a new method for thresh-
olding of ultrasound images using phase gradients. Phase gradients have been used
in microscopy techniques to enhance the visibility of low contrast structures within
the cell body. As a pre-processing step, the image is enhanced using neutrosophic
image enhancement and despeckled using shearlets. Neutrosophic approach is used
considering the fuzzy nature of ultrasound images. The enhanced despeckled image
is thresholded using an adaptive Otsu thresholding where the constraints for thresh-
olding is derived also from texture, gradient, phase and phase gradient apart from
mean and between class variance. The performance was evaluated using metrics like
SSIM, MSE, SNR and accuracy revealing that the proposed method shows better
results than the conventional Otsu thresholding. The proposed method was tested
on US images with different echogenecities (hypoechoic, hyperechoic, anechoic,
isoechoic) and showed promising results in identifying the tumour regions.

Keywords Ultrasound - Thresholding - Neutrosophic image + Shearlet + Gabor
filter - Phase gradient
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1 Introduction

US imaging is emerging as the primary diagnostic tool for detection of tumours. Its
features include non-invasiveness, pain-free and less expensive than tomography or
resonance imaging, ionisation-free, ease of applicability, etc. However, the images
contain multiplicative noise component called speckle (resulting from backscattered
echoes) along with Gaussian noise and blurring from the underlying US system which
affects the resolution and contrast quality [1]. To model the US imaging system, a
2D convolution model employing tissue reflectivity (TR) image and system point
spread function (PSF) is commonly used [2]. For an US imaging system, let u be
the original TR-US image, H be the blurring/ convolution operator resulting from
the PSF, 1, be an additive Gaussian noise, 1, be an multiplicative noise and f be the
obtained degraded/ noisy image which satisfies the formulation:

f=H®umn+mn (D

Since H is introduced by the US system, most literature does not consider it into
effect and the effect of additive noise is less than that of the multiplicative one, the
model thus reduces to:

f=um @)

In short, u is affected by the blurring operator H and is then contaminated by
multiplicative specular noise 1,. The objective of US restoration is to estimate u
from f. Generally, there are two types of approaches for despeckling of US images.
The first type concentrates on filters that perform on US images directly like Lee filter
[3], Kuan filter [4], SRAD filter [5], wavelet filter [6], etc. The second type works
in the homomorphic cepstral domain by converting the speckle to an additive noise
through logarithmic transformation and further filtering in the log domain [7]. The
final restored image is obtained back by exponential transformation. By applying
log-transformation on Eq. 2,

log(f) = log(u) +1log(m) = g =v +n 3)

where g = log(f), v = log(u) and n = log(#,). The probability density function of n
for a shape parameter « is given by Rayleigh distribution as:

2
pdf(n) = (% exp(%) “4)

It is necessary to understand what the obtained images represent and to clearly
delineate the required region of interest. In US for tumour detection, the underlying
tumours show various echogenecities [8], viz. isoechoic (tumour intensities similar
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Fig. 1 Demonstration of various US echogenecities corrupted with specular noise (from left to
right, isoechoic, hypoechoic, hyperechoic and anechoic)

to surrounding tissue intensities), hypoechoic (tumour intensities different than sur-
rounding tissue intensities), hyperechoic (tumour showing bright white intensities)
and anechoic (tumour showing black intensities) as shown in Fig. 1 [9]. Among these,
isoechoic and slightly hypoechoic tumours are difficult to be detected and require
adept image processing.

Methods dealing in grouping image pixels into labelled regions are broadly called
segmentation, and among those, thresholding is labelling into two groups (not exclu-
sively) where one represents the objects of interest and the other the non-objects
or background. There is no method as such which deals with thresholding of US
images with echogenicity variations. Methods of thresholding can be categorized
on the basis of histograms, clusters, entropy, attributes, objects, etc. Since tumour
regions exhibit higher entropies or randomness, most literature focuses on methods
employing entropy.

Kapur et al. [10] uses entropy-based algorithms which conclude that the thresh-
old value is obtained when the total of background and foreground object entropies
reaches a maximum value. Abutaleb et al. [11] extended the work using 2D entropies
calculated from 2D histograms, while He et al. [12] used 2D histograms and multires-
olution analysis. Ordinary thresholding performs poorly for noisy and inhomogenous
data for which fuzzy set theory can be used to handle image vagueness. Prasad et al.
[13] used fuzzy C-partitions based on entropic criteria to obtain optimum threshold-
ing while Lopes et al. [14] employed fuzzy techniques for thresholding without any
entropy function so as to reduce time complexity. Li [15] proposed a thresholding
function based on artificial bee colony algorithm which finds the threshold based on
the maximum entropy. Most of these methods fail to give satisfactory results in the
presence of noise.

The widely used Otsu thresholding [16] is an automatic optimal global thresh-
olding used for its effectiveness, simplicity and low computational complexity and
is based on features obtained from intensity histograms. But while separating the
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foreground object of interest, most of the unwanted background is still retained in
the results. To refine this, Liu et al. [17] adapted a two-step modified Otsu-based
thresholding to constrain the obtained range of thresholds so as to extract the object.
And to further refine the results, morphological operations (dilation using a disc
structuring element of radius 9 and erosion using a disc structuring element of radius
3) were performed on the results of the previous step. It can be seen that a fixed
morphological operation after Otsu thresholding cannot be applied to arbitrary US
images where the tumour can be of any size or echogenecity.

In the present work, we present a simple yet effective procedure to threshold US
images using constraints derived using mean, gradient, texture and phase gradients
on the image. It is shown that the proposed method works even in US images with
cases of posterior acoustic shadowing (PAS). We do not suggest that the proposed
method is superior to other thresholding methods, just that in US images with varying
echogenecities, the proposed method will yield less unwanted regions (foreground
objects) as compared with entropy thresholding or Otsu thresholding. We also make a
contribution regarding the pre-processing of US images using neutrosophic approach
which will be explained later.

We briefly summarize the remaining contents: In Sect. 2, we present the pre-
processing steps adopted in this work and the proposed thresholding method. In
Sect. 3, the results and the performance are discussed. In Sect. 4, we make the
concluding remarks and scope for future research.

2 Background and Methodology

This section highlights and describes the proposed scheme of the method which
includes US image pre-processing (neutrosophic enhancement and shearlet despeck-
ling) and US thresholding based on phase and phase gradient, and the included
subsections describes the different steps of the procedure.

2.1 Pre-processing: Neutrosophic Enhancement

Neutrosophy, a branch of philosophy introduced by Florentin Smarandache in 1980,
studies neutralities and indeterminacies and defines as “a concept “A” in relation to
its opposite, “Anti-A” and that which is not A, “Non-A”, and that which is neither “A”
nor “Anti-A”, denoted by “Neut-A. Transformation of an image into neutrosophic
domain is to separate it into three layers or three images, namely foreground objects,
boundary objects and background [18]. Due to the fuzziness or randomness exhibited
by US images, neutrosophic-based processing can yield significant results.
Accordingly, “a neutrosophic set “A” in X (a space of points or objects with an
element denote as x) given as A = {(x, T (x), I (x), F(x))|x € X} is characterized
by a truth membership function 7, an indeterminacy membership function 7 and a %4
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Fand T (x), I(x), F (x) vary in (—0, 1+). A pixel in the neutrosophic domain can be
represented as p(7,, I, F'), meaning the pixel is t% true in the bright pixel/foreground
set, i% indeterminate/edge and f % false/background, where ¢ varies in 7, i varies in
I and f varies in F, respectively”. A Cartesian image coordinate pixel g(i, j) maps to
neutrosophic domain as g(i, j) = {T (i, j), I (i, j), F (i, j)} where

[ _(i, ) - _min
TG, j) = S d2 " Smin (5a)

8max — &min

[ 8(1’ ) - 8min
1G, j)= CSJT (5b)
F@G,j)=1-T(G/}j) (5¢)

and

1 i+w/2  j4w/2

g p=—e } ) glmm) (6a)

m=i—w/2n=j—w/2

gmax = max(g(, j) (6b)
min = min(g(, j) (6¢)
8, j) =abs(g(, j) — 8, j)) (7a)
Smax = Max(8(i, j)) (7b)
Smin = min(8(i, j)) (70)

Hence, the image becomes a 3D matrix in the neutrosophic domain, and the
individual components for an US tumour image are given in Fig. 2. To summarize,
the conversion of an image to neutrosophic image is as:

1. Read the image.

Fig. 2 (From left to right) original US image, truth (7') image, indeterminate (/) image and false
(F) image; I image shows the speckles present in the US image
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2. For each pixel, compute its local mean intensity and its maximum and minimum
values (Egs. 6a—6c).

3. Compute absolute divergence between each pixel intensity and its local mean
intensity and its maximum and minimum values (Egs. 7a-7¢)

4. Construct the truth matrix 7, indeterminate matrix / and the falseness matrix F'
(Egs. 5a-5c¢).

After the image has been converted to the neutrosophic domain, enhancement is
performed on each matrix individually [19]. The enhancement method is twofold,
i.e., on one hand, the method tries to denoise the image, and on the other, the image
contrast is improved. To do so, firstly a power law transformation (gamma correction)
is performed on the truth matrix. Secondly, a Gaussian filter is used on the indetermi-
nate matrix to remove any additive noise and enhance the edges. Thirdly, the false-
ness matrix is subjected to a logarithmic transformation to enhance its corresponding
details.

TG, j)=cT"(,j) (8a)
o1 (Id, j)—p?
F(i, j)=cln(1+ F(, j)) (8¢)

The neutrosophic image entropy is defined as summation of entropies of the three
sets. It is used to quantify the degree of indeterminacy in images. Strength of the
correlation between truth and false sets with indeterminate set are influenced by the
distribution of the pixels and the entropy of the indeterminate set. The enhancement
is iterated till the entropy associated with indeterminate set is less than a predefined
threshold. Finally, the enhanced truth image is converted back to the Cartesian image.
A pixel in Cartesian domain is given as:

f(iv j)=fmin"l‘(fmax_fmin)’f(isj) 9

where fimin and fax are the minimum and maximum values in the set T.

The specular noise associated with US imagery is multiplicative in nature and
follows Rayleigh or Gamma distribution [20]. Hence, we use a Rayleigh model on
the indeterminate set (Eq. 10) for noise removal rather than Gaussian filter, and by
implementing so, we have obtained improved signal-to-noise ratios.

. . _ . . 2
1, j)= I(;’zj)exp< 16D ) (10)

202

The iteration threshold is chosen as a small value <1. Smaller the value, bet-
ter the enhancement but at increased computation time. So as a compromise, we
choose the iteration threshold that optimizes the time, but this may result in some
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speckle not being eliminated. Therefore, the transformed enhanced image is further
despeckled using shearlets to remove any more existing noise which may degrade
our thresholding efficiency.

2.2 Pre-processing: Shearlet Despeckling

Shearlets can effectively capture the geometry of images and are more efficient
for representing images with edges. They are a multiscale framework that allows
encoding anisotropic features than compared with wavelets and preserves significant
detail information in despeckled outputs [21, 22]. In US imagery, detail preservation
is necessary and shearlet basis functions are supported in the frequency domain, and
thus, finer details like texture information can be retained after restoration.

The discrete shearlet system [23] is defined as:

SH(Y) = {Vjhm = |det APy (S*AT —m) s jike Z,me 22} (A1)

a 0
here A, =
where <Oﬁ

ls
change, S; =
g, 5, (O 1
and a, s, t are the scale, orientation and location variables, respectively. The discrete
shearlet transform can be denoted as:

) is the anisotropy matrix for multiscale partitions/resolution

) is the shear matrix for directional analysis/orientation change

SHy f (s ksm) = (£, ¥jkm) (12)

Shearlet transform implies filtering the signal in a pseudo polar grid and further
filtering by 1D band-pass filter banks without further sampling operations. Dis-
crete Shearlet transform [23] is a combination of Laplacian pyramid (LP) and direc-
tional filter and non-subsampled shearlet transform (NSST) [24]. Denoising appli-
cations uses non subsampled LP (NSLP) [24] rather than LP which can improve its
effectiveness. NSLP analysis [25, 26] is done iteratively as:

j—1
NSLP,, f = (Ah} HAh2> f (13)

k=1

where f is the image, NSLPj, is detail coefficients at scale j + 1, and Ahgand Ah}
are low and high pass filters at scale j and k.

NSST algorithm for a resolution scale j and number of directions D; can be
summarized as:

1. Decompose f into a low pass image fja and a high pass image fjd using NSLP
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Fig. 3 (From left to right) original US image and the enhanced and shearlet denoised US image

~J .
2. f,is computed in pseudo polar grid to get Pf/,
. _j P
3. Band-pass filtering is applied to Pf, to obtain { f dk

k=1
4. Inverse FFT is applied in pseudo polar grid to obtain NSST coefficients

i P
(7]
k=1

For our work, we have considered the log transform method (Eq. 2) for multi-
plicative noise (speckle) removal similar to [27]. Obtain an estimate of f from the
noisy image g using soft thresholding on NSST coefficients of g. The threshold levels
are given by 7 = c;o,,, where the noise standard deviation at scale j and shear
directional band k is given as o, and scaling parameter is given as c;. Five levels
of the NSLP decomposition is applied, viz. eight 32 x 32 shear filters is used for
the first two coarser scales and sixteen 16 x 16 shear filters is used for the third
and fourth finer scales and so on. The denoised image is converted back using expo-
nential transformation. A simulation result of such a denoised US image is given
in Fig. 3. The denoised enhanced image is then passed through Gabor filters for
extraction of textural features which is used as one of the constraining parameters of
our thresholding algorithm.

2.3 Gabor Filter for Texture Extraction

Gabor filters are extensively used in areas of texture-based segmentation, feature
extraction and classification [28, 29]. A Gabor function can be defined as a sinusoidal
modulated Gaussian with a spread of o, and o, in the x and y directions and a
modulating frequency of uy. Its impulse response is given as:

1 1] x? 2
h(x,y) = expy —= )C—2+y—2 cos(2mupx) (14)
2mo,0, 2| o} o,
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Equation 14 shows an orientation of 0° w.r.t x-axis. Arbitrary rotations of the filter
can be obtained by rotating the function. The frequency u, and the rotation angle 0
define the filter centre location. By tuning the two values to different centre locations,
multiple filters can be created that span the entire domain.

Gabor wavelets can be utilized to extract texture features where a mother wavelet
(Eq. 15) can be used to generate a set of wavelets and the whole image is given as
input to the wavelet set [30, 31] which is characterized by the choice of proper set of
frequencies and orientations that covers the domain and captures texture information
as much as possible.

L N bl S DR 15
¢(x’y)_2noxay el 0—34‘0—3 +2rxjUpx (15)
Up\ "'
h(x,y):(7> $(X,Y) (16)
i

AN dn . (dn -
= <E> [(x — xo) COS(E + (& = y) SIH(N—d)) (17a)

Y—<ﬂ)ﬁP(— )'Cﬁ+(—-> <@J) (17b)
=7 X — Xp) sin N, Yy — Yp) cos N,

Here, s = 1,2, ..., N, is scaling parameter, and d = 1,2, ..., N, is direction
parameter of wavelets; (xg, yo) is filter centre in spatial domain, and U;, and U, are
maximum and minimum values of centre frequencies. In our work, we have chosen
four scales each with eight different orientations to capture as much echogenic texture
from the denoised images as possible.

2.4 Thresholding

A summary of the widely used optimal global thresholding, Otsu method [16] is
explained. For an image of L grey levels, n; denotes number of pixels with grey value
i and total number of pixels N = Zf;ol n;. The probability density distribution of i is
givenas p; = 5 and0 < p; < 1. Theimage pixels can be divided into F’ (foreground)
and B (background) classes by specifying a threshold t. Then, F specifies the pixels
within [0, 1, - - - , 7], and B represents the pixels [t + 1, 7 +2, ..., L — 1]. The mean

grey level, the between class variance and the optimal threshold are given as:

L—1
ur = Zipi (18)
i=0

o? = oo — ur)> + @i () — pr)? (19)
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Topt = arg maxo> (20)

Since US images have poor resolution and contrast, Otsu thresholding will not
yield satisfactory results for tumour region thresholding, despite of contrast adjust-
ment operations. Experimentally, Otsu method could not distinguish between tumour
region and certain surrounding tissues of similar echogenecity/ intensities.

For effective thresholding, we adopted multiple thresholds each based on Otsu
method and applied this method on images derived as a result of texture, phase,
gradient and phase gradient operations on the enhanced despeckled image. Fre-
quency domain operations are offering an alternative approach in image enhance-
ment, denoising, etc., where the image is represented in terms of its magnitude and
phase spectra. In such cases, the phase of an image contains important information
regarding the edges and avoiding the phase during FFT reconstruction which will
result in significant information loss. Although not essentially the same, the concept
of phase gradients is used in (Hoffman nodulation contrast) microscopy to enhance
or highlight transparent/ translucent details that are embedded within the cell [32].
We have extended this terminology to detect similar tumour echogenecities to that
of surrounding tissues and thus refine the delineation of our region of interest. The
steps can be briefed as:

1. Compute the simple Otsu global threshold, say threshl.

2. Compute the global threshold based on its Gabor texture image, say thresh2.

3. Transform the image to its Fourier domain and then reconstruct the image using
phase information alone. Compute the global threshold of this reconstructed
phase image, say thresh3. Also, compute the threshold of the gradient of phase
reconstructed image (phase gradient), say thresh4.

4. Label the image as foreground pixels only when the image pixels are less than the
minimum of threshl, thresh2, thresh3 and thresh4. Rest of the pixels is labelled
as background.

2.5 Proposed Work

The proposed work aims at improving the thresholding of US images with tumours
irrespective of their echogenecities and is compared with the standard Otsu optimal
global thresholding. The work was applied on 40 B-mode US images (18 hypoechoic,
8 isoechoic, 8 anechoic and 6 hyperechoic tumours each) from www.ultrasoundcases.
info. The proposed thresholding algorithm was implemented by using MATLAB
(R2017b) on a system having clock speed of 2 GHz and with 4 GB memory. Our
proposed workflow can be briefed as:

1. Pre-processing
Input-Noisy US image with tumour
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e Do neutrosophic processing and enhancement on the noisy image to obtain a
denoised image focusing on region of interest (tumour/foreground)
e Do further denoising using NSST

Output-Denoised US image
2. Extraction of relevant features from texture, gradient and phase
Input-Denoised US image

e Perform Gabor filtering at different scales and orientations to capture
maximum information regarding tumour texture
Compute the gradient of the image
Transform the image to its Fourier domain and then reconstruct the image
using phase information alone. Also, calculate the gradient of this image also.

3. Thresholding

e Compute the individual grey level thresholds of the feature images obtained
in the previous step.
Also, compute the global Otsu threshold.
Obtain a suitable common threshold; say the minimum of the obtained
thresholds.

e Threshold the denoised image using the above constraint.

Output-Thresholded binary image

3 Experimental Results and Evaluation

The results show significant improvement in thresholding using the proposed method-
ology. Using MATLAB, Otsu method and proposed method were applied on US
images of different echogenecities, and the simulation results are shown in Figs. 4,

Fig. 4 (From left to right) original hyperechoic tumour US image, thresholded image using Otsu
thresholding, thresholded image using proposed thresholding
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5, 6, 7 and 8. The improvement can be understood visually itself which is further
substantiated by the quantitative measures shown in Figs. 9, 10 and 11. In most cases,
for simple Otsu thresholding, the tumour region was connected to the neighbouring
tissue regions, thus reducing the thresholding efficiency.

To compute the differences between the optimal Otsu thresholding and our
proposed thresholding, we have evaluated few quantitative measures, namely

e SSIM: structural similarity index, a quality assessment index, is calculated
between simple Otsu threshold and ground truth and proposed method and ground
truth as defined in [33]. SSIM is comparably higher for the proposed method.

Fig. 5 (From left to right) original anechoic tumour US image, thresholded image using Otsu
thresholding, thresholded image using proposed thresholding

Fig. 6 (From left to right) original hypoechoic tumour US image, thresholded image using Otsu
thresholding, thresholded image using proposed thresholding

Fig. 7 (From left to right) original slightly hypoechoic/marginally isoechoic tumour US image,
thresholded image using Otsu thresholding, thresholded image using proposed thresholding
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Fig. 8 (From left to right) original isoechoic tumour US image, thresholded image using Otsu
thresholding, thresholded image using proposed thresholding

Comparison of SSIM

I Otsu Thresholding
I Proposed Thresholding

Average of SSIM

Anechoic Hyperechoic Hypoechoic Isoechoic
Fig. 9 Comparison of SSIM between simple Otsu threshold and proposed method

05 Comparison of Error

I Otsu Thresholding
[ Proposed Thresholding

Average of Error

Anechoic Hyperechoic Hypoechoic Isoechoic

Fig. 10 Comparison of MSE between simple Otsu threshold and proposed method
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Comparison of Accuracy
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Fig. 11 Comparison of accuracy between simple Otsu threshold and proposed method

e MSE: mean square error between each of the two thresholding methods compared
with the ground truth yielded lower error for the proposed method.

® Accuracy of each thresholding method compared with the ground truth. Proposed
method yields better accuracy.

Numerical evaluations based on above measures is presented for Otsu method
and proposed method. A visual evaluation of proposed method with other existing
methods for a tumour with complicated boundaries is shown in Fig. 12. The proposed
method yields better thresholding than the compared methods (mean thresholding,
maximum entropy thresholding, Otsu thresholding).

PAS is an US image artefact observed for highly malignant tumours, where the
tumour tissues produce a certain shadow effect on the neighbouring regions. Existing
literature seldom takes these PAS cases into effect, and existing thresholding methods
incorrectly label the shadow region as the tumour too. In our method, we are able
to refine this problem since the shadows differ in texture, phase and gradients even
though they may have the same intensities as the neighbouring tumour and is evident
from a simulation result shown in Fig. 13.

The neutrosophic enhancement explained in [18] models the noise as addi-
tive Gaussian alone. We have extended the modelling of the indeterminate image
to Rayleigh model as well to handle the effects of speckle noise. Significant
improvement in SNR is obtained in doing this and is shown in Fig. 14.

4 Conclusions

An adaptive Otsu thresholding method using texture, phase and phase gradients
along with between class variance for US image thresholding is presented. The
obtained US image is neutrosophically enhanced and denoised using shearlets during



A Novel Approach to Ultrasound Image Thresholding Using Phase ... 85

Fig. 12 Comparison of different thresholding methods, (from top, clockwise) original US image
with complicated boundaries and shadows, maximum entropy thresholding, proposed method, Otsu
thresholding and mean thresholding

pre-processing. Significant Gabor features are obtained from the denoised image.
Otsu-based thresholding is done where the thresholding constraints are derived from
variances, texture, phase and phase gradients. The results highlight improvement over
present optimal global thresholding methods. The proposed thresholding method
can yield better mask initialization outputs for segmentation purposes. The features
include less morphological operations to refine the thresholded output for mask
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Fig. 13 (From left to right) US image showing PAS, thresholded image using Otsu thresholding,
thresholded image using proposed thresholding

Comparison of SNR

- 6auss|ar1 ﬁl‘téled NS mage
[ Rayleigh fitered NS image

Average of SNR

Anechoic Hyperechoic Hypoechoic Isoechoic

Fig. 14 Comparison of SNR between neutrosophic enhancement using Gaussian and Rayleigh
modelling of noise

creation and work even in cases of US images with PAS and iso/ slightly hypo
echoic tumours. The proposed method guarantees to help in diagnostic procedures
where the radiologist can decide the region of interest with minimum processing. The
future work aims at using this proposed algorithm for initial mask creation which
can be used for segmentation of tumours using deformable models.
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Multiplier
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Abstract Low power and high speed digital systems are essential for enhancing
battery life of portable devices such as smartphones and digital computers. The
integral part of any arithmetic and logic unit is adder. When compared to addition,
subtraction and multiplication require more hardware resources and processing time.
Low power consumption, delay and process variation parameters need to be taken
care while designing the integrated circuit. In our proposed work, improved version
of Vedic multiplier is designed and implemented by using CSA based on NEDFF. The
proposed design offers low power dissipation and high speed. The power and delay
results of existing and proposed multipliers are taken by using micro wind tool with
technology of 90 nm. The experimental results signify that proposed Vedic multiplier
using a CSA based on NEDFF provides 50% improvement in performance.

Keywords Carry select adder (CSA) - Partial product reduction (PPR) « Vedic
mathematics (VM) - Negative edge triggered D flip-flop (NEDFF)
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1 Introduction

Digital multiplication is the most extensively used operation in signal processing.
The demand for higher throughput, increased performance, reduced area and power
dissipation are foremost requirement for many applications. Vedic Mathematics—
“An ancient Indian System of calculation” rediscovered from Vedas between 1911
and 1918 by Sri Bharati Krishna Tirthaji Maharaj. Urdhwa and Triyakbhyam is one
of the multiplication algorithms among sixteen sutra. Vedas embodies the princi-
ples of algebra for empirical accuracy. Vedic mathematics becomes very useful for
engineering applications such as complex computations and signal processing by
ensuring speed and accuracy. Multiplier architecture is sub-divided into three stages.
In the first stage, partial products are generated by an AND array. The process of
generation of partial product starts from LSB to MSB. The second stage namely
partial product compression has critical path delay that decides the overall speed of
the multiplier. The complexity of an array multiplier is O(n) whereas that of a tree
multiplier is O(log2n), where “n” is number of bits in the operand. Tree algorithm
provides high speed multiplication, but wiring overhead is a major problem. CSA
reduces considerable amount of power dissipation and wiring overhead. This work
is focused on the optimization of partial product addition (PPA) using negative edge
triggered D flip-flop based on carry select adder.

2 Literature Review

In the literature, various types of multipliers are reported to obtain low power con-
sumption and performance enhancement. G.R. Gokhale and P.D. Bahisonade have
proposed a high-speed Vedic multiplier using binary to excess one converter-based
CSA [1]. This multiplier performs better when compared to booth multiplier. Lokesh
M. Bhalmeet al proposed 4 x 4 Vedic multiplier with ripple carry adder having less
delay than 4 x 4 Vedic multiplier realized using 4-bit traditional booths multiplier
[2]. CLAs are the fastest adders, but it increases structural complexity. Damarla
Paradhasaradhi et al. proposed area efficient square root CSA by sharing the com-
mon Boolean logic (CBL) term, and the duplicated adder cells in the conventional
CSA are removed [3]. Kumari DP et al. have proposed Switching Transistor based
D Flip Flop (STDFF) but, this STDFF uses dual clock pulse generator [4]. Anitha
Ponnusamy et al. have proposed partitioned data multiplier using NSDFF, which
increase computational complexity [5]. Richa Chauhan et al. have proposed Vedic
multiplier using CSA with common Boolean logic which offers high computation
speed [6]. Ganesh Kumar et al. proposed modified carry save adder to improve
power and delay constraints [7]. High-speed adder offers high computation speed
with increased structural complexity. When compared to existing methodologies
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Fig. 1 Block diagram A3 A2 B3 B2
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such as BEC-based CSA and regular DFF-based CSA, NEDFF has very less struc-
tural complexity [8]. The total number of transistors required to construct NEDFF is
8T.

3 Carry Select Adder

Figure 1 shows logic diagram of 4-bit CSA using NEDFF. The CSA using NEDFF
offers minimal critical path delay and reduced total power consumption. This CSA
performs addition whenever the clock signal of NEDFF goes low. Until that, the
output will get simultaneously affected by their applied input.

4 Proposed Vedic Multiplier

The proposed 4 x 4 Vedic multiplier uses “UrdhvaTiryakbhyam Sutra” (algorithm).
It is a unique approach. This multiplication algorithm is used to perform multiplica-
tion in crosswise and vertically (criss-cross multiplication addition) to improve the
computation speed by generating and adding partial products simultaneously. In the
existing multiplier, generated partial products are compressed by 4-bit ripple carry
adder. The carry propagation delay is the major disadvantage of ripple carry adder.
The proposed 4 x 4 multiplier comprises four 2 x 2 multipliers, and three 4-bit RCA
is replaced by three 4-bit CSA based on NEDFF. Implementation of the proposed
4 x 4 Vedic multiplier using NEDFF-based CSA is shown in Fig. 4. The computation
speed of this algorithm is very high for all types of numerics.

In first stage, the generated partial products of 4 bit input sequence is divided
into four 2 bit sequences such as a[1:0] & b[1:0], a[1:0] & b[3:2], a[3:2] & b[1:0]
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and a[3:2] & b[3:2], respectively. The product is calculated in parallel and cross-
wise methodology since it requires same quantity of time to calculate the sum of the
multiplier. In this multiplier, partial product compression operation in the column is
performed by using CSA-NEDFF.

4.1 UrdhvaTiryakbhyam Algorithm

Let us assume A0 =4, Al =3, A2 =2, A3 = 1. Similarly, B0 =4,B1 =3,B2 =
2, B3 = 1. Firstly, least significant bit (LSB) of multiplicant is multipied with least
significant bit (LSB) of mulitiplier. Secondly, vertically and crosswise multiplication
have been carried out in the following steps 2, 3, 4, 5, 6 and 7, respectively. At
same time, generated partial products are added, and then, the carry values will be
forwarded to next higher stages (Fig. 2).

bsby aza> bibo aza: bsbs ajag biby alag
2x2 Vedic 2x2 Vedic 2x2 Vedic 2x2 Vedic
Multiplier Multiplier Multiplier Multiplier
(3-0) (3-0)
(3-0) F Y Y VY Fy vy
4 Bit Carry Select Adder

69) © © £

3-2
et L& P9 4

ca;
4 Bit Carry Select Adder
g l (3-2)
YyYYyYVvVvy Y + o8 Yy -0
4 Bit Carry Select Adder
by b by
caz P7 Ps Ps Py P; P, Py Py

Fig. 2 Block diagram of proposed 4 x 4 Vedic multiplier
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Step 1: (A0 * B0)=4*4=16
previous carry =0
Therefore 16 + 0 =16
S,=6;C,=1

Step 2: (A0 * B1) + (Al * B0)=12+12=24
Prevoius carry = 1
Therefore 24 + 1 =25
S,=5;C=2

Step 3: (A0 * B2) + (B1 * A1) + (A2 *B0)=8+9 +8=25
Previous carry =2
Therefore 25 +2 =27
S,=7;C,=2

Step 4: (A3 * B0) + (A2 * Bl) + (A1 * B2) + (A0 *B3) =4+ 6+6+4=20
Previous carry =2
Therefore 20 +2 =22
S,=2;C,=2

Step 5: (A3 *B1)+ (A2 *B2)+ (A1 *B2)=3+4+3=10
Previous carry =2
Therefore 10 +2 =12
S,=2;C,=1

Step 6: (A2 *B3)+ (A3 *B2)=2+2=4
Previous carry = 1
Therefore 4 +1=15
S,=5;C,=0

Step7: (A3 *B3)=1*1=1
previous carry = 0
Therefore 1 +0=1
S,=1;C,=0

Final Product is C686855453828150 = 1522756.

Line diagram of UrdhvaTiryakbhyam Sutra, generated partial product and reduc-
tion of PPA using CSA is shown in Figs. 3, 4 and 1, respectively. The area and overall
total power consumption of proposed Vedic multiplier is minimized when compared
with existing Vedic multiplier. The length and width of transistors of pull up transis-
tor are increased for power trading. The proposed Vedic multiplier is designed using
micro wind tool, and simulation of the multiplier is carried out in 90 nm technology.
Implementation of proposed Vedic multiplier using negative triggerd D flip flop is
shown in Fig. 6.
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Fig. 3 Line diagram of 4 x 4 Vedic multiplier using UrdhvaTiryakbhyam Sutra

Fig. 4 Generated partial
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5 Results and Discussion

The parametric results of CSA using RCA, carry skip and carry select adder are listed
in Table 1. It infers 43.76 and 46.75% of improvement of power delay product (PDP)
in NEDFF-based carry select adder when compared to carry skip adder and ripple
carry adder-based Vedic multipliers. It is observed that the number of transistors
required to implement NEDFF-based CSA is least when compared to other multiplier
structures. A comparison graph of existing and proposed multipliers are shown in
Fig. 5. The details of transistor utilization in each multiplier are reported in Table 2
Comparison of previous literature results are reported in Table 3.
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Table 1 Power analysis result of various multipliers

Types of multiplier design Parametric analysis
Total power consumption (mW) | Delay (ns) | PDP (Wsl)
4 x 4 ripple carry adder-based 0.325 3.7 1.202
VM
4 x 4 carry skip adder-based 0.214 4.6 0.984
VM
Proposed 4 x 4 Vedic multiplier | 0.229 23 0.526
Proposed 8 x 8 Vedic multiplier | 0.458 4.9 2.242
5
4.5 +
4 -
3.5
31 m Total Power
25+ Consumption
24 ® Delayin ns
1.5
14 = PDPin X10-12
0.5 1
o] ]

4x4 Ripple 4x4 Carry Skip Proposed 4x4
Carry Adder Adder Based Vedic
based VM VM multiplier

Fig. 5 Comparison graph between proposed and existing multipliers

Table 2 Transistors utilization details

Type of multiplier Total number of transistors used
4 x 4 ripple carry adder-based VM | 240
4 x 4 carry skip adder-based VM 216
Proposed 4 x 4 Vedic multiplier 240

Proposed 8 x 8 Vedic multiplier 232
18 FA + 7 D-FF + 8 Mux (1 FA = 8T, 1 D-ff = 8T, 1
Mux = 4T)

6 Conclusion

In this paper, we presented an optimal power structuring of Vedic multiplier using
CSA-NEDFF. The aim is to provide suitable and appropriate multiplier with very low
power dissipation for battery life portable devices. The results reveal that the proposed
Vedic multiplier using NEDFF-based consumes very less power. This multiplier
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Table 3 Comparison of results with previous literatures

P. Anitha and P. Ramanathan

Simulation tool | Author Size of the multiplier | Power (mW) | Delay (ns)

Xilinx 14.1i Richa Chauhan, M. 16 x 16 - 30.89
Zahid Alam

Xilinx 14.1i G.R. Gokhale, 8 x 8 - 45.67
M.S.P.D. Bahirgone

Synopsis G. Ganesh Kumar, 8§ x 8 0.358 1.04

Subhenu K Sahoo

Fig. 6 Implementation of 4 x 4 Vedic multiplier using negative edge triggered D flip-flop

provides better trade-off between power and silicon area. This multiplier eradicates
worst case time delay.
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Power Optimization in ®
Application-Based D2D Communication

updates

Sereena Helen Sajeev and Rinju Mariam Rolly

Abstract The 5G networks are in their final stage and are expected to be available
soon. Fifth generation has increased the energy consumption in mobile networks in
order to meet the demands of users with an increase in carbon footprints. Therefore,
energy efficiency in cellular networks is a big concern in order to reduce the overall
environmental effects. This paper proposes a green algorithm for energy-efficient
networks which encompass D2D transmission initiated between a single transmitter
(PT) and many receivers (PR). Three applications are considered: conversational
video, conversational voice and text. Optimal power allocation is done in order to
meet the target rates of all the demanded applications. The algorithm introduces a
parameter known as zone factor for determining the transmission time at each zone
for the demanded applications, and this time determines the energy consumed at the
user terminal and thus it affects the battery life directly. The efficiency of the green
algorithm proposed is validated using MATLAB simulation.

Keywords D2D communication * Energy efficiency (EE) - Battery lifetime -
Zone factor - Power optimization

1 Introduction

Digital wireless communication systems are consistently on the mission to fulfill
the growing needs of humans with the evolution of 1G, 2G, 3G, 4G and now 5G.
Wireless communication networks (WCN) undergo changes continuously to ful-
fill user demands. The fifth generation (5G) is currently under development and is
expected to hit the markets around 2020. Compared to the 4G LTE technology, 5G is
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targeted to achieve high speed, low latency and low power. Fifth generation has some
potential targets that include 10x peak data rate, increased network capacity, 10x
energy efficiency and 10x lower latency [1, 2]. The highlights of 5G increased peak
bitrate, high system spectral efficiency, mass connectivity, low battery consumption
and better connectivity.

For achieving the 5G goals, network operators and carriers are planning to leverage
emerging device-centric systems like device-to-device (D2D) communications, small
cells and nano cells [1]. The vision of 5G WCN is an unceasing traffic demand in order
to meet the speed demands of the large number of users [3], and it is accompanied
with the emergence of multiple technologies in 5G network like spectrum sharing
(SS) and D2D communication. D2D supports simultaneous transmissions between
users, and it also improves the spectral efficiency and battery lifetime. It has lower
latency, and it reduced the power consumed.

The main issue faced by smartphones is corroding of battery life due to high
demand of diverse applications. Power consumption should be reduced without fail-
ing to meet the user demands. Power consumption can be reduced by transmitting at
optimal power for the demanded application so that the user demands are achieved.
This paper introduces a power optimization algorithm for reducing the power con-
sumption, and thus, it helps in increasing battery life and makes the network more
energy efficient.

2 Related Work

A zone-based green algorithm is proposed in [3] for increasing the battery lifetime
in spectrum sharing networks using D2D communication. The proposed algorithm
known as ZBGrEEn is for energy efficiency (EE) improvement and to improve battery
life. ZBGrEEn considers a single primary transmitter (PT) and multiple primary
receivers (PR) placed in different zones. If the PT cannot meet the target rates over
the D2D links, then it transmits cooperatively through an appropriate secondary
transmitter (ST) in the SS network.

In [4], it is assumed that the secondary users completely knew the information
about the primary users in the network. By using dirty paper coding technique, the
achieved data rate is maximum for transmitting data of primary and secondary users
in [4]. By using spectrum holes in [5], primary information is forwarded with the
help of secondary users. This technique not only promotes power savings but also
helps in enhancing the battery lifetime of the phones [3].

In [6], detailed survey of the emerging 5G cellular technology along with its net-
work architecture and some key emerging techniques like massive MIMO technol-
ogy, device-to-device communication (D2D), spectrum sharing, etc., are presented.
Also, an architecture for 5G cellular network is proposed in [6] which shows the
inclusion of device-to-device communication (D2D), small cell access points, net-
work cloud and Internet of Things (IOT) along with the 5G architecture. Various
resource allocation algorithms for D2D communication are discussed in [7-13].
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3 System Model

3.1 System Framework

The system framework is shown in Fig. 1. It has a single transmitter (PT) and a
more than one primary receivers (PRs) P in j zones around the PT, such that, P =
{PR;, PR, ..., PR,} with ‘z’ PRs in each zones. The zones are represented as Z =
{Zl, Zy, ..., Zj}. The framework for j=4 is given in Fig. 1.

The zones are divided depending upon the distance of PRs from PT. The distance
considered is from 0 to 20m. Four zones are considered Zone 1, Zone 2, Zone 3
and Zone 4 such that Zone 1 Z1 denotes 0-5m, Zone 2 Z2 denotes 5—10m, Zone 3
73 denotes 10-15m, and Zone 4 Z4 denotes 15-20 m. By dividing the distance into
zones, it helps to easily determine the required power for transmission in each zone.

3.2 System Model

OFDM is considered in which the channel is undergoing Rayleigh flat fading. Log-
normal shadow fading is also considered in each zones. Let the signal transmitted be
x, from PT to PR; ;, then the received signal is

i (i, J)
Yp(J) =+ Pr " hprpr,;Xp + NprpR, (1)
‘"‘,‘p\ Irn\l
Faix =—————s  Primary Transmission link in Z,
@ ——————— +  Primary Transmission link in Z;

Primary Transmission link in Z;

- P,
5 e Primary Transmission link in Z,
T Paa — s a=p Secondary Transmission link
—— PT’s battery drain, from zone to zone
PT ~ Primary Transmitter
A et .ln:\l hyrrmm f Bevewaig :j PR ~ Primary Receiver
& &) F'Q,JI L]
Py e Pras
ﬁrl.ﬂﬂl)i
L
.
" Pm@
—m L

Fig. 1 Framework of zone-based D2D communication [3]
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Fig. 2 Rate achievable versus distance

where P}(i‘j ) is the power required for transmission at PT , the channel coefficient
between the PT and PR; ; is given by hpr,pr, ; and 7pr 4,qpr, , Tepresents the additive

white Gaussian noise (AWGN) with zero mean and 0% variance.
Pathloss of D2D communication at distance d km is (from ITU Model)

PL = 148 4 40log,,d (km) )
For distance d < d0
PL = 40log,,d (km) + 30log,, f. (Mhz) 4 49 3)
Channel gain at a given pathloss (PL) is
PL
hpT,pR =10"1 “4)
The signal-to-noise ratio (SNR) at PR; ; is calculated as

P}(i’j) ’hPT,PRU ‘ ?

SNR/ = - (5)
90

If the bandwidth available is W Hz, then the achievable rate can be calculated as
RL (j) = Wlog, (1 + SNR/ ) (6)

In the proposed system model, a set of applications A, is considered such that A;
is conversational video, A, is conversational audio and Aj is Text. The target rates
are R?‘ = 13.15 Mbps for conversational video, R = 6 Mbps for conversational
audio and R/T43 = 2 Mbps for text. The applications in A, are arranged in descending
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priority. The primary transmitter will serve primary receivers in the order of priority
of the application demanded.

PRs in different zones are affected by pathloss, thereby impacting the QoS. As
the distance between PT — PR increases, the pathloss also increases. Transmission
power is dependent on PT — PR, i.e., the distance between primary transmitter and
receiver. Therefore, for serving the PRs in Z; needs least power, followed by Z,, Z3
and Z4. The relation between achievable rate and distance is shown in Fig. 2. It shows
that as the distance between PT — PR increases, the achievable rate decreases.

For different values of the transmitted power P}("] ) from 0 to 43 dBm, the corre-
sponding data rates achieved are shown in Fig. 3. It can be seen that Z; can achieve
high data rates at low transmission power levels than Z,, Z3 and Z,, i.e., the target
rates Rj', Ry and R;* can be achieved at smaller transmitted power levels in zones
Z and Z, than in zones Z3 and Z4 because of the increase in the distance between
PT and PR.

Higher efficiency in usage of resources can be attained by transmitting the infor-
mation at minimum or controlled power levels. This improves and extends the life
of battery of the transmitting device [3].

Depending on the target rate R?" required to meet the application demanded,
power required for transmission at PT can be calculated [3]. The minimum power
required for transmission P9 1o meet the target rate R?" can be obtained by using

T,opt
the Shannon capacity formula as

-
R} = Wlog, 1+—T’°'°‘| > .l )
99

The transmission power level required (optimum power) of PT can be obtained
from (7) as

Rate v/s Transmission Power ITU Model

—23
IsF  |—e—2z

Rate(Mbps)

0 s 10 15 20 25 3 35 40 a5
Transmission Power(dBm)

Fig. 3 Rate achievable versus transmission power
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i 0'2 RAi
P = (2% 1) ®

|hPT,PR,,_,-

Thus, the required transmission power levels can be obtained for all the applica-
tions considered in A, such that direct PT — PR; ; transmissions can be done at the

optimal power P}[’O;t) for greater power savings. Power can be saved by transmitting

at PT'%’IQ which is computed as

Psaved(i.n) = P}(max) - P}(,lo;t) (9)

The PT will stop serving the primary receivers PRs if the transmission power

level of the PR goes beyond the threshold, i.e., P}[i’j ) < pibreshold This is because if

it continues the transmission at very low power levels, the battery will be drained and

finally stops functioning. The power optimization process is described in algorithm

1. The proposed algorithm optimizes the power levels for achieving R;"', and thus it
helps in improving energy efficiency.

Algorithm 1: Optimizing Power for the system
Step 1: Input the system Parameters
Transmitter Parameter: P}(max), R?", Ap, W
Channel: o]
Step 2: Initialization
Number of Primary Receivers, i
Number of zones, j .
Battery Capacity and Battery Energy: ;oo battery
Threshold distance for pair formation, dy
Circuit power consumption P,
Step 3: Identifying the demanded application and power level required
/*by using loop statement*/
for 1=1;j /*for zones*/
for z=1:1 /*for PRs*/

Identifying the application demanded by PR from the available set of A,
1G,

Compute PTW{,) to attain the desired rate, such that P}(i’j ) — P}(;;t)
. 1(i, ) t(max) 1, ) threshold
if P < P; && Pqupt > pprresne

Direct transmission of PT — P R; jcan be initiated
Compute power saved Psaveay
else if P07 < pihresholdgg pIC) ~ p oy

T,opt T,opt
then Direct transmission of cannot be initiated.
End all the loops

The energy efficiency of each of the four zones with ‘z” PRs and PRs demanding
different application is obtained by [3] as
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; R;,(j)
T 1
T c

The corresponding optimization problem is

max EE{ (11
P}(i’f)
Z Pyl < plma) (11a)
i=1
P}(’v]) > P}hreshold (llb)
R, (j) ~ max (R?“) (11c)

The condition (11a) shows that the total transmission power available at the PT
serving the demands of the PR in the corresponding zone should not be more than
the maximum power available for transmission at the primary transmitter, and the
constraint (11b) ensures that the primary transmitter’s battery will not be completely
drained out when serving the demand of the primary receiver. Constraint (11c) assures
that the target rate will be the achievable rate of the highest application demanded.
A constant circuit power consumption P, is assumed for all the users.

Zone factor determines the time for transmission in each zone, and it can be
computed as [1]

15i<i,n> = —Zn?’kip o (12)
T
where p, gives the number of packets of the files needed for the application demanded
to be transmitted, and b, denotes the number of the bits per packet. When multiple
PRs demand combination of applications, then R?’ — max(R’T").

The energy consumed by the primary transmitter for the transferring of files for

the n applications to i PRs in zone j is [14]

: El T}
Jj __ “hbattery "i,n (13)

Econsumed(i,n) - 3600
Depending on the value of the energy consumed by the primary transmitter

éomumed(i,n), the device will draw an equivalent amount of current from the bat-

tery Iy . given by

. ity?
E j I capaci
consumed (m,n) " batter
(m,n) y (14)

T
E battery

Ipr iy =

and it affects the battery lifetime, which is given by
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capacity
7" = 2 07 (15)

Jj
IPT,n

0.7 is for the effects of the external factors.

4 Results and Discussions

This section shows the simulation results obtained from the proposed power opti-
mization scheme. The simulation is done using MATLAB R2018b. The primary
transmitter is assumed to have a battery energy of 7.45 Wh. The different primary
receivers demand different applications. The users in the system are undergoing
Rayleigh flat fading, and channel is modeled using pathloss equations of the ITU
model [15]. The simulation parameters considered are given in the Table 1. The target
rate achieved is maximum for A; and then A, and Aj;.

4.1 Result Analysis

The data rates that are achievable over the communication links decrease as the
distance between transmitter and receiver increases. This is due to rise in pathloss.
For varying value of dpr— PR, from 1 to 20 m, the data rates achieved are depicted

in Fig.4. Transmission is done at P}(max). From the graph, it can be seen that all the

Table 1 Parameters used for simulation [7]

Parameter Value

Carrier frequency 2 GHz

Noise power, a% —126 dBm

Total bandwidth available, W 1.4 MHz

Maximum transmission power of PT, P;(max) 43 dBm

pjhreshold 18 dBm

Log-normal shadow fading 4dB-8dB(in different zones)

Target rate of demanded application A1=13.15 Mbps Ar= 6 Mbps A3=2 xbps
Threshold distance 20 m

Circuit power consumption 100 mW

Modulation schemes 256/128/64 QAM

File size for each application A1: 100 MB A,: 50 MB A3: 200 KB
Battery energy consumption 7.45 Wh

Battery capacity 1960 mAh




Power Optimization in Application-Based D2D Communication 107

Achievable Rate v/s Distance

;‘; +— Z1=5m

40+ i —— Zz=10m
\ b ZX=1%m

a5 —tr— Zd4=20m

P e — = = \Video

3 b, = = = Audio

g 30+ \. — — Text

T

m 25 w0

@© S

o NE

5 20 N

- - -

=3 -

a

E 15 ».

L=

0 2 4 [ 8 10 12 14 16 18 20
Distance in metres

Fig. 4 Rate achieved versus distance for PT and PR in zones

four zones do not require maximum transmission power in order to achieve the target
rate R?’ . The maximum achievable rate in Z1 is 44 Mbps but the target rate is 13.15
Mbps only. Thus, transmission initiated at a low power level can successfully meet
A; .. . .
the target rate R;'. Transmissions done at higher power levels will consume more
battery and reduce the life of battery [3]. In Z3 and Z, where the distance between
the transmitter and receiver is high, the target data rates that are expected to achieve
are unable to meet.

4.2 Analysis of Energy Efficiency and Transmission Power

From Figs. 3 and 4, it can be seen that maximum transmission power is not required
in all zones to meet the target rate R?“. Optimal power to meet the target rate can
be calculated for each zone from (8). Instead of transmitting at maximum power,
transmission can be done at optimal power so that power can be saved and power
consumption can be reduced.

From Fig. 4, it can be seen that conversational video (13.15 Mbps) can be transmit-
ted at much lower power levels than the maximum transmission power in Z; and Z,
(up to 10m). Figure 5 shows the power saved by transmitting at optimal power level
up to distance 10 m. It can be depicted from the graph that as the distance between
PT and PR increases, power consumption increases and power saving reduces.

Energy efficiency can be enhanced by transmitting at optimal power levels.
Figure 6 shows energy efficiency for video transmission in different zones. It can
be observed from the graph that energy efficiency decreases as the distance increases
because the power consumption increases with increase in distance between PT and
PR. Figure 7 shows the overall energy saving of the system for video transmission
up to 10m.
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4.3 Transmission Time and Battery Life

The transmission time needed at each zone depends on the number of data packets
required to transmit the file size of the demanded application [3]. The transmission
time for each zone or zone factor can be calculated from (12). It is assumed that Zone
1 and Zone 2 are demanding video, Zone 3 is demanding audio and text, and Zone
4 is demanding text. Figure 8 shows the zone factor for each zone.

Zones 1 and 2 are demanding the same application but as the distance increases,
transmission time increases and hence Zone 2 has the highest zone factor. Zone 4
is demanding text only and so Zone 4 has the lowest zone factor. Zone factor plays
an important role in energy consumption of each zone. Battery life of the handsets
is a major concern presently because of the rising demands of the technologies. The
proposed scheme augments the battery lifetime of PT.

For the battery lifetime analysis, each user in the system is assumed to have
fully charged battery initially with a lifetime of 14h. Battery lifetime of the PT
is analyzed in each zone, and the results are shown in Fig.9. It can be observed
that the proposed scheme can increase the battery life up to 19.8h, i.e., approx.
42% augmentation can be achieved.Transmission at optimal power yields greater
power savings. The transmission time depends on the demanded application by the
primary transmitter. Energy consumption is calculated based on the transmission
time. Battery lifetime is directly affected by the energy consumption at each zone.
Thus, an energy-efficient low transmission power scheme helps in prolonging battery
life of the primary transmitter.

Zone Factor

Time(seconds)
w

1 15 2 25 3 35 4
Zones

Fig. 8 Zone factor (transmission time) for different zone
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4.4 Comparison with Hata Model

For comparison, the pathloss has been calculated using Okumura—Hata Model as
given by (16). The algorithm is then implemented using this model.

PL = 69.55 4 26.16log, (f) — 13.82log,,(hp) (16)
—Cpy +[44.9 — 6.55log (hp)]log;, (d)

Cy is the antenna correction factor, /g is the height of the antenna, and #4,, is the

height of mobile station.

Cy = 3.2 ({log,o (11.75h,,))* — 4.97 (17)

Figure 10 shows the relation between achievable rate and transmission power. As
the transmission power increases, achievable rate also increases. Figure 11 shows
the achievable rate in different zones. All the zones do not require transmission at
maximum power to meet the target rate. It can be observed that target rate can be
achieved at much lower power levels than the maximum power. Power optimization
is applied, and transmissions are done at optimal power for power savings. Figure 12
shows power saved for video transmission. It can be observed that as the distance
increases, power saving reduces.

It can be observed that Hata model can achieve more data rate than ITU model
at the given transmission power. In case of ITU model, video transmission can be
done up to 10m only but in Hata model, video transmission can be done up to 18 m.
Therefore, Hata model has more power savings and energy savings compared to ITU
model.
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Rate v/s Transmission Power of Hata Model
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5 Conclusion

Systems with increased mobility of users accelerate the overall power consumption
of the entire system making the system less energy efficient and prone to high drain-
ing of battery. These aspects are the major concern of the 5G WCNs. The scheme
proposed here uses ITU model which involves the placement of primary receivers in
a network at different distances thus by forming different zones around the primary
transmitter and forms PT PR D2D links. The minimum transmission power needed
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to initiate the transmission in order to meet the target rate of the demanded appli-
cation is calculated for each primary receiver in different zones. Low transmission
power increases the energy efficiency of the system which is clear from the results
obtained. The transmission power needed to meet the target rates increases as the dis-
tance between primary transmitter and receiver increases. The achievable data rates
decrease with increase in distance between primary transmitter and receiver. Power
savings can be increased by transmitting at optimal power levels. As the power con-
sumption reduces, energy efficiency increases and the system becomes more energy
efficient. Energy savings can be increased by transmitting at optimal power levels.
The proposed algorithm introduces zone factor which determines the transmission
time for each zone, and it also determines the energy consumed at each zone for the
transfer of required information. This affects the battery lifetime of the PT. Using
simulations done in MATLAB, it is observed that the proposed scheme can increase
the battery lifetime of primary transmitter by up to 42%. For comparison, the pro-
posed scheme has been implemented using Okumura—Hata model. The results show
that Hata model can achieve more data rate than ITU model at the given transmission
power. Power savings are higher in Hata model which increases the energy savings
and makes the network more energy efficient.
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View-Based and Visual-Attention-Based m)
Background Modeling for Detecting L
Frequently and Infrequently Moving

Objects for Video Summarization

D. Minola Davids and C. Seldev Christopher

Abstract The real-time face detection (FD) algorithm is proposed to find faces in
the images as well as videos. Besides face regions, this algorithm also finds the
exact localities of the face parts like lips and eyes. Initially, skin pixels are extracted
centered on the rules of simple quadratic polynomial model. By introducing small
modifications, this polynomial model (PM) could be applied for extracting the lips.
The merits of adopting these two identical PMs are two-fold. Firstly, computation
time is saved. Secondly, these extraction processes could be executed at the same
time on one scan of the video or image frame. Subsequent to skin and lips, the eyes
are extorted. Later, the algorithm eliminates the falsely extorted parts by validating
with rules taken as of the spatial and geometrical relationships (SGR) of face parts.
At last, the exact face regions are ascertained accordingly. As per the experiential
outcomes, the proposed algorithm evinces preeminent task in respect of accuracy and
speed for FD with huge differences in color, size, shape, expressions, and angles.

1 Introduction

Nowadays, the advancements in image processing (IP) approaches as well as the cost
reduction of video/image acquisition gadgets stimulated the introduction of numer-
ous computer vision applications. Some of such applications are vision-centered
surveillances, vision-centered man to machine interfaces, and vision-centered bio-
metrics. Face recognition is the main job that draws the interest of several researchers.
Manifold works had offered some FD applications in commercial and laboratorial
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scales [1]. While designing an excellent FD system, designing the effectual algo-
rithm is a main task to detect faces on captured videos or images. In fact, FD is as
significant as recognition systems in certain applications. For instance, in a particu-
lar video transmission, the only changing foreground things in the video frames are
the human faces. Consequently, avert the repetition of encoding, transmissions, and
de-coding of unchanged background objects for saving the network bandwidth and
reducing computations.

As FD is the first phase in the course of transmission or recognition areas, its
performance will place some stern limitation on the attained system performance.
FD actively involves in the segmentation of faces as of the video backgrounds.
Preferably, an excellent face detector ought to precisely extort the entire faces of the
images irrespective of its scales, positions, colors, poses, orientations, expressions,
scales along with lighting conditions.

Nevertheless, for the existent top-notch IP technologies, it is a huge challenge.
Consequently, numerous designed face detectors cope only with frontal and upright
faces in well-restrained platforms [1].

Apart from accuracy, the detection speed is the vital concern. In several surveil-
lance and video phone applications, the real-time speed is requisite which forbade
numerous algorithms that accurately extort faces with maximal computation time.
Certain high-speed CPUs might render an excellent hardware solution to this speed
requisite; nevertheless, the elevated prices of such powerful CPUs might also cut
back these systems’ acceptability for the common users.

Here, a novel real-time FD is proposed, and it could precisely find the face sec-
tions and their respective parts like lips and eyes in the images. The meticulous
specifications of the proposed work’s capability are exhibited below.

1. Users could slant their faces right or left for around 45°:

2. Users could lower, rotate, or raise their heads only if lips and eyes are not
occluded.

3. The faces sizes are restricted as of 1600 (= 40 * 40) pixels and 9216 (= 96 * 96)
pixels in order to fix the resolution needs for FR engines. These values could be
effortlessly adjusted if disparate resolutions are insisted.

If the natural lights consistently illuminate on the faces, the light on some regions
of the face images is excluded. The fundamental conception of this work is to extort
and also to confirm the preferred parts, counting skins, faces, lips, or eyes with
the simplest rules. These rules could manage a huge degree of differences in faces.
Owing to their (rules) ease and effectiveness, the proposed algorithm could precisely
perform FD with broad variations at instantaneous speed.

The remaining sections are prearranged as: Sect. 2 proffers a short review on
the associated works. Section 3 elucidates the proposed work in detail. Section 4
exemplifies the proposed algorithm’s effectiveness by conducting the performance
comparisons and assessments in respect of the speed and accuracy. At last, Sect. 5
briefly infers the paper.
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2 Related Works

A clear-cut methodology for FD in images is the template co-relation matching as
elucidated in [1-4]. A template could be modeled or sometimes learned via collecting
the face patterns. At the time of matching, a template is firstly convolved to the
sub-images of the inputted image to ascertain the feasible candidates in respect
of previously defined distance or similarity. For managing the feasible differences
of size, shape, orientation, et cetera, ‘2’ approaches are normally employed. The
primary approach was to re-size the inputted image to disparate dimensions ahead of
matching. Subsequently, the ‘template matching (TM)’ is performed on every single
re-sized image again and again. The secondary approach was to utilize manifold
face templates different sizes, expressions, lightings, or orientations to match the
inputted image [5, 6]. Clearly, the matching time drastically elevates centered on the
dimensions and numbers of the utilized inputted images and templates.

Skin pixel extortion (SPE) was commonly done to diminish the candidate search-
ing time. The base concept of the SPE was to develop a statistical design for the colors
of skin’s suchlike pixels. The blend of Gaussian distributions was a helpful proba-
bilistic design, and it was utilized for eliminating the non-skin pixels. Other analysts
suggested certain neural network (NN) methodologies for approximating complex
frameworks regarding skin pixels in the images. Nevertheless, the augmented hazards
of such neural designs as well raised the computational costs.

Using the recognized skin pixels, the connected skin pixels as of numerous candi-
date face sections were extorted. Consequently, the previously stored face templates
were utilized for matching the images or sub-images in those candidate sections.
Then, the undesired skin areas that have no face-like pattern were abandoned. Besides
TM, the NN verifier was a variant framework for face validations. As per the expe-
riential outcomes, this verifier normally evinces high-level variation tolerance on
considering a TM. Nevertheless, the prolonged training time and the requisite of
huge train-sets were the prime demerits of this verifier.

The aforesaid FD method could well be implied as image-centered (top-down)
detection. A word ‘top-down’ indicates that the face areas are evaluated with no
re-sorting to the detection of individual face parts like lips, noses, eyes, etc. Here,
a variant approach, which was termed as the feature-centered (bottom-up) detection
for discovering face areas, was presented. Bottom-up signifies that the exact face
areas were built as of the recognized face parts. The face parts needed to be extorted
before determining the correct localities of face areas. Its philosophy was that certain
individual face parts like lips and eyes normally revealed visual features slightly
sensitive to the aforesaid face variations. The lips and eyes are normally the darker-
skin parts on a face. Such features facilitated eyes to identify the face parts easily.
Therefore, the extortion of such face parts was normally steady. Additionally, as the
individual parts (eyes, lips, etc.) were much smaller on considering the complete
face, the processing time requisite for extortion was smaller.
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3 Rule-Based Face Detection Algorithm

As per the above-discussed bottom-up detection methodology, the algorithm is
planned to extort the face parts counting eyes as well as lips.

To lessen the searching regions in the images (input), the algorithm extorts the
skin pixels. Nevertheless, rather than utilizing probabilistic designs, a quadratic PM
is used for the given color model (CM) of skin pixels to lessen its computational
time. Furthermore, this PM is as well extended to the lips extortion with a slight
adjustment. Lastly, the incorrectly extorted eyes and lips are eliminated centered on
the rules induced as of the common SGR amongst normal face parts. Accordingly,
the final correct face sections are determined.

3.1 Rules for Skin-Color Region Extraction

The extortion of skin-color sections aims to lessen its searching time intended for
potential face areas of the inputted image. For simplifying the effect of environ-
mental light’s brightness on the skin pixel sections, the proposed work espouses the
chromatic color coordinate for color representations. Aimed at chromatic-CS, every
pixel is signified by ‘2’ values, like (r, g): Mathematically, the conversion process of
the RGB to the chromatic-CS is stated as given (Eq. 1):

B R
" R+G+B
B G
" R+G+B

r

(D

Here,

R, G, B—Respective intensities of the red, green, blue pixels.

As per this transformation, it is simple to perceive that the brightness variations
in the considered imageries could be normalized in a chromatic-CS. Furthermore,
the color representations in this 2D-chromatic-CS enable one to visualize as well as
examine effortlessly while constructing the CM for the considered skin pixels. For
constructing a CM, the dissemination of pixels on r-g plane is plotted in Fig. 1.

Normally, the considered skin pixels generate a small section over an r-g plane. In
numerous existent methodologies, certain probabilistic designs are utilized to approx-
imate the distribution. For instance, the Gaussian mixture is an extremely eminent
model. The main downside of such probabilistic design shows the higher computa-
tion expenses in computing the given probabilities. The probabilistic computation
ought to be performed for every single pixel. The computational time augments as
the image’s size elevates. As this algorithm aims to instantaneously recognize the
faces, those computation expenses are relatively obstructive to the target. Therefore,
rather than endeavoring to develop this design, a simpler approach which needs only
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Fig. 1 Distribution of 1
skin-color pixels on an r-g
plane of chromatic-CS and
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too low computational costs is adopted. The Soriano and Martinkauppi’s approach is
modified, which utilizes ‘2’ quadratic polynomials for effectively approximating the
upper-lower boundaries in this compact area that are regarded as skin locus, devel-
oped by the pixel distribution on an r-g plane. The ‘2’ polynomials are expressed
below (Eq. 2):

Fupper(r) = —1.3767r2 4 1.0743, + 0.1452

fiower(r) = 0.776r* + 0.5601, + 0.1766 2)

In reality, the coefficients of 2’ polynomials could be evaluated utilizing least-
mean squared (LMS) error minimization. Once the given boundaries of compact
area are drawn, consider (ry; g1); (r2; &2); ¥(rn; &n) to be ‘n’ sampled points on the
upper boundary. Subsequently, the succeeding linear equations could be acquired as
(Eq. 3):

2 .
ayry +byri +cy = 815

2 .
ayr, +bur2+cu = 82;

aur,% +burn +cu = 8ns (3)

Here,
ay, b, and ¢,—*3’ coefficients of quadratic PM for the upper boundary.
Rewriting the aforesaid equations in a matrix as proffered below (Eq. 4),

u=R"G; 4)

Here,
R"—Pseudo-inverse of R and is equivalent to (R'R)™'R'::
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The coefficients in the quadratic polynomials for the lower boundary could well
be determined in the similar way.

With the ascertained coefficients, the pixels that are in the area betwixt those
‘2’ polynomials could be extorted using the succeeding rule by verifying their r—g
values:

RI: g > fiower(r) and g < fupper(r) : (®)]

InFig. 1, it could be perceived that the above ‘2’ inequalities proffer a crescent-like
region on an r-g plane. Apart from those ‘2’ polynomials, Soriano and Martinkauppi
stated a circle on an r-g plane to leave out the bright-white pixels falling at the point
(r; g) = (0:33,0:33) as of the region covered with those polynomials. Consequently,
the exclusive circle is given as

R2: W =(r—0:33)24 (g —0:33)> <0:0004 (6)

There exhibits the outcome of employing rules R1 and R2, simultaneously. As per
the outcomes, the ‘2’ rules are yet imprecise to effectively filter the non-skin pixels,
chiefly for blues, yellow greens, as well as oranges that drop about the left, top, and
right ends of a crescent region correspondingly.

To ameliorate the outcomes, the proposed algorithm employed additional ‘2’
simple rules like:

R3:R>G;G>B;R4:R—-—G >45:G > B; @)

Rule R3 is basically obtained as of the perception that the considered pixels are
inclined to be yellow and red. Amongst the ‘3’ channels, blue is the least intensity.
With R3, the pixels in blue could be efficiently eliminated. R4 is stated to eradicate
the yellow green ones.

There exhibits the enhanced outcome after bringing in R3 and also R4: However,
R1 to R4 involve simpler computations. This extraction procedure is more competent
than those probabilistic strategies. The final rule is summarized for extorting the
considered pixels and is proffered as:

S = lifall R1, R2, R3, R4 are true
S = 0 otherwise )

Here, S = 1 proves that this evaluated pixel is a skin pixel.

Subsequent to this extortion, gather the connected skin pixels into the compacted
regions. For enhancing such compactness, the morphological dilation, as well as,
erosion is executed over these extorted pixels. After that, the process ascertains the
bounding boxes aimed at the joined skin pixels’ parts. Those boxes turn out to be the
candidate skin-color sections for additional recognition of single face parts.
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3.2 Rules for Lips and Eyes Detection

Preserving every lip pixels (generally lips), it is found that the lip colors gamut as of
dark red to purple beneath usual lighting conditions. As of the standpoint of a person
visual insight, the lips are extremely simple to be distinguished as of the skins for
any populace (i.e., races) on account of their disparate color contrasts. Centered on
this, the color dissemination of the skins and lips ought to be discernible (Figs. 2 and
3).

The left figure is the inputted image, whereas the right one is the resulting image
R3.

In fact, the experimental outcomes exhibit that the lip colors disseminate at the
crescent region mainly at its lower side as stated on an r-g plane. Another quadratic
polynomial discriminant function (DF) closer to the skin extortion is proffered for
lip extortion. While computing the polynomial function, the succeeding ‘2’ design’s
objectives are regarded for attaining maximal-speed extraction

1. Computationally, the DF is ought to be effective
2. The lip and skin pixels could be detected in ‘1’ scan of the video or image frame
(in parallel).

Centered upon those ‘2’ objectives and the experiments concerning the dissemi-
nation of lip colors, it is found that the quadratic polynomials of a lower boundary
Sflower(r) in the Eq could be reutilized. Since the color (lips) distributes about the
lower term’s value in foyer (1), increase slowly the value of the constant to attain the
upper boundary. After such evaluations, the ‘2” DFs for lips are defined as

[(r)=0:776r> 40 : 560lr +0 : 2123;
frower (1) = 0 : 776r* 40 : 560[r 4 0 : 1766; ©)

Fig. 2 Skin pixels filtering
utilizing the Soriano and
Martinkauppi technique

Fig. 3 Improved result of
skin pixel extraction after
utilizing extra rules
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At the time of utilizing /(r), the eyebrows, nose holes, or eyes, which are the dark
pixels, are eradicated. Hence, the succeeding rule is defined for recognizing lips.

L = 11if figwer(r) <I(r)and R > 20, G > 20, B > 20
= (O otherwise (10)

L =1 signifies the evaluated pixel is a lip’s pixel. The cause of utilizing RGB in
place of chromatic-CS to leave out the above-said dark parts is that the chromatic-
one is inappropriate for distinguishing the dark from bright pixels. Darker and
brighter ones may encompass the similar transmuted r-g values on account of the
normalization in the brightness of chromatic-CS.

Thus, computation time of the DF is less, and it is the prime advantage of utilizing
suchlike mathematical methods in skin and lips detections. Additionally, both are
detected on ‘1’ scan of the video or image. Consequently, this design highly followed
the aforesaid objectives. Subsequent to the detection of lips, the proposed algorithm
labels the connected parts for grouping the connected lip pixels into candidate lip
sections.

This proposed algorithm does not handle the faces tilted right or left for >45°:
Consequently, the lips are always presumed to be underneath the eyes position in a
face. Utilizing this presumption, numerous infeasible combinations for eyes and lips
would be eliminated in later SGR verifications of face parts. The algorithm eradicates
the incorrectly extorted parts in the component-centered verifications process (CVP).

Concerning the extortion of eye pixels (simply eyes), it is perceived that the eye
parts are the darkest one in the face below usual lighting condition. Nevertheless, it
does not entail that eye pixels are in black at all times. On the off chance that a dark
eye pixel encompasses RGB values of (1; 1; 1): then chromatic-CS of r = g = 0:333
is obtained. Nevertheless, for any bright-white pixel whose RGB values are (v; v; v)
for a higher value of v, the transmuted r-g vector is » = g = 0:333. Consequently,
the polynomial DF in chromatic-CS is inappropriate for extorting eyes. Hence, the
algorithm takes another way to extort the darker parts. The eyes are extorted via a
threshold operation (=20) on the histogram-equalized gray-scale image transmuted
as of the original image color. Furthermore, the bounding boxes of skins are utilized
to dispose of the incorrectly extorted dark parts. This technique is very effectual.
Albeit certain dark components are incorrectly recognized, the succeeding CVP will
eradicate them.

3.3 Rules for Component Verifications and Face Region
Determination

In the extracted feasible lips and eyes, certain false candidates may exist. For remov-
ing these incorrectly extorted parts, the proposed algorithm executes CVP centered
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on the rules taken as of the common SGR amongst face parts. The proposed algorithm
utilizes the succeeding rules,

1. Consider pcr(xer; Yer) as the center of right eye and pep (xeL; yer) as the center
of left one. The angle betwixt the horizontal line and py per (line) is ought to be
within [45; 45]. It is utilized to eradicate the faces that are tilted right or left for
>45°

2. Without losing generality, presume x.;, < x.g Consider the center of the lip as be
the center of the lip component and pup(Xmp, Ymp) the point of y,P and the point
of projection on the p,, (x,,; Yim) If me is the slope of peL per, then the succeeding
spatial rules amongst eyes and lips should be satisfied:

The first rule indicates that the projection of the lip center should fall betwixt the
eyes on condition that the face’s tilt angle is not high (|m.| < 0:2): The second and
the third rules eliminate the cases in which the lips’ position is inconsistent with the
head’s tilt direction. The projected points could not be in the left region of the left
eye, that is, xpp X xer: If the head tilted left (0:2 < m. < 1) and also vice versa.

3. Consider L(p,q) as the length of pq (line segment) and pec(Xec; Yec) as the mid-
point of the ‘2’ eyes.

4. Consider W(C;) as the width of bounding box of part ‘i’. Here, the succeeding
geometries rules on the face parts should be satisfied.

1 w (CLeft - eye)
3 (CRight - eye)
(CLeft eye)

<1:3;

(CRight - eye)

0:6< <l:land0:6 < ———~= <1:1;
W(CLm) W(CLin)
W (Creti - W (Crigh -
0:2 §M§O:4and0:25§M50:4; (11)
L(peLpeR) L(peLpeR)

The aforementioned rules help to eradicate the noise. However, the eyebrows
may found connected from the eyes in the extorted parts. For those scenarios, the
algorithm concerns the connected eyebrow and eye as a noise. These actions slightly
affect the precision of the eyes’ positions but not affect the accuracy of the extorted
eyes. Therefore, the faces’ detection accurately is not notably affected.

Grounded upon the verification of the said ‘4’ SGR rules for lips and eyes, the
candidate face triangles on the skins could be extorted to process further. In the
proposed algorithm, the detailed differences of lips and eyes could be attained, could
highly lessen the total of extorted triangles. Additionally, the supposition that the
lips are just below the eyes in one’s face is also obliging in eliminating the infeasible
combinations.
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Fig. 4 Case of confusing
triangles in face component
verifications

3.4 The Arbitration of Confusing Eye—Lip Triangles

All noise parts could be eliminated after CVP. Nevertheless, there might be certain
confusing combinations that are requisite to be managed further. Those confusing
combinations aroused as of the triangles which comprise the eyes of one face and the
lips of another. As in Fig. 4, there are ‘3’ feasible triangles like T'y; T5; T3 for face
parts, wherein 7, implies a wrong one. For addressing this uncertainty, a strategy
is proposed to eliminate the confusing triangles. Initially, termed skin color ratio
(which is SCR) is proffered for the settlement in the bewildering triangles. Now, the
SCR is evaluated as

Neinjapip2p3
SCR(Ap1p2p3) AByip) (12)
Here, A(Apip>p3) indicates the area of the triangle named Ap;p,p3 as well as
Ninjapip2p3 signifies the total skin-color pixels within the Appyps3. If SCR is too
low, then Ap;p,ps is likely to be a triangle that contains 3 facial components from
scattered or distinct skin-color areas. For suchlike triangles, SCR is very probable to
be surplus since the high rate of non-skin pixels normally comes as of the non-skin
background which segregates in the existent faces (as in T2 of Fig. 4). Therefore,
SCR stands as a preeminent sign for the settlement of bewildering triangles.

To gauge Ninjapip2p3. it requires specific computations. Luckily, the commenced
cost is not too high since the total bewildering triangles are normally too less sub-
sequent to the CVP. For hoarding computation time, a fast technique was utilized to
gauge Nkinjap1p2p3- This technique scrutinizes every detected skin pixel to perceive
if it is inside the Ap;pop3: If 50, then Ninjapipop3 is augmented by “1°. Like this, the
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Fig. 5 Determination of the 045
face region H—“H

X
0.4L,, I L
W

2.01

PN “pg

time-consuming algorithms can well be averted to trace the interior pixels of every
bewildering triangle.

Here, triangle T2 is a poor confusing triangle.

Only the simple triangle interior checks are to be done over every confusing
triangle for all skin pixels. As per the simple geometry, provided the triangle vertices
like p1(x1; y1); p2(x2; ¥2); and p3(x3; y3), the rule for the triangle internal check of
any p(x; y) point is

Ci:x(y2 —y1) +y(1 —x2) + G2y — x1y2) > 0;
Cy i x(y3 — y2) + y(x2 — x3) + (x3y2 — x2¥3) > 0;
C3:x(y1 —y3) + y(x3 — x1) + (x1y3 — x3¥1) > 05 (13)

If (all Cy; C,, and C3 are true) or (all Cy; C,, and Cj are false),

Then, p(x; y) is inside the triangle App>p3.

Subsequent to the triangular extortion of face parts, the ultimate face areas could
be effortlessly determined centered on the triangles. Figure 5 evinces the bounding
box dimension for the extorted face area. In Figure-5, L. indicates the distance
betwixt the ‘2’ eyes. Ly, signifies the distance from the center point of a line linking
the ‘2’ eyes to that of the extorted lips. The concerned bounding box is rotated in
respect of the line’s (linking 2 eyes) tilt angle.

4 Performance Evaluation

At this moment, the proposed algorithm is executed on a computer with 128 M
RAM and PentiumlIII 800 CPU for evaluating the performance. This system has ‘2’
operation modes like (i) online and (ii) offline modes. The online operation mode
is intended to recognize real-time faces on video frames taken as of a PC camera.
But, the offline mode is modeled for detecting faces in still images. For assessing
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the proposed algorithm’s speed and accuracy, a test set containing 1000 imageries is
prepared. Amongst them, 815 imageries having [320 x 240] dimension of pixels are
attained by the ORITE VQ-681 USB PC camera, while the other 185 are gathered as
of WWW. Aimed at the ‘815’ images attained, they comprise merely Chinese. For
evaluating the robustness of the extraction of skin pixel, 185 face images for diverse
races are gathered as of WWW. These ‘2’ sorts of test imageries comprise single-
and multi-face images with different orientations, sizes, expressions, and tilt angles.

Occlusion of face parts: The SGR amongst face parts is grounded upon the CVP. If
any lip or eye parts are missing on account of body occlusion, wearing, head rotation,
et cetera, then the system normally fails in the CVP.

Terrible illumination condition: Consider the light in the normal state, i.e., the light
is not a color-biased one, and it evenly illuminates on the faces. If the presumptions
are breached, then it directs to failure in the extortion of lips and skins. Specifically,
the incorrect extortion of lips always brings erroneous detection outcomes.

Deprived imaging quality: Certain images gathered as of WWW have poor or
no quality on account of the compression. Sometimes, face features as well become
unclear owing to the compression.

5 Concluding Remarks

As per the experiential outcomes, the proposed algorithm evinces high-level per-
formances in accuracy as well as speed. Generally, the applications and uses are
in well-restrained circumstances with system utilization and also in environmental
control. The proposed system could be again enhanced in accuracy as well as speed
by further refinement and simplification of the system model. Still, there is a limi-
tation in utilizing the proposed algorithm. For which, the light condition has to be
normal. Contrarily, the FD could be done using more enhanced component-centered
detection as well as verification process for the imperfect face parts. As a future
enhancement, this algorithm can be extended for video summarization process and
tracking for surveillance.
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Abstract The role of segmentation is vital in image processing for the extraction
of region of interest. In the perspective of medical images, the region of interest
corresponds to anatomical organs or anomalies such as tumor, cyst. This work anal-
yses various algorithms for the analysis of MR brain images. The clustering-based
segmentation technique was found to be efficient and for the validation of results,
performance metrics like Jaccard Index, rand index, false positive, and false negative
are used. The segmentation algorithms are tested on real-time MR brain and brain
web database images. The algorithms are developed in Matlab 2010a and the goal
of this research work is to guide the researchers for choosing appropriate algorithm
for the analysis of MR brain images.
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1 Introduction

Image segmentation is defined as the technique of delineation of the desired Region
of Interest (ROI) and in the scenario of the medical field, ROI corresponds to an
anatomical organ or anomalies like tumor or cyst. In general segmentation algo-
rithms are categorized into contextual and non-contextual techniques. In the contex-
tual technique, the spatial relationship between the pixels is not considered and ROI
extraction relies on a global attribute such as gray value. Examples of the contextual
technique are classical thresholding, adaptive thresholding, color thresholding, etc.
The non-contextual technique relies on the spatial relationship between the pixel val-
ues. Examples of non-contextual techniques are region growing, clustering, etc. The
segmentation algorithms are validated by suitable metrics based on the availability
of gold standard image used for the efficiency assessment.

In the medical field, the rapid development of the non-invasive imaging technology
led to the new dimension in the analysis and examining the anatomy and functions of
the human body. MRI, EEG, PET, and FMRI are the different modalities of images
for the visualization of the different organs and tissues inside the human body [1]. The
analysis of the brain imaging data by manual process is complex and time-dependent
and a difference in opinion with respect to each examining observer [2], hence there
is a large scope in the quantitative analysis of MR brain imaging-related studies. The
computer algorithms help the physicians in the better representation of anatomical
structures and the desired region of interest [3]. These technologies have a significant
role in the diagnosis, treatment planning, localization of ROI, volume quantification
and computer-assisted surgery [4].

In the MR imaging, the identification of the brain structures is essential in neuro
studies for the mapping of the functions, study anatomy and brain development and
for the analysis of neurodegenerative brain disorders. Brain image segmentation has
an important role in medical imaging for detecting, diagnosing, treatment planning,
and so on [5]. There are numerous variants of automatic and semi-automatic segmen-
tation algorithms for medical image segmentation [6]. Because of the noise incurred
during acquisition, weak boundaries, image inhomogeneity, poor contrast the seg-
mentation algorithms fail to generate better results. For better clinical diagnosis,
accurate segmentation is necessary [7, 8]. Many image segmentation algorithms are
used for the segmentation of the brain structures such as thresholding, region growing,
watershed, Atlas-based, contour models, Markov random field model, and cluster-
ing [9, 10]. Section 2 highlights the segmentation related works in brain anomalies
detection. Section 3 describes the choice of segmentation algorithm for MR brain
images and finally conclusion is drawn in Sect. 4.
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2 Segmentation Algorithms for Brain Anomalies Detection

A wide number of segmentation algorithms are there for medical images. In [11,
12], a detailed analysis has been performed on segmentation algorithms for CT, MR,
and mammogram images. Some of the widely used algorithms for the detection of
anomalies in MR brain images are as follows.

2.1 Thresholding

Otsu suggested a nonparametric and unsupervised threshold selection from zeroth
and first-order moments for the segmentation of gray-level images [13]. Kalavathi
suggested a method for the optimal selection of the threshold value from the Otsu
multiple thresholding techniques for the brain tissue segmentation and obtained bet-
ter results in terms of non-overlapping measures [14]. Olivo proposed a histogram
characterization technique with the wavelet transform to obtain zero crossing and
local extrema which helps in coarse to fine variation analysis. The variation in his-
togram was used for the automatic selection of threshold [15]. Harris et al. suggest
a segmentation technique for MR brain images based on supervised thresholding
of gray values by estimating the brightness of the image and segments the GM and
WM of the brain [16]. Sandhya et al. introduced a novel technique for the extraction
of WM, GM, and CSF by multilevel thresholding integrated with electromagnetism
optimization algorithm. This method gives better results when compared with the
classical clustering techniques coupled with optimization algorithms [17].

2.2 Region Growing

Sandor proposed region growing algorithm for the segmentation of CSF and brain
tissues of CT brain images [18]. Kayle et al. developed a semi-automatic technique
for the segmentation of 3D MR brain images; the seed point is initially selected for
segmentation which achieves better results when compared with the manual seg-
mentation of 3D brain image [19]. Pohle developed a fully automatic segmentation
algorithm based on adaptive region growing that characterizes the region to be seg-
mented by the homogeneity criterion and the shape properties of the region [20].
Xuan integrated region growing algorithm with edge detection for the ROI extrac-
tion in MR brain images which eliminates the problem of over-segmentation [21].
Tang et al. proposed a T2 weighted MR brain image segmentation with multireso-
lution edge detection based on structural connectivity and intensity inhomogeneity,
and intensity threshold is selected automatically for the segmentation of brain tissues
[22].
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2.3 K-means Clustering

Sharma et al. discussed various types of unsupervised segmentation based on the clus-
tering [23]. Abras et al. proposed a modified K-means algorithm for the automatic
segmentation of CSF, WM, GM, and background [24]. Madhukumar et al. made a
qualitative comparison of FCM and K-means algorithm with histogram guided ini-
tialization of the center pixel for the brain segmentation and the results reveal that
K-means performs better than FCM algorithm [25]. Yan et al. proposed an adap-
tive K-means algorithm for the extraction of GM, WM, and CSF of 3D MR brain
images. This method adapts the local intensity variation of the ROI and it is insen-
sitive to shading effect [26]. Vemuri et al. proposed adaptive K-means segmentation
algorithm with multiresolution wavelet transformation for fast convergence by the
Gibbsian prior and 8 computation. This algorithm segments bone, WM, GM, CSF,
and background with assigned gray values [27]. Ng et al. proposed a hybrid algorithm
with K-means and watershed transformation. The K-means algorithm initially clus-
ters the image regions and edges were filtered by Sobel operator and segmentation
is done by watershed transformation [28].

2.4 Fuzzy C-Means Clustering

Yoon et al. proposed FCM algorithm for the extraction of GM and WM of MR brain
images, which reduces the computation time and the algorithm was evaluated with
symmetry measures [29]. Nevin A. Mohamed et al. introduced an improved FCM
algorithm with the parameters of Markov Random Field (MRF) which is less sensitive
to noise that eliminates the problem of over-segmentation in classical FCM algorithm
[30]. Balafar suggested a novel multiscale medical image segmentation algorithm
based on FCM that minimizes the problem of noise and intensity inhomogeneity in
the MR images [31]. Chuang et al. proposed a novel FCM algorithm by the inclusion
of the spatial information in the membership function for clustering which includes
neighborhood of each pixel. This method is homogeneous and less sensitive to noise
[32]. Szilagyi et al. introduced a y factor in the FCM which enhances the speed for
computation and applied it to the bias-corrected FCM that results in good quality
segmentation of brain [33]. Pham modified FCM with the inclusion of objective
function employed in Adaptive Fuzzy C-means algorithm (AFCM) and was less
sensitive to noise. The efficient results are produced, when compared with Fuzzy and
Noise Tolerant Adaptive Segmentation Method (FANTASM) and classical FCM [34].
Taherdangkoo et al. improved the segmentation performance of the FCM algorithm
by the ABC algorithm with the changes in the variables A and ¢ that improves the
performance of membership function [35].
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2.5 Hidden Markov Random Field (HMRF)

Held et al. developed an unsupervised algorithm for the 3D segmentation of brain
with Markov random field algorithm. Simulated annealing and iterated conditional
modes are also implemented which classifies efficiently GM, WM CSF, scalp-bone,
and background [36]. Bricq et al. developed a Hidden Markov Chain (HMC) that
considers neighborhood information for the ROI extraction in multimodal brain MR
images [37]. Ibrahim et al. introduced Hidden Markov Models (HMMs) for the
3D MRI segmentation that handles complexity in segmentation and artifacts, [38].
Chen et al. developed region-based hidden Markov random field model (RBHMRF)
for the segmentation of the MR brain images. The results reveal that RBHMRF
performs better when compared with HMRF and FGM algorithms [39]. Zhang et al.
proposed HMRF model along with EM algorithm which segments the brain tissues
accurately based on spatial neighborhood pixels. The HMRF-EM is compared with
FCM-EM model which is slow in computation by 10% [40]. Guerrout et al. developed
a segmentation technique for MR images using HMRF model with MAP criterion
[41]. Ruan et al. proposed an unsupervised method for the segmentation of MR brain
images based on stochastic gradient algorithm and fuzzy MRF model [42].

2.6 Watershed Segmentation

Parvati et al. coupled Marker-Controlled Watershed algorithm and region growing
algorithm for grayscale images [43]. Grau et al. suggested a modified version of
the watershed algorithm to overcome the disadvantages of over-segmentation; noise
sensitivity and thin edges. The prior probability estimation incorporated in the algo-
rithm performs better for knee cartilage and WM/GM segmentation in MR images
[44]. Haris et al. developed a hybrid method for the segmentation of multidimen-
sional MR image with edge-preserving partition by watershed transform and region
adjacent graph for the contour extraction. This method performs even better with
low SNR medical images [45]. The watershed and thresholding algorithms are cou-
pled for the delineation of tumor in MR brain images [46]. The watershed with
texture-based region growing algorithm yields efficient results for facial MR images
[47]. The watershed segmentation was used for the delineation of breast tumors in
ultrasound images and for classification; self-organizing map (SOM) is used [48].

3 Choice of Segmentation Algorithm for MR Brain Images

The clustering algorithm was found to be efficient in the analysis of MR images of
brain. Also, the clustering technique was found to be better when compared with
other classical segmentation algorithms and are depicted in results and discussion.
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(i) Fuzzy C-means Clustering

The FCM is a soft clustering approach, while K-means clustering is a hard clustering
approach. The objective function of the FCM algorithm is defined as follows and is
represented in Eq. below.

P C
Y 0l n) = 3 00 ]

where C is the number of clusters and in the context of image processing, it represents
the number of segmented regions; P is the number pixels; f is the fuzzifier intensity
greater than 1; Oy, is the membership function of the attribute u, to cluster j.

The O, satisfy the following conditions represented below

C

Ouy €10, 11: )0y = 1
y=1

Oy, is defined as the fuzzy membership of the pixel u, in the yth cluster; v, is
the yth cluster center.
The membership function and cluster center is updated and is expressed as follows:
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where D,, and D, are the distance measures.

Vi =

(ii)) K-Means Clustering

K-means clustering is an unsupervised self-learning algorithm. K-means clustering
consists of K number of classes which is user-defined. The pixels are grouped into any
one of the classes based on similarity and it is termed as hard clustering algorithm.
The distance between cluster centroid of each class and each pixel is calculated
by Euclidean distance metrics. The cluster centroid is initialized randomly and is
iteratively updated. The preprocessing is required for classical K-means segmentation
algorithm, since it is sensitive to noise.

The steps in classical K-means algorithm as follows:

1. The number of clusters and centroids are initialized randomly.
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2. Estimate the distance between the cluster centroids and each pixel 7 (x, y)
2
D =|1(x,y) = Ckl

3. Each centroid defines a cluster, group pixels with minimum Euclidean distance
to the cluster center.
4. Cluster centers are updated

Y2 Ix,y)

xek yek
nek

Cp =

5. Repeat steps 3 and 4, until convergence criteria are attained; difference in
Euclidean distance is less than the threshold value.
(iii) Gaussian Mixture Model

The Gaussian Mixture Model algorithm is also based on soft clustering approach. It
is a generative model in which, each cluster generates mean and variance. The pixel
intensity values are represented in terms of probability density function represented
as Gaussian mixture models.

The steps for Gaussian Mixture Model algorithm is summarized below

1. Random Initialization of the probability distribution values in all clusters

_ prmax@+1

Hn = =751

0% =max(i) + 1
P(Cn) = l

J

2. The probability distribution function is represented as follows, where the cluster
C, is represented by Gaussian distribution N (u,, 0,) and of y; represents the
probability belonging to any class C,

p(ilCy) * p(Cy)
p(yi)
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where p(y;|C,) is likelihood, p(C,) is prior knowledge and p(y;) is evidence.
3. Update the mean, standard deviation, and probability values.
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4. Repeat step 2 and 3 until the convergence criteria is achieved. The convergence
criteria is defined by threshold value for the minimal change in the values of
mean and standard deviation for the iteration number specified.

4 Results and Discussion

The widely used segmentation algorithms in medical imaging like thresholding,
region growing, edge detectors, clustering, and watershed algorithms are validated
on real-time and database MR images. The algorithms are developed in Matlab 2010a
and for performance validation of clustering algorithms, brain web database images
are used, since gold standard images are there in the database. The input MR images
are depicted in Fig. 1.

The thresholding is a simple segmentation algorithm for the extraction of region
of interest and it is applicable for the images with simple objects. Adaptive threshold-
ing is a widely used technique in many applications. In this work, for thresholding,
two techniques are employed; Classical thresholding and Wellner’s adaptive thresh-
olding. The parameters of the adaptive thresholding are local window size, threshold
value, and filtering. The input medical images acquired are always subjected to noise,
in general, the CT images are degraded by Gaussian noise, MR images are degraded
by rician noise and ultrasound images are degraded by speckle noise. For filtering
mean and median filtering options are incorporated in the thresholding algorithms.
The threshold value changes based on the input image and universal threshold value
cannot be chosen. The thresholding results are depicted in Fig. 2.

The Wellner’s adaptive thresholding is another thresholding technique employed
for the medical images. The threshold value is changed in accordance with the local
mean or median values in the image.

The parameters of the Wellner’s adaptive thresholding are filter size, filter type
and a constant value that relies on the mode which is determined as percentage or
fixed amount of local average or median gray values. The constant value is positive
for the extraction of dark objects and is negative for the extraction of white objects.
The constant value is set within the range —20 to 4-20. The thresholding algorithm is

W

L .\
(b)

Fig.1 Input MR brain images (ID1-ID4)
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Fig.2 Classical thresholding in row 1 and Wellner’s adaptive thresholding in row two segmentation
results corresponding to dataset (ID1-ID4)

sensitive to noise and hence an appropriate preprocessing technique is vital prior to
segmentation. In the cases of images with complex objects, multilevel thresholding
is employed to yield efficient results. The optimization algorithms are also coupled
with the thresholding technique to yield robust results.

The region growing explores the neighborhood connectivity of pixels and adds the
pixels to the selected seed point based on gray-level similarity. The seed points have
to be specified and it varies for each input image. The manual selection of seed point
is crucial in region growing algorithms and automated region growing algorithms
based on optimization techniques are there for seed point selection. Figure 3 depicts
the region growing segmentation results.

Edge detection is also a simple and classical segmentation algorithm that traces the
boundary of objects in the image. In this work, the following edge detectors; Sobel,
Prewitt, Roberts, Log, and Canny are tested on medical images. The canny edge
detector produces superior results when compared with the other classical techniques

y 27 (0
S Al

(©

Fig. 3 Region growing segmentation results corresponding to dataset (ID1-1D4)
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in terms of the computation time and the quality of edges detected. The canny edge
detector is efficient for noisy images too, the parameters of canny edge detector are
standard deviation of Gaussian filter and threshold values (7'1 and 72). Higher value
of o implies the localization of larger edges. The classical edge detectors are based
on the gradient operator and are an initial step in object detection and recognition.
Figures 4, 5 and 6 depict the edge detector algorithms output.

The clustering is a widely used data mining algorithm and its role is prominent in
medical image processing. Here, the classical FCM, K-means, and GMM clustering
are employed. The FCM segmentation results are depicted in Fig. 7. The K-means
segmentation results are depicted in Fig. 8 and Gaussian Mixture Model results are
depicted in Fig. 9.

The HMRF model and EM algorithm framework were also applied for MR brain
images. In [49], HMR-EM segmentation model was initially proposed for the MR
brain images. The HMRF-EM algorithm is termed as an edge preservation model
that generates a prior segmentation result by K-means clustering algorithm. The
prior segmentation output supplies the parameters for the MAP algorithm and EM
algorithm. The parameters X(0) for the MAP algorithm and 6°[(0)] for the EM

. .
€

Fig. 4 Sobel edge detector (row 1), Perwitt edge detector (row 2), log edge detector (row 3)
segmentation results corresponding to dataset (ID1-1D4)
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Fig. 5 Robert edge detector (row 1) and Canny edge detector (row 2) segmentation results
corresponding to dataset (ID1-1D4)

Fig. 7 Fuzzy C-means segmentation results corresponding to dataset (ID1-1D4)
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Fig. 8 K-means segmentation results corresponding to dataset (ID1-ID4)

(@) (b) (c) (d)

Fig. 9 GMM segmentation results corresponding to dataset (ID1-1D4)

algorithm are determined from the K-means clustering algorithm. In the proposed
work, for the K-means clustering algorithm, number of clusters = 4 is chosen and
the number of iterations for EM and MAP algorithm is set to 10. The hidden Markov
random field segmentation results are depicted in Fig. 10.

The following algorithms are considered for qualitative analysis; Thresholding-
I, Region-Based-II, Edge-based-III, Clustering-V, Watershed-VI, Markov Random
Fields-X. The characteristics of segmentation algorithms are evaluated based on the
parameters characteristics [12] and numerical values are assigned for each char-
acteristic. The comparative analysis of segmentation algorithms are depicted in
Table 1.

The performance analysis reveals that clustering technique is having a high score,
when compared with other algorithms. Hence the clustering technique is found to be

(a) (b)

Fig. 10 HMRF segmentation results corresponding to dataset (ID1-1D4)
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Table 1 Comparative analysis of segmentation algorithms

Characteristics of algorithms Segmentation algorithms
1 1I I \Y% VI X

Spatial information 1 2 1 2 2 3
Region continuity 2 2 1 3 2 3
Noise immunity 1 2 2 2 1 2
Parameters selection 2 1 3 2 2 1
Complexity 3 2 3 2 2 1
Computation time 3 2 3 2 2 2
Accuracy 1 2 1 3 2 3
Overall score 13 13 14 16 13 15

efficient for the delineation of anatomical organs and anomalies in MR brain images.
The three clustering algorithms K-means, FCM, and GMM results are depicted here
for real-time medical images. For the validation of segmentation algorithms, ground
truth images are needed, hence the clustering techniques are also tested on brain web
data base images (ID1, ID2, ID3, and ID4) and the results are depicted in Fig. 13.
The Jaccard Index is proportional to the amount of spatial overlap between
groundtruth image and the segmented image. The rand index estimates the simi-
larity of pixels in the segmented image and groundtruth image. The value of Jaccard
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(0]

Fig. 13 Clustering algorithms results on brain web data base images; a—d: Input MR brain images
(ID1-1D4), e-h: K-means clustering, i-1: FCM, m—p: GMM

Index and Rand Index range for 0 (Poor matching) to 1 (Perfect matching). The
performance metrics plots of segmentation algorithms are depicted in Figs. 11, 12,
14 and 15 (Fig. 13).

The false positive is a measure of improper segmentation as ROI when it is not
the ROI. The false negative is a measure of improper segmentation not as ROI when
it is really ROL

B |TP|
~ |TP| + [FN| + |FP|
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5 Conclusion

This research work analyses various segmentation algorithms on medical images.
The qualitative and quantitative analysis has been performed on various algorithms
and tested on real-time and benchmark images. For the validation of segmenta-
tion algorithms, performance metrics are used. The quantitative analysis reveals that
clustering is an appropriate algorithm for the MR brain images. The three variants
of clustering algorithms are considered in this research work; K-means, FCM, and
GMM algorithms. The GMM and FCM clustering algorithm generate promising
results. This research work thus analyses various segmentation algorithms and its
characteristics thus pave a way for the selection of an appropriate algorithm.
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Abstract Effective Human Epithelial-2 (HEp-2) cell image classification can
encourage the determination of numerous autoimmune system diseases Different
computerized image processing methods can be successfully connected to perform
HEp-2 segmentation and classification process. This work, a programmed framework
for HEp-2 segmentation and classification utilizing image processing ideas is utilized.
HEP-2 cell image classification (CIC) utilizing convolutional neural network (CNN)
with Gray-Level Co-Occurrence Matrix (GLCM) and Discrete Cosine Transform
(DCT) feature extraction (HEP-CIC-CNN-DCT-GLCM) is proposed in this work
to improve the presentation of classification precision. Adaptive Gamma Correction
(ADC) technique is used as preprocessing technique to improve the differentiation
of the cell image for the segmentation process. Median Filtering technique method
is utilized to expel noise from the image if any kind of distortion or cracks occurred
while acquisition or transmission. Data augmentation is utilized in the training stage
to improve the viability of training process. Different arrangement of data is created
by pivoting pictures in various points to get more sample images to perform great
training. Proposed technique can classify six classes such as Homogeneous, Speck-
led, Nucleolar, Centromere, Nuclear Membrane, and Golgi. Mean Class Accuracy
(MCA) of about 96.56%, which is each a lot higher contrasted with past work related
to accessible ICPR 2014 dataset.
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1 Introduction

Pattern recognition methodologies are comprehensively employed in the world of
drug for the headway of Artificial Intelligence systems. Immune system illnesses
are established to be connected with the event of autoantibodies in patient bodily
fluid [1]. The anti-nuclear anti-bodies (ANA) test is routinely used to break down
connective tissue infections (CTD, for instance, crucial lupus erythematosus (SLE),
and Sjogren’s Syndrome. The most elevated quality level for playing out this test
is the deviant immunofluorescence (IIF) convention using human epithelial sort 2
(HEp-2) cells on account of the declaration of a wide extent of antigens on HEp-2
cells. In any case, the show is time and work genuine. Likewise, there is a high
intra-and between research center variety of the test [2].

Indirect immunofluorescence (IIF) on human epithelial type 2 (HEp-2) is that the
brilliant normal strategy for ANA check. The pathologist watches pictures, contain-
ing refined cells of the HEp-2 cell line, increased under a fluorescence magnifying
instrument and makes an end subject to two things, (1) the intensity of the fluo-
rescence (negative, moderate, or positive) (2) sort of the fluorescence recoloring
structure. As such, ANA test is enthusiastic as it depends upon the ability of the
pathologist. ANA testing is best performed using the IIF technique with HEp-2 cells
as the substrate. Regardless, it is enthusiastic and requires computerization. ANA
testing yields staining patterns of HEp-2 cells, these recoloring examples are con-
nected with invulnerable framework infections. Thus, the HEp-2 cell staining pattern
classification calculation is the center of the ANA test computerization structure [3].

Starting late there has been creating energy for showing automated pattern order
frameworks for microscopy pictures. The results from these casing works may
offer an inexorably target classification which would improve result consistency
and resolve any irregularities in the emotional assessments. Distinctive HEp-2 cell
arrangement strategies have been represented and most rely upon covering windows
with comparative sizes, which are called patch-based picture expert processing. The
strategy first concentrates diverse visual features, for instance, local binary pattern
(LBP) and scale-invariant feature transform (SIFT) from each picture patch, and a
short time later addresses them through each picture patch, and afterward speaks to
them through various changes, for example, privately obliged direct coding extraor-
dinary pyramid coordinating, autonomous segment investigation, non-parametric
Bayesian model, and so forth. The performance of the classification can be improved
by using support vector machine or similar kind of classifiers [4]. Because of superior,
CNN is generally a utilized system for classification problems.

In this work, a highly accurate HEP-2 cell image classification utilizing DCT
and GLCM feature extraction with convolutional neural network is proposed to
improve the classification accuracy. Six different types of classes can be classified
by the proposed method highly accurately. HEP-2 cell images are collected from
standard database and used with data augmentation technique is to generate more
tranining data. Data augmentation techniques are employed to generate different data
on different angles. The major contribution of this work is as follows:
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(1) Image acquisition and augmentation: HEP-2 cell images are collected from
standard database and used with data augmentation technique is to generate
various training data to perform best training.

(2) Preprocessing and Feature Extraction: Adaptive gamma correction and median
filtering techniques are used to increase the pixel quality in the spatial domain.

(3) Algorithm Validation: Proposed method is validated with various performance
metric, for example, exactness and confusion metrics parameter to prove the
efficiency.

The arrangement of this proposed work is as follows. Section 2 summarizes the
previous works related to this paper. Section 3 gives detailed information about the
proposed techniques which include the block diagram explanation and mathematical
model, etc. In Sect. 4, result and discussion for proposed work with respective to the
conventional classification techniques which is proposed previously. The final section
concludes the paper with a detailed summary of HEP-CIC-CNN-DCT-GLCM.

2 Related Work

Deep Convolutional Neural Network [5]: presented the use of CNN with used 22 lay-
ered CNN with four pooling layers to separate more high-level features for cell image
characterization. Contrasted with the current CNN-based HEp-2 order techniques, a
system with more profound architecture is used to perform classification.

Binary Tree algorithm [6]: proposed a pattern classification framework for con-
fused HEp-2 cell arrangement was de-marked and tried on ICPR 2016 HEp-2 dataset.
From binary picture I B (s, ) territory of pixel, the normal gray-level, and fractal
measurement for the limits were calculated. These gray levels were isolated into
eight proportional intervals ¢, by then lower / and upper u breaking point was set to
make the paired pictures. Binary Tree was utilized as a classification conspire.

Random Forest [7]: exhibited a hybridization approach for a class of FS method-
ology, viz. the channel-based FS procedures. The proposed strategy considers simply
filter systems for the hybridization, as these methodologies are possibly Adhoc, i.e.,
they give feature situating, anyway the assurance of a perfect course of action fea-
ture is chosen by an experimental limit on highlight positioning (score) positioning
(score). The paper displayed a limit of Random Forest (RF) and Random Uniform
Forest (RUF) for deciding for HEp-2 cell picture arrangement.

Linear SVM [8]: paper present a local structure really as the differential vector
of the encompassing pixels within one called as smaller scale Texton and model it
as a parametric likelihood process with GMM. In addition, the proposed strategy
removes the Fisher vector as demonstrated by the model parameters, which would
be more discriminant for image portrayal and can be united with a linear classifier,
(for example, a linear SVM).

Nearest Convex Hull Classifier [9]: introduced a cell classification framework
involved a dual-region codebook-based descriptor joined with the Nearest Convex
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Hull Classifier. The structure parts a cell picture into little patches, which are then
accumulated into sets speaking to the inward and edge regions of the cell. The
examination evaluated different variations of the descriptor on two straightforwardly
available datasets: ICPR HEp-2 cell classification challenge dataset and the new
SNPHEp-2 dataset.

Previously a number of methodologies proposed to perform HEP-2 cell image
segmentation and classification. Most of the methods are not flexible with databases.
When different images from database are used, the classification accuracy effected.
CCN based method which is proposed in this work is stable when compared to the
conventional works due to the deep learning capability. Detailed information about
the proposed work is as follows.

3 HEP-CIC-CNN-DCT-GLCM: HEP-2 Cell Image
Classification (CIC) Using Convolutional Neural
Network (CNN) with Gray-Level Co-occurrence Matrix
(GLCM) and Discrete Cosine Transform (DCT)

In this section, detailed information about proposed work is explained. Proposed
deep CNN-based HEp-2 cell image classification system consists of two main sec-
tions such as CNN training and testing. Training and testing sections have the fol-
lowing image processing blocks (1) preprocessing, (2) data augmentation, (3) fea-
ture extraction, (4) CNN training, and (5) classification or CNN testing modules.
Figure 1 shows the block diagram for the proposed method with various components
and blocks, which can perform singular activity required for image segmentation and
classification. For training stage, physically segmented images are preprocessed and
corresponding labels are created and feed to the DCNN module. To improve the cell
texture, GLCM is utilized in the gray-level pixels. Further, the pictures are trimmed
and rotated to create different samples from single image to produce additionally
training data. To extract feature GLCM and DCT methods are utilized in the individ-
ual cell pattern. The extracted features are from GLCM and DCT cascaded and fed
to DCNN. Trained DCNN modules used for testing process with segmentation mod-
ule. The watershed segmentation technique is used for the segmentation. Individual
modules are feed to the trained DCNN module to predict the classes.

3.1 Image Preprocessing

A reasonable image preprocessing steps are performed to improve the pixel quality
before main processing. That takes the normal for image into idea is crucial for
deep CNNSs to get extraordinary inside component depiction and classification. The
brightness, noise level, and contrast of the HEp-2 cell image given by the ICPR



HEP-2 Specimen Image Segmentation and Classification ... 151

| |
| | Pre-Processing | I[ Data Augmentation ] Feature Extraction | |
| | cell Image || Adaptive l Il l l
Gamma > Filtering L5 Rotation [—»| Resize 0 » GLCM > |

| | Database || . I
Correction I | | |

| | ——= o - ——_—— | | Cascade

l | | Features :

| |
| | >{8x8 block [
| I | |
Ry - '
| |
|
| an ||
| CNN Training |
[ R R R R EEEEE—E———————————— L — —J
e e
| ) |
| | | Cell Segmentaion l— | p |
| Cell | Water Shed Morphologic Cell | Pre- Feature Trained |

> = ing [-¥]
| Image Segmentation al Separation Separation Masking | | Processing Extraction CNN |
| I Y ) I
| 2 |
| Classified | |
| 5 Output |
CNN Testing

c
2
4
o
@
<
o

Fig. 1 Block diagram for the proposed method

2014 challenge (ICPR 2014 dataset) differ enormously. The preprocessing consists
of Adaptive Gamma Correction, Filtering techniques which are further explained
below sections.

Adaptive Gamma Correction To improve the contrast level of the picture, Adaptive
Gamma Correction (AGC) Method is connected as preprocessing procedure. Adap-
tive gamma correction (AGC) strategy can progressively decide an intensity trans-
formation function as indicated by the qualities of the input image. To begin with,
pixel intensities must be scaled from the range (0, 255)—(0, 1.0). The mathematical
model for adaptive gamma correction is given in (1).

0 =19 (1

where [ is the input pixel matrix and G is gamma esteem. The yield picture O is then
downsized to the range (0, 255). Gamma esteems < 1 will move the picture towards
the darker finish of the range while gamma esteems > 1 will cause the picture to seem
lighter [10]. A gamma estimation of G = 1 will have no effect on the information
picture: Fig. 2 shows the original and gamma correction (G = 1.5) applied image.



152 C. C. Manju and M. Victor Jose

(a) (b)

Fig. 2 a Original image, b gamma-corrected image

Filtering For exact classification, the picture ought to have ideal complexity and
less noise. Noise is a subjective assortment of picture intensity and evident as a
noteworthy part of grains in the image. It may convey at the period of getting or
picture transmission. Noise suggests, the pixels in the image show particular power
regards instead of real pixel regards that are gotten from picture. Noise departure
figuring is the path toward removing or on the other hand lessening the noise from
the image. The noise ejection figuring decline or empty the detectable quality of noise
by smoothing the entire picture leaving regions close separation limits. In any case,
these procedures can obscure fine, low separation nuances. Filters are utilized to expel
noise from the picture. In our proposed work middle separating technique is utilized
to evacuate undesirable dot noise. Median Filter is basic and all the more dominant
nonlinear filter. It is utilized for diminishing the measure of intensity between one
pixel from another pixel. The inside pixel estimation of the picture is supplanted by
middle estimation of block.

3.2 Data Augmentation

HEp-2 cell picture given by the ICPR 2014 is used for our work. Two data aug-
mentation plans were utilized to expand the size of training dataset and balance the
picture volumes of various cell designs. In this dataset different sized images are
available in various contrasts. The picture is trimmed for the six-classification pro-
cedure. Rotation of pictures is done at different angles such as 0°, 45°, 90°, 180°,
and resized each picture to 28 x 28 to get consistency for the CNN preparing and
diminish computational expense.
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3.3 Feature Extraction

For feature extraction technique, Gray-Level Co-Occurrence Matrix (GLCM) and
Discrete Cosine Transform (DCT) methodologies are used. GLCM method is used
for texture feature extraction of the image. For frequency extraction from image,
DCT technique is applied. The detailed explanation of feature extraction is given
below:

Discrete Cosine Transform (DCT) DCT is an orthogonal transformation that is in
all respects generally utilized in picture compression and is broadly acknowledged
in the multimedia standards. DCT has a place with a group of 16 trigonometric
transformations. The type-2 DCT changes a block of image of size N x N having
pixel powers s(nl, n2) into a changing array of coefficients S(k1, k2), portrayed by
the accompanying condition.

The changed array S(k1, k2) got through (2) is additionally of the size N x N,
same as that of the original image block. It ought to be noted here that the change
area indices k1 and k2 demonstrate the spatial frequencies in the ways of nl and n2
individually. k1 = k2 = 0 relates to the normal or the DC component and all the
staying ones are the AC segments which compare to higher spatial frequencies as
k1 and k2 increment. From computational contemplations, it might be noticed that
immediate use of the above condition to process the changed exhibit requires O(N*)
calculations [11].

4 N—1 N-—1
S(k1,k2) = ,/WC(kl)C(ld) > snl.n2)

nl1=0n2=0
T (2n; + Dkl w(2n, + 1)k2
*COS cos 2)
2N 2N
where ky kp,ny,n, =0,1,..., N — 1 and
1//2 for k=0
Clky = | H/v2for k 3)
1 = otherwise

Gray-Level Co-occurrence Matrix (GLCM) Picture made out of a few pixels
and every pixel having their very own intensity level. Gray Level Co-occurrence
matrix [12] is a technique for organizing the pixels with different intensity levels.
It is the oldest style second-request statistical methodology for texture examination.
GLCM improves the accuracy level by picking feasible quantitative level for early
analysis. In the underlying advance, the chief request statistical textural examination
feature information of the image was isolated and frequencies of the gray level at
arbitrary picture positions were assessed without considering neighbor pixels. In
the subsequent development, the second-request textural examination feature were
removed by considering neighbor pixels the factual highlights were isolated using
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(a) (b)

Fig. 3 GLCM input and output a input HEP-2 Cell, b GLCM of input image

GLCM, similar to shrewd known gray-level spatial dependence matrix (GLSDM).
In GLCM methodology, gray-level co-occurrence matrix has the textural highlights,
for example, differentiate, relationship, vitality, homogeneity, entropy was gotten
from LL and HL sub gatherings of beginning four degrees of wavelet disintegration.
The textural highlights extricated are recorded underneath. Figure 3 demonstrates
the handled GLCM cell picture.

3.4 Network Architecture

Convolutional Neural Network (CNN, or ConvNet) is an exceptional kind of multi-
layer neural framework, planned to see visual examples really from pixel pictures
with irrelevant preprocessing. A genuine decision of system design is significant
to CNNs. Our profound CNN shares the fundamental engineering of the old-style
LeNet-5. The proposed technique utilizes five convolution layer previous layers will
rehash 32 times and last will 64 times, 128, 256, 512. Convolution layers are within
the structure square of a Con-volitional Network that does a large portion of the
computational really troublesome work. The CONYV layer’s parameters include a lot
of learnable channels. Each filter is little spatially (along width and stature), anyway
connects through the full significance of the information volume. To speed up the
training process and decrease the amount of memory used, we utilized pooling layer
between layers. In our method, max pooling is used. In max pooling, a window
passes over an image according to a set stride (how many units to move on each pass.
The last layer is the classification layer. Classification layer consists of one or two
fully connected layers. The yield layer of a CNN is responsible for delivering the
likelihood of each class (every digit) given the input image.
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3.5 CNN Training

Due to the non-calculated property of the cost furthest reaches of CNNs. sensible
setting arrangement of training parameter is fundamental for the smooth join to the
classification. CNN is parameterized by the loads and inclinations of different convo-
Iution layers and completely related layers. In our Deep CNN, for feature extraction,
GLCM and (Discrete Cosine Transform) DCT techniques are used. GLCM is a tex-
ture element extraction method. The DCT resembles the discrete Fourier change: it
changes a sign or picture from the spatial area to the recurrence space. The element
extricated through GLCM and DCT is fell to prepare CNN. Ordinary of this the two
yields are urged to prepare CNN.

3.6 CNN Testing

To classify test picture above preprocessing strategy is associated. The picture is then
forward-impelled through the system, and the likelihood of this cell for each class
is obtained. To further improve the power of course of action, we select four down
to practically indistinguishable CNNs after the planning strategy ends up stable and
use them in general for characterization portrayal by following. The foreseen class is
the one having the most extraordinary yield probability found the center estimation
of over the four probabilities.

Image segmentation is the division of a picture into regions or classifications,
which contrast with different objects or parts of object. Every pixel in an image is
assigned to one of a portion of these classes. An exceptionally straightforward proce-
dure of segmenting cells from the info image is the thresholding system. Watershed
Approach is a proficient strategy for cell segmentation from the entire picture, for the
most part, the foundation of cell is dark in shading and dependent on the limit area it
very well may be effectively isolated. Beforehand more specialists are utilized water-
shed way to deal with fragment the cell from input images. A blend of watershed
and morphological activities-based strategy is connected to portion the cell from the
picture. The watershed algorithm, in its standard use, is fully automatic. For mor-
phological task, a blend of enlargement and disintegrations are due to channel the
little spots and dots from the picture.

4 Result and Discussion

In this section detailed explanation of outcome of the work is described. Phase one
describes the details of data set used. Second phase describes the Data Augmentation
and third explains the result analysis. The analysis is done in MATLAB R2018a in
I5 system with 6 GB RAM.
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4.1 Dataset

This dataset contains 13,596 training cell pictures, and the test set is spared by the
test facilitators and not released now. The cell images are expelled from 83 model
pictures gotten by monochrome high special range cooled micros-duplicate camera
fitted on an amplifying focal point with a plane-Apochromat 20 x/0:8 objective point
of convergence and a LED edification source. Each image has a spot with one of
the six staining patterns: Homogeneous, Speckled, Nucleolar, Centromere, Nuclear
Membrane, and Golgi. Figure 4 shows the six classes of cell types.

Golgi
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Nuclear mem-
brane

Speckled

Homogeneous

- |
| #|
. |
||
~

3
|
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|

Fig. 4 Various type of cell



HEP-2 Specimen Image Segmentation and Classification ... 157

4.2 Adequacy of Data Augmentation

To get to more cell picture with accessible tests and reduce potential over-fitting
of the prepared CNNs, we develop the preparation set by rotating each cell picture
for 360°, with the movement of 0°, 45° and 90°,180°, independently. Thusly, the
preparation set is stretched out by 1525 and on numerous occasions, and they are
used to prepare the CNNs, independently. To improve the quality of our structure,
we select four CNNs identifying with the 75th, 85th, 95th, and 100th ages after the
framework adapting progress toward getting to be stable. A test image will encounter
a comparative turn process and be commonly orchestrated by the four CNNs.

4.3 Result Analysis

The Deep CNN is prepared with ICPR 2014 dataset obtained with various research
facility settings. CNN is prepared at various augmented cell (cell turned at 0°, 45°,
90°, 180°). All the trainable system parameters are invigorated for the adjusting
process. To indicate straightforwardness and productivity change is practiced for
10 epochs which take on a very basic level less time than the 150 age spent in
training CNN-Standard.

Mean Class Accuracy (MCA) for 20 epochs for CNN finetuning appears on Fig. 5
for different revolution point of the cell picture. As showed up by the line of “No
revolution”, CNN finetuning does not work admirably at the beginning. By the by,
it gets up to speed rapidly in a few ages and achieves a fantastic exhibition in 10
epochs Fig. 6 shows the confusion matrix for the proposed method with various
classes. From figure plainly the proposed framework is giving better execution as
far as exactness. Every segment determines the exhibition of exactness for each
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Fig. 5 MCA for 20 epochs after CNN finetuning at various angle steps
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Fig. 6 Confusion matrix for proposed method with various class

class. From figure obviously every individual class demonstrating great execution.
These outcomes exhibit the high effectiveness of the versatility of our CNN-based
framework, particularly thinking about that there are unique classes of pattern over
these datasets.

5 Conclusion

This paper represents an automatic HEp-2 cell staining pattern arrangement frame-
work with deep convolutional neural frameworks. We give a point by point depiction
on parts of this structure, carefully talk about different key issues that could influ-
ence its classification execution, and report a couple of captivating disclosures got
from our investigation. In this work, a new architecture based on CNN with GLCM
and DCT based feature extraction technique is suggested to classify the cell pattern.
To generate efficient training data, rotation, and scaling with different angle is used.
Different execution measures incorporate disarray framework and exactness is deter-
mined to approve the presentation. Precision results it is evident that the suggested
framework is giving great execution as far as exactness and computational when
contrasted with different works. The proposed work is prepared and tried in ICPR
2014 dataset and got MCA of 96.56%, which is the best exactness contrasted with
past works.
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Real-Time Traffic Signal Management )
System for Emergency Vehicles Using e
Embedded Systems

Cyriac Jose and K. S. Vijula Grace

Abstract The main objective of real-time traffic signal management system
(RTSMS) is to save the life of people using cost-effective system. The proposed sys-
tem is a straightforward and effective operable framework for the real-time embedded
emergency vehicle (EV) management applications. In everyday life, there is consis-
tent issue to a crisis vehicle, for example, rescue vehicle, ambulance and fireman
to go through traffic light since it was red and it’s exasperating the drive. This cir-
cumstance is frequently happening since resistance from a regular citizen, some of
the time drivers don’t have an encounter with this circumstance so they will hang
tight for the traffic light to turn green. The RTSMS coordinates with the driver and
assistants him in a cleared a path by keeping up a vital separation from a deferment
in the surge hour gridlock. In this work, a new architecture for the emergency vehicle
management system using an embedded system is proposed. This system is used
to communicate between EV and traffic signal control unit. The processing time
between the signal turn and decision making can be minimized by using the pro-
posed hardware. The proposed work is simulated and tested with real-time hardware
with different operating conditions.

Keywords Real-time traffic signal management system + Emergency vehicle -
Microcontroller - Embedded system + On-board unit - Road side unit

1 Introduction

The fast advancement of metropolitan town areas into smart town areas and day by
day expanded in number of vehicles utilizing the constrained street systems sub-
structure causes an increment in rush hour gridlock support difficulties, for example,
traffic clog, mishaps, and transmission EV [1]. For a smart city, a clever, secure and
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coordinated traffic control framework is required to guarantee smooth activity of
everyday traffic just as oversee emergency vehicle development with the negligible
postponement. Among accessible traffic control frameworks, none can right now
consequently clear traffic clog if there should arise an occurrence of an emergency,
permitting vehicles like ambulances, fire motors, and police vehicles to pass [2].
With the exponential development in a number of vehicles out and about, there is a
solid requirement for Intelligent Traffic and Transport Systems for medical clinics,
fire stations and police headquarters.

Survivability in risky conditions is directly associated with the reaction time of
crisis organizations. In the specific occasion of heart failure, traffic deferrals of as
small as three minutes can part the chances of a patient’s survival capacity [3].
Notwithstanding authorization empowering crisis vehicles to progress through red
traffic signals, security methods, holding up lines of vehicles, and pinnacle hour stop
up moderate the development of these vehicles through the unions as they should
ensure cross-traffic has ended to empower them to safely proceed. Intersection red
traffic flag on occupied convergences while reacting to an emergency is the most
perilous situation emergency administrations faculty faces every day.

Preceding achieving the crossing point, the emergency group may have just man-
aged the flighty responses of drivers who are lined at the red traffic signal and have
endeavoured to move out of their way, or the emergency team may have even needed
to go on an inappropriate side of the street to pass traffic lined once more from the
convergence. When they achieve the red sign and endeavour to cross the conver-
gence, they may need to explore past people on foot crossing the street on a green
walk signal, drivers who are going through a green sign and uninformed an emer-
gency administrations vehicle is attempting to cross the convergence and the erratic
conduct of drivers attempting to stay away from the emergency administrations vehi-
cle. These situations place emergency administration faculty and the network at an
expanded danger of coincidental damage or passing [4].

Our framework makes some assumptions also consider some situations it assumes
that all the traffic signal lights are smart that is they are equipped with wireless com-
munication systems and the controlling units also it neglects the transmission delay in
the communication systems. It considers three criteria of emergency situations they
are high, medium and low. When the high emergency situation arises, the system
should accept the request quickly as soon as possible. For the high-level emergency
situation, the traffic controller allows rerouting the traffic change the speed limit,
change the behaviour of the traffic lights and also allows to modify the traffic poli-
cies. In a medium level situation, the traffic controller allows to reroute the traffic and
also switch the traffic signals. In a low emergency situation, the system is allowed to
change the traffic lights only.
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2 Literature Review

Zheng and Ling [5] have presented emergency transportation arranging in a fiasco
help store network the executives. The paper proposes a coordinated model of emer-
gency transportation arranging, and build up an agreeable improvement strategy for
productively taking care of the issue. The arrangement strategy utilizes three appli-
cable positioning criteria for fluffy variable assessment, separates the incorporated
issue into a lot of sub-parts, utilizes MOTS to enhance sub-answers for transportation
task designation and asset distribution, utilizes MOGA to simultaneously improve
populaces of sub-solutions for delivery scheduling and vehicle steering, and unites
the outcomes to manufacture total arrangements of the coordinated issue. Test results
demonstrate that the proposed strategy displays critical execution advantage in taking
care of complex emergency transportation planning issues.

Li et al. [6] have proposed a progressive structure for intelligent traffic on the
board in savvy urban areas. In this framework builds up a hierarchical multi-agent
system (MAS) based operating system that reacts adequately to rising worries with
traffic inefficiencies in keen urban communities. The proposed system strikes a har-
mony between nearby decisions and worldwide intelligence prerequisites to control
traffic signal settings that can decrease potential traffic congestion and accelerate
traffic streams. The usage of the proposed MAS improves the city’s ability to deal
with the traffic stream autonomously and respond proactively when unanticipated
changes happen in rush hour gridlock streams. This secluded and summed up struc-
ture is adaptable to the organization of common traffic control components in which
individual MAS operators are refreshed or supplanted as activity necessities differ,
which guarantees the adaptability and extensibility of the proposed system.

Qietal. [7] have presented a deterministic and stochastic Petri net (PNs) to plan an
emergency traffic light control framework for crossing points furnishing emergency
reaction to manage mishaps. As indicated by blocked intersection segments, as por-
trayed by unique PN models, the comparing emergency traffic light methodologies
are intended to guarantee the security of a crossing point. The participation among
traffic lights/offices at those influenced convergences and streets is represented. For
the upstream neighbouring crossing points, a traffic-signal-based emergency control
approach is intended to help counteract mishap prompted huge scale clog. Grid-
lock recuperation, live lock counteractive action, and compromise procedures are
created. This framework utilizes PNs to demonstrate and plan an ongoing traffic
emergency framework for convergences confronting mishaps. It very well may be
utilized to improve the best in class progressively auto collision the executives and
traffic security at crossing points.

Li et al. [8] propose a lot of calculations to configuration sign planning plans by
means of profound support learning. The inside idea of this approach is to set up a
deep neural network (DNN) to get acquainted with the Q-limit of fortress picking up
from the tried traffic state/control inputs and looking at traffic system execution yield.
In light of the got DNN, locate the proper sign planning arrangements by certainly
displaying the control activities and the difference in framework states.
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3 Proposed Method

This framework encourages the framework to coordinate with the driver and aides
him in a cleared way staying away from deferral in the rush hour gridlock. Through
GPS the car influxes and barricades are perceived by the framework and another safe
course will be explored to the driver for achieving the goal within less time. A remote
alarm will be given to the traffic superintendents if there should arise an occurrence
of any trouble for the E-Vehicles to make room. The working model for the proposed
method is shown in Fig. 1. The basic block diagram for the proposed method is
shown in Fig. 2. In this method, we have used LPC1768 microcontroller which is
from ARM CORTEX M3 family with 32 KB of flash memory, which acts as the
brain for the system. Here the LCD display is used to know the current location and
also used to know the messages from the control station. Initially, the microcontroller
sends a message to the control station by using the GSM modem to clear the road.
The minimum set of data contains information about the incident, including time,
precise location, the direction the vehicle was travelling, and vehicle identification.

The traffic controller unit is responsible for clearing the road to make the way for
the emergency vehicle. The traffic controller has the communication unit, data ana-
lyzing unit and controlling unit. The communication unit is responsible for receiving
and sending data to the vehicle and the traffic signal lights. The data analyzing unit
is a typical microcontroller that analyzes the received data and takes the necessary

Fig. 1 Working model of the proposed system
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Fig. 2 Block diagram

actions. When the communication unit receives a request from an emergency vehicle
it immediately transfer the data into the data analyzing unit extract the time, direc-
tion, incident and vehicle identification from the request and validate the request if
the received data are valid then it accepts the request and send acknowledge to the
vehicle then it sends the control commands to the traffic signal lights. When receiving
a command from the traffic controller the traffic signal light switches on the green
light till the emergency vehicle crosses the point. After that, the traffic controller
switches into the normal working mode.

3.1 System Hardware

Cortex-M3 Figure 3 shows the circuit diagram used for the signal transmission ans
reception in proposed system. The Cortex-M3 processor, in light of the ARMv7-M
engineering, has a hierarchical structure. It coordinates the focal processor center,
called the CM3Core, with cutting edge framework peripherals to empower incorpo-
rated capacities like intruding on control, memory insurance and framework debug
and follow. These peripherals are exceptionally configurable to permit the Cortex-M3
processor to address a wide scope of utilizations and be all the more firmly lined up
with the framework prerequisites. The Cortex-M3 center and the incorporated seg-
ments have been explicitly intended to meet the necessities of insignificant memory
execution, decreased pin count and low power utilization.

GSM Module SIM 800 GSM modem is used to send and receive messages by
using the wireless network. SIM 800 GSM module supports Quad-band. It is very
compatible, flexible and plug and play type. It uses RS232 serial communication to
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interface with the microcontroller. It also supports voice services, data, SMS, GPRS
and also TCP/IP stack (Fig. 4).

GPS Module (L80) GPS receiver (L80) is a device that is capable of calculating
the exact geographical position of the device by processing the information from
the GPS satellites. L80 GPS module is very compatible and it has the patch antenna
and also it is power efficient. The main advantage of L80 is it can capable of fixing
the position very quickly, it supports antenna switching function also it has always
located technology.

AT24C512 is a non-volatile memory used to store the phone numbers that are used
by the microcontroller. As the LPC1768 has small amount of memory it is very
difficult to store the phone numbers in the memory of the microcontroller to overcome
that problem AT24C512 is used. AT24C512 provides 524,288 bits of electrically
erasable memory.

4 Results

The entire system is designed and simulated using Proteus software the software
for the microcontroller is coded by using embedded c and that is built by using the
Keiliw V5. Then itis dumped into the LPC1768 by using the SPI protocol through flash
magic. For the controlling purpose we used HPLUS EX development board from
CoiNel Technology Solutions, it is optimized to save development time and has a
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few important peripheral interfaces assembled for evaluation and testing. PCB for
the system is designed by using Ki CAD V5.1.2. The manual exertion with respect to
the traffic police officer is saved by using automatic applications. Human mediation
is limited in light of the fact that the whole framework is computerized. Right, when
a crisis vehicle approaches this system, it is viably distinguished by the structure as
an emergency vehicle and traffic light exchanging is activated. This model acquaints
a path with an arrangement with the answer to execute the idea of green waves in
urban territories. Figure 5 shows the hardware model of the proposed method. The
general structure is practical and has focal points over the customary progressions.

Figure 6 shows the logging information from the on-board unit that is the request
from the unit to clear the traffic. This message includes the direction of traffic to be
cleared (3rd line) the next one is vehicle identification number (line 5 and 6), the next
information is the exact location of the vehicle which is given by the GPS module
(18th line) after sending these information’s the system will update its position for
every 30 s also it will update the distance from the traffic signal lights.

Figure 7 shows the data receives from the GPS module. GPS data is displayed in
different message formats over a serial interface. There are standard and non-standard
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Fig. 5 Hardware model
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formats. Nearly all GPS receivers’ output is NMEA data. The NMEA standard is
formatted in lines of data called sentences. Each sentence contains various bits of
data organized in comma-delimited format. For example

$GPGGA,010, 614.400, 4315.7323, N, 07953.7377,
W, 5,3.65,152.9, M.-34.7, M,, %61

The above GPGGA sentence (from Fig. 7 1st line) contains the following:

Time: 010614.400 is 01:06 and 14.400 s in Greenwich meantime
Longitude: 4315.7323, N is latitude in degrees. Decimal minutes, north
Latitude: 07953.7377, W is longitude in degrees. Decimal minutes, west
Number of satellites seen: 05

Altitude: 152.9 m.

5 Conclusion

In this work, a real-time traffic signal management system is implemented and tested
in real-time environment using various hardware components. For instance, the sen-
sors that are fixed over the emergency vehicle, fire motors and on squad cars empower
the traffic signals to atomize their entry. By using the proposed system, emergency
vehicle management can be achieved highly efficient way. Due to the availability
of on-board units in all EV, the practical implementation of this system is also very
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easy when compared to the other complex computational units. Different advantages
of RTLMSEYV can lead to using in the real-time environment to manage all kind of
EV’s. The proposed system can be extended and used in autonomous vehicle.
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Fig. 7 GPS coordinates from GPS module
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Reduction of PAPR in Optical OFDM )
Signals Using PTS Schemes Without Side | <=«
Information
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Abstract Visible light communication provides bandwidth efficiency, secured com-
munication and brightness along with data transmission simultaneously. Optical
orthogonal frequency-division multiplexing (optical OFDM) in VLC systems can
accomplish high information rate while transmission guarantees high dependability
over the multipath fading condition; consequently, it has been embraced as a standard
strategy in different communication systems that function as wireless. For decreasing
peak-to-average power ratio of optical orthogonal frequency-division multiplexing
signals, two partial transmit sequence (PTS) schemes without side information (SI)
are proposed. Since recognizable phase alteration is connected to the components
of every rotating vector, without transmitting SI, distinguish a rotating vector. The
maximum likelihood (ML) detector is utilized to partition SI from the signal that
is being obtained at the receiver and recuperate the information data stream. The
Euclidean separation between the input information signal constellation and the sig-
nal constellation that is being rotated using the phase offsets is being abused by this
ML detector. It is researched how to pick good phase offsets for implanting SI, by
doing pairwise error probability (PEP) examination.
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1 Introduction

This visible light communication (VLC) that paved way to optical wireless com-
munication has sprouted out as a promising technique to radio frequency because
of its distinguishing advantages like unpredictable bandwidth, reduced power con-
sumption, less interference in the electromagnetic spectrum and security in com-
munication [1]. For high data rate excellency and maximum reliability in multipath
fading, we use orthogonal frequency-division multiplexing (OFDM) in optical wire-
less communication (OWC) which enables transmission of data in Gigabit range
[2].

Orthogonal frequency-division multiplexing (OFDM) has various independent
orthogonal adjacent subcarriers that are being spaced at a very small distance to
each other. When the subcarriers are added up in time domain on the performance
of IFFT, high PAPR occurs says [3]. High PAPR is the result of phase differentiated
subcarriers. At each point of instance, the value of PAPR varies with respect to each
subcarrier at various phase values. When the value of PAPR at every point achieves
a peak threshold at the same time, the output signal envelope rises causing a ‘peak’
in the signal output. Since OFDM signal has numerous subcarriers which are being
modulated independently, the peak value of considered OFDM signals will be much
greater than its average value [1]. For the OFDM signals considered in LTE systems,
the PAPR is approximately 12 dB. The high PAPR causes the degradation in the
performance of power amplifiers at the transmitter side, since operation at such large
back off must be done as in [3].

High peak amplitudes with an immense dynamic range are the main disadvantages
of optical OFDM signals; thus, itrequires radio frequency power amplifiers with large
peak-to-average power ratio than single-carrier systems due to leakage of the discrete
Fourier transform as quoted in [4].

PAPR gives the relationship of the maximum power of a sample signal/symbol
in each optical OFDM transmit symbol to the average power of that optical OFDM
signal/symbol as described in [3]. In simple terms, PAPR is the ratio of peak power
to the average power of a signal. The SI unit of PAPR is decibels (dB).

In a multicarrier system, if different subcarriers present in the system are out of
phase with each other, the peak-to-average power ratio occurs. At different phase
values, they are different with respect to each other, at each instant. The output
envelope will suddenly shoot up which causes a ‘peak’ in the output envelope, when
all the points achieve the maximum value simultaneously.

Since many subcarrier components are added via an inverse fast Fourier trans-
formation (IFFT) operation, the transmit signals in an optical orthogonal frequency-
division multiplexing (optical OFDM) system can have high peak values in the time
domain. As a result, when compared to single-carrier systems, OFDM systems are
known to have a high peak-to-average power ratio (PAPR) as seen in [5, 6]. In fact, the
high PAPR decreases the signal-to-quantization noise ratio (SQNR) of the analog-
to-digital converter (ADC) and digital-to-analog converter (DAC) and is one of the
most detrimental aspects in an optical OFDM system. The efficiency of the power
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amplifier in the transmitter is also being degraded. Since the efficiency of the power
amplifier is critical due to the limited battery power in a mobile terminal, the PAPR
problem is more of a concern in the uplink. Optical OFDM signal PAPR is approx.
12 dB in LTE system. The PAPR of an optical OFDM signal of peak amplitude ‘s’
is given by,

PAPR(s) = max(|s|*)/E(]s*|) (1)

where s is the peak amplitude of the optical OFDM signal, max(ls?l) is the peak
power and E(Isl) is the average power.

As a solution to this high PAPR of OFDM signals, various schemes have been
suggested like joint channel estimation [7], pilot symbol pattern [8], multi-points
square mapping [5], cyclic shifted sequences [6], clipping [9], selective mapping
(SLM), tone injection (TT), partial transmit sequence (PTS) schemes, etc. Among all
these methods, PTS scheme is well suitable because we could reduce the PAPR of
OFDM signals with least distortion of the output signals.

This paper encapsulates two schemes using PTS without transmission of side
information (SI). These PTS schemes provide a very less complex detection of rotat-
ing vector that is being chosen in the receiver side. The PTS schemes endorse the
selected signal index which is referred to as the side information (SI) by choosing
rotating vectors into sequences of the signal through noticeable phase offsets given
to elements of each rotating vector. Phase offset selection and their number (i.e., the
number of required phase offsets) is done by taking into account the subsequences
and their number (i.e., the total number of subsequences) of PTS scheme; the factors
with which the phase is being rotated are being shifted using the offsets.

The extraction of side information from the signal that is obtained at receiver and
the recovery of the data sequence are done using a maximum likelihood detector. The
ML detector utilizes the Euclidian distance that is present in between the constellation
of the input signal and the constellation of the signal that is being rotated using the
phase offsets. Pairwise error probability (PEP) analysis helps us to choose suitable
phase offsets for encapsulating the side information.

The PTS scheme will not alter the pilot tones; thus, the efficiency in the spectrum
usage and the accuracy in channel estimation are achieved at the same time. This
PTS scheme does not increase the number of constellation points, but it just rotates
the original signal constellation using specific number of phase offsets, and hence,
it proves to be computationally efficient.

The remaining framework of this work is as follows: in Sect. 2, the conventional
PTS scheme is being depicted. In Sect. 3, the transmitter of an ACO-OFDM is being
depicted. In Sect. 4, the transmitter section of HACO-OFDM is being discussed. In
Sect. 5, the novel PTS scheme in HACO-OFDM signal and the ML detector for the
recovery of the original signal from the received signal is being discussed. Section 6 is
the performance comparison using the simulation results of the ACO-OFDM, PAM-
DMT and the HACO-OFDM signals using PTS schemes. Section 7 encapsulates the
inferences.
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2 PTS Schemes

PTS scheme is a relevant PAPR reduction technique used in the case of HACO-
orthogonal frequency-division multiplexing (HACO-OFDM). But, in the case of
recovery of data, the receivers should possess side information, e.g., the phase offset
values obtained from transmitters. Thus, we get large computational inefficiency
which is said in [10].

The basic theme behind PTS is that the blocks of data are being divided into
orthogonal/overlap-free subdivided blocks of data which do not depend on the rotat-
ing factor. The rotation element gives the data in the time domain with comparatively
low amplitude. The basic theme of this technique is the division of the actual/initial
optical OFDM data symbol into divided sub-data which can be transmitted via the
subdivided blocks of data. These are then being multiplied by weighing factors
which differ in the phase rotation factor unless we choose the optimum value with
least PAPR as said in [10]. The sequence of data ‘X’ in the frequency domain is being
divided into ‘v’ small sequences. These are being transmitted as overlap-free equal-
size subblocks. The size of each subblock of data maybe ‘N’, with N/V nonzero
elements in each subdivided blocks of data. Hence, the PAPR is being decreased in
the HACO-OFDM signal on using the PTS scheme. The major disadvantage of this
technique is that the search complexity is being elevated exponentially as the number
of subblocks increases. This conventional scheme is depicted in Fig. 1.

The PTS schemes discussed below provides efficiency in computations regarding
the searching of sequences with minimum PAPR, spectrum usage; also, accuracy
in channel estimation is achieved at the same time (i.e., using the below discussed
PTS Schemes we could find the sub-sequence with minimum PAPR, also the PTS
Schemes helps in efficient spectrum usage and accuracy in channel estimation too).
The compared PTS schemes are computationally efficient also.

INPUT
X1 N point Xv1
" IFFT >
Xvz . X
v PARTITION |—» Noant L & Multiply
MODULATI | x > INTOV IFF withb —>| 5 | X
ON s/ >
o Sub-blocks to bYy.4
N point
Xv.a ROl X1
—» IFFT —

Fig. 1 Block diagram of conventional PTS scheme
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3 ACO-OFDM Sequence

The input data stream which is in the time domain is being subjected to N-QAM
modulation, and the resultant frequency domain data stream is being pinned on to
the odd indices of the IFFT block within the permissible frequency band to get the
frequency domain output values. Consider real-valued outputs of IFFT to enhance
the efficiency in computations. Instead of taking the real outputs, we can take the
Hermitian symmetry using positive and negative pairs of frequency. This method
creates a no power output at imaginary values says [6].

The parallel stream of outputs from IFFT is being converted to serial data stream
using a parallel-to-serial converter. The serial data bits can now be converted into ana-
log signal using a digital-to-analog converter. Clipping of negative signal component
can be done either before or after the DAC.

When negative samples are set to zero, the even subcarriers reduce intermodula-
tion distortion. A DC component is generated as a result of clipping, and this DC
component is being considered as the mean optical power or non-aided self-biasing
since it is at an optimum level even without a control unit as in [6].

Figure 2 depicts the ACO-OFDM generation, and Fig. 3 is the diagrammatic
representation of the clipping process that accompanies. Similar is the generation of
PAM-DMT signal; the only difference is using PAM modulation for mapping the
input bits.

0 x" = max(0,sig)

N The gain
Real parts Asymmetric maintai!-.s the
Clipping subcarrier
powers as
lightly-clipped
DCO OFDM

Datain O

Fig. 2 Block diagram of odd-subcarrier ACO-OFDM system
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Subcarriers

Use only the T
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il T plelplelplelele ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ Cleial
conjugates on the 1 3 57 9111315 Frequenc
negative 8 28 quency
frequencies) Harmonics of first subcarrier, h

Fig. 3 Illustrative spectrum after the clipping process
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4 HACO-OFDM

In optical wireless communication (OWC) systems, the transmitted signals will be
positive due to the peculiar operating nature of the optical modulator, that is, the
optical modulator gives only digital signals as output because there are only two
operational levels basically a ‘zero’ or a ‘one’ which can be visibly indicated using
the ON or OFF state of an LED. For ensuring the positivity of signals, unipolar
modulation schemes are preferred. Conventional scheme for such modulation is
direct current offset optical (DCO) OFDM, but it gives away the output of the bipolar
signal as the positive part plus the DC components (the DC component is the rudiment
of the negative part). This additional DC component adds to the efficiency degradation
in power since the DC component renders no information as depicted in [4].

OFDM channel when clipped asymmetrically reduces the needed optical power
in the case of specific data rates. The reason behind this is that, during DC biasing a
bipolar OFDM, no power is being discarded. Thus, power efficient schemes such as
asymmetrically clipped optical (ACO) OFDM and pulse-amplitude-modulated dis-
crete multitone (PAM-DMT) that make use of the advantage of Fourier transform and
clipping away of the negative signal component to obtain positive or unipolar time
domain signals with minimum wastage of information have emerged. ACO-OFDM
as well as the PAM-DMT when used alone causes spectral inefficiency because they
utilize just half of the total number of subcarriers. For the improvement of frequency
spectrum of operation (i.e., to get bandwidth efficiency), we can concatenate the
ACO-OFDM signal subcarriers and the PAM-DMT signal subcarriers. This con-
catenation results in the generation of the hybrid asymmetrically clipped optical
(HACO) OFDM signal as in [11] (Fig. 4).

0Odd indices of the HACO-OFDM are occupied by the subcarriers of ACO-OFDM
which are in a unipolar manner (i.e., positive signals are only being transmitted by
cutting the even subcarriers at zero level) at the cost of spectrum usage, and the
even indices of the HACO-OFDM are occupied by the subcarriers of PAM-DMT.

Partition
into

PAPR
Calcula

sub- :
blocks tion

Fig. 4 PTS schemes in HACO-OFDM
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Fig. 5 Block diagram of a HACO-OFDM transmitter

ACO-OFDM has lowest cost at spectrum efficiency that is less than 2 bits/Hz, while
PAM-DMT has the highest cost, and the cost increases with the spectrum usage.
Figure 5 shows the block diagram of a HACO-OFDM transmitter. The upper half
depicts the ACO-OFDM generator and the lower portion depicts the generation of a
PAM-DMT signal according to [11].

The generated HACO-OFDM signal is converted into parallel data blocks. The
parallel data stream is being partitioned into subblocks of data. N point IFFT operation
is being done on the partitioned subblocks. The side information is embedded onto
rotating vectors chosen according to the phase offset vectors; this is depicted in Fig. 4
and is discussed in detail in [11].

5 PAPR Reduction Without Side Information Using PTS
Scheme

The use of low-multifaceted nature of the chosen rotating vector at the recipient
is performed utilizing the PTS scheme without SI. The SI is being inserted into
various identifiable rotating vectors into the elective signal constellations. For giving
noticeable phase offsets onto the components of each rotating vector, we utilize
the PTS scheme without side information. In particular, by taking into account the
quantity of sub-streams of the input sequence of PTS scheme, the number of phase
offsets must be legitimately picked. The values that are being used for the rotation
of phase are moved using the above-mentioned phase offset values. An ML detector
is thus being utilized to remove SI present in the receiver output signal, and the
sequence of information is being recovered. The Euclidean separation between the
constellation of signal that is given as input and the constellation of signal adjusted
or tuned using phase factors is being used by the ML detector. It is investigated how
to pick rotating vectors for embedding SI, by doing pairwise error probability (PEP)
examination. Likewise, in light of PEP, the degradation in performance is brought
about by malice in SI detection as in [12].



180 A. Binita and P. P. Hema

The pilot tones are not changed using the PTS schemes without side information.
That is, by the PTS scheme without side information, both efficiency in the utiliza-
tion of the bandwidth and exact identification of the channel parameters are accom-
plished. Likewise, the extension of signal constellation is not finished by the pro-
posed schemes. Instead, on choosing a modest amount of phase factors, the depicted
schemes rotate the signal constellation. In this way, to examine a smaller search
space, the depicted schemes show low efficiency in computations. The phase offsets
and the subblock phase offset vectors are portrayed which are being utilized so that
the SI can be encapsulated into rotating vectors. The degradation in performance
brought about by failure in the detection of SI is investigated, and an ML identifier
for PTS scheme without side information is additionally being clarified.

In an optical OFDM system, where N is the number of subcarriers from a signal
constellation Q of size g, a symbol subsequence that is being fed as the input X =
[Xo Xi--Xny—1] is comprised of N complex symbols. By applying reverse Fourier
transform (IFFT) to the input X as x = IFFT(X), a discrete OFDM signal sequence
x = [xg x1---xy—_1] is created, that is,

N—-1
1 -
Xa=—= Y Xyl )
N k=0

An information symbol sequence arrangement X is being subdivided as V disjoint
symbol subsequences X, = [X, 0 X, 1 Xyn — 11,0 <v <V — 1l in the referenced PTS
scheme. All symbols are zero with the exception of N/V information symbols, for
every symbol subsequence X,. By imposing IFFT to every symbol subsequence X,
the signal subsequence x, = [x, o x,.1--:Xx, y—1], called a subblock, is being produced.
By a rotating constant b} with size one, chosen from a variable B, each subblock
x, is duplicated which is essentially {£1} or {%1, £j}. Additionally, the size or
number of elements of B is signified as IBl = W which is called its cardinality. The
uth alternate signal sequence x" = [xjx{ - - - xy_,] is acquired on summing these V
phase rotated subblocks as,

X" = Zngv (3)

Let the uth rotating vector be b" = [b§bt - - bY_, |, where b* € BY and bf = 1.
The optimum rotating vector used for transmission is b" = [bgb‘;‘ . ~b‘\~‘,71]. This is
being done in order to choose the minimum PAPR signal sequence.
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5.1 Encapsulation of Side Information

To encapsulate the SI into the rotating factors, and to dispense with the transmission
of SI, shift their phase with proper offset values. For this reason, initially, phase
offset which is a V-tuple vector is being characterized as, S = [S(‘)‘ AR S‘”,A]
where S € {0, 1,..., Z},0<v <V —1land 0 <u < U — 1 where, Z is the
identifiable nonzero phase offset values and S} = 0 depicts a zero-phase offset as
depicted in [12]. The product of each rotating factor b}, 0 <v <V — 1, by et
is to encapsulate the SI into the uth rotating vector " using u which is a variable,
where the phase offset value is 65« and is depicted by S as 0 < Os« < 27. Then,
rotating vector which is being uth modified is depicted as b,

b, = [bgb'f . --bl\‘_l] @
i.e., bu = [b(";ejegg b‘itejoglll . b’ii/ ]ng l]

and the signal sequence which is uth modified is x* is being depicted in the PTS
scheme without side information, and it is expressed as,

X'=Y"hX, 5)

To the obtained optical OFDM signal, FFT is being applied and the phase modified
symbol for kth input symbol X of vth symbol sequence X, Ry = b, X. On modifying
the signal constellation Q by 6., where 0 < 65, < 27 and S " is the vth component
of uth phase offset vector plcked for sending, we get b, Xy Wthh is a symbol in the
signal constellation Q. The distinguished symbol is b%. R; does not return on the
signal constellation Q when §!) = Sfj, where b} * is the complex conjugate of b; this
is criteria for the choice of the nonzero phase offsets The receiver could 1dent1fy the
correct SI utilizing this method seen in [12]. Specifically, the receiver could identify
the SI by watching the degenerate Euclidean separation of identified symbol which
is a part of the constellation signal denoted by Q. U the number of phase modifying
vectors, which is being depicted by using U phase tuning vectors S¥. Clearly, Z must
be chosen with the end goal that it should appropriately adjust U tuning vectors on
utilizing phase tuning vectors which are V-tuple,

Z+D'=vu=w""! (6)

At this point, by utilizing a detector which is called the ‘maximal likelihood
detector’, that makes use of the Euclidean separation in between first and signal
constellations that are being rotated, the receiver can analyze the SI and recuperate
the input information symbol sequence X.
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5.2 PTS Scheme I1

To minimize complexity in detection of the signal in the receiver side, there should
be a reduction in the number of nonzero phase shifts. Using Z = 1 for B = {£1},
minimization in the number of phase shifts for PTS scheme I occurs which is being
inferred as Z = 1, and this improves detection of signals at the reconstruction part.
But, for B = {£1, £/}, the least nonzero phase shifts for the PTS scheme I must
stick onto a value larger than one. For low detection complexity, PTS scheme II is
introduced, that uses Z = 1 for B = {£1, &j}. Here, use the binary phase shifts 6y =
Oand 6, = /4. If the value of Z = 1, the Euclidean separation of the constellations of
signals, namely Q and Qm /4, is being enhanced for the QAM modulations basically
4-QAM, 16-QAM and 64-QAM. PTS scheme II also divides the subblocks to assign
various phase shifts staking into account the linearity of the output of the FFT block.
The vth subblock x, is partitioned into an even sequence x¢ = [x¢ (x¢ | -+ x y_]
and an odd subblock x? = [xgqoxg,l . ~x8’ Nfl] by employing IFFT to every even
and odd symbols in the frequency domain equipped with N/2 zeros in an interleaved
manner as in [12].

5.3 Maximal Likelihood Detector in the PTS Scheme Without
Side Information

The receiver discovers the index u irrespective of utilizing SI and recuperates the
symbol sequence X which is being fed as the input, from the received signal created
by the adjusted rotating vector b*. The received symbol R, which is a part of the
subcarrier k, which has a place with the vth symbol subsequence X, in frequency
domain is depicted as, Ry = Hy Ry = Hkl;ﬁ X + N where H, is the output response
in frequency and N; an AWGN sample at the subcarrier £ with the variations per
measurement NO/2. An assumption in the immaculate channel state information
(CSI) is being done, that is, quasi-static Rayleigh fading channel is being chosen,
and the receiver is made known of all the H s statistically autonomous and impecca-
bly. Hence, the ML finder for the PTS scheme without side information, utilizes the
Euclidean partition present in between rotated signal constellations and the initial sig-
nal constellation. Let the vth received symbol subsequence R, = [Ryo Ry,1-Ryn—1],
0 <v <V — 1. The maximal likelihood detector of the P-PTS scheme I works in two
stages. To begin with, the fractional metric for each received symbol subsequence
R, comparing to X, is resolved as,

. ~ 2
R, e % — H X, ()

D,s, = E min
’ XrkeQ

kel,

where |-l means the extent of a complex number or its magnitude, H, is the evaluated
channel response and I, = {Hv,o, Ly, ooy ]L,,N_l} c{0,1,..., N — 1} is defined
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as the collection of N/V information images encapsulated in the subsequence of the
vth symbol, X,. I, is resolved utilizing the subblock partitioning scheme. We get
Dy st Dyst ..., Dyse, ., forevery ith symbol subsequence. Additionally, a vec-

tor )_(s;;‘, = [)_(Sl"vv.o)_(sﬁv e )_(Siw_l]’ 0 <u < U — 1, which minimizes the Euclidean

separation between Rv,ke’jesif and I:IkX ’r denotes the corresponding X for every
S, where X s« is the point in Q which is the constellation for X. Clearly, X su
consists of N(V — 1)/V zeros for the expelling index positions and N/V recognized
information symbols with indices in I,. This process is rehashed for all v, 0 <v <
V — 1. Second, calculate D, = Z,‘;:ol Dys,0<u=<U-—1 by utilizing the partial
matrices D, gu’s, and the index u is analyzed by seeking D" with the minimum value
among U metric values D, as,

u = arg 0;41;1{/171 D, (8)

Therefore, the obtained sequence of the symbol that is being inputted at the
receiver is finally depicted as,

V-1
Xi = Z b % XS0 )
v=0

which is the sum of V detected subsequences of the symbols multiplied b‘;‘*, 0<
v <V — 1 to de-rotate it. Figure 6 shows the schematic blueprint of the utilized
detector which maybe maximal likelihood for the PTS scheme that embeds the side
information. Z must be less than U, if the minimum Z is chosen. Therefore, the
general detection sophistication of the PTS I to discover # and the recognized symbol
sequence X, is (Z + 1)gN Is? tasks if the real additions are disregarded in light of
the fact that the complexity of l+|? activity is a lot bigger than that of real addition as
in [12].

Fig. 6 Block diagram of an T o
ML estimator
et such that X-’f Decoded

F=1
D;= min 3D [ symbol

R sequence
Dy_y5p_,in(9)
1

Channel ';

Received
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sequence
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6 Simulation Results

Simulation outcomes are used to compare the functioning of both PTS schemes in
ACO-OFDM signals, PAM-DMT signals and HACO-OFDM signals. The simulation
results depicted using the compared methods show that the reduction of PAPR using
the PTS scheme II without side information is more efficient in all the compared
signals. The theoretical PAPR of HACO-OFDM signals in an LTE system is approx-
imately 12 dB. The reduction of PAPR using the PTS technique 1 is 10 dB; when
the PTS technique 2 is being used, the PAPR is further being reduced to just 5.5 dB
as depicted in Fig. 12. Even though the PAPR reduction of PAM-DMT signals using
PTS scheme II is less compared to HACO-OFDM signals, HACO-OFDM signals
are preferred in wireless communication because of its bandwidth efficiency. The
graphs are plotted between the PAPR values at each original subsequence obtained
numerically and the probability of PAPR values of each modified subsequence with
respect to the threshold value.

Figure 7 depicts the generated ACO-OFDM signal sequence, Fig. 8 represents
the generated PAM-DMT signal sequence and Fig. 9 depicts the generated HACO-
OFDM signal sequence.

Based on the simulation processes that are being carried out in Fig. 10, the results
depicted in Fig. 10 show that the PAPR of the generated ACO-OFDM signal is being
reduced using the new PTS scheme I, and it is reduced further using PTS scheme II.

Based on the simulation processes that are being carried out, the results depicted
in Fig. 11 show that the PAPR of the generated PAM-DMT signal is being reduced
using the new PTS scheme I, and it is reduced further using PTS scheme II.

ACOOFDM
0.4 . :

0.3

0.25 17

0 500 1000 1500 2000 2500

Fig. 7 Generated ACO-OFDM sequence
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Fig. 8 Generated PAM-DMT sequence
HACOFDM

0 500 1000 1500 2000 2500

Fig. 9 Generated HACO-OFDM sequence
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Fig. 12 Comparison of PAPRs of HACO-OFDM sequence using PTS schemes I and 11

Based on the simulation processes that are being carried out, the results depicted
in Fig. 12 show that the PAPR of the generated HACO-OFDM signal is being reduced
using the new PTS scheme I, and it is reduced further using PTS scheme II.

7 Conclusion

In this paper, two PTS plans without SI (schemes which do not transmit the side
information), distinguishing a rotating vector on the grounds that the phase offset
is identifiable and can be imposed onto the components of each rotating vector are
used for lessening the PAPR of ACO-OFDM signals, PAM-DMT signals and HACO-
OFDM signals and enhancing the throughput. The maximal likelihood detection for
the depicted PTS schemes is obtained, to obtain side information of the rotating
factor and recoup the information sequence at the output side. The PAPR execution
of two depicted PTS schemes is irrelevantly disintegrated, and the traditional PTS
with impeccable SI is unmistakably being portrayed utilizing the simulation results.
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Effectiveness of Wilson Amplitude )
for the Detection of Murmur i
from the PCG Records

P. Careena, M. Mary Synthuja Jain Preetha, and P. Arun

Abstract Methods employed for the automatic detection of valve ailments from the
heart records is a skilled task in cardiology. However, automated approaches, pro-
posed for envisaging the cardiovascular diseases greatly depend on the features mined
from the heart sound. The analysis of Phonocardiogram (PCG) signals, offers ade-
quate information about the functioning of the heart. Feature extraction techniques
in the time domain have analytical simplicity and less computational complexity. In
this paper, the effectiveness of the feature namely Wilson amplitude for the detection
of murmur from heart signal is investigated and is tested with different threshold (5—
50 mV) levels. It is found that the Wilson amplitude at 20 mV threshold is capable to
detect the murmur from PCG signal with 88.33% accuracy, 76.67% sensitivity and
100% specificity than other thresholds.

Keywords Heart abnormality - Murmur + PCG signal - Statistical significance *
Wilson amplitude - Time domain feature

1 Introduction

The feature extraction is the primary step involved in any artificial intelligence
system. In the system meant for automated analysis, the signal processing tech-
niques engaged for extracting the features shows the main role. This mainly involves
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fault diagnosis of mechanical/electrical systems using their vibration data, detec-
tion of diseases by analyzing various biological signals, etc. The problems can be
detected, accurately traced and even their type can be recognized by using the fea-
tures, extracted via suitable signal processing procedures. Moreover, the features
selected via the appropriate feature extraction technique should be statistically sig-
nificant and computationally efficient. The features extracted will be of temporal,
spectral-domain or spectrotemporal domain. Out of these, temporal features are sim-
pler and analytically viable than features in other domains because they do not involve
complex domain transformation.

Coronary artery disease (CAD) is one of the reasons for mortality and morbid-
ity worldwide. Based on the report of the World Health Organization (WHO), in
2016 almost 17.9 million humans expired due to CVDs, representing 31% of all
global deaths. Out of this, 85% are due to heart attack and stroke [1]. The biological
records like Electrocardiogram (ECG), Electroatriogram (EAG), Electroventriculo-
gram (EVQ), intracardiac electrogram (EGM), Electromyogram (EMG), echocar-
diogram, photoplethysmogram (PPG) and Phonocardiogram (PCG) can be used for
analyzing the heart functionality. Of this, the methodologies based on the features
extracted from PCG records may be used to detect murmur from heart sound [2].

A few methods that incorporate Wilson amplitude to identify problems of numer-
ous sectors are presented in the literature. Naji et al. [3] proposed a method to identify
best feature spaces that separate among postural tasks involving different trunk flex-
ion by analyzing the preprocessed EMG signal. Nayana and Geethanjali [4] estimated
the Wilson amplitude of the bearing vibration as one of the features for roller element
bearing fault diagnosis. Prior to this computation, the vibration data were prepro-
cessed. The feature was given into the SVM classifier. For hand gesture recognition,
Zhang et al. [5] collected SEMG (surface electromyography) signals from six fore-
arm hand muscles during grasping or pinch tasks. These signals were segmented via
empirical mode decomposition. The muscle activity was feature extracted using zero
crossings and Wilson amplitude of the first four resulting intrinsic mode functions.
Then a feature vector was framed by using these features and is applied to a classifier
combined with support vector machine and genetic algorithm. Xi et al. [6] proposed a
method for activity monitoring and fall detection using SEMG. The feature extraction
using the above feature has been done after preprocessing. In the analysis of surface
electromyography (SEMG) signals, Angkoon et al. [7] selected Wilson amplitude
at a threshold of 5 mV as the best feature that tolerates with white Gaussian noise.
Waris and Kamavuako [8] estimated the Wilson amplitude of the EMG signal to
observe the outcome of threshold selection on the classification for prosthetic use
in medical applications. Samuel et al. [9] put forth a system for the arm movement
classification using pattern recognition. EMG signals were recorded from the resid-
ual arms of eight amputees while performing different upper limb movements. To
rate the efficiency, the features like the absolute value of the summation of square
root, mean value of the square root and the absolute value of the summation of the
preprocessed EMG signal have been compared with that of the Wilson amplitude.
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Bi et al. [10] measured Wilson amplitude of the preprocessed EMG signal for motor
intention prediction of continuous human upper limb motion for the human-robot
collaboration.

In this paper, the effectiveness of employing the time domain feature known as
Wilson amplitude for the detection of murmur from heart sound by examining their
statistical significance and the separability offered among them is investigated on
the PCG records collected from the Pascal heart sound challenge database [11]. The
highlights of this study are (i) The statistical significance and the separability of
Wilson amplitude is tested and the separability given by this to discriminate nor-
mal/murmur is evaluated; (ii) It is comparatively simple as the proposed work uses
only a fundamental temporal feature.

The investigation, mathematical design and the particulars of the dataset tested
are given in Sect. 2. In Sect. 3, the statistical significance and separability given by
the features to differentiate normal and the murmur is investigated.

2 Methodology

The schematic of the procedures contains in the calculation of Wilson amplitude is
shown in Fig. 1.

The PCG records are preprocessed before the computation of Wilson amplitude.
In the preprocessing, to attain proper sampling rate, the signal is upsampled by a
factor 2, the amplitude normalization is done between —1 and +1 and to eliminate
the frequency components below 10 Hz by incorporating a high pass filter. As stated
earlier, the Wilson amplitude of the preprocessed PCG signal is measured to examine
its ability to identify the presence of murmur in the PCG signal. The feature evaluation
is done after extracting this feature.

The normalized upsampled PCG signal is given as

X
%) = X o) %

where ‘X;(¢)’ is the PCG signal (sampling rate ‘1/fs” and ‘N’ samples) processed
between 1 < n < N. The PCG records are normalized (—1 and +1) to regulate the
amplitude of the signal as in (1).

Preprocessing

Amplitude
normalization

by pideosonis

L] Computation of - Feature

POG iy Upsampling [~ - A
\ Wilson amplitude evaluation

SIGNAL

[+ Filtering Classification

Fig. 1 Schematic of the experimental design
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The feature Wilson amplitude is the number of times that the difference among
two successive amplitudes go above a certain threshold [6]. It can be formulated as,

N-1
Wilson amplitude = Y~ £ (|Xue-1) — Xaco]) )
=1
1, ifx > threshold
0, otherwise

fx)= { (3)

In this work, the effectiveness of Wilson amplitude at threshold of 50, 40, 30, 20,
10 and 5 mV is examined on the preprocessed PCG signal. The method is tested on
a total of 60 records (30 normal and 60 murmurs) collected from the Pascal heart
sounds challenge database. Each selected PCG records have a duration of more than
8 s and are upsampled by 2 i.e.; the sampling frequency ‘fs’ of the dataset is 4 kHz.
A high pass filter with cut-off frequency 10 Hz is utilized to eliminate the frequency
components less than 10 Hz.

The wave pattern of PCG records analogous to normal and murmur data set are
shown in Fig. 2a—d. The wave pattern of both types of signal is completely different
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Fig. 2 Wave pattern of two classes of PCG records a and b normal heart sound, ¢ and d murmur
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from each other. They have different amplitudes and randomness parameters.

The Kolmogorov—Smirnov test is used as the statistical evaluation test to analyze
the efficacy of Wilson amplitude to discriminate normal and murmur. The separa-
bility offered by the feature is examined by the histogram. Matlab® is the software
employed for feature extraction and statistical evaluation.

3 Results

In this paper, the effectiveness of employing Wilson amplitude for the detection of
murmur from heart sound is investigated on the Phonocardiogram signal availed
from the Pascal heart sound challenge database. The wave shape of the preprocessed
signal is given in Fig. 3a—d. The wave pattern of both classes of heart signal is entirely
different especially in terms of their amplitude and randomness.

Table 1 shows the range and numerical values of waveform length compliant to
normal and murmur.
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Fig. 3 Wave shape of preprocessed PCG records a and b normal heart sound, ¢ and d murmur
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s

Table 2 Kolmogorov—Smirnov Test—‘H’ and ‘P’ values of Wilson amplitude of PCG records
analogous to normal and murmur

H and P Threshold

values 5mV 10 mV 20 mV 30 mV 40 mV 50 mV
Chi square | 1 1 1 1 1 1
value (H)

Probability | 2.62 x 5.59 x 6.11 x 1.14 x 4.64 x 1.76 x
value (P) | 1077 10-8 10-8 107 10-° 1073

It is observed (from Table 1) that, the range of normal signal is 5347-24,663,
824-11,643, 924725, 9-2622, 0-1618 and 0-989 for a threshold of 5 mV, 10 mV,
20mV, 30 mV, 40 mV, and 50 mV, respectively. The range of murmur is 7136-93,934,
3768-75,881, 291-61,360, 80-52,160, 30-44,799 and 8-38,375, for a threshold
of 5 mV, 10 mV, 20 mV, 30 mV, 40 mV, and 50 mV, respectively. For the same
threshold levels, the numerical values of normal are 14,754.1 4+ 5335.88, 5492.83
=+ 2806.01, 2030.33 £ 1358.53, 986.43 £ 728.18, 552.2 + 448.05 and 336.13 +
302.67, respectively. The numerical values of murmur are 38,780.5 + 20,448.74,
24,149.73 £ 16,850.01, 13,454.13 +£ 13,491.86, 8688.07 £ 11,292.39, 6050.83 £
9705.83 and 4437.2 & 8387.24 for thresholds of 5 mV, 10 mV, 20 mV, 30 mV, 40 mV
and 50 mV, respectively.

By examining the range of murmur it is clear that they are derestricted to a wide
range related to that of normal heart sound for all the said threshold levels. That
means, the numerical value of the feature Wilson amplitude matches to normal PCG
records limited to a narrow range than that of murmur. These outward differences
among the magnitude and the range of feature extracted from the PCG records give
the prospect of Wilson amplitude to discriminate normal and as murmur.

The Kolmogorov—Smirnov test is used as the statistical evaluation test to measure
the separability of Wilson amplitude to discriminate normal and murmur. The ‘H’
and ‘P’ values of these features for different thresholds are provided in Table 2.

The H values obtained from the K-S Test is ‘1° for all thresholds. The ‘H’ values
are 2.62 x 1077,5.59 x 107%,6.11 x 1078, 1.14 x 107°,4.64 x 107° and 1.76 x
1073 for thresholds of 5 mV, 10 mV, 20 mV, 30 mV, 40 mV and 50 mV, respectively.

As already mentioned, the separability offered by the feature for the qualitative
assessment is done via histogram. The histogram of Wilson amplitude conforming to
normal heart sound and murmur for thresholds 5 mV, 10 mV, 20 mV, 30 mV, 40 mV
and 50 mV are shown in Fig. 4a—f, respectively.

In the histogram shown in Fig. 4, the histograms of all the thresholds exhibits
overlay among that of both classes of heart signal in specific areas. The histogram
analogous to normal heart signal is lying adequately apart spatially from that of
murmur with less separability. It has also found that the overlap of the two classes
of heart sounds is minor at the thresholds 20-30 mV than all other threshold levels.

The performance parameters like accuracy, sensitivity and specificity of Wilson
amplitude to classify murmur/normal are also calculated for various threshold and
are given in Table 3.
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Table 3 Performance parameters of Wilson amplitude of heart signal equivalent to normal and
murmur at different thresholds

Parameter (in %) Threshold

5mV 10 mV 20 mV 30 mV 40 mV 50 mV
Accuracy 81.67 86.67 88.33 80 78.33 78.33
Sensitivity 83.33 80 76.67 80 70 76.67
Specificity 80 93.33 100 80 86.66 80

It has observed from Table 3 that, to distinguish murmur and normal from the PCG
records the Wilson amplitude offers better performance at a threshold of 20 mV. The
same is represented bold italics in the fourth column of the above table. The Wilson
amplitude at 20 mV threshold is given accuracy of 88.33%, sensitivity of 76.67%
and a specificity of 100%.

4 Conclusions

In this paper, the effectiveness of Wilson amplitude at different thresholds like 5, 10,
20, 30, 40 and 50 mV for the detection of murmur from heart signal was investigated
on the preprocessed PCG records acquired from Pascal heart sound database. The
feature was statistically assessed via Kolmogorov—Smirnov test and the separability
among the feature to distinguish murmur and normal was examined by means of
histogram. It has found that Wilson amplitude at 20 mV threshold relates to normal
and murmur exhibited a ‘P’ value of 6.11 x 1078, The same has offer better accuracy
(88.33%), sensitivity (76.67%) and specificity (100%) than all other thresholds. The
technique comprising the Wilson amplitude as a feature may resolve the complica-
tions related with the physical auscultation. The possibility of this feature to classify
the murmur phenotypes can also be considered as a future extension.
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