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Abstract Ship detection in the aerial image is an active yet challenging in remote
sensing image processing. Due to the difficulties of locating the arbitrarily rotated
ships and the complexity of the background around the ship, the existing deep
learning-based object detection algorithm is difficult to accurately identify the ship
target. For multi-angle ships, the horizontal bounding box contains not only ship
objects but also a lot of irrelevant backgrounds, they are learned by the deep con-
volutional network as a learning object, and this leads to the common misalignment
between the final classification confidence and localization accuracy. In this paper,
we propose a new module called rotation RetinaNet (RRNet) to handle this problem.
Firstly, we start from the popular one-stage RetinaNet approach, with ResNet50 as a
basic network. Then, we apply a rotation head to RetinaNet to guarantee the rotation
invariance of the model. Finally, we add an angular loss to the original loss so that
the model can learn the angular offset of the bounding box. As a consequence, the
proposed RRNet achieves high performance on the open-source DOTA datasets.

Keywords Ship detection - Convolutional neural network + Rotation RetinaNet

1 Introduction

As a comprehensive technology of earth observation, remote sensing has a large
range of high-resolution imaging capabilities. With the rapid growth of the number
of high-resolution satellites in orbit, the acquisition speed of remote sensing image
data has been accelerated, and the data volume has increased significantly. As aresult,
the comprehensive observation capability of human beings to the earth has reached an
unprecedented level. Ship detection is the focus of research in remote sensing object
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detection. It is very important in the fields of military defense and port monitoring.
Over the past years, experts and scholars have proposed many methods to detect ships
[1-3], these works have achieved remarkable results. These methods only focus on
the position information of ships but ignore the direction information, which is also
of great significance. The ships on the sea are easy to detect because of the simple
background; however, the inshore ships are more difficult to be detected than other
objection detections [4]. The inshore ships are often of large aspect ratio, tightly
assigned, and arbitrary rotated, other than this, the harbors and ships are similar
in gray level and texture. Those factors will bring great challenges to rotated ship
detection.

In recent years, with the development of deep learning technology, the feature
learning algorithm based on deep neural network has made a breakthrough in many
research fields such as computer vision and natural language processing. In essence,
deep learning is a deep neural network containing multiple hidden layer nodes.
Through feature extraction step by step, the optimal representation of data is obtained.
In the context of remote sensing big data, the intelligent deep learning algorithm has
significant advantages in performance and precision in the information extraction
of complex high-resolution remote sensing images. As an efficient target feature
extraction network, convolutional neural network has been widely used in target
detection model. In recent years, Pascal VOC [5], COCO [6], DOTA [7], and DIOR
[8], the dataset of object detection in the field of large-scale computer vision or remote
sensing, have made a breakthrough in the object detection algorithm based on deep
learning. According to whether candidate regions are generated or not, the existing
deep learning-based object detection model can be divided into two categories: can-
didate region-based method and location-based regression method. Since R-CNN
was proposed, target detection models based on candidate regions have achieved
great success in the field of natural images, including R-CNN [9], fast R-CNN [10],
faster CNN [11], FPN [12], HRNet [13], etc. This method divides object detection
into two phases: the first phase focuses on generating a set of candidate regions that
may contain objects; the second phase aims to further classify the candidate regions
obtained in the first phase and adjust the coordinates of the boundary boxes. The
method based on position regression is to use a single-stage position detector for
object instance prediction to simplify the detection to a regression problem. Com-
pared with the method based on candidate regions, this method is simpler and faster,
including YOLO [14], SSD [15], RetinaNet [16], etc. Among them, RetinaNet is
the state-of-the-art detector, which can guarantee speed and accuracy at the same
time. These methods can be applied to ship detection of remote sensing images and
can significantly improve the efficiency and automation level of ship recognition.
However, these methods cannot inference the angle information of the ship.

Based on the framework of target detection network RetinaNet, we proposed
an arbitrary rotated network named as rotated RetinaNet (RRNet), which is more
suitable for ship detection.

The rest of the paper is organized as follows. Section 2 introduces the details of the
dataset and the proposed method. Section 3 describes an experiment conducted on
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Fig. 1 Pipeline of RR, including FPN and Rotated Retina Head

DOTA datasets to evaluate the performance of the method. Finally, Sect. 4 concludes
the results of the method.

2 Methodology

2.1 Pipeline

Our rotation RetinaNet’s overall structure is illustrated in Fig. 1. Our network is a one-
stage method based on RetinaNet. By adding a Rotated Retina Head structure to make
the network learn target’s direction information, the final detection result changed
from the horizontal bounding box (HBB) to the oriented bounding box (OBB). We
use ResNet50 as our backbone network to generate a multi-scale convolution feature
pyramid, then we use an FPN module to fusion different scale feature maps, on each
FPN level we add two additional small FCN subnet, one for classes prediction the
other for RBox regression. After the five-parameter regression and the rotation non-
maximum suppression (R-NMS) operation for each RBox in the RBox regression
subnet, we get the final detection results.

2.2 Network Design

2.2.1 Data Augmentation and Multi-scale Training

To ensure the robustness of the model and avoid overfitting of the network, the training
set images are randomly flipped and randomly mirrored in the pre-processing stage.
Because the proportion of ships in the image is too small and the distribution is too
dense, to ensure the accuracy of the ship detection, we will expand the image from
640 x 640 to 1024 x 1024 during the training process. Small ships are zoomed into
make them easier to detect. The experimental results show that the model can reduce
missed detection after the image is enlarged.
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2.2.2 Feature Pyramid Networks

On the one hand, because the ship’s target is usually small, the shallow network
responsible for detecting small targets usually contains less semantic information,
so the detection network cannot detect small ship targets well. On the other hand,
because the image contains a large number of ships of different scales, it is difficult
for the network to cope with the problem of multiple different scales of the same
object. Therefore, in this paper, the FPN module is added to the detection model, and
the FPN is used to make the detection network overcome the differences mentioned
above in scale and enhance the semantic information of the shallow network.

The basic idea of FPN: Using different scales of feature information to predict
targets of different scales, the specific structure in FPN is mainly divided into two
processes: bottom-up and top-down. Bottom-up process: The process by which a
common convolutional network extracts features through feedforward calculations.
Top-down process: Contains two steps of upsampling and horizontal join. Firstly,
the features extracted from the bottom-up process are sampled so that the scale
of the high-level features can satisfy the scale of the horizontal connection with
the features of the lower layer, and then, the obtained sampling features and the
underlying features are added to the pixels, that is, the horizontal connection gets a
multi-level feature map.

2.2.3 RBox Parameterized Description and RBox Regression

For the object detection method using the HBB to locate the target position, the
HBB is usually parameterized into four variables consisting of the coordinates of
the center point and the width and height, for example, box = (x., y., w, h). The
objects with arbitrary direction on the remote sensing image, such as the ship target
in the image with a tilt angle of 45°, may account for less than 40% of the mini-
mum external bounding box. The learning target of the network leads to a decrease
in the detection accuracy of the network. Therefore, this paper uses the arbitrary
quadrilateral to mark the target object. The arbitrary quadrilateral is a more accurate
definition method of the target position. The labeling of the arbitrary quadrilateral is
usually represented by a total of eight parameters of its four endpoints coordinates
(X1, y1, X2, ¥2, X3, ¥3, X4, y4), and then, in the bounding box regression, we simplify
the above-mentioned arbitrary quadrilateral to a OBB with the following five param-
eters (x., y¢, w, h, 6). As show in Fig. 2, where the box Contains the coordinates of
the center point (x., y.), the width w and the height 4 and the direction angle 6.

For RBox regression [13], the following five coordinates are used for parameter-
ization:

e = (X = Xa)/Wa, ty = (Y — Ya)/ ha ey

ty = log(w/wa), 1 =log(h/ha) 2
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Fig. 2 RBox
parameterization
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1y = sin(0* — 6,) (6)

where the variables x, x,, x* are for the prediction box, default box, and ground truth
box (as for x, y, w, h, 0).

2.2.4 Rotated Retina Head

Rotated Retina Head consists of two similarly structured sub-networks, one for clas-
sification and the other for RBox regression. We add this Rotated Retina Head module
on each FPN level output layer to generate a series of candidate rboxes and classes.

Classification Subnet

The class prediction sub-network discriminates the objects in each spatial position in
the feature map. The subnet attaches a small FCN to each FPN layer. The parameters
of this subnet are shared at all pyramid levels. The input feature map comes from
each FPN layer and has 256 channels. Then, four 3 x 3 conv layers are applied. Each
layer has 256 filters. After each filter, ReLU is activated, and then, a 3 x 3 conv layer
has two filters. Finally, the softmax activation function is used to calculate a set of
category confidence for each region to complete the classification task.
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RBox Regression Subnet

Similar to the class prediction sub-network, the position regression sub-network
adds a small FCN structure to each FPN layer to return the offset between the anchor
box and the nearest ground truth object. Each position has a SA output. Relative to
each a anchor of each spatial position, there are 5 offsets calculate by the prediction
anchor and the ground truth box to achieve accurate positioning. Classification and
regression have the same structure and different parameters.

2.2.5 Multi-task Loss Function

In this paper, the multi-task loss function with angle penalty is used for the end-to-end
training of the network, and the loss function is shown as follows:

1 1 .
L= Now ,Z Las(pi, i) + N lZ Dj (Lreg(vj’ v;)) (7

Here, [; represents the object category, p; represents the probability distribution
of different categories calculated by softmax function, v; represents the coordinate
vector deviation of model prediction output, and v} represents the real vector devi-
ation. Where classification loss L is the cross entropy loss, regression 10ss Ly, is
smooth L1 loss.

3 Experiment

3.1 Dataset and Setting

Object detection dataset of aerial remote sensing image. It contains 2806 expert
interpreting aerial images from different sensors and platforms. Each image ranges
in size from 800 x 800 to 4000 x 4000 pixels and contains a wide range of scales,
directions, and shapes. These DOTA images are then annotated by aviation image
interpretation specialists with an arbitrary quadrilateral. We selected the images con-
taining ship targets in the DOTA dataset, obtained a total of 1572 4 4902 samples,
divided the training set and test set, and obtained 4902 training set samples and 1572
test set samples. We divide the images into 640 x 640 sub-images with an overlap
of 100.

All the experimental contents in this paper were completed under the PyTorch
deep learning framework. The hardware environment is a server with four NVIDIA
GeForce Titan XP GPU (12 GB memory) and Intel Xeon ES CPUs. We use ResNet50
imagenet pre-training model to initialize the network. For the DOTA dataset, we
trained 60 epochs in total.
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3.2 Performance Evaluation

We evaluate the performance of RRNet by the ship’s validate set of DOTA. The
performance evaluation of neural network includes mean average accuracy, precision,
and recall. The classification results of each assessment can be divided into four
categories:

True positives (TP): the number of ships correctly classified as ships.

False positives (FP): the number of ships incorrectly classified as ships.

True negatives (TN): the number of ships correctly classified as non-ships.
False negatives (FN): the number of ships incorrectly classified as non-ships.

Precision is often used to measure the ability of a model to distinguish binary
classes (that is, ship or non ship). In this study, combined with TP and FP calculation:

. TP
Precison = ——— (®)
TP + FP

Recall is a commonly used method to quantify the performance of algorithms
in machine learning. It measures the proportion of correctly detected ships in all
positive samples, i.e., a missing metric.

TP
Recall = ——— &)
TP + FN

mAP is a specific value that can more intuitively describe the performance of the
detector, and it is the area of the precision—recall curve and the horizontal axis. The
definition is described as follow:

1
mAP:/P(R)dR (10)
0

3.3 Evaluation of RRNet

We use 4375 training sets and 1357 validation sets to train RRNet, where resize is
set to 640 * 640. We use the pre-training model ResNet50 to initialize the network
and train the model by using the optimizer SGD with 0.9 momentum, 0.0001 weight
decay, and batch size 8, and maximum number of epochs is set to be 50. The initial
learning rate at the beginning of training is set to be 0.01, we use the learning policy
“warm up”’ to adjust the learning rate, the warm-up step is set to be [10, 30, 50], and
the warm-up ratio is 1/3.
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On one hand, for the small dense ships because of its small volume quantity, in the
process of feature extraction network constantly down sampling of the figure map
will be lost in a large number of target information, thus detection model needs to be
done the ship detection task using the characteristics of the previous figure map, but
due to the characteristics of the previous figure map layer contained in the semantic
information is too shallow, it is easy to make the detection model can’t locate the
ship object precisely. On the other hand, for large ships with characteristics of strong
semantic, due to the complexity of its semantic information, so the model need
contain deep characteristic figure of high-level semantic information to complete
judgment, and high-level semantic feature maps cannot very accurately locate the
position information of large ships. The RRNet is a multi-scale detection network,
and it chooses five different feature maps to combine, the lowest layer is mainly used
for small ship detection, and the highest layer is mainly used for large ship detection.
When training RRNet on the ship datasets, the trend curve of mAP is shown as Fig. 3,
and RRNet achieves 66.8% mAP after 50 epochs. In order to prove our proposed
method is more outstanding, we compare the RRNet with other methods, and the
results are shown in Table 1. In Table 1, the SSD, YOLOvV2, and R-FCN [15] are
horizontal region detectors, and the R-DFPN [16] is rotation region detector. The
result shows that the mAP of our RRNet is better.

In addition to using mAP to evaluate the detection accuracy of the model, we also
calculate the accuracy and recall rate of the model to evaluate the performance of
the model and record the accuracy and recall rate under different thresholds in the
ship validation set. Figure 4 shows the precision—-recall curve, it can be seen that the
best precision rate and recall rate of our proposed method are 93.9% and 72.1%,
respectively.

Figure 5 shows some detection results in different scenes, including tightly
arranged ships and arbitrary oriented ships, ships in the harbor and on the sea. These
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Fig. 3 mAP of RRNet
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Table 1 Detection

. Methods AP of ship
performance comparisons of
different models SSD 13.21
YOLOvV2 7.37
R-FCN 7.45
R-DFPN 54.78
Ours 66.80
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Fig. 4 Precision-recall curve of RRNet

complex scenes and various ships have a great influence on the performance of

RRNet.

4 Conclusion

In this paper, we propose a rotated neural network named RRNet to detect arbitrary-
oriented ships. We apply a rotation head to guarantee the rotation invariance of
the model and add an angular loss to the original loss so that the model can learn
the angular offset of the bounding box. The results of the experiment based on the
DOTA dataset show that our proposed RRNet has a great performance on rotated ship
detection. However, due to the difficulty of features in ship detection, our method
has a relatively low recall rate, there still exists some missed inspections, and we
need to explore how to effectively increase recall rate in the future.
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Fig. 5 Detection results of ships in different scenes. a Detection results of arbitrary oriented and
tightly arranged ships; b detection results of ships in the harbor and on the sea
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