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A New Multidimensional Spectral
and Polarization Information Detection
Technology

Yechao Wang, Xiaoli Chen, Xiaoming Zhong, and Haibo Zhao

Abstract Simultaneous acquisition of spectral information and polarized informa-
tion can obtain more feature information to distinguish targets. Based on the com-
putational imaging technology and a pixelized polarization detector, we propose a
novel imagingmode that simultaneously acquires 2D spatial information, 1D spectral
information and 1D spectral–polarized information of the target. In the framework
of compressed sensing, the imaging results are obtained by the pixelized polarization
detector after the spatial modulation of coded aperture and the dispersion of prism.
The corresponding spectral and polarization images are reconstructed by anoptimiza-
tion algorithm. The method can obtain 25 bands of spectral and polarization images
of four angles (0°, 45°, 90° and 135°), ranging in 450–650 nm (spectral resolution
less than 10 nm), and the degree of linear polarization and the angle of polarization
of each band. The experimental prototype has been developed, and the data acqui-
sition and processing have been completed. Finally, the technology has successfully
achieved simultaneous acquisition of multidimensional spatial–spectral–polarized
information.

Keywords Computational imaging · Polarization detector · Multidimensional
information · Spectral image reconstruction

1 Introduction

Traditional spectropolarimeter can simultaneously acquire three-dimensional spa-
tial–spectral data of each Stokes parameter by scanning specific domains [1], such
as the spatial domain in channeled spectropolarimetry [2], the optical path difference
domain in Fourier transform imaging spectropolarimetry [3] and polarization domain
in other spectropolarimetry [4]. Some new systems obtain polarization spectra by
direct measurements such as integrating integral field spectrometry with division-of-
aperture imaging polarimetry [5]. However, the above systems have limitations such

Y. Wang (B) · X. Chen · X. Zhong · H. Zhao
Beijing Institute of Space Mechanics & Electricity, Beijing, China
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as noise sensitivity, channel cross talk and spectral resolution [6, 7]. Some litera-
tures have introduced the latest compressed spectral imaging method, using channel
switching method to measure polarization spectrum, but at the expense of time res-
olution [8]. Compressed spectrum imaging is a new technology that has evolved in
recent years. Based on the compressed sensing framework, high-dimensional snap-
shot acquisition of spectral information becomes possible [9]. The coded aperture
snapshot spectral imager (CASSI) receives information from the array detector by
random code modulation of the scene and spectral modulation of the dispersive ele-
ments [10–12]. Inspired by this, we propose a new imaging mode that a pixelized
polarization detector combined with compression spectroscopy to simultaneously
detect two-dimensional spatial information (x, y), one-dimensional spectral infor-
mation (λ) and four polarized components (0°, 45°, 90° and 135°). The random
coded aperture enables the system to code of the spatial information efficiently, and
the integration of the polarization detector with the CASSI achieves efficient acquisi-
tion. The feasibility of the scheme was verified by experiments, and the model of the
system was established. Under the theory of compressed sensing, the optimization
problem is solved by the iterative algorithm. This model breaks through the princi-
ple limitation of the traditional polarization spectrum detection method and satisfies
the synchronous acquisition requirements of multidimensional information such as
time-space spectrum polarization.

The scene information h(x, y, λ, p) is limited by bandpass filter (BPF), and then
it is modulated by coded aperture (CA). After double Amici prism (DAP) dispersion
modulation, it is imaged on the polarization detector.

2 A New Multidimensional Spectral and Polarization
Information Detection Technology

The principle of the multidimensional polarization spectrum detection system is
shown in Fig. 1. The scene information h(x, y, λ, p) first enters the objective lens,
and the bandpass filter of 450–650 nm is used to intercept the spectrum segments.

Fig. 1 Schematic of system
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Fig. 2 Data modulation flowchart

Then, the light reaches the coded aperture, and the random coding mask spatially
modulates the information h(x, y, λ, p). The coded aperture is a random matrix and
sets 0 and 1 channels which etched on the glass andmade an anti-reflectance process.
The lightwhich ismodulatedby the codes goes through the relay lens and then reaches
the dispersive element. Then, a double Amici prism is used to disperse the encoded
light from the spectral dimension. It is useful for subsequent reconstruction of the
data cube. The coded information passes through the dispersive prism and reaches
the polarization detector. A spatially encoded and dispersion-modulated polarization
spectrum-compressed image is obtained on the polarization detector (Fig. 2).

The data flowchart indicates that the information H first performs coding of 0 or
1 in space when it passes through the coded aperture (CA). After the dispersion of
the double Amici prism, the data cube is expressed as HCAV and it is distributed on
both sides of the central wavelength of 550 nm. HM is obtained on the polarization
detector, including four polarization components (0°, 45°, 90°, and 135°).

3 System Model

As shown in Fig. 1, the scene information can be expressed as h(x, y, λ, p),
where x and y represent two-dimensional spatial information, λ represents spectral
information, and p = 0, 1, 2, 3, representing different polarization information,

Sout = MpdSin (1)

Mpd(θ) = 1

2

⎡
⎢⎢⎣

1 cos 2θ
cos 2θ cos2 2θ

sin 2θ 0
cos 2θ sin 2θ 0

sin 2θ cos 2θ sin 2θ
0 0

sin2 2θ 0
0 0

⎤
⎥⎥⎦ (2)

S = [
ST
0 , ST

1 , ST
2 , ST

3

]T
(3)

Mpd represents the Mueller matrix of the polarization detector [13]. Sin and Sout

represent polarization information of incident and outgoing light. Due to the small
field of the lens, the Mueller matrix of other components can be considered as a unit
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matrix. S is Stokes parameter [14]. Similar to the CASSI, the image acquired by the
detector can be expressed as [15]

f (x, y) =
3∑

p=0

∫
ψP(x, y, λ)T (x, y, λ)h(x, y, λ, p)dλ + ω(x, y) (4)

ψP(x, y, λ) represents the modulation of the polarizer. T (x, y, λ) is the modula-
tion introduced by the CASSI, and ω(x, y) is system noise. Discrete form can be
expressed as

f (m, n) =
3∑

p=0

25∑
k=1

ψP(m, n, λ)T (m, n, k)h(m, n, k, p) + ω(x, y) (5)

(m, n) is the discrete coordinate, and k is the number of spectral bands. Expressed
as matrix forms,

F = Ψ TH + � = KH + � (6)

F, �, T, H , � are the matrix forms of ψP(m, n, λ) , T (m, n, k), h(m, n, k, p)
and ω(x, y).K = �T is the measurement matrix of the system. Assume that the data
cube has L spectral bands, M × N spatial pixels and 4 Stokes parameters. It can be
expressed as

F = [K 0, K 1, K 2, K 3]
[
HT

0 , HT
1 , HT

2 , HT
3

] + � (7)

Kp is the measurement matrix of Sp ∈ �MNL×1,and F ∈ �MN+L−1×1 is the
vectorized form of f .

4 Reconstruction Algorithm

Theoriginal polarization spectrum information is obtainedby solving anoptimization
problem. We need to reconstruct all the original information from an incomplete
observation.Due to the sparsity of the spectral data itself, the underdetermined system
can find a unique solution by solving the following optimization problem [16],

F
∧

= argminF

∥∥G − HF2
2

∥∥ + τΓ (F) (8)

where G is the observed value, H is the equivalent observation matrix, F is the scene
spectral data, and τ is a parameter used to adjust the balance between the two parts.

Formula (8) is the objective function of the optimization and consists of two
parts: (a) the system fidelity term, which is used to measure the error between the



A New Multidimensional Spectral and Polarization … 5

optimization result and the systemobservation, and (b) the regularization term,which
is generally used to constrain the objective function according to the intrinsic property
of the target [17]. This paper selects the total variational (TV) regularizer [18].
Two-step iterative shrinkage/thresholding (TwIST) is an effective algorithm to solve
constrained optimization problems, which can realize reconstruction quickly and
efficiently [19]. In this paper, TwIST is used to reconstruct the polarization spectrum
data cube.

5 Experiment

5.1 Hardware Implementation

The experimental device includes (1) objective lens L1, (2) bandpass filter (BPF), (3)
coded aperture (CA), (4) an F/8 relay lens L2, (5) a double Amici prism (DAP), (6)
a monochromatic pixelized polarized CMOS detector (P-detector). The cutoff range
of BPF is 450 nm-650 nm. The CA includes 520 × 520 elements of random binary
pattern with 13.8µm× 13.8µm in size. The central wavelength of the double Amici
prism is 550 nm. The resolution of the pixelized polarized CMOS detector is 2448
× 2048, and the pixel size is 3.45 µm× 3.45 µm. Adjacent polarizers of 0°, 45°, 90°
and 135° are placed on the array [20, 21] (Fig. 3).

Fig. 3 Experimental prototype developed at laboratory
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Fig. 4 Coded aperture
image obtained at a
wavelength of 614 nm

5.2 Calibration

Amonochromator is used as the light source. The wavelength ranges in 450–650 nm,
and the wavelength interval is 1 nm. The center wavelength is determined, and
its position corresponds to the pixels on the detector. Twenty-five wavelengths are
selected as the basis of reconstruction, and the coded aperture spectrum image of the
corresponding wavelength is obtained. In order to eliminate dark current noise, 10
dark current noise images of each wavelength were acquired. The calibration images
at different wavelengths are averaged in energy, and then the exposure time during
the calibration process is equivalent to a constant [22–24] (Fig. 4).

5.3 Experiment Results

In Fig. 5, the scene consists of a blue book, a red racket, a color card and a
checkerboard. The polarization angles are 0°, 45°, 90° and 135°. An image with
no polarization angle was acquired.

Spectral and polarization information can be reconstructed by TwIST. Figure 6
shows the reconstructed results of four polarization angles (0°, 45°, 90° and 135°)
ranging in 450–650nm, including25bands, using a color display at the corresponding
wavelength.

The Stokes parameters S0, S1, S2, S3 are calculated and displayed in 3D after
correction [13], the x-axis and the y-axis represent the spatial domain, and the z-axis
represents the spectral domain.

S =

⎡
⎢⎢⎣

S0
S1
S2
S3

⎤
⎥⎥⎦ =

⎧⎪⎪⎨
⎪⎪⎩

S0 = I0 + I90
S1 = I0 − I90
S2 = I45 − I135
S3 = IR − IL

(9)
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Fig. 5 Experimental scene and measured images. a The experimental scene, b–e different
polarization components (0°, 45°, 90° and 135°), f no polarization image

Fig. 6 Reconstructed results. a–d represent 0°, 45°, 90° and 135° polarization components
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The circularly polarized Stokes parameter is assumes as [8]

S3 = 0.1

(
S0 −

√
S21 + S22

)
(10)

Figure 7 indicates that S1, S2 and S3 are significantly weaker than S0, which can
be explained by the properties of the Stokes parameters [25]. S0 represents the total
intensity of light, including the polarization component and the non-polarization
component. S1 is the difference between the horizontally polarized light and the
vertically polarized light. S2 is the difference between 45° and 135° polarized lights.
Both S1 and S2 represent linearly polarized components. S3 is the difference between
the left and right circularly polarized lights and represents a circularly polarized
light component. The main component of the light reflected by the natural scene is
unpolarized light. The target to be measured is a natural scene, so it is mainly an
unpolarized component [1].

Degree of linear polarization (DoLP) and angle of polarization (AoP) are defined
as [1]

Fig. 7 Reconstructed results. a–d The 3D data cubes of S0, S1, S2 and S3
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Fig. 8 a–b 3D image of AoP and DoLP, c reconstructed spectral curve of the red card and the blue
curve is obtained by a spectrometer

DoLP =
√
S21 + S22/S0 (11)

AoP = arctan(S1/S2)/2 (12)

Figure 8a, b indicates that the edges of the checkerboard and the racket can be
distinguished easily. The weaker area corresponds to a smaller AoP and a smaller
DoLP. The area with much polarized characteristics is a larger AoP and medium
DoLP. The results indicate that the spectral image with polarization information is
easier to distinguish the edge of the object comparedwith the simple spectral imagery.
(c) shows that the reconstructed spectra have good accuracy.

6 Conclusion

This paper proposes a newmultidimensional polarization spectrumdetection technol-
ogy based onCASSI and a pixelized polarization detector. The system can simultane-
ously acquire spatial, spectral and polarization information. The CASSI performs the
spatial coding modulation and the spectral dispersion aliasing compression sampling
of the scene. The polarization information is acquired by the pixelized polarization
detector. The polarization spectrum is reconstructed by TwIST. Compared with the
existing polarization spectrum detection technology, the linear compression sam-
pling model does not require Fourier transform and spatial filter. The technology
improves the luminous flux and the noise sensitivity, and spectral resolution reduc-
tion and channel cross talk caused by traditional polarization spectrum acquisition
technology got improved and eliminated. Acquisition of polarization spectrum with
25 bands’ range in 450–650 nm using the technology is demonstrated. The feasibility
has been successfully verified by the experiment.
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Optimizing Pose of UAV Image Based
on PPK Technology

Guangrui Yu, Yuncai Su, Lili Yu, Lianbing Gong, and Danyang Zhao

Abstract Geographic information products of UAV have been developed from sin-
gle to multiple directions. How to obtain the pose parameters of images with high
quality is the key to ensure the accuracy of products. In terms of both production
quality and efficiency, the development of RTK-UAVs has gradually become the
focus of public attention. In view of the fact that these UAVs are mostly used for
navigation, the real-time correction of camera coordinates is not considered, and
the accuracy of attitude parameters obtained by the inertial navigation unit of the
micro/mini UAV is low. So a small number of GCPs still need to be laid to meet
the accuracy requirements of surveying and mapping results. This paper studied a
new PPK method, taking the BD930 GNSS module as an example, the UAV system
was modified by using the configuration scheme of three non-collinear antennas. A
carrier phase dual-difference model combining GPS, BDS and GLONASS was con-
structed. Then baseline vector’s determinationwas carried out by LAMBDAmethod.
The system errors caused by fixed frequency, camera exposure delay and position
difference were eliminated by three spline function GNSS interpolation algorithm
and eccentricity measurement technology for space rear intersection. Taking the cor-
rected position of the camera and the calculated attitude parameters as the initial
values, GNSS-assisted self-bundle block adjustment was introduced to obtain high-
precision pose and distortion parameters of the UAV image. The flight test in a hilly
area proved that the accuracy of differential GNSS system could reach 0.01m. Under
dynamic flight, the fixed solution ratio was 58.7% higher than that of the traditional
method. Without using any GCPs, the error of CPs was less than 0.3 m, and with
four corner GCPs, the median error of CPs was less than 0.2 m. This confirmed that
the position and distortion parameters obtained in this paper were correct and could
meet the accuracy requirements of geographic information results.
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Keywords PPK · GNSS interpolation · Eccentricity calibration · Self-BBA · Pose
parameters

1 Introduction

Unmanned aerial vehicle (UAV) has been widely used in petroleum geophysical
exploration, environmental monitoring, urban planning and border patrol due to its
advantages of flexibility, strong current situation, less influence by airspace and
weather and high cost performance [1–4]. In particular, UAV plays an irreplaceable
role in the emergency support of natural disasters such as earthquake, forest fire,
tsunami and debris flow monitoring [5–7]. However, there are several disadvantages
in traditional UAV aerial photography, such as poor attitude stability, large image
distortion and small image size, and it is difficult to carry the position and orientation
system (POS) with high accuracy due to the limitation of load. At present, only
the navigation equipment is used to obtain the outline position and attitude of the
image. Therefore, in order to ensure the accuracy of bundle block adjustment (BBA)
method, the camera needs to be calibrated strictly in advance. At the same time,
a large number of ground control points (GCPs) are needed to restore the image
pose parameters by aerial triangulation [8, 9]. In this way, it not only increases the
workload of field work, but also people entering difficult areas such as mountains,
waters and forests, and it is difficult to set up control points, so the accuracy cannot
be guaranteed [10, 11]. For this reason, how to obtain high-precision pose data of
images at shooting time with little or no help of field GCPs has become the research
focus of scholars.

Compared with manned aircraft, UAVs are more cost-effective and responsive.
However, the observations acquired by the POS are usually less accurate than those
acquired in manned aerial photogrammetry [7]. Global positioning system (GPS) for
UAV applications includes single point positioning (SPP) and differential position-
ing. SPP is mainly used in relatively low precision situations, such as navigation. In
order to provide higher accuracy, single-frequency or dual-frequency geodetic-grade
GPS receivers for carrier phase measurement must be used, but the price is between
$5000 and $15000, and the weight and volume are not suitable for UAV carrying
requirements [4]. Differential positioning includes real-time kinematic (RTK) and
post-processed kinematic (PPK) technology. RTK-GPS is a typical differential posi-
tioning method, and through the measurement of GPS signal carrier phase, the user
can obtain a high-precision real-time position, which can meet a variety of mea-
surement and the application of geographic information system requirements [5,
12, 13]. Compared with RTK technology, PPK technology is a post-processing dif-
ferential of carrier phase observations, which can effectively avoid the interruption
of signal transmission while guaranteeing the same accuracy as RTK technology.
Therefore, differential positioning can be regarded as a powerful economic alterna-
tive to geodetic-grade GPS receivers. However, geodetic-grade receiver and antenna
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have been still expensive compared to consumer-grade ones. In the low-cost differ-
ential system test, it is found that for receivers, the performance difference between
consumer-grade and geodetic-grade is small, By contrast, as to antennas, low-cost
antennas, the performance degradation is large [4, 14, 15].

With the development of miniaturization of global navigation satellite system
(GNSS), RTK and PPK have been continuously applied to micro/mini unmanned
aerial vehicles (MUAVs) [16, 17]. The more representative ones are eBee Plus UAV
from senseFly, Switzerland, UX5 HP UAV from Trimble, American, CW10 UAV
from Chengdu Vertical Automation, China, etc. [18]. Differential GNSS UAV only
needs to set up base station on the ground and acquire satellite carrier phase infor-
mation together with rover station on the UAV. Through PPK algorithm, the accurate
picture positions at exposure can be known [12, 19]. On this basis, GNSS-assisted
BBA can be used for integrated positioning, which can avoid the complex process
of laying a large number of GCPs in traditional UAV photography and improve
the accuracy and efficiency of data processing [5, 10, 13]. The commercial UAVs
using differential system are mostly applied to navigation, and system integration is
high, without considering the dynamic case GNSS satellite signal reception, camera
exposure and eccentricity effect between delay and receiver antenna and the camera
center, etc. [19, 20]. In order to satisfy the accuracy requirements of topographic
mapping and three-dimensional modeling, it is necessary to measure the camera dis-
tortion parameters in advance and lay a certain number of GCPs in the later data
processing [21–23].

This paper takes BD930 positioning board produced by Trimble company as the
research object, completes the UAV system modification, studies PPK algorithm
under multi-system and improves the static positioning accuracy and dynamic sta-
bility of consumer-grade receivers and antennas. Based on spline curve, a flight
model is built, and the influence of system error caused by camera exposure delay
and eccentricity is discussed. A flight test was carried out in a hilly area of Henan
Province, China. By reasonably setting the lens distortion parameter model, taking
corrected GNSS camera station coordinates and calculated image attitude angle as
initial values. Though the self-BBA method, the UAV image position and attitude
parameters were obtained precisely. The advantages of this method were compared
and analyzed based on the statistical results of CPs residuals. Finally, discussion of
the results is given, as well as recommendations for further investigations.

2 Measurement Method of UAV Pose Parameters

2.1 Double Difference Model Fused
with BDS/GPS/GLONASS

BD930positioning board supportsGPS,GLONASS,Galileo andBDSsatellite signal
reception. It has fast RTK initialization speed and built-in Kalman filter PVT engine.
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It can obtain low multipath, high dynamic and low noise observation data. The low-
cost differential GNSS system designed in this paper consists of BD930 board, power
supply system, storage system, measurement antenna and post-processing software
(see Fig. 1).

Figure 2 depicts the working principle of PPK UAV. The base station on known
position receives the carrier and pseudo-range information of satellite together
with the antenna on UAV. When more than four satellite signals are received syn-
chronously, the errors such as satellite orbit, cloud occlusion, satellite clock and
multi-path effect can be eliminated in GNSS positioning process according to the
principle of relative positioning.

Compared with RTK technology, PPK technology carries out post-differential
processing of carrier phase observation value. Through the dynamic relative posi-
tioning algorithm, the real-time position data of the receiver can be calculated by
linear combination of satellite carrier observation information recorded by base sta-
tion and rover station in the same time period [24]. BD930 receives BDS, GPS and
GLONASS satellites at the same time. Figure 3 shows the visibility and reception of
the satellite signal drawn by RTKPLOT. It can be found that three kinds of effective
satellites can be received at each time, whichmakes up for the shortcomings of single
system in space distribution and integrity.

The pseudo-range and carrier phase observation equations of GPS, BDS and
GLONASS can be expressed as follows:

⎧
⎨

⎩

ρG ′ = ρG + c(tr − tGs ) + LG + DG + MG + T G + vG .

ρC ′ = ρC + c(tr + tCG − tCs ) + LC + DC + MC + TC + vC .

ρR′ = ρR + c(tr + tRG − t Rs ) + LR + DR + MR + T R + vR .

(1)

⎧
⎨

⎩

λGϕG = ρG + λGNG + c(tr − tGs ) + LG − DG + MG + T G + vG .

λCϕC = ρC + λC NC + c(tr + tCG − tCs ) + LC − DC + MC + TC + vC .

λRϕR = ρR + λRN R + c(tr + tRG − t Rs ) + LR − DR + MR + T R + vR .

(2)

Antenna

Storage
BD930

Software

Cable

Power

Fig. 1 Low-cost differential GNSS system
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Satellite

PPK UAV

Base station
on known position

Remote controller
with ground modem

Operator

Fig. 2 Working principle of PPK UAV

Fig. 3 BD930 receiving satellite drawn by RTKPLOT

where C, G, R are, respectively, BDS, GPS and GLONASS, ρ is the geometric dis-
tance between the receiver and the satellite, ρ ′ is the pseudo-range, λ is the carrier
wavelength, c is the electromagnetic wave transmission speed,N is the integer ambi-
guity, tr is the receiver clock error, ts is the satellite clock error, L,D,M, T and V are,
respectively, the errors caused by troposphere, ionosphere, multipath, antenna phase
center and satellite ephemeris, tCG is the time reference deviation for GPS and BDS,
tRG is the time reference deviation for GPS and GLONASS.
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The three satellite systems using different time reference and space reference,
GPST, BDT and GLONASST correspond to different time reference, and the
conversion relationship between them is:

GPST = BDT + 14s + [UTC(USNO) − UTC(UTSC)].
GPST = GLONASST − 3h + τr + 1s×n−19s + [UTC(USNO) − UTC(SU)].

(3)

UTC(USNO), UTC(UTSC) and UTC(SU) are, respectively, three coordinated
universal time (UTC) reference systems, τr is the systematic deviation within 1 ms
between GLONASST and UTC(SU).

The coordinate datum of the three systems are, respectively, WGS−84,
CGCS2000 and PZ−90.

According to the definition of coordinate system, only two parameters of reference
ellipsoid inWGS−84 andCGCS2000 coordinate systems are slightly different, and
for the short flight range of UAV, it can be ignored. The transformation relationship
between WGS−84 and PZ−90 is obtained by Bursa model as follows:

⎡

⎣
X
Y
Z

⎤

⎦

WGS−84

=
⎡

⎣
X0

Y0
Z0

⎤

⎦ + (1 + m)

⎡

⎣
1 βZ −βY

−βZ 1 βX

βY −βX 1

⎤

⎦

⎡

⎣
X ′

Y ′

Z ′

⎤

⎦

PZ−90

=
⎡

⎣
−0.47
−0.51
−1.56

⎤

⎦ + (1 + 22 × 10−9)

⎡

⎣
1 −1.728 × 10−6 −0.017 × 10−6

1.728 × 10−6 1 0.076 × 10−6

0.017 × 10−6 −0.076 × 10−6 1

⎤

⎦

⎡

⎣
X ′

Y ′

Z ′

⎤

⎦

PZ−90

.

(4)

The applicability and accuracy of carrier phase difference is better than position
and pseudo-range difference [25]. As UAV fly fast, the stability of miniature GNSS
receiver is poor. In order to eliminate the common errors of orbit, satellite and atmo-
sphere between base station and rover station, also considering the frequency division
multiple access (FDMA) technology adopted byGLONASS, a dual-differencemodel
integrating GPS, BDS and GLONASS is proposed:

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

λiG∇�ϕ
i jG
br = ∇�ρ

i j
br + λiG∇�Ni jG

br + ∇�Li jG
br − ∇�Di jG

br + ∇�Mi jG
br

+ ∇�T i jG
br + ∇�v

i jG
br .

λiC∇�ϕ
i jC
br = ∇�ρ

i j
br + λiC∇�Ni jC

br + ∇�Li jC
br − ∇�Di jC

br + ∇�Mi jC
br

+ ∇�T i jC
br + ∇�v

i jC
br .

λi R∇�ϕ
i j R
br = ∇�ρ

i j
br + λi R∇�Ni j R

br + (λi − λ j )∇N jR
br + ∇�Li j R

br

− ∇�Di j R
br + ∇�Mi j R

br + ∇�T i j R
br + ∇�v

i j R
br .

(5)
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Limited by flight control system and endurance time, MUAVs usually fly within
20 km, so the double difference of system errors can be neglected. In a certain epoch,
assuming that the differential system receives m GPS, n BDS and q GLONASS
satellites at the same time, all of which are referenced by the satellites with the
highest altitude angle, and the dual-difference observation model can be combined:

⎡

⎢
⎢
⎢
⎢
⎢
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⎢
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⎢
⎢
⎢
⎢
⎢
⎢
⎣

λ1G∇�ϕ12G
br

...

λ1G∇�ϕ1mG
br

λ1C∇�ϕ12C
br

...

λ1C∇�ϕ1nC
br

λ1R∇�ϕ12R
br

...

λ1R∇�ϕ
1qR
br

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

aG12

...

aG1m

aC12

...

aC1n

aR12

...

aR1q

bG12

...

bG1m

bC12

...

bC1n

bR12

...

bR1q

cG12

...

cG1m

cC12

...

cC1n

cR12

...

cR1q

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎣
Bx

By

Bz

⎤

⎦

+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

λ1G

. . .

λ1G

λ1C

. . .

λ1C
λ1R

. . .

λ1R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∇�N 12G
br

...

∇�N 1mG
br

∇�N 12C
br

...

∇�N 1nC
br

∇�N 12R
br

...

∇�N 1qR
br

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
. . .

0m+n−2

λ1R − λ2R

. . .

λ1R − λqR

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
...

0m+n−2

∇N 2R
br

...

∇NqR
br

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (6)

where ∇� is the double difference and B is the baseline vector. The integration of
BDS,GPS andGLONASS can ensure the effective acquisition of satellite signals. On
the premise of neglecting the correlation of the three systems, variance–covariance
matrix can be established combining the error propagation law. Using MLAMBDA
method can effectively improve the fixed ratio of ambiguity [26]. Therefore, we use
the least square method to deal with the redundant carrier observations and solve the
three-dimensional coordinates of the UAV measurement antenna.
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2.2 Attitude Parameters Calculation of Three-Antenna
Configuration

The inertial measurement unit (IMU) equipped with MUAV has low measurement
accuracy and is currently only used for navigation. In the data processing process,
the measurement results generally participate in iterative calculations in the form
of initial values. In this paper, the carrier attitude measurement method based on
differential technique is studied.

In order to measure the three-dimensional attitude of UAV, three non-collinear
antennas are deployed on the fuselage, in which the antenna plane is parallel to the
main plane of UAV and the main baseline is parallel to the axis of the fuselage.
Through the translation transformation, the origin of the global coordinate system
and the body coordinate system can be unified to the phase center of the main
antenna, and the coordinates of the main antenna and the auxiliary antenna in the
two coordinate systems can be obtained by static calibration and PPK technology,
respectively. The distribution of antennas in the body coordinate system is shown in
Fig. 4.

The figure shows that in the body coordinate system, the Y-axis is the baseline
of the main antenna 1 and the auxiliary antenna 2, the Z-axis is perpendicular to the
plane where the antenna is located, and the X-axis constitutes right-hand coordinate
system together.

Sampling bi and li are, respectively, coordinates of the i-th antenna in the body
coordinate system and the global coordinate system. α, β and γ are the yaw angle,
the roll angle and the pitch angle, which represent the rotation parameters of the
body coordinate system relative to the global coordinate system. Figure 4 shows
the coordinates of the main and auxiliary antennas in the body coordinate system:

Fig. 4 Distribution of
antennas in the body
coordinate system

Main antenna 1
(0, 0, 0)

X

Y

Z

Auxiliary antenna 2
(0, b12, 0)

Auxiliary antenna 3
(x3,b, y3,b, 0)

O
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b1 = [
0 0 0

]T
, b2 = [

0 b12 0
]T
, b3 = [

x3,b y3,b 0
]T
. The conversion relationship

between two coordinate systems can be expressed as:

bi = Rb
l (li − l1) = RY (β)RX (γ )RZ (α)(li − l1)

=
⎡

⎢
⎣

cosβ cosα − sin β sin γ sin α cosβsinα + sin β sin γ cosα − sin β cos γ

− cos γ sin α cos γ cosα sin γ

sin β cosα + cosβ sin γ sin α sin βsinα − cosβ sin γ cosα cosβ cos γ

⎤

⎥
⎦(li − l1).

(7)

According to the orthogonality of the rotation matrix, the conversion relationship
of the main baseline between the two coordinate systems is obtained as:

l2 − l1 =
⎡

⎣
x2,l − x1,l
y2,l − y1,l
z2,l − z1,l

⎤

⎦ = b12

⎡

⎣
− cos γ sin α

cos γ cosα

sin γ

⎤

⎦. (8)

From Eq. (8), the yaw angle α and the pitch angle γ are calculated through the
main baseline b12:

α = − arctan

(
x2,l − x1,l
y2,l − y1,l

)

. (9)

γ = arcsin

(
z2,l − z1,l

b12

)

= arctan

⎛

⎝
z2,l − z1,l

√(
x2,l − x1,l

)2 + (
y2,l − y1,l

)2

⎞

⎠. (10)

Next, the roll angle β is calculated according to the relationship of the baseline
formed by the auxiliary antenna 3 in the two coordinate systems:

b3 =
⎡

⎣
x3,b
y3,b
0

⎤

⎦ = RY (β)RX (γ )RZ (α)

⎡

⎣
x3,l − x1,l
y3,l − y1,l
z3,l − z1,l

⎤

⎦. (11)

The yaw angle α and the pitch angle γ are calculated according to Eqs. (9) and
(10). Firstly, the baseline is rotated from the global coordinate system by the α angle
around the Z-axis, and then, the γ angle is rotated around the X-axis to obtain a new
baseline vector:

⎡

⎣
x ′
3,l − x1,l
y′
3,l − y1,l
z′
3,l − z1,l

⎤

⎦ =
⎡

⎣
1 0 0
0 cos γ sin γ

0 − sin γ cos γ

⎤

⎦

⎡

⎣
cosα sin α 0

− sin α cosα 0
0 0 1

⎤

⎦

⎡

⎣
x3,l − x1,l
y3,l − y1,l
z3,l − z1,l

⎤

⎦. (12)

Similarly, the new relationship is obtained by the orthogonality of the rotation
matrix RY (β):
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⎡

⎣
x3,b cosβ

y3,b
−x3,b sin β

⎤

⎦ =
⎡

⎣
x ′
3,l − x1,l
y′
3,l − y1,l
z′
3,l − z1,l

⎤

⎦. (13)

Thus, the roll angle β is:

β = − arctan

(
z′
3,l − z1,l
x ′
3,l − x1,l

)

. (14)

3 Correction of Image Position Parameters

3.1 Cubic Spline Interpolation for Solving Exposure Delay

The sampling frequency of BD930 GNSS differential system carried by UAV is
20 Hz. During the flight process, it is sampled every 0.05 s. Therefore, in order to get
the position data of the shooting time, it is necessary to record the flash pulse of the
camera and calculate the exposure time coordinates by interpolation algorithm. At
present, the curve fitting methods of space trajectory include Lagrange interpolation,
Chebyshev polynomial interpolation, spline interpolation, etc. [27]. Some studies
have found that the order of interpolation polynomials should not be too high or
too low. Lagrange polynomials are prone to “Runge phenomenon” in interpolation
calculation. Chebyshev polynomial interpolation requires an order of 11 to achieve
millimeter accuracy. As a result, the amount of calculation increases, and the effi-
ciency of operation are affected. UAV flight is easily affected by wind speed, wind
direction, navigation error, air temperature, etc. There are some differences in speed
at each instant of taking photos. Considering spline function is an important approxi-
mation tool in curve fitting, interpolation, numerical differentiation [28].We propose
a GNSS three-coordinate interpolation algorithm based on cubic spline function (see
Fig. 5).

t

1 2 3 4 5w i w i w i w i

( )s t ( )s t ( )s t ( )s t

Exposure 
delay GNSS sampling

Fig. 5 Exposure delay correction model



Optimizing Pose of UAV Image Based on PPK Technology 21

Sampling points of UAV on a single route are set as P =
{a = t0 <t1 < · · · <tn = b} be the uniform partition over the interval [a, b] with
equally spaced grid points ti = a + ih, i = 0, 1 . . . n. Where h = (b − a)/n.

The coordinate obtained by the differential GNSS system at the sampling point
is:

f (ti ) = yi , i = 0, 1, . . . , n. (15)

We construct a cubic spline function s(t)∈S3(t1, t2, . . . , tn−1), where s(t) satisfies
the following interpolating conditions:

s(ti ) = yi , i = 0, 1, . . . , n. (16)

Wedenote s ′(tk) = mk(k = 0, 1, . . . , n), hk = tk+1−tk = 0.05(k = 0, 1, . . . , n−
1), s(t) in the subinterval [tk, tk+1] can be expressed as:

s(t) = hk + 2(t − tk)

h3k
(t − tk+1)

2yk + hk − 2(t − tk+1)

h3k
(t − tk)

2yk+1

+ (t − tk)(t − tk+1)
2

h2k
mk + (t − tk+1)(t − tk)2

h2k
mk+1. (17)

In order to get constant coefficients m0,m1, . . . ,mn , we need to calculate the
second derivative of s(t):

s ′′(t) = 6t − 2tk − 4tk+1

h2k
mk + 6t − 4tk − 2tk+1

h2k
mk+1

+ 6(tk + tk+1 − 2t)

h2k
(yk+1 − yk), x∈[tk, tk+1]. (18)

and

lim
t→t+k

s ′′(t) = − 4

hk
mk − 2

hk
mk+1 + 6

h2k
(yk+1 − yk). (19)

Similarly, we can obtain the expression of s(t) in the interval [tk−1, tk] and get the
equation according to lim

t→t+k
s ′′(t) = lim

t→t−k
s ′′(t)(k = 1, 2, . . . , n − 1).

λkmk−1 + 2mk + μkmk+1 = gk(k = 1, 2, . . . , n − 1). (20)

where

λk = hk
hk + hk−1

, μk = hk−1

hk + hk−1
, gk = 3

(

μk
yk+1 − yk

hk
+ λk

yk − yk−1

hk−1

)

.

(21)



22 G. Yu et al.

By making use of Eq. (21), we obtain a system of n-1 equations in n+1 unknowns,
so we next consider a boundary value problems:

s ′(t0) = f ′
0, s

′(tn) = f ′
n.

s ′′(t0) = f ′′
0 , s ′′(tn) = f ′′

n . (22)

Therefore, the constant coefficients m0,m1, . . . ,mn can be determined by using
(22) to calculate the GNSS antenna position of each exposure time.

3.2 Real-Time Measurement of Eccentricity Based on Space
Resection

In order to ensure the flight and signal receiving performance, GNSS antenna should
be installed on the top of UAV, and affected by the requirement of system gravity
center, the phase center of the antenna cannot coincide with the lens center of aerial
camera, so there are three eccentric components shown in Fig. 6. Due to the influence
of flight control system and airflow changes in the process of photogrammetry, UAV
has different angles of tilt and deflection. These changes will make eccentricity
affect the accuracy of geographic positioning and later mapping [20]. Thus, we need
to initially calibrate the eccentric components and correct them in real time with
flight attitude to acquire accurate images position.

GNSS antenna

Flight direction

CameraIMU

X

Y

Z

w

u

v

Lens

Fig. 6 Eccentric components between antenna and aerial camera
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Traditional eccentricity measurement methods include close-range photogram-
metry, manual measurement, theodolite measurement and direct projection measure-
ment, which do not take into account the system integration error and real-time cor-
rection. In the calibration process, these methods mostly rely on other measurement
systems, which need higher site requirements.

In this paper, a real-time eccentricity measurement method based on space rear
rendezvous is proposed. Firstly, a global coordinate system O-XY Z is established by
setting a certain number of GCPs on the undulating ground. Then, the UAV is leveled
over these points, and the height ensures that all points are in the imaging range. By
adjusting the vertical axis level and yaw angle to zero, we get a differential GNSS
system with the base station on the ground. Finally, we establish the conversion
relationship between image space coordinate system and global coordinate system
by space resection algorithm based on single image. The initial value of eccentric
components can be obtained by comparing the origin of image space coordinate
system with the differential GNSS position. The measurement scheme is shown in
Fig. 7.

We set the coordinates of the GCPs in the global coordinate system as
Pi (Xi ,Yi , Zi ) (i = 1, 2, . . . , i≥ 3), and in the image coordinate system as pi (xi , yi )
(i = 1, 2, . . . , i≥ 3). Then, the collinear conditional equation can be established as
follows:

{
xi − x0− � x = − f a1(Xi−XS)+b1(Yi−YS)+c1(Zi−ZS)

a3(Xi−XS)+b3(Yi−YS)+c3(Zi−ZS)
.

yi − y0− � y = − f a2(Xi−XS)+b2(Yi−YS)+c2(Zi−ZS)

a3(Xi−XS)+b3(Yi−YS)+c3(Zi−ZS)
.

(23)
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Fig. 7 Eccentric components measurement scheme
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and

{
� x = (x − x0)(k1r2 + k2r4 + k3r6) − p1[r2 + 2(x − x0)] − 2p2(x − x0)(y − y0).
� y = (y − y0)(k1r2 + k2r4 + k3r6) − p2[r2 + 2(y − y0)] − 2p1(x − x0)(y − y0).

(24)

In the above Formulas (23) and (24), (x0, y0, f ) are inner orientation elements,
and (� x,� y) are deviations caused by camera distortion parameters. k1, k2 and k3
are radial distortion parameters, and p1 and p2 are eccentric distortion parameters.
(XS,YS, ZS) is the coordinate of the camera station S in the global coordinate system.
The camera coordinate system is set parallel to the UAV body coordinate system,
so the UAV attitude (α, β, γ ) is used to represent the image angle elements. The
rotation matrix also can be expressed as:

R =
⎡

⎣
cosβ cosα − sin β sin γ sin α cosβsinα + sin β sin γ cosα − sin β cos γ

− cos γ sin α cos γ cosα sin γ

sin β cosα + cosβ sin γ sin α sin βsinα − cosβ sin γ cosα cosβ cos γ

⎤

⎦.

(25)

In theory, six exterior orientation elements of an image can be got by knowing three
sets of irrelevant GCPs and image points coordinates. We linearize the redundant
observation equation and apply the least square adjustment method to obtain the pose
parameters of a single image accurately. Through the coordinate of the phase, center
of UAV GNSS antenna is (XA,YA, ZA), we calculate the coordinate components of
the eccentricity in the image space coordinate system as follows:

⎡

⎣
u
v

w

⎤

⎦ = R

⎡

⎣
XA − X
YA − Y
ZA − Z

⎤

⎦. (26)

During the flight process of UAV, the attitude changes in real time, which makes
the eccentricity, have different effects on image positioning. Combined with the
three-antenna configuration method proposed in Sect. 2.2, the differential technique
is used to calculate the attitude data (αt , βt , γt ) at each exposure time. According to
Formula (25), the rotationmatrix Rt is formed, and the real-time position information
of the image is corrected as follows:

⎡

⎣
Xt

Yt
Zt

⎤

⎦ =
⎡

⎣
XAt

YAt

Z At

⎤

⎦ − RT
t

⎡

⎣
u
v

w

⎤

⎦. (27)
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4 GNSS Assisted Self-BBA

Bundle block adjustment (BBA) is the most rigorous theoretical adjustment method
based on the collinear condition equation. It mainly calculates the image exterior
orientation elements and the image points global coordinates by the least square
principle. In recent years, with the application of POS-assisted aerial triangulation
and the structure from motion (SFM) in computer vision technology in aerial pho-
togrammetry, image processing efficiency has been greatly improved. Especially in
improving the automation and the robustness of SFM, researchers have invested a lot
of energy [29]. But the production cost and the accuracy of the results are considered
less.

Most of MUAVs carry non-metric cameras. Before image processing, in order
to obtain the corresponding relationship between three-dimensional space and two-
dimensional image accurately, we need to calibrate the camera parameters strictly.
With the development of self-calibration technology, we consider pose parameters
according to PPK and construct a new BBA model with lens distortion parameters,
GCPs and image exterior orientation elements. When the inner orientation elements
of the camera are known, the observation equation can be expanded to the first term
according to Taylor series in the field of unknown initial value. The error equation
is as follows:

VX = Bx + AX t + + Ss − LX , WM : E .

VG = AGt − LG, WM : PG .

VI = AI t − L I , WM : PI .

(28)

where

VX , VG, VI are, respectively, the observation correction vector of image points
coordinates, differential GNSS camera station coordinates and attitude angles;
x = [�X�Y�Z ]T is the ground point coordinate increment vector;
t = [�Xs�Ys�Zs�αx�ω�κ]T is the image exterior orientation elements
increment vector;
s = [k1k2k3 p1 p2]T is the camera distortion parameter vector;
B, AX , S, AG, AI are, respectively, coefficient matrix of observation equation
composed of first-order partial derivatives of unknown parameters;

LX =
[
x − x0
y − y0

]

is the image point coordinate observation residual vector;

LG =
⎡

⎣
XA − X0

A

YA − Y 0
A

ZA − Z0
A

⎤

⎦ is the differential GNSS camera coordinate residual vector;

L I =
⎡

⎣
αx − αx0

ω − ω0

κ − κ0

⎤

⎦ is the attitude angle calculation residual vector;
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PG = σ 2
0

σ 2
G
E is the GNSS camera coordinate weight matrix, PI = σ 2

0

σ 2
I
E is the

attitude angle calculation weight matrix, where σ0 represents the image coordi-
nate measurement accuracy, σG represents the GNSS positioning accuracy, σI
represents the attitude angle calculation accuracy.

Order:

V =
⎡

⎣
VX

VG

VI

⎤

⎦, X =
⎡

⎣
x
t
s

⎤

⎦, L =
⎡

⎣
LX

LG

L I

⎤

⎦,

A =
⎡

⎣
B AX S
0 AG 0
0 AI 0

⎤

⎦, P =
⎡

⎣
E

PG
PI

⎤

⎦. (29)

(28) can be written as follows:

V = AX − L , WM : P. (30)

The norm equation is:

(ATPA)X = ATPL . (31)

The expansion is as follows:

⎡

⎣
BTB BTAX BTS
AT
X B AT

X AX + AT
G PG AG + AT

I PI AI AT
X S

STB STAX STS

⎤

⎦

⎡

⎣
x
t
s

⎤

⎦

e −
⎡

⎣
BTLX

AT
X LX + AT

G PGLG + AT
I PI L I

STLX

⎤

⎦ = 0. (32)

Figure 8 depicts the GNSS-assisted self-BBA processing workflow. In order to
improve the accuracy of model calculation, besides setting weights in practice, gross
error detection, setting the standardized residual threshold, gross error elimination
and iteration calculation are also needed.



Optimizing Pose of UAV Image Based on PPK Technology 27

Result and accuracy

Norm equation 
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Fig. 8 GNSS-assisted self-BBA processing workflow

5 Experiments

5.1 Precision Testing of Differential GNSS System

In order to explore the accuracy of PPK algorithms fusing BDS/GPS/GLONASS
and test the timeliness and feasibility of image position correction method, we have
carried out static and dynamic experiments on the differential BD930 GNSS system.

In Fig. 9, the base station is located at a GCP with known position. We get the
plane coordinates and altitude values of five feature points in the range of 1 km.



28 G. Yu et al.

Base
station

Rover
station

P1 P2

P3 P4 P5

1km baseline length

Fig. 9 Static accuracy test

Then, the rover station is, respectively, placed on P1, P2, P3, P4, P5, and observes
the satellite data for 5 min at the same time with the base station.

In Fig. 10, we get the precision of one point by PPK fusing BDS/GPS/GLONASS
under good receiving satellites condition.

From Fig. 9, the calculated GNSS data has a small fluctuation range. We take the
average value of each point as the final static positioning result and compare it with
the coordinates obtained by geodetic survey. Figure 11 shows the three-direction
coordinate residuals of observations at each point.

Fig. 10 Data accuracy of 1 km baseline length
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Fig. 11 Residual statistics under static condition

According to the formula m = ±
(√

V T V
n

)

, the coordinate components median

errors of close range observations are calculated as: mx = ±0.0036m, my =
±0.0041m; mh = ±0.0048m.

The flying range of MUAVs is generally within 20 km from the ground control
station. In Fig. 12, we test the static accuracy for baseline length of 5 km, 10 km and
20 km, respectively. The results of different baseline lengths are shown in Table 1.

We can see that the positioning accuracy of the differential GNSS system is higher.
Among them, the accuracy and stability of the plane direction are better than that

(a) 5km (b) 10km (c) 20km

Fig. 12 Data accuracy of different baseline length

Table 1 Data results of
different baseline length

Baseline (km) RMS-X (m) RMS-Y (m) RMS-Z (m)

1 0.0033 0.0041 0.0053

5 0.0084 0.0067 0.0143

10 0.0383 0.0299 0.0547

20 0.0612 0.0483 0.0877
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B
A

C
D

Fig. 13 PPK UAV flight test

of the elevation direction. With the increase of the baseline length, the positioning
accuracy and stability of the system decrease gradually.

In order to explore the stability of differential GNSS system for dynamic posi-
tioning on UAV, and the advantages of the PPK algorithm proposed in this paper, we
make fixed-wing UAV FW100 carried BD930 module fly nine north–south direction
routes within the A-B-C-D range in Henan Province, China. The layout of the routes
is shown in Fig. 13.

After the flight, we use the traditional and new PPK algorithm to calculate the
download the GNSS data, respectively, as shown in Fig. 14.

5.2 Precision Testing of Exterior Orientation Elements

To verify the accuracy of corrected exterior orientation elements and its advantages
in map production, we used FW100 UAV with Sony RX1R II camera to take aerial
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(a) Traditional PPK method: Q=30.4%   (b) New PPK method: Q=89.1%

Fig. 14 Comparison of different methods

photography in hilly areas with an area of 2.3 km2 in Henan Province, China, the
flight height is 700m, the heading overlap is 80%, the side overlap is 60%, the ground
resolution is 5 cm, the number of north–south routes is 5, the number of east–west
routes is 2, and the number of images is 213. In Fig. 15, 34 GCPs (mark size: 60 cm×
60 cm) are laid on the ground.

After differential post-processing, GNSS data are adjusted by interpolation
algorithm and eccentricity correction. In Tables 2 and 3, we get image pose data
and camera distortion parameters by GNSS self-BBA without any GCPs. Among
them, on the premise of not affecting the data analysis, we consider keeping the
geographical environment confidential and hiding the same number of bits in the
coordinate values in Table 2.

In Figs. 16 and 17, we adopt threemethods, BBA based on lots GCPs (GCPBBA),
self-BBA based on POS date (POS self-BBA) and self-BBA based on four corner
GCPs and POS date (CGP&POS self-BBA), respectively. By setting 12 CPs, we
compare the plane and elevation median errors of the three methods, the calculation
results are shown in Table 4.

6 Conclusions

This paper presents a study to use BD930 acquired carrier phase double difference
model of BDS, GPS and GLONASS satellites to built one PPK UAV system and
improve the accuracy of system pose parameters. In order to eliminate system errors,
a cubic spline GNSS interpolation algorithm and a real-time eccentricity correction
scheme for space rear intersection are proposed. Through the configuration scheme
of the three antennas, the attitude parameters at each exposure time are calculated.
Combining with the GNSS self-BBA model, we get the accurate image pose param-
eters. Through experiments and analysis, we conclude that the static positioning
accuracy of the differential GNSS system in a small range (r < 1 km) can reach
millimeter level. When the UAV performs a wide range of tasks (r < 20 km), the
plane and elevation positioning accuracy can be achieved within 10 cm, the fixed
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Fig. 15 Aerial range and GCPs layout

Table 2 Pose parameters (parts)

Images North/m East/m Altitude/m Yaw/degree Pitch/degree Roll/degree

DSC08624.JPG **7459.6267 ****888.7313 674.1215 355.8631 3.9429 1.2493

DSC08625.JPG **7461.8258 ****949.1350 671.9626 353.5549 1.2148 −1.4266

DSC08626.JPG **7464.4908 ****010.8944 671.2363 356.1942 2.5114 −0.3901

DSC08627.JPG **7468.1217 ****072.4172 670.7672 355.3299 0.0087 −2.5289

DSC08628.JPG **7470.7465 ****135.7927 670.5383 356.3170 2.0198 −2.3889

DSC08629.JPG **7472.1258 ****193.8808 672.6825 358.9086 −0.0027 −3.6756

DSC08630.JPG **7473.3177 ****255.2846 671.7145 0.6636 −1.3646 −1.7563

DSC08631.JPG **7474.9277 ****311.4490 673.9567 357.7257 −3.1310 −1.2754

solution ratio under dynamic conditions is increased by 58.7% compared with the
traditional processing method. In the GNSS assisted self-BBA, we reasonably set
the corrected GNSS data weights and compare the GCP BBA, POS self-BBA and
CGP&POS self-BBA image processing methods to confirm the advantages of this
paper method. In the case of not using any GCPs, the median error in the CPs is less
than 0.3 m. In the case of using 4 corner GCPs, the median error in the CPs is less
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Table 3 Camera distortion
parameters

Distortion parameters Result

Focus: f (mm) 21.0191

Pixel size: u(mm) 0.004

Principal point: xp(mm) −0.1694

Principal point: yp(mm) −0.1410

Radial distortion: k1 3.57893e−004

Radial distortion: k2 −3.27600e−007

Radial distortion: k3 −1.67821e−009

Tangential distortion: p1 6.50577e−005

Tangential distortion: p2 4.47213e−005
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Fig. 16 CPs plane residuals
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Fig. 17 CPs elevation residuals
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Table 4 Error statistics in
three methods

Method Plane median
errors (m)

Elevation median
errors (m)

GCP BBA 0.124 0.185

POS self-BBA 0.258 0.271

CGP&POS
self-BBA

0.135 0.110

than 0.2 m, which proves that the scheme gets the accurate image pose and camera
distortion parameters of the PPK UAV. Its accuracy can meet the requirements of
large-scale mapping. Therefore, it is feasible to apply PPK technology to the UAV
system reasonably. The system can not only meet the accuracy requirements of gen-
eral geographic information results, but also eliminate the complicated processes
of laying a large number of GCPs and camera calibration, so that the production
efficiency of surveying and mapping results can be improved.
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Extraction of Helicopter Rotor Physical
Parameters Based on Time-Frequency
Image Processing

Chenxiao Lai and Daiying Zhou

Abstract This paper proposed a method for extracting the physical parameters of
helicopter rotors through processing micro-Doppler time-frequency spectrum. We
applied image filtering and image segmentation to the time-frequency spectrum of
narrow-bandRCSdata so as to reduce background noise, improve the definition of the
spectrum and accurately extract the time-frequency signal line. Then, the parameters
such as rotation period, blade length and blade count of the helicopter rotor could
be derived directly from the time-frequency signal line, which can be employed
to identify the type or even the model of helicopter target. This method solved the
problem that the physical parameters of helicopter rotor cannot be extracted precisely
from narrow-band RCS data. The simulation results verified the effectiveness of the
approach.

Keywords Feature extraction of micro-Doppler · Analysis of time-frequency
spectrum image processing · Estimation of physical parameters

1 Introduction

The micro-Doppler signature generated due to the additional frequency modulation
on the radar echo induced by the micro-motions such as vibration, rotation, or oscil-
lation of a target or structures [1]. Resulting of the difference in rotational speeds
and component configurations (such as the blade count and length) of various air-
craft target engines, micro-Doppler signatures enable some properties of the target
to be determined. It is possible to classify and identify the aircraft target by extract-
ing the JEM (engine modulation) characteristics of the target from a micro-Doppler
spectrum.

Chen et al. first introduced micro-Doppler into the field of radar target recogni-
tion and verified the feasibility of usingmicro-Doppler to identify radar targets [2–4].
Since then, more andmore attention is paid to feature extraction frommicro-Doppler
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signature. S. H. Darwish et al. used FFT and wavelet transform to obtain a variety
of time-domain and frequency-domain features from aircraft target echo as the input
data of artificial neural network (ANN) to classify targets [5]. Fei Dayong proposed
a method based on complex local mean decomposition, which adaptively extracts
features reflecting the difference of micro-motion components from the target echo
[6]. Du Lan et al. used fractional Fourier transform to acquire the fractional features
of aircraft target echoes [7]. Yang Shoufeng et al. extracted the amplitude deviation
coefficient, energy ratio and waveform entropy of the target echo frequency domain
[8]. However, the features mentioned above neither can characterize the actual phys-
ical parameters of the aircraft target, nor can they further identify the aircraft model
by extracting the aircraft target physical parameters.

To solve these problems, this paper proposes a method for extracting the physical
parameters of helicopter rotor based on time-frequency spectrum image processing.
Themethod extracts the rotation period of rotor, blade length and blade count directly
from the helicopter’s narrow-band RCS sequence time spectrum to reliably identify
the helicopter targets.

2 Image Preprocessing for Time-Frequency Spectrum

A time-frequency spectrogram is obtained through a short-time Fourier transform
on the radar echo of the helicopter rotor. Before estimating the rotation period of
the helicopter rotor, the time-frequency signal spectrogram needs to be preprocessed
including filtering, quantization and image segmentation.

2.1 Image Preprocessing Methods

The median filter works well in eliminating salty noise, of which the formula can be
expressed as:

b(i, j) = median
(
a(i−r, j−r) . . . a(i, j) . . . a(i+r, j+r)

)
(1)

where a(i, j) and b(i, j) represent, respectively, the pixel point of original spectrum and
output spectrum, i and j are the coordinates of the pixel, r is the width of the cut
window.

Guided filter is much more complicated which takes into account differences in
pixel space and intensity. The algorithm strategy is to introduce a guide image so
that the output image has the same gradient as the guide image and utilizes linear
regression to minimize the gap between the output image and the original image.
The specific conversion formula is as follows [9]:
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q(i, j) = 1

|ω|
∑

m,n∈ω(i, j)

(
a(i, j) I(m,n) + b(i. j)

)
(2)

a(i, j) =
1

|ω|
∑

m,n∈ω(i, j)
I(m,n) p(m,n) − μ(i, j) p(i, j)

σ 2
(i, j) + ε

(3)

b(i, j) = p(i, j) − a(i, j)μ(i, j) (4)

where

q(i, j) is the pixel of the output image,
p(i, j) is the pixel of the input image,
I(m,n) is the pixel of the guiding image in the window ω(i, j),
u(i, j) is the average of guiding image in the window ω(i, j),
σ 2

(i, j) is the variance of guiding image in the window ω(i, j),
|ω| is the number of pixels in the window ω(i, j),
p(i, j) is the average value of image P to be filtered in the window ω(i, j),
m, n is the pixel index of the image in the window ω(i, j),
P is the normalization factor.

When the guiding image is input image and ε = 0, the filter cuts no ice in this
situation which means the output image would be equal to input image. If ε = 1, the
guided filter would perform as a weighted mean filter in the region where the pixel
intensity changes little (or a monochrome region), while in the region with large
fluctuation of pixel intensity, the filtering effect on the image is weak, which helps
to maintain the edge.

Figure 1 shows the simulation time-frequency spectrogram of the AH-64 heli-
copter rotor with a signal-to-noise ratio of 25 dB. The yellow vertical line in the
figure is the maximum bandwidth line. When the blade is perpendicular to the radar
line of sight, the rotor echo produces flicker and the echo energy is largest. Moreover,
at this time, the largest relative speed of the blade tip and the radar come up, resulting
in the generation of the maximum Doppler frequency. The yellow sinusoidal signal
in the spectrogram is the time-frequency signal line of the blade. Under a certain
signal-to-noise ratio, the signal of each blade can be clearly observed. The rotation
period of the helicopter target rotor can be obtained by estimating the period of the
time-frequency signal line. In the time-frequency diagram, the closer the color of the
pixel is to yellow, the higher the amplitude is, and the closer to blue, the lower the
amplitude is.

As can be seen from Fig. 1, at the signal-to-noise ratio of 25 dB, there are still
a lot of noise spots in the target echo time-frequency diagram. If not be processed,
these noise spots would seriously affect the estimation of the time-frequency signal
period, due to their similar magnitude to the time-frequency signal line.

Figure 2 is the time-domain diagram after median filtering. The comparison of
Figs. 1 and 2 illustrates that the median filter is able to reduce the background noise
but also affect the clarity of the time-frequency signal line. Figure 3 is the time-
domain diagram after median filtering with guided filtering. As can be seen from
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Fig. 1 Radar echo time-frequency diagram of AH-64 rotor

Fig. 2 AH-64 rotor radar echo time-frequency diagram after median filter



Extraction of Helicopter Rotor Physical Parameters … 41

Fig. 3 AH-64 rotor radar echo time-frequency diagram after median filter and guided filter

the comparison of Figs. 2 and 3, the guided filter with the median filter can not only
greatly reduce the background noise, but also ensure that the time-frequency signal
line has sufficient sharpness, which is beneficial to subsequent image segmentation
and extraction of time-frequency signal lines. The same conclusion can be drawn
from the comparison of the time–amplitude of the time-frequency signal in Figs. 4
and 5.

2.2 The Extraction of Time-Frequency Signal Line

The time-frequency spectrogram is quantized according to the following rules after
being filtered:

v(i, j) =
⎧
⎨

⎩

0
0.5
1

q(i, j) < th2
th2 < q(i, j) < th1
q(i, j) > th1

(5)

where q(i, j) and v(i, j) are the amplitudes of the pixel points on the time-frequency
diagram before and after the ternary, and th1 and th2 are two thresholds, which
are derived from experimental experience. The time-frequency signal line and the
maximum bandwidth line can be segmented after time-frequency diagram being
quantized. Figure 6 shows the diagram of the time-frequency spectrogram in Fig. 3
after being quantized.
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Fig. 4 AH-64 rotor radar echo time-frequency diagram (time–amplitude) before being filtered

Fig. 5 AH-64 rotor radar echo time-frequency diagram (time–amplitude) after being filtered

Let the set of all pixels satisfying v(i, j) = 1 be W = [w1w2 . . .wK ], and Wk

represents the set of pixels belonging to the same maximum pulse width line, where
k is an integer and k ∈ [1, K ], and K is the number of maximum pulse width lines.
The column coordinates of the kth maximum pulse width line are
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Separation between maximum bandwidth lines

Fig. 6 Diagram of the time-frequency spectrogram in Fig. 3 after being quantized

C(k) = 1

Nk

Nk∑

d=1

ckd (6)

where Nk is the number of pixels in Wk and ckd indicate the ordinate of the dth pixel
belonging to Wk . Thus, the average separation between maximum bandwidth lines
is given by:

gave = 1

Km(Km − 1)

Km∑

k=1

|C(k) − C(k + Km)| (7)

where Km = ⌊
K
2

⌋
, �•� is floor function, |•| represents the sign for absolute value.

The position of the time-frequency signal line can be determined according to
C(k), gave and the minimum abscissa of the pixel in Wk . Figure 7 represents an
extracted part of a time-frequency signal line.

3 The Estimation of Helicopter Rotor Physical Parameters

Research shows that the frequency of the time-frequency signal line is the rotation
speed of the rotor, so the time-frequency signal line to be estimated can be expressed
as

−→y (t) = A cos(2π fr t + ϕ) (8)

where fr is the rotation speed to be estimated of rotor and A is the amplitude of the
signal. Translation makes the phase ϕ zero, so it is unnecessary to spend time on the
estimation of ϕ. The error function can be obtained by applying the least squares
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Fig. 7 A fraction of time-frequency signal line

rule, that is

E(A, fr ) = 1

M

M∑

l=1

(A cos 2π fr t − yl(t))
2 (9)

where yl(t) is the point on the time-frequency signal line extracted from the time-
frequency diagram and M is the number of pixels collected. In order to avoid over-
fitting, it is vital to add a regular term to the error function:

E(A, fr ) = 1

M

M∑

i=1

(A cos 2π fr t − yi (t))
2+η f 2r (10)

where η is the regularization parameter. Partial derivation of A and fr form Eq. 10
which is as follows:

dE(A, fr )

d A
= 1

M

M∑

l=1

A(cos 4π fr t + 1) − 2yl(t) cos 2π fr t (11)

dE(A, fr )

d fr
= 1

M

M∑

l=1

2Ayl(t) sin 2π fr t − A2t sin 4π fr t + 2η fr (12)

The fr and A which minimize E(A, fr ) can be found by combining the grid
searchmethod and the gradient descent.Besides, averagingmultiple estimations from
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various parts of sinusoidal signal could facilitate the reduction of contingency and
the increasing of estimation accuracy. An available way to fr is shown as Formula 13

fr = 1

S

S∑

s=1

fr,s (13)

where fr,s represents the estimated speed from the sth time-frequency signal line and
S is the number of time-frequency signal lines. According to the number of pulses
Nr in a rotation cycle and the parity factor h, we obtain the blade count N:

N = 1

hNr fr
(14)

where h = 1 or h = 2. The blade length L2 can be derived from the following
equation:

L2 = Bλ

A8π fr cos θ
(15)

where B is the Doppler spectral bandwidth of the echo signal, λ is the wavelength
and θ is the pitch angle [10].

4 Experiments

The simulation experiment includes three parts, which are, respectively, to investigate
the effects of rotor rotation speed, blade length and blade counts on the simulation
results. The simulated parameters of radar are as follows: The radar carrier frequency
is 3 GHz that means the electromagnetic wave with a wavelength of 0.1 m; the pulse
repetition frequency is determined according to the maximum Doppler frequency
generated by different suspense; the pitch angle of the radar is 30°. The azimuth
angle is 0, and the initial phase angle of the blade rotation is 45°.

4.1 Experimental Results on Different Rotor Rotation Speed

This experiment is to investigate the influence of helicopter rotor speed on the simu-
lation error. The length of the helicopter blades is 5 m, the number of blades is 4 and
the rotor speed is 240, 360, 480, 600, 720 and 1080 r/min. The simulation results are
shown in Fig. 8.

From Fig. 8, a conclusion can be drawn that the relative error of estimated rotation
speed increases as the rotor rotation speed increases. This is because as the rotational
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Fig. 8 Simulation results at different rotation speeds

speed increases, the spacing between the maximum bandwidth lines in the time-
frequency domain is gradually decreasing at the same pulse repetition frequency
which will affect the extraction of the time-frequency signal lines, leading to poor
estimation. Since the estimation of the blade length is also related to the bandwidth
estimation, there may be cases of error superposition or error cancelation. So, the
relative estimation error of the blade length does not show a strong consistent trend
with the rotational speed, but they are still positively correlated.

4.2 Experimental Result on Different Blade Lengths

This experiment shows the effects of rotor blade length on relative estimated error.
The simulation parameters of helicopter are as follows: The rotor speed is 360 r/min;
the number of blades is 4; the length of the helicopter blades is 3, 4, 5, 6, 7, 8 m, and
the simulation results are shown below.

Regarding the tendency of broken line in Fig. 9, we have the following obser-
vations. As the length of the blades increases, the signal echo of the rotor becomes
more intense, and the ratio of the time-frequency signal line to the background noise
is higher, which is beneficial to extract a relatively reliable time-frequency signal
line in the time-frequency spectrum. Therefore, the larger the blade length, the more
accurate the rotor speed estimation.
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Fig. 9 Simulation results at different lengths of blades

4.3 Experimental Result on Different Blade Counts

In this section, the influence of the number of helicopter rotor blades on the simulation
experiment error is conducted. The rotor speed is 360 r/min, the blade length is 5 m
and the number of blades is 2, 3, 4, 5, 6 and 8, respectively. The simulation results
are as follows.

It can be seen from Fig. 10 that if targets are divided into two portions, the set
with odd blades and the another with even blades, the more the number of target
blades, the greater the error of the simulation experiment in each set. The simulation
results of even blades set are better than that of the odd blades set under the premise
that the number of blades is not much different. This is because when the number
of blades is even, there will always be two blades perpendicular to the line of radar
sight simultaneously, of which the two radar echoes are superimposed on each other,
enhancing the energy of the echo. Meanwhile, if the number of blades of the target is
odd, there is only one blade perpendicular to the line of radar sight at a time leading
to the lower amplitude of target echo signals and the worse signal-to-noise ratio. It
is easier to mix in the background noise when extracting the time-frequency signal
line under this situation, so that the estimation error of the physical parameters of
the aircraft target rotor is increased.

From the comparison of Figs. 11 and 12, we can know that the background noise
of the time-frequency spectrogram of the five-blade rotor radar echo is larger than
that of the four-blade rotor radar echo. This undoubtedly increases the difficulty
of extracting the time-frequency signal line, which makes the parameter estimation
effect of the target with odd blades worse than that of the even blades. In addition,
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Fig. 10 Simulation results at different blade counts

Fig. 11 Time-frequency diagram of radar echo of rotor with four blades
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Fig. 12 Time-frequency diagram of radar echo of rotor with five blades

the fault tolerance rate of estimation for the number of blades is very high since the
number of blades can only take an integer, and the determination of the parity of
blades is relatively easy and accurate. This is also the reason why the estimation
error of the number of blades is so small in the simulation experiment.

5 Conclusion

The physical parameter such as the rotational period of the rotor, the number and
length of the blades can be extracted from the time-frequency spectrum image by
applying image processing method (filtering, quantization, segmentation, etc.) and
the least squares parameter estimation under a certain observation time and a suffi-
ciently high signal-to-noise ratio. Simulation experiments indicate that it is effective
to extract the physical parameters of the helicopter target through the time-frequency
spectrum of the radar echo.
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Design of an Airborne DIAL
Measurement System for Measuring
Concentrations of Atmospheric
Pollutants

Yong Chen, Ding-fu Zhou, Ze-hou Yang, Chun-li Chen, Yong-ke Zhang,
Xiang-hua Niu, Jing Li, Xiao-feng Li, Guo-juan Zhang, and Guo-hua Jin

Abstract This article presents the research aimed at developing a mobile, remote,
fast and accurate measurement system for determining the concentrations of atmo-
spheric pollutants in certain area. The proposed airborne different absorption lidar
(DIAL) consists of three non-collocated components. The lidar source component
consists of a transmitting antenna, receiving antenna, tunable CO2 laser emitter,
information processor, viewing system turntable and other parts. This device can be
installed either on a rotor helicopter or operated from unmanned and manned surface
installations, such as vehicles, shipboard or floating surfaces. The lidar electronic
cabin has the capacity to provide power to source components. In addition, the dis-
play control terminal providesman–machine interface, which enables the completion
of functions of mode selection, data analysis, storage, playback, display, communi-
cation, among others. This system performs DIAL measurements, and the main
technical parameters in the system are calculated. The simulation results obtained by
using this system show promising performances with respect to the expected error
budget in air pollution conditions. It is concluded that the development of this system
can improve emergency management in case of disasters or other emergencies.

Keywords Differential absorption · Lidar · Airborne · Pollutant measurement

1 Introduction

In the last decades, environmental pollution has worsened with the steady develop-
ment of modern industry and the latest technology. In the cities, levels of air pollution
have risen due to factory emissions, vehicular discharges and domestic heating [1].
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This scenario requires the use of equipment which can detect and track hazardous
substances in the atmosphere quickly and efficiently with a long range of coverage
[2]. Rapid and real-time detection of exhaust gases, volatile organic compounds and
other harmful chemicals are extremely important [3]. Laser remote sensing systems,
for instance, lidar and different absorption lidar (DIAL), have been widely used
as fundamental techniques in the research of atmospheric physics and atmosphere
optics since the 1960s [1].

Technical advancements in airborne DIAL have drastically increased the mea-
surement capabilities of airborne and ground-based DIAL systems for measuring
and monitoring pollution levels [4]. In this paper, we have illustrated the design of
an airborne DIAL measurement system. Based on the great potential of DIAL, it is
inferred that the proposed systemwill bringgreat benefit in the technical advancement
of tunable, compact laser emitters, enabling farther portions of the optical spectrum
to be developed for accurate measurements of the concentrations of multi-species
atmospheric pollutants.

2 Principle

DIAL is a laser remote sensing technique used for measuring the concentrations of
atmospheric pollutants [5–7]. The airborne DIAL measurement system is based on
ground-based DIAL [8], and it is used in specific regions to quickly quantify the
concentrations of a number of atmospheric chemical pollutants [9]. This can help to
minimize the damage caused by air pollution to humans.

The developed airborne DIAL is based on the principle of long-range differential
absorption of long-wave infrared. Many atmosphere pollutants, such as SF6, C2H4,
have typical absorption bands in the infrared band of 9–12 µm; hence, the laser
output can be tuned to these bands by using the absorption characteristics of gases.
By measuring the absorption intensity of gas with respect to specific wavelength of
the laser, we can determine the type of gas, its concentration, distribution and other
characteristics. The miniature dual-tunable TEACO2 laser is used as the light source
to emit shock that matches the characteristic absorption peak or valley of the matter.
During the process, it is hung outside the lower abdomen of the rotor in unmanned
or manned aerial vehicle. When the aerial vehicle reaches the target area, it begins
measurement. Optical pulse pair and differential absorption calculation are carried
out to measure the concentration and distance of the measured substance.

A simplified version of the airborne DIAL concept is shown in Fig. 1. When
an aircraft with the mounted DIAL system flies to the target area, the long-range
differential absorption detection of long-wave infrared laser remotely measures the
clouds of atmospheric pollutants in the research area. This way, the species and
concentrations of atmospheric pollutants can be determined. When working, two
tunable lasers emit two laser pulses with different wavelengths along the same path
in a certain time interval (~200µs) through the transmission antenna. One of these is
resonant wavelength, λon; its wavelength is located at the characteristic peak position
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Fig. 1 Diagram of the working principle of airborne DIAL

in the absorption peak of the gas to be measured, and the other is non-resonant
wavelengthλoff which is located in the absorptionvalley.Because of the inconsistency
in the absorption spectrum characteristics of the two laser beams that occurs after
the beams have passed through the affected area of chemical pollutants, differences
in the intensity of the echo signals are received by the radar after the beams scatter
upon collision from the rear object [10]. By monitoring the relative changes of the
scattering echo intensity of the two wavelengths and by comparing the results with
the characteristic database of chemical pollutants, we can separate the absorption
of the gas to be measured from other factors. Then, we can retrieve the types and
concentrations of chemical pollutants in order to completely monitor and study the
chemical pollutants.

Based on the lidar equation, the concentration-path length of target gas detected
by DIAL can be deduced as follows [11]:

CL = 1

2
(
αon − αoff

)
[
ln

(
Poff/Pon

) + ln
(
ρon/ρoff

) + ln
(
ηon/ηoff

) − 2L
(
βon/βoff

)]

(1)

Among these parameters, P is the normalized power received by the detector; ρ

is the reflection coefficient of ground; η is the optical efficiency of the system; α is
the absorption coefficient of the target gas; β is the attenuation coefficient caused
by scattering and absorption of other atmospheric and L is detection range. It can
be seen from the above formula that the concentration-path length (CL value) of
the detected gas is not only related to the ratio of the normalized, received and
non-resonant energy to the resonant energy, but also influenced by the characteristic
absorption coefficient of the gas to be detected. In addition, the difference of the
target reflectivity, optical efficiency of the system and atmospheric attenuation factor
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for two lasers of different wavelengths is also determined. This process affects the
measurement of the concentration of measured gas.

As majority of air pollutants have absorption peaks that fall in the range of 9.2–
10.7 µm, CO2 laser with output branch that matches with the absorption character-
istics of atmospheric pollutants is used as a laser irradiation source. This laser can
emit multi-branch line pairs to realize measurement of the variety and concentration
of air pollutants.

The principle of long-range differential absorption is characterized by eliminat-
ing the influence of environmental factors. Thus, it can be used to actualize highly
sensitive detection of atmospheric pollutants in various states (vapor, aerosol, small
droplet) along the optical path.

3 System Design of Airborne DIAL

The airborne DIAL measurement system is composed of a lidar host, a lidar elec-
tronic cabin and a display control terminal (Fig. 2). The lidar host is the equipment
used outside the cabin. It completes the detection of the biochemical environment.
It is hung on the lower abdomen of the rotorcraft unmanned aerial vehicle (UAV)
or the human-operated machine. It uses a two-axis turret scanning structure, and
it can conduct multi-mode optical scanning in a downward or sloping-downward
motion. The lidar system automatically carries out beam scanning according to the
flight parameters information received by the aircraft. The electronic cabin provides
power supply, scanning control, temporary data storage and system communication
functions for the main engine system. In addition, the display control terminal is a
general desktop or notebook computer, and it has an installed system control and

Fig. 2 Airborne DIAL
measurement system
composition diagram
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Table 1 Main parameters of
the airborne DIAL
measurement system design

Item Parameter

Working wavelength 9.2–10.7 µm

Detectable gas Industrial harmful gases such
as SF6, C2H4

Maximum distance of
pollutant cloud cluster
recognition

≥4 km(when visibility is up
to 10 km)

Flight speed in dynamic
measuring process

≤40 km/h

application software. Moreover, it carries out the functions of mode selection, video
monitoring, data acquisition and analysis, storage, playback, display and commu-
nication, among others. The main parameters of the airborne DIAL measurement
system design are described in Table 1.

Differential absorptionmeasurements aremainly implemented in lidar host which
is mainly composed of the following parts: lidar integrated processor, differential
laser transmitter, differential detection receiver and differential information proces-
sor. The principle framework of the system is shown in Fig. 3. Differential laser trans-
mitter is the core component of the system. It consists of two mini TEA CO2 lasers,
energy detection module and transmitting antenna. Differential detection receiver
is composed of long-wave, infrared receiving antenna, in addition to the detector
module and linear amplifier. The information processor is a single-board, high-
speed information processing and control circuit board that can complete information
processing.

energy
detection

energy
detection

detecting
assembly

signal processor

trigger
controller

transmitting
antenna

transmitting
antenna

high voltage
 power supply

receive
antenna

CO2 laser1

CO2  laser2

lidar integrated 
processor

display control 
terminal

lidar
electronic

cabin

Fig. 3 Principle framework of the system
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When the system works, the laser transmitter received instructions, and in turn,
the two tunable lasers quickly tune their wavelengths to the specified wavelengths.
Then, the two laser pulse pairs are triggered successively; time interval of two lasers
is 100 microseconds. Laser pulses are monitored by the energy monitoring module
and then emitted to form aerosol cloud clusters. After passing through cloud clusters,
the laser pulses scatter back toward the ground, forest, vehicles, buildings and other
objects. Subsequently, these pulses pass through the cloud clusters to be measured
again and are then collected by the receiving antenna. After photoelectric conversion
of detector components and double-passing process of linear amplification, analog
electrical signal is sent to signal processor for digital processing. At this stage, nor-
malization of echo intensity and energy monitoring value occurs through filtering,
multi-pulse accumulation, recognition and calculation of echo signal in time domain.
The normalization of the target normalized intensity information for eachwavelength
and pollution cloud of different wavelengths export to the lidar integrated processor.
After the above-mentioned process has carried out, values for intensity information,
ground target distance, location of contaminated clouds and pollutant concentrations
can be obtained.

It should be noted that the effect of atmospheric jittering during measurement is
not considered because the interval time of laser pulse pair is very short (200 µs),
much shorter than the freezing timeof atmosphere. In addition, for amovingplatform,
if the moving speed of the platform does not exceed 300 km/h, the moving distance
of the differential laser pulse pair from the platform during launch falls within the
millimeter scale. Thus, the platform can be considered to be relatively static. In
other words, the motion correction of the beam is not necessary when the differential
measurement is performed by a single pulse.

4 Calculation for Main Parameters

To evaluate the feasibility of the airborne DIAL measurement system design, we
have made some calculations for the main parameters. Based on the differential lidar
equation, the output energy of the CO2 laser required can be calculated as shown
below [12, 13]:

Pout = 8πR2(SNR) · (NEP) · τ · √
	 f

T · ρ · A · n1/2 · cos θ
· exp[2αE R]
[exp(−2αoffCL) − exp(−2αonCL)] (2)

In the formula:

Pout—laser output power;
CL—concentration-path length;
R—the target reflector;
T—optical efficiency of the system is calculated;
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θ—the sharp angle between laser beam axis and normal line of the distributed
target;
τ—the laser pulse duration;
	f—instrument noise bandwidth;
n—the accumulative number of laser pulses;
A—the light area of receiving antenna;
ρ—the target reflection;
SNR—signal-to-noise ratio of the system, according to system design;
NEP—noise equivalent power.

The spectroscopic parameters for the simulation calculations were obtained from
HITRAN2016 [14]. High-resolution transmission molecular absorption database
(HITRAN) was developed by the US Air Force Geophysical Laboratory in the late
1960s. It was opened to public in 1973 to study the infrared characteristics of atmo-
sphere for military purposes. Since then, it has been widely used in many fields,
such as for studying weak absorption of trace gases in the atmosphere, gas remote
sensing measurement, laser transmission research, radar and many others. HITRAN
is a compilation of spectral parameters used to predict and simulate the transmission
and emission of light in the atmosphere. Figure 4 shows absorption curves of several
gases (9–11 µm) [15]. Based on the HITRAN database, we can acquire information
about the infrared absorption spectra of common gases in the atmosphere. For char-
acteristic absorption wavelength of some common atmospheric pollutants [15], such
as O3, C2H4, SF6, refer to Table 2.

By calculating the lidar equation based on the above data, the curves of the output
energy of CO2 laser with different detection distances can be obtained under the
condition of satisfying the detection sensitivity (CL value).

Figure 5 shows the output energy requirement curve of several typical atmospheric
pollutants for CO2 laser when visibility is in range up to 10 km. It is evident from
the figure that the range requirement of not less than 5 km can be met when the laser
output is at 15 mJ.

5 Summary

In this paper,we have introduced the design of the developed airborneDIALmeasure-
ment system for measuring concentration of atmospheric pollutants. The airborne
DIAL measurement system is based on ground-based DIAL, and it is used in spe-
cific regions to quickly recognize a number of atmospheric chemical pollutants. This
can effectively prevent the damage caused by air pollutants to humans. In the study,
the main technical parameters in the system are calculated. Simulation results show
promising performances with respect to the expected error budget in conditions of
air pollution. It is concluded that the development of this system can improve the
management in the face of major disasters and other emergencies.
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C2H4 CH3OH

HNO3 NH3

O3 SF6

Fig. 4 Absorption curves of several gases (9–11 µm) [15]

Table 2 Characteristic
absorption wavelength of
some atmospheric pollutants

Atmosphere pollutant λon (µm) λoff (µm)

O3 9.4581 9.305

C2H4 10.513 10.333

SF6 10.551 10.653

Fig. 5 Curve of laser output
energy versus detection
distance when visibility is up
to 5 km
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AMultiple Moving Ships Detection
Method for GF-4 Satellite Image
in Thin-Cloud Environment

Peng Lv, Yuxin Hu, Qianqian Li, Yangshuan Hou, Xiaohui Wang,
and Bin Lei

Abstract At present, the GF-4 satellite is the world’s highest resolution geostation-
ary orbit optical imaging satellite. The GF-4 satellite has the advantages of wide-
swath and high-frequency imaging, so it can provide quasi-real-time images for
ship surveillance. In fact, using the GF-4 satellite image to detect moving ships is
to detect the gray value of the wake formed by the ship moving at sea. However,
because of the geometric features of the ship’s wake vary with the speed, the ship
detection method based on geometric features is not applicable. Since, not only the
ship is moving in the image but also the cloud is moving all the time, the optical flow
method is not applicable. Ship detection methods based on machine learning and
deep learning are also not applicable due to too few texture features of the wake. In
this paper, we present a novel method for ship detection in thin-cloud environments.
The real image processing of GF-4 satellite shows that the proposed method can
detect multiple moving ships accurately and quickly in a thin-cloud environment.

Keywords GF-4 satellite · Image processing · Multiple ships detection · Thin
cloud

1 Introduction

The GF-4 satellite, launched on December 29, 2015, is China’s first civilian high-
resolution geostationary optical satellite. The successful launch of the GF-4 satellite
marked the beginning of an era of the high-temporal, high-spatial resolution, and
large-scale earth observation from the geosynchronous orbit [1]. The GF-4 satellite
as a geostationary satellite, located approximately 36,000 kmover the earth’s equator,
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hasmany important advantages. Because, geostationary orbit satellite has a relatively
fixed earth observation position, it can have the advantages of a short revisit period
and wide coverage at the same time. At present, the GF-4 satellite has the highest
resolution from geostationary orbit in the world [2].

The staring camera of the GF-4 satellite can provide 50-m spatial resolution
images every20 s, and the coverageof the images is 500km×500km.AsChina’sfirst
geosynchronous orbit optical remote sensing satellite and the world’s highest spatial
resolution geosynchronous orbit optical remote sensing satellite, GF-4 satellite can
provide fast, reliable, and stable optical remote sensing data for application fields
such as disaster reduction, forestry, earthquake and meteorology, supplement brand
new technological means for disaster and risk warning and forecasting, forest fire
disaster monitoring, seismotectonics information extraction, andweathermonitoring
and open up a new field of geosynchronous orbit high-resolution earth observation
[3–5]. Because of its wide coverage, high resolution, and short revisit period, GF-4
can provide quasi-real-time images for ship surveillance [6].

In recent years, the use of remote sensing satellites for ship surveillance has been
a hot topic. Yu et al. [7] used the band-to-band time lags of GF-4 satellite to detect
ships. Yang et al. [8] analyzed the characteristics of the sea surface to detect ship
in optical images. Liu et al. [9] used the two-parameter constant false alarm rate
(CFAR) detector to detect ships using GF-4 images. However, the above methods
are only applicable to environments without clouds. If there is cloud interference, the
performance of the above methods will decrease rapidly. In this paper, we propose a
multiple moving ships detection method for a thin-cloud environment.

The remainder of this paper is organized as follows. Section 2 presents the pro-
posed multiple moving ships detection method and analyzes the computational com-
plexity analysis of the proposed method. Section 3 presents the experimental results
and discussions, and Sect. 4 provides the conclusions.

2 Proposed Multiple Moving Ships Detection Method

The resolution of the GF-4 satellite image is 50 m. In theory, a ship, 300 m long
and 50 m wide, has a length of 6 pixels and a width of 1 pixel. Therefore, the
wake can be seen in the GF-4 image rather than the ship. This is because the ship’s
gray value is much smaller than the wake’s gray value, and the number of pixels
in the wake is much larger than the number of pixels in the ship’s wake. Therefore,
comparedwith the problemof target detection in high-resolution images, there is little
feature information available for ship detection using GF-4 images. In addition, due
to satellite motion and attitude control errors, slight jitter occurs between frames.
Therefore, using the GF-4 satellite image sequence for moving ship detection is
suitable for single-frame detection. In summary, the detection of moving ships in
GF-4 images is to detect the wakes of moving ships in a GF-4 satellite image.
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2.1 Analysis of Wake Characteristics in GF-4 Satellite Image

Figure 1 illustrates a sketch of a typical ship-generatedwaveform caused by amoving
ship in deep water [10]. A typical ship-generated waveform caused by a moving ship
is mainly composed of the turbulent wave, Kelvin wave, divergent waves, transverse
waves, and breaking wave region. In the GF-4 image, we can only see the turbulent
wave. The turbulent wake appears to be dependent on the ship structure, length,
breadth, draft depth, speed, the water depth, the wind speed, direction, etc. Among
them, themain factors influencing the turbulentwake are the ship structure, speed, the
wind speed, and direction. However, all current analysis of the wake is based on the
assumption that the ship is moving in a uniform linear motion. From a mathematical
perspective, the problem of calculating the turbulent wave is highly nonlinear. More
about the turbulent wake modeling can be found in [11]. However, in real situations,
the ship’s acceleration and maneuvering make the situation more complicated.

Figure 2 shows GF-4 satellite images of two typical thin-cloud environments. We
define Fig. 2a as a simple thin-cloud environment and Fig. 2b as a complex thin-
cloud environment. In Fig. 2a, b, the white dots in the red rectangle are the wakes
of multiple moving ships. Figure 2c, d shows three-dimensional mesh plots of the
original images of Fig. 2a, b. In Fig. 2c, the wakes are located at (330, 818), (663,
889), (838, 818), and the maximum gray value is located at (512, 49). As can be
seen from the enlarged view of the wake of (838, 818), there are two peaks with
similar gray values near the wake. In Fig. 2d, the wakes are located at (494, 538),
(750, 83), and the maximum gray value is located at (245, 448). As can be seen from
the enlarged view of the wake of (750, 83), the gray value of the wake is obviously
smaller than that of the cloud nearby.

Through the previous analysis, we can draw the following conclusions: (1) the
wake may change dramatically with time; (2) in the GF-4 image, the wake is a white
dot; (3) the gray value of different wakes may vary greatly; (4) the maximum gray
value in the image is often a bad pixel; (5) the gray value of cloud may be much

Motion Direction

Breaking Wave Region

Kelvin Wave Envelop

Turbulent Wave 

Transverse Waves 

Kelvin Wave
(19.5°) 

Moving Ship

Divergent Waves

Fig. 1 Definition sketch of wave pattern generated by a moving
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Fig. 2 GF-4 satellite images of two typical thin-cloud environments

larger than the gray value of the wake. Therefore, it is very difficult to detect the
wake accurately in the GF-4 image.

2.2 Proposed Multiple Moving Ships Detection Method

Since the GF-4 satellite is located in geosynchronous orbit, the thermal environment
and radiation environment of the GF-4 satellite are much worse than those of the
medium and low-orbit satellites compared to remote sensing satellites operating in
low or medium orbits. In addition, due to the influence of multi-mode switching and
jitter, the image of GF-4 satellite appears blurred details and unclear edges. This
makes the signal-to-noise ratio and edge sharpness of the GF-4 image lower than
other satellite images. These reasonsmake it more difficult to detect ships usingGF-4
images. Therefore, we propose a multiple moving ships detection method based on
a single GF-4 image. The main steps of our proposed method are as follows.

Firstly, the original image needs image enhancement because the gray value of
the wake of a moving ship is much smaller than that of cloud and land. Therefore, it
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is necessary to increase the ratio of the wake to the gray value of the sea by image
enhancement processing, in order tomakewake detection easier. Generally speaking,
image enhancement can be divided into spatial domain enhancement and frequency
domain enhancement [12]. Because there are many changes in the wake’s shape,
it is impossible to enhance the wake’s gray value by enhancing the signal in some
frequency bands. At the same time, since the gray value of the wake is always within
a certain range in the spatial domain, it is more suitable to enhance the gray value of
the wake in the spatial domain.

F(x, y) = 1

1 +
(

u
E(x,y)

)v , (1)

where E(x, y) is the original image gray value of the image data matrix coordinate
(x, y); u is the two-dimensional mean of the original image E; v is the stretching
factor.

Secondly, a small neighborhood two-dimensional median filter and a large neigh-
borhood two-dimensional median filter are applied to the image data matrix after
image enhancement:

GS(x, y) =
∑a/ 2

p=−a/ 2
∑b/ 2

q=−b/ 2 F(x + p, y + q)

ab
, (2)

GL(x, y) =
∑c/ 2

p=−c/ 2
∑d/ 2

q=−d/ 2 F(x + p, y + q)

cd
, (3)

where F(x, y) is the enhanced image gray value of the image data matrix coor-
dinate (x, y); GS(x, y) is the enhanced image gray value of small neighborhood
two-dimensional median filter; GL(x, y) is the enhanced image gray value of large
neighborhood two-dimensional median filter; a is the x-direction kernel radius of
small neighborhood two-dimensional median filter, and b is the x-direction kernel
radius of small neighborhood two-dimensional median filter, respectively; c is the
x-direction kernel radius of small neighborhood two-dimensional median filter, and
d is the x-direction kernel radius of large neighborhood two-dimensional median
filter, respectively.

Let the small neighborhood two-dimensional median filtering result GS(x, y)
and the large neighborhood two-dimensional median filtering result GL(x, y) be
subtracted:

GD(x, y) = GS(x, y) − GL(x, y), (4)

where GD(x, y) is the difference between GS(x, y) and GL(x, y). The small neigh-
borhood two-dimensional median filtering preserves the outline of the wake, and the
large neighborhood two-dimensional median filtering can average the gray value of
the wake around it. Therefore, subtract them from each other and get the signal of the
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Fig. 3 Procedure of the proposed method

trail. Therefore, the wake signal can be obtained by subtracting them. In addition, the
two-dimensional median filter can also reduce the impact of remote sensing image
noise.

Thirdly, normalize the two-dimensional median filtering difference data:

GN= GD

max(GD)
, (5)

where GN is the normalized result matrix, max(•) represents the maximum value
in the matrix. Then, detect the grayscale peak in the normalized image to obtain a
grayscale peak detection result matrix GP. Threshold detection is performed on the
grayscale peak detection result matrix to obtain a coordinate matrix of the wake.

R(x, y) =
{
0 GP(x, y) < GTH

1 GP(x, y) ≥ GTH
, (6)

where R(x, y) is the normalized grayscale peak detection result matrix, GTH is the
gray peak threshold.

The workflow of the proposed method is shown in Fig. 3. Firstly, the contrast
stretch transformation is applied to improve the relative gray value of the ship in
the image. Secondly, the enhanced image is filtered by a small radius kernel median
filter and a large radius kernel median filter, respectively, and the filtering results are
subtracted. Finally, normalize the subtraction results and perform threshold detection.

2.3 Computational Complexity Analysis

For evaluating the performance of the proposed method, we compare its compu-
tational complexity with that of other popular algorithms. From Fig. 3, we can
know that the total time complexity consists of three parts: spatial domain image
enhancement, different kernel radius median filtering, normalization, and threshold
detection. In theory, any spatial domain image enhancement method can make the
gray level of the wake be improved by setting appropriate parameters. The classical
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image enhancement methods include logarithmic transformation, gamma transfor-
mation and contrast stretch transformation [13]. The computational complexity of
these three image enhancement methods is O(1). Because the computational com-
plexity of the median filter algorithm for each pixel is O(1) [14], the computational
complexity of an image with M pixels × N pixels is O(M × N ). The computa-
tional complexity of normalization and threshold detection is O(1). Hence, the total
computational complexity of our proposed method is O(M × N ).

3 Experimental Results

In this section, we present the results of numerical experiments performed to verify
the operation of our proposed method. The proposed method is implemented in
MATLAB2018b with Intel Core i5-6300 2.3 GHz CPU. The imaging region of
panchromatic sensor of GF-4 satellite is approximately 500 km × 500 km (10,000
pixels × 10,000 pixels). In order to observe the environment and wake, the original
images are subdivided into sub-images with 50 km × 50 km (1000 pixels × 1000
pixels) as the region of interest.

3.1 Implementation of the Proposed Method

In order to demonstrate the performance of the proposed algorithm, the key steps in
GF-4 satellite image processing are presented and discussed. The image was taken
on April 5, 2017, 02:30:00 Universal Time Coordinated (UTC), and the location of
the image is the East China Sea. We use the contrast stretch transformation for image
enhancement. The stretching factor v is 6. The kernel radius a = 3, b = 3, c = 8,
and d = 8, respectively.

The experimental results of key steps are presented in Fig. 4. Figure 4a shows
the original image of GF-4. The position of the two ship’s wakes is marked by a
red rectangle. In Fig. 4a, only a few thin clouds can be seen faintly, and no wake
can be seen in the red rectangles. Figure 4b shows the result of the contrast stretch
transformation of the original image Fig. 4a. The detail of the cloud in the picture
becomes very clear, and the wakes in the red rectangle can be seen clearly. Figure 4c
shows the three-dimensional grayscale image of the original image. The locations of
the two wakes are (494, 538) and (750, 82), respectively. It is interesting to see from
this picture that there is a very large gray value of a pixel in the position of (245, 448).
This is due to the damage of the photosensitive device of this pixel. Figure 4d shows
the three-dimensional image of gray value after contrast stretching transformation.
Figure 4e, f show three-dimensional grayscale images filtered by median filters with
kernel radius r = 3 and r = 8, respectively. It can be seen from Fig. 4e that the gray
values of the two wakes still exist and the gray value of the bad pixel disappears.
However, the gray values of both wakes in Fig. 4f disappear. Figure 4g shows the
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difference of median filtering result with different kernel radius. It can be seen from
Fig. 4g that the gray values of the two wakes’ position are significantly higher than
in other areas. Figure 4h shows the normalized result of Fig. 4g. It can be seen from
Fig. 4h that the locations of the two wakes are clearly detected, and our proposed
method has good detection threshold robustness.

3.2 Comparison with Other Methods

To evaluate the performance of the proposed method, we implement Yang’s method
in literature [8] and Liu’s method in literature [9] as a benchmark to detect ships
in the simple thin cloud and complex thin-cloud environment using GF-4 images,
respectively. The two types of cloud environment datasets consist of 50GF-4 images.
These images have the size of 1000 × 1000 pixels with 50 m resolution. The first
frame of the two environments of images is shown as Fig. 2a, b. The parameters
of Yang’s method are set: the threshold T0 = 0.2; Compactness = [1, 10]; and

Fig. 4 Experimental results of key steps
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Fig. 4 (continued)

Length/Width = [1, 5]. The parameters of Liu’s method are set: the minimum and
maximum blob sizes are 2 and 50 pixels. The detection results are shown in Table 1.

The following conclusions can be drawn through the above experiment of GF-4
sequence images: (1) in the simple-cloud environment, the detection results of the
three methods are very good, but the running time of CFAR detector is obviously
higher than that of the other two methods; (2) in the complex-cloud environment, the
detection performance of Liu’s method is better than that of Yang’s method, and the
detection performance of our proposed method is better than that of Liu’s method;
(3) the running time of the proposed method is similar to that of the Yang’s method
and obviously less than that of the Liu’s method.
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Table 1 Ships detection results of different method

Type Total
number of
ships

Method Number of
detected
ships

Number of
undetected
ships

Number of
false alarm

Running
time (s)

Simple 150 Yang’s
method

152 0 2 9.17

Liu’s
method

150 0 0 14.25

Proposed
method

150 0 0 10.29

Complex 67 Yang’s
method

104 19 56 9.14

Liu’s
method

91 7 31 14.26

Proposed
method

75 0 8 10.27

4 Conclusion

In this paper, we proposed a multiple moving ships detection method for GF-4 satel-
lite in the thin-cloud environment. The proposed method uses the GF-4 satellite
image to detect the wakes of multiple moving ships, and achieves fast and accu-
rate multiple moving ships detection in the thin-cloud environment. The proposed
method is especially suitable for the detection of non-cooperative ships. We believe
that the proposed method has broad application prospects.
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Identification and Extraction of Nutrient
Content in Hyperspectral Black Soil
in Frequency Domain

Dong-hui Zhang, Ying-jun Zhao, Kai Qin, Dong-hua Lu, Cheng-kai Pei,
Ning-bo Zhao, Yue-chao Yang, and Ming Li

Abstract Hyperspectral remote sensing technology, with its high spectral resolution
and high spatial resolution, plays a more and more important role in the quantitative
remote sensing monitoring of black soil. In order to extract the information from
the current spectrum and the object-oriented method, it is impossible to integrate
the spectral domain and the space domain to explore the feasibility of the frequency
domain processing method to improve the recognition accuracy. The CASI/SASI
aero hyperspectral data are obtained from the Jiansanjiang area of Northeast China,
and 60 samples are collected on the ground, and the content of organicmatter is tested.
The characteristics of the amplitude spectrum and phase spectrumof the typical black
land are studied, and an adaptive classifier based on Gauss filter is designed for the
hyper spectral space spectrum analysis algorithm, and an air spectrum classification
framework based on the optimization of the ground laboratory data is constructed.
Compared with the traditional hyperspectral classification algorithm, the frequency
domain recognition and extraction algorithm proposed in this paper have described
and characterized the hyperspectral data from a new viewpoint, which solve the
uncertainty of hyperspectral data. In the future, this method may be a new thought
to improve the traditional data processing method.

Keywords Black soil nutrient · Frequency domain characteristics · Adaptive gauss
low-pass filter · Aero hyperspectral · Hyperspectral remote sensing

1 Introduction

The spectral data of ground objects are understood as electromagnetic radiation
characteristics energy distribution maps in the recognition of nutrient content in
black soil based on hyperspectral data. This treatment only describes the spectral
distribution characteristics of the energy. It is a single pixel analysis method of
black soil, which can extract limited information. Especially, in the extraction of
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black soil information of high-resolution remote sensing data, the same pixel area
of land structure, shape, texture, and so on is greatly increased. The efficiency and
accuracy of information recognition based on spectral energy are difficult to meet
the practical application requirements. In essence, it is a method of mathematical
statistics. The result satisfies the optimal value of numerical simulation, but disjoins
with the expert experience and background knowledge, and it is difficult to further
improve the precision to a certain extent.

The Parseval energy conservation theorem proves that the total energy of the
remote sensing objects in the spatial domain Es and the frequency domain Ef is equal
[1]. Under the support of this theory, the research direction at home and abroad is
concentrated in two aspects; one is to improve the quality of remote sensing image by
exploring the response relationship between the airspace and the frequency domain.
In order to improve the resolution of remote sensing images, a super-resolution recon-
struction method is established by studying the response relationship between reso-
lution and frequency domain information. It shows that the resolution of 2M and 3M
remote sensing images is increased by 1.75 and 1.90 times by the frequency domain
aliasing [2]. In order to master the information transmission law of remote sens-
ing optical system, from the frequency domain channel matrix derivation of remote
sensing optical system, the frequency domain information transmission parameters
of the imaging system are calculated from the frequency domain, and the research
results have played a reference role to the design of remote sensing optical system
[3]. In view of the problem of image degradation in the detector imaging system,
an improved multi-frame image super-resolution enhancement method is proposed
in the frame of frequency domain, the joint Gauss distribution model is established,
and the interpolation reconstruction results are restored with Bayesian method [4].

The second research field, combined with the characteristics of the identified
objects, improves the recognition accuracy through the transformation of airspace
and frequency domain.According to the characteristics of the direction and frequency
of the linear objects, a Fourier transform method is designed to extract roads from
high-resolution images [5]. The image of urban river channel is transformed by
Fourier transform, and the spectrum is divided into two parts of edge feature and
low-frequency information. The log Butterworth filter and low-pass Butterworth
filter are designed to extract the edge features and low-frequency information of the
urban river, and the information extraction of the urban river is effectively realized [6].
Based on the characteristics of frequency domain, the principle of high vegetation
coverage is extracted. After obtaining the maximum energy direction of the road
through the frequency curve analysis, the road center line is extracted by Gabor filter.
Themethod has high calculation efficiency [7]. A study on comprehensive utilization
of classical spectral features and texture features of the city land use extraction
method, combined with the city spectral changes in frequency domain information
on different geographical conditions caused by the sensitive characteristic, in a few
large city in the USA carried out tests show that the frequency domain extraction
methods with spatial domain, and the accuracy has been greatly improved [8].

With the deepening of hyperspectral remote sensing in digital mapping in black
land, the introduction of frequency domain recognition technology can effectively
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combine the energy expression of the pixel spectrum with the representation of
frequency spectrum energy in the frequency domain [9]. The significance is not only
to redistribute the original spectral data to another space but also be beneficial to
the processing and extraction of information [10]. The variation of energy in the
spatial image is reflected, and the spatial features such as color, texture, direction,
and boundary of the black soil are involved in the soil quality assessment, and a
more comprehensive set of black soil features is obtained to improve the precision
of nutrient information extraction [11].

In this paper, an adaptive Gauss low-pass filtering algorithm is designed based
on the analysis of the characteristics of the black soil spectrum. By eliminating
the data of different energy levels gradually, the purpose of land classification is
achieved. The cut-off frequency optimal model is established, and it balances image
smoothing with detail preservation. The improved Gauss low-pass filter in this paper
not only has a smooth function but also imports black soil nutrient information
into the frequency domain. CASI hyperspectral imaging experiments are tested in
Jiansanjiang area, Heilongjiang Province, which verified the good performance of
the proposed frequency domain recognition and extraction classification method.

2 Black Soil Spectrum Characteristics Analysis

2.1 Black Soil Texture Features Description

There are three main features of the black land texture: one is the close correla-
tion between the texture features and the resolution [12]. Under a certain resolution,
the field of view is consistent when it moves in the texture region [13]. The two is
the basic graph element, not random arrangement, and the three is that all kinds of
textures are homogeneous and uniform in the research area. The place has roughly
the same structure size. Therefore, statistical parameters can be used to characterize
the distribution characteristics of black soil texture. Three typical black soil tex-
ture features are analyzed by selecting five eigenvalues of information entropy, two
moments, contrast, synergy, and correlation (Table 1).

The results show that (1) the information entropy of the lattices character black
soil is the highest, reflecting the high uncertainty of hyperspectral data under this
kind of black soil texture, and the amount of nutrient information contained in black

Table 1 Typical black land texture feature statistics results

Texture name Information
entropy

Two-order
moment

Contrast Synergistic Correlation

Strip 1.819 0.196 18.689 0.307 0.107

Bright spot 1.994 0.121 66.602 0.206 0.010

Lattices 2.003 0.123 65.564 0.190 0.072
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soil is also larger. (2) The two-order moment refers to the discrete degree of the
spectral value relative to the mean value. The higher the discrete degree is the more
characteristic of the spectral data is, and the stripe texture has the highest degree of
dispersion in the three kinds of black land texture. (3) The contrast degree affects
the change level of the image and the dark, the higher the contrast, the less number
of color order from ash to pure black and pure white, the greater the reflectance
contrast. The bright spot black soil is significantly higher than that of the other two
types of black soil texture. (4) The synergistic calculation can be used to evaluate
the enhancement and coherence of different bands of hyperspectral bands, and the
highest mutual gain between bands is strip textures. (5) The correlation reflects the
redundancy degree of spectral data in different bands, and the correlation of black
soil band in strip is the highest, and there is a lot of redundant information in the
data.

2.2 Black Soil Phase Spectrum Characteristic Analysis

The amplitude spectrum of the black land expresses the number of each frequency
component in the hyperspectral image, and the phase spectrum determines the posi-
tion of each frequency component in the image, which is an angle between –π–π
[14]. Although the phase spectrum contains the main structure of the original black
soil spectrum, the information of black soil content cannot be obtained directly.

By calculating the phase spectrum and histogram of three typical black land, it is
found that there is no close relation with the black land texture, especially the infor-
mation related to the characteristics of the black land direction is not significant. This
phenomenon is consistent with the conclusions of previous studies [15]. Although
the information on black land cannot be obtained directly from the phase spectrum,
the phase spectrum contains the main structure of the hyperspectral image, and it can
play a role in the image segmentation in the detection of the black soil edge based
on phase consistency. Therefore, the algorithm design based on frequency domain
filtering is mainly based on amplitude spectrum.

3 An Adaptive Gauss Low-Pass Filtering Algorithm

3.1 Basic Principle

In order to make the spatial and spectral information as the reference data of the
hyperspectral image classification at the same time, an adaptive Gauss low-pass
filtering algorithm is designed to add the information of the nutrient content of the
black soil in the frequency domain classifier.
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The core idea of the algorithm is that aGauss low-pass filtermodel can be extracted
(or excluded) to transform the energy of hyperspectral images, and the data of differ-
ent energy levels are eliminated gradually to achieve the purpose of the black land
classification [16].When smoothing the imagewith Gaussmodel, the Gauss function
determines the filtering result by calculating variance σ . Combining the interpolated
data of the known nutrient data in the geospace of the black soil, the adaptive Gauss
filter is designed to select different σ on the basis of preserving the local features of
the black soil image to realize the original image classification.

In the frequency domain, the basic filter model is:

G(u, v) = H(u, v) × F(u, v) (1)

where F(u, v) is a filtered Fourier transform image; H(u, v) is a filter transform
function; G(u, v) is the smoothed image generated after the attenuation of high-
frequency information [17].

The Gauss low-pass filter which can transform the spatial domain into the
frequency domain is:

H(u, v) = e−D2(u,v)/2d2
(2)

where D(u, v) is the distance from the origin of transformation. d is the expansion
degree of the Gauss curve, that is, the cut-off frequency. An adaptive Gauss filter
is designed to automatically select different d according to the black soil content
characteristic of the smooth image so that the corresponding content of nutrient data
is obtained in the processed image.

Therefore, suppose the Gauss smoothing of black soil images is expressed in the
following function:

I0(x, y) = Id(x, y) + ed(x, y) (3)

where for pixel point at (x, y), I0(x, y) is the gray value of the original hyperspectral
data, Id(x, y) is the low-pass gray value under the cut-off frequency d, ed(x, y) is the
residual value under the cut-off frequency d.

A method based on energy function is designed:

dbest = argmin
{
c/σ 3 + e3

}
(4)

where, c is a constant term and is determined according to the nutrient test data of
the sampling points; σ is the variance; e is the residual value.

It is concluded that under the known constant terms of c, the optimal cut-off
frequency d needs variance σ as large as possible, and transforms hyperspectral data
to more smooth data. The residual error e must be as small as possible, that is, the
smaller the change of reflectivity of the original pixel (x, y) after Gauss filtering, the
smaller the better. In this way, a comprehensive Gauss filtering method for nutrient
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content is established, which achieves the balance between smoothing classification
and maintaining details.

3.2 Algorithm Steps

The adaptive Gauss low-pass filtering algorithm is as follows:

(1) The original hyperspectral data of black land are transformed in frequency
domain to generate frequency domain data.

(2) The initial Gauss low-pass filter is used for the frequency domain data, and the
initial cut-off frequency of nutrient content of the first kind is set d1. The initial
variance σ 1 and residual value e1 are obtained.

(3) The filtering results are compared with the ground test data. If the extracted
information is in accordancewith a certain level of nutrient content, it is recorded
as c1, otherwise, d1 is set up to continue filtering until the filtered information
is distributed in this nutrient interval and is recorded as c1.

(4) In the hyperspectral data, the corresponding pixels in the airspace are removed
from the hyperspectral data, and the initial cut-off frequency of second nutrient
contents is set at d2, Repeat step 3 until c2 is obtained.

(5) Repeat step 4 and step 3 until the five levels of nutrient content are generated
by c3, c4, and c5.

4 Black Soil Nutrient Data and Information Extraction

4.1 Data

Data are obtained from the CASI/SASI aviation hyperspectral imaging system. The
spectral range is 380–2450 nm, the spatial resolution is 4 m, the continuous spectrum
channel number is 137, and the spectral bandwidth is 12.5 nm. The experimental data
are collected on April 10, 2017, with a length of 9.27 km and a width of 5.36 km,
with an area of about 50 km2 and a flight altitude of 3 km (Fig. 1). The black and
white cloth is laid on the ground. The calibration spectrum is obtained by ASD Field
Spec spectrometer. The spectral range is 350–2500 nm, and the spectral resolution
is 1 nm.

The sampling point is 60, the coordinates of sample 1 are 132.747E, 47.232N,
and the coordinates of sample 60 are 132.857E, 47.272N, and the soil samples are
collected at 0.75 km intervals. The surface of the survey area is a black humus layer,
thick 30–60 cm, thickest than 1m, andmany cylindrical or granular structures. On the
same day, the soil samples of the surface 0–20 cm are collected synchronously, and
the large plant residue and stone and other debris are removed. The soil samples are
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Fig. 1 Aeronautical data acquisition area and sampling point distribution map

Table 2 Information table of black soil organic matter content at different sample points

Sample class Minimum/(g kg−1) Maximum/(g kg−1) Average/(g kg−1) Standard
deviation/(g kg−1)

Soil
organic
matter

Modeling
samples

3.39 4.46 3.85 0.23

Prediction
samples

3.30 4.14 3.79 0.24

All
samples

3.30 4.46 3.83 0.23

used in the laboratory to dry and grind, and 0.15 mm screening is used to determine
the content of the soil. The organic matter is determined by potassium dichromate
volumetric external heating method. In soil nutrient content determination, sample
1–45 is used for training set, and the remaining 15 samples are used for evaluation
accuracy (Table 2).

4.2 Extraction of Nutrient Information from Black Soil

The values of initial variance σ 1 and e1 of residual value are 0.1 and 1.5, respec-
tively. The adaptive Gauss low-pass filter is used to calculate the variance value and
gradually reduce the residual value. The nutrient test data of the black land in the
measured area are brought into Formula 4, and the grade assessment map of the 5
levels of nutrient content is obtained.

The adaptiveGauss low-pass filtering algorithmcombines the results of the ground
test data. By optimizing the whole energy function, the spatial information of the
image is transformed into the space item in the energy function, and the spectral
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information is converted into the spectral term in the energy function. When con-
structing the energy function, it is assumed that the adjacent eight neighboring center
pixels are identical to the results of the ground test data.

Although the increase of variance σ can improve the classification accuracy of the
pixel-level filter in the smooth region, the probability of misclassification of pixels at
the edge of the block is also increased. Different from the variation of variance, the
algorithm based on Gauss low-pass filter is used to evaluate the difference between
the adjacent pixels by the residual value, and the probability optimization is carried
out by the residual value. The higher the residual value is, the lower the similarity
of gray value of adjacent pixels is, the lower the probability of being labeled as the
same category.

Therefore, residuals can play a positive role in the detection of pixels on the
edge of the plot. Therefore, on the basis of reasonable initial variance of σ 1 and
residual value e1, the adaptive Gauss low-pass filtering algorithm not only improves
the accuracy of the pixel classification accuracy of the smooth region but also makes
the edge detection of the soil nutrient content more accurate in the classification
results.

5 Black Soil Nutrient Extraction Precision Analysis

5.1 Precision Evaluation Method

The ground test data points are scored by kriging interpolation, and the soil nutrient
grading map is obtained as the basis for evaluating the accuracy of information
extraction. The total accuracy (Pc = �n

k=1Pkk/P), mapping precision (PAi = Pjj/Pj+),
leakage error (1 − Pui), user accuracy (Pui = Pii/Pi+), and error (1 − PAi) between
the image information extraction results of different initial variance σ 1 and residual
e1 are calculated, and the objective evaluation results are obtained.

5.2 Extraction Precision Analysis Results

The error confusion matrix table is constructed, and the five quantitative indexes of
different initial variance σ 1 and residual value e1 are calculated, respectively.

(1) Overall accuracy evaluation (Fig. 2). The parameters of the overall accuracy
and Kappa coefficient are set to σ 1 = 0.5 and e1 = 1.1, respectively, 92.24%
and 0.8933, respectively. The parameters with the lowest extraction accuracy
are σ 1 = 0.1 and e1 = 1.5, 40.51% and 0.2566, respectively.

(2) Determination of the best information extraction parameters for each nutrient
level. The best initial parameters for 1–5 level are: σ 1 = 0.1/e1 = 1.5 (100%),
σ 1 = 0.5/e1 = 1.1 (91.10%), σ 1 = 0.5/e1 = 1.1 (91.47%), σ 1 = 0.6/e1 = 1.0
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Fig. 2 Comparison of black soil nutrient extraction accuracy with eight initial parameters

(89.24%), and σ 1 = 0.6/e1 = 1.0 (99.95%). It is concluded that for the black
soil with higher nutrient content, the initial parameter is set to σ 1 = 0.6/e1 =
1.0, and the extraction accuracy is higher.

(3) Targeted analysis of nutrient extraction grades of black soil under eight param-
eter settings. The σ 1 = 0.3/e1 = 1.3 in extraction content grade 1, σ 1 = 0.3/e1
= 1.3 in extraction content grade 1, σ 1 = 0.4/e1 = 1.2 in extraction content
grade 1, σ 1 = 0.5/e1 = 1.1 in extraction content grade 1, σ 1 = 0.6/e1 = 1.0 in
extraction content level 5, σ 1 = 0.7/e1 = 0.9 in extraction content level 5, σ 1

= 0.8/e1 = 0.8 in extraction content level 5, the user accuracy is more higher.
It is found that the setting of initial parameters is mainly related to the lowest
and two highest nutrient levels.

5.3 Extraction Results

The parameters of the highest precision and Kappa coefficient are set up σ 1 = 0.5,
and e1 = 1.1 are applied to extract nutrient in black land. After classification, the
nutrient content of each level is given according to the ground analysis data, and the
spatial distribution of nutrient content in black soil is obtained (Fig. 3).
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Fig. 3 Spatial distribution of black soil nutrient content by optimal initial parameters

6 Conclusion and Discussion

On the basis of the research of traditional spectral method and object-oriented tar-
get recognition method, the feasibility of combining hyperspectral image space and
spectral information is explored to improve the accuracy of nutrient recognition in
black land [18]. According to the characteristics of black land texture, the amplitude
spectrum and phase spectrum characteristics of the typical black land are studied.
On this basis, an adaptive classifier based on Gauss filter is designed for the hyper-
spectral space spectrum joint analysis algorithm, and a space spectrum classification
framework based on the ground test data optimization is constructed, and the spatial
information of the image is extracted from the frequency domain information. The
spatial information and spectral information are scientifically integrated through the
smoothing filtering of plots.

Using the data of CASI/SASI aerial hyperspectral imaging system, the proposed
adaptive high and low-pass filtering algorithms are tested. The results show that
the smooth filtering of the massif can effectively combine the spatial and spectral
information of the image. On the basis of effectively removing the salt and pepper
noise similar to the traditional classification method, the contour of the black land in
the classification result is basically consistent with the real black land plot contour.

Compared with the traditional hyperspectral classification algorithm, the fre-
quency domain recognition and extraction algorithm proposed in this chapter are
more efficient. After defining the level of nutrient content, the result data of each
level can be quickly calculated. Frequency domainmethod can partly solve the uncer-
tainty of information extraction, because it expresses hyperspectral data from a new
perspective. In the future, this method may be able to break through the traditional
atmospheric correction and radiation correction factors and bring new methods.
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Evaluation of Geometric Performances
of the Gaofen-6 PMS Camera

Liping Zhao and Hongzhou Li

Abstract The Gaofen-6 (GF-6) is an optical satellite consisting of a 2/8 m spatial
resolution panchromatic/multispectral (PMS) camera and a 16 m spatial resolution
wide angle camera. It was launched in June 2018. The geometric performances
are an important basis for many applications, and it was evaluated using multiple
revisited data of GF-6 PMS in Northeast China in the paper. According to the GF-
6 PMS camera parameters and imaging geometric model, the instantaneous field
of view at different side angles was analyzed, and the influence of control data
error on image adjustment accuracy was simulated. Based on the high-precision
digital ortho-image map and digital surface model data, the direct georeferencing
performance and the adjustment accuracy were analyzed, and the root mean square
errors (RMSE) of panchromatic and multispectral images with ground control points
(GCPs) were approximately 0.5–1.0 pixels. Band registration accuracy between the
multispectral bands was also evaluated, and the results showed the average accuracy
was approximately 0.3 pixels RMSE. In addition, no significant effects of satellite
vibration were detected by GCP residual analysis and band registration residual
analysis. In general, this paper quantitatively analyzed the geometric performances of
GF-6 PMS camera from the aspects of the direct georeferencing accuracy, adjustment
accuracy and band registration accuracy. The results show that the attitude of the GF-
6 satellite platform is stable, and the geometric accuracy of the PMS camera is good,
meeting the geometric performance requirements of satellite design.

Keywords Gaofen-6 · PMS · Geometric performances · Accuracy ·Multi-spectral
registration

1 Introduction

In the frame of the Chinese civilian high-resolution remote sensing satellites, the
Gaofen-6 (GF-6) and Gaofen-1 (GF-1) form a constellation, are mainly devoted to
the operational application services of agriculture and rural affairs, natural resources,
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emergency management, ecology and environment. The constellation is operated in
a sun-synchronous and an altitude of 645 km, with a 10:30 AM equator crossing
time. The satellite has high resolution, wide coverage, high quality imaging, high
performance imaging, etc. and has a design life of eight years. It was launched in
June 2018 on a CZ-2D rocket from China’s Jiuquan space center.

GF-6 is an optical satellite consisting of a 2/8 m spatial resolution panchro-
matic/multispectral (PMS) camera with a swath width of 90 km, and a 16 m spatial
resolution wide angle camera includes eight-band multispectral imagery with an
800 km swath width. Both cameras cover visible light to near-infrared (NIR) bands.
The PMS camera (2/8 m resolution) with large field of view off-axis three-mirror
anastigmat telescope uses a zero-distortion optical design, with excellent imaging
quality, signal-to-noise ratio and geometric accuracy, and it can provide panchro-
matic imagery of 2.0 m resolution, and four-band multispectral imagery with blue,
green, red and NIR at 8.0 m resolution.

The geometric performances are an important topic for many applications [1–3].
It was evaluated using multiple revisited data of GF-6 PMS in Northeast China in
the paper. Using the adjustment schemes based on polynomial compensation model
in image space, the accuracy evaluations of panchromatic image and multispectral
image were performed separately. Then, the influence of a variety of different pre-
cision reference data on the accuracy evaluation was further compared. In addition,
the registration accuracy of multispectral images was also analyzed.

2 Data

In order to evaluate the geometric performance of the GF-6 PMS camera, Harbin,
Northeast China, with good weather conditions was selected as the experimental
area. The main topographic features of the test area are flat, with a height difference
of less than 60 m. Flat terrain facilitates the analysis of the geometric properties of
the image itself, eliminating terrain effects as much as possible.

During this evaluation, two sets of reference data were available, one set was
high-precision data with a planimetric accuracy of 0.5 m RMSE covering only part
of the test area, and the other set was low-precision data with the planimetric RMSE
of 3 m covering all test ranges. High-precision data was mainly used to analyze the
PAN image with 2 m ground sample distance (GSD), and low-precision data was
used to evaluate 8 m GSD MS data.

In the region, from July 2018 to April 2019, many revisited data was obtained. Six
scenes panchromatic images and 18 scenes multispectral data with good quality are
preferred for accuracy assessment, and Figs. 1 and 2 show their distribution ranges.
Table 1 summarizes the main characteristics of the GF-6 satellite and PMS cameras.

In this paper, the horizontal datum and ellipsoidal height of WGS84 are used
unless otherwise specified.
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Fig. 1 Test data distribution diagram (PAN)

Fig. 2 Test data distribution diagram (MS)
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Table 1 Main characteristics
of the GF-6 and PMS camera

GF-6 PMS

Launch
periods

June 2, 2018 Field of view ~8°

Design
lifetime

8 years Swath >95 km at
Nadir

Altitude 645 km Sample PAN: 48312
pixels
MS: 12078
pixels

Cycle 41 days GSD PAN: 2 m
MS: 8 m

3 Evaluation

Before the evaluation, this paper analyzed the instantaneous field of view (IFOV)
changes at different side angles and the influence of ground reference data error on
image accuracy. Then, direct georeferencing accuracy was determined using the pro-
vided rational polynomial coefficients (RPC) and the ground control points (GCPs)
extracted based on ground reference data, and the applicability of various poly-
nomial adjustment models in image space was compared. For panchromatic and
multispectral data, affine transformation models in image space were chosen as the
formal accuracy assessment model, and the impact of different reference data on
accuracy assessment had also been explored. In addition, a preliminary evaluation
of the registration accuracy between the four bands of multispectral images was also
made.

3.1 Simulation

In order to obtain prior knowledgeofGF-6PMSsatellite data processing and analysis,
according to the GF-6 PMS camera parameters and imaging geometric model, for
PAN andMS data, respectively, the IFOV at different side angles was given in Figs. 3
and 4, and the influence of ground reference data error on image adjustment accuracy
was simulated (Figs. 5, 6, 7, 8, 9 and 10).

It could be seen from Figs. 3 and 4 that the small angle side view has little effect
on the IFOV of the PAN and MS images. The largest side angle in the experimental
data is −2.50°, which is negligible.

Analysis of Figs. 5, 6, 8 and 9 shows that the ground reference data planimetric
error has a significant influence on the image accuracy, and the error of one ground
sample distance (GSD) roughly corresponds to one pixel on the image. Therefore,
for PAN and MS images, if the error in image space is required to be better than 0.3
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Fig. 3 IFOV with different side views (PAN)

Fig. 4 IFOV with different side views (MS)

Fig. 5 Influence of ground reference data error on the PAN image (err_N = 2 m)

pixels, the planimetric accuracy of the ground reference data needs to be at least 0.6
and 2.4 m, respectively.

It could be found from Figs. 7 and 10 that the influence of the elevation error of
the ground data in the direction of the line array is related to the position of the image
point in the field of view, but there is a large system influence in the direction of the
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Fig. 6 Influence of ground reference data error on the PAN image (err_E = 2 m)

Fig. 7 Influence of ground reference data error on the PAN image (err_H = 10 m)

Fig. 8 Influence of ground reference data error on MS image (err_N = 10 m)

vertical line array, which is caused by the camera’s boresight direction. The direction
does not point to the nadir, which has an angle of about 5° from the vertical. Then,
for PAN and MS data, to achieve the accuracy of 0.3 pixels, the ground reference
data elevation accuracy needs to be at least 5.0 and 20 m.
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Fig. 9 Influence of ground reference data error on MS image (err_E = 10 m)

Fig. 10 Influence of ground reference data error on MS image (err_H = 100 m)

3.2 GCP Collection

When studying the geometric accuracy of a large amount of data, based on high-
precision digital ortho-image map (DOM) and digital surface model (DSM) data,
the method of automatically acquiring GCP based on image matching means is fast
and reliable. Using this automatic matching method, thousands of GCPs could be
extracted on demand on each scene image.

A reference dataset is available over this test area. The dataset is comprised of
ortho-image with a GSD of 0.5 m and an accuracy around 0.5 m and digital surface
model with a grid of 2 m and an accuracy around 1.0 m. Fast Fourier transform
phase matching (FFTP) works in the frequency domain, it pays more attention to the
texture information of the image, and the registration of the multi-temporal image is
more robust, so FFTP is used to extract tie points between the test data and reference
data.

It should be noted that since the range of high-precision reference data is about
120 km × 30 km, and the size of the GF-6 image data reaches 90 km × 90 km, the
GCPs extracted based on high-precision data on each scene image could only cover
part of the image. Figures 11 and 12 show typical distributions of GCPs extracted
from two reference data, respectively.
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Fig. 11 Distribution diagram of GCPs extracted from the high-precision data (GF-6_20181212)

Fig. 12 Distribution diagram of GCPs extracted from the low-precision data (GF-6_20181212)
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3.3 Direct Georeference

Rational function model is often used as an imaging geometry model to establish
the mapping relationship between image and ground [4, 5]. The direct georeferenc-
ing accuracy is an important criterion of satellite geometry performance as it will
determine the corrective model used to process imagery. The ground coordinates of
the GCPs extracted are mapped to image coordinates using the RPC provided by the
supplier, and the direct georeferencing accuracy could be obtained in the image space
(see Table 2). Figure 13 shows the accuracy of the GF-6_20181212. The abscissa
is the sequence number of the CCD, and the ordinate is the accuracy. As could be
seen from the figure, there is mainly an offset, and the drift error is slight. Analysis
of the data in Table 2 shows that the absolute geolocation accuracy of GF-6 is high,
and the adjustment method with multi-temporal data could effectively improve the
direct georeferencing accuracy.

Table 2 Direct georeferencing accuracy of GF-6 PMS (unit: pixel)

No. Date Count mSamp mLine

1. 20181208 7282 −4.849 3.593

2. 20181212 5918 −7.321 3.498

3. 20190122 4705 −2.319 −3.062

4. 20190228 6552 −4.081 −0.825

5. 20190304 5357 −3.250 −0.577

6. 20190414 6735 3.833 −0.847

Mean 6092 −2.998 0.297

Fig. 13 Direct georeferencing accuracy of CCD direction (GF-6_20181212)
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3.4 Adjustment

The bias, affine and second-order polynomial correction models were used to refine
the adjustment accuracy, respectively. For typical data such as GF-6_20181208 and
GF-6_20181212, Table 3 summarizes the adjustment accuracy using the above mod-
els. The accuracy of the different adjustment models of the data GF-6_20181212 is
shown in Figs. 14, 15 and 16. As could be seen from Fig. 14, after the data has been
corrected by the bias model, there is still a little drift error, which could be corrected
using the affine model (Fig. 15). Comparing Fig. 15 with Fig. 16, it is found that
the second-order polynomial adjustment model has no significant improvement in
accuracy compared with the affine model correction model, indicating that the affine
adjustment model could achieve good accuracy in general.

Table 4 gives an overview of the PAN data adjustment accuracy of the six scenes,
and the average accuracy of PAN data in the direction of the sample and line could
reach 0.380 and 0.515 pixels. Comparing and analyzing the mean error of the data
in Table 4, it is found that the adjustment accuracy of the two polynomials models
is basically the same, which shows:

• GF-6 PAN camera has good geometric accuracy and small distortion residual
• GF-6 satellite platform has good stability, and jitter is not obvious

Table 3 PAN accuracy with different adjustment models (unit: pixel)

Adjustment model GF-6_20181208 GF-6_20181212

Count mSamp mLine Count mSamp mLine

Direct georeference 7282 −4.849 3.593 5918 −7.321 3.498

Bias 7282 0.425 0.707 5918 0.464 0.968

Affine 7282 0.363 0.483 5918 0.392 0.620

Second-order polynomial 7282 0.360 0.459 5918 0.382 0.607

Fig. 14 Residuals of CCD direction with bias adjustment model (GF-6_20181212)
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Fig. 15 Residuals of CCD direction with affine adjustment model (GF-6_20181212)

Fig. 16 Residuals of CCD direction with second-order polynomial adjustment model (GF-
6_20181212)

Table 4 PAN accuracy comparison with different adjustment models (unit: pixel)

No. Date Affine Second-order polynomial

Count mSamp mLine Count mSamp mLine

1. 20181208 7282 0.363 0.483 7282 0.360 0.459

2. 20181212 5918 0.392 0.620 5918 0.382 0.607

3. 20190122 4705 0.402 0.563 4705 0.382 0.552

4. 20190228 6552 0.344 0.401 6552 0.336 0.385

5. 20190304 5357 0.412 0.588 5357 0.396 0.578

6. 20190414 6735 0.366 0.437 6735 0.351 0.432

Mean 6092 0.380 0.515 6092 0.368 0.502
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Table 5 MS accuracy with affine adjustment models (unit: pixel)

No. Date Central location
(degree)

RMSE Count

Long Lat mSamp mLine mPlane

1. 20180701 E125.7 N45.4 0.283 0.326 0.431 41315

2. 20180701 E126.3 N46.8 0.371 0.325 0.493 24812

3. 20180925 E126.2 N45.4 0.309 0.397 0.503 23663

4. 20180925 E126.5 N46.1 0.305 0.387 0.493 55021

5. 20180925 E126.7 N46.8 0.352 0.395 0.529 15112

6. 20181204 E124.6 N46.1 0.326 0.651 0.728 35777

7. 20181204 E124.9 N46.8 0.326 0.568 0.654 14087

8. 20181208 E125.2 N46.1 0.375 0.824 0.905 39201

9. 20181208 E125.5 N46.8 0.389 0.709 0.809 14283

10. 20181212 E125.5 N45.4 0.378 0.647 0.749 11302

11. 20181212 E125.8 N46.1 0.371 0.765 0.850 21899

12. 20181216 E126.4 N46.1 0.357 0.644 0.736 18610

13. 20190114 E124.6 N46.1 0.391 0.547 0.673 12602

14. 20190122 E125.8 N46.1 0.381 0.611 0.720 13512

15. 20190228 E125.3 N46.1 0.355 0.569 0.671 35917

16. 20190304 E125.8 N46.1 0.370 0.524 0.642 33348

17. 20190414 E125.4 N46.1 0.294 0.440 0.529 44873

18. 20190418 E126.3 N46.1 0.345 0.408 0.535 38696

Mean 0.349 0.541 0.647 27446

For the GF-6 MS data, since the GSD is about 8.0 m, even the low-precision
image with the GSD of 1.0 m and an accuracy around 3.0 m could be used as the
reference data to ensure the reliability of the accuracy evaluation. Moreover, since a
very high number (average 27,000) of GCPs are collected, the random error of the
reference datasets could be eliminated nearly. For the 18 MS scenes obtained from
July 01, 2018 to April 18, 2019, a summary of the accuracy assessment is provided
in Table 5, and the average accuracy of MS data in the sample and line direction is
0.349 and 0.541 pixels, respectively.

3.5 Reference Data Comparison

In the accuracy analysis, the quality of the reference data will play an important
role. In order to compare and analyze the influence of high-precision (Ref_High)
and low-precision (Ref_Low) reference data on accuracy evaluation, for the six PAN
scenes, the reference data of Ref_High and Ref_Low was used as control points and
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Table 6 RMSE of checkpoints with low- precision reference datasets (unit: pixel)

No. Date GCPs
High-precision

Checkpoints
Low-precision

Count mSamp mLine Count mSamp mLine

1. 20181208 7282 0.363 0.483 34008 0.944 2.159

2. 20181212 5918 0.392 0.620 20286 1.142 1.156

3. 20190122 4705 0.402 0.563 14366 1.002 1.065

4. 20190228 6552 0.344 0.401 34024 1.083 1.721

5. 20190304 5357 0.412 0.588 24043 1.051 1.021

6. 20190414 6735 0.366 0.437 47590 1.087 1.509

Mean 6092 0.380 0.515 29052 1.052 1.439

Table 7 RMSE of checkpoints with high-precision reference datasets (unit: pixel)

No. Date GCPs
Low-precision

Checkpoints
High-precision

Count mSamp mLine Count mSamp mLine

1. 20181208 34008 0.826 1.513 7282 0.458 0.797

2. 20181212 20286 1.103 1.117 5918 0.437 0.653

3. 20190122 14366 0.988 1.050 4705 0.411 0.566

4. 20190228 34024 0.836 1.190 6552 0.538 0.746

5. 20190304 24043 1.006 0.977 5357 0.455 0.622

6. 20190414 47590 0.790 1.039 6735 0.597 0.687

Mean 29052 0.925 1.148 6092 0.483 0.679

checkpoints of the other party, and the accuracy was recalculated using the affine
model (Tables 6 and 7).

Comparing the data of Tables 6 and 7, it could be found that the accuracy of
the points extracted by the high-precision reference data is generally close, whether
as the control point or the checkpoint, and the same is true for low-precision data,
indicating:

• The accuracy evaluation result not only reflects the accuracy of the image itself
but also reflects the accuracy of the reference data

• For high-precision reference data, the accuracy evaluation result could correctly
represent the accuracy of image data

• For low-precision reference data, the accuracy evaluation result mainly indicates
the accuracy of the reference data, not the accuracy of the image data, which is
equivalent to the accuracy of the reference data detected using the image data

• Due to the use of a large number of GCPs, whether it is high-precision data or
low-precision data, almost eliminate the random error of the reference data
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During the evaluation, it is found that the automatic matching control points have
the advantages of high efficiency and reliable accuracy, but the cost of obtaining a
large range of high-precision data is relatively high. In fact, the high-precision data
used in this paper does not completely cover the test data, while the low-precision
data is relatively easy to obtain, and the coverage could satisfy all the test data.

3.6 Band Registration

The accuracy of registration betweenmultispectral image bands is a major geometric
performance. The GF-6 MS image contains four multispectral bands, which are red,
green, blue and near-infrared and are named B1, B2, B3 and B4 in order. Since
the band registration accuracy analysis does not require ground reference data, the
collected data mainly considers the image quality itself.

Then, fast Fourier transform phase matching is used to extract tie points, which
are evenly distributed and highly accurate, and almost all points could be extracted
in four bands. The tie points distribution diagram on the image GF-6_20181212 is
shown in Fig. 17.

Fig. 17 Tie points distribution diagram on the image (GF-6_20181212)
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Taking the data GF-6_20181212 as an example, Table 8 gives detailed accuracy
data. Figures 18, 19, 20 and 21 show the distribution of residuals between the bands.
Through the residual analysis, no significant effect of satellite vibration is detected.
Table 9 summarizes the registration accuracy of the test MS data. In general, the
average registration accuracy of GF-6 MS is better than 0.3 pixels RMSE, which
meets the design specifications.

4 Conclusion

For the Chinese civil GF-6 PMS camera, this paper selects the data of multiple
revisits in Northeast China and uses two sets of reference data and three adjustment
models to carry out geometric performance evaluation and analysis. For all test data,
the affine model in image space could achieve satisfactory accuracy. The average
accuracy of PAN and MS images in the sample and line directions could reach 0.5
pixels, and the average registration accuracy between multispectral bands is better
than 0.3 pixels. In general, the GF-6 satellite platform has a stable attitude, and the
PMS camera has good accuracy and meets the geometric performance requirements
of satellite specifications.
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Fig. 18 Residuals distribution diagram of the band registration between B1 and B2 (GF-
6_20181212)

Fig. 19 Residuals distribution diagram of the band registration between B2 and B3 (GF-
6_20181212)

Fig. 20 Residuals distribution diagram of the band registration between B3 and B4 (GF-
6_20181212)
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Fig. 21 Residuals distribution diagram of the band registration between B1 and B4 (GF-
6_20181212)

Table 9 RMSE of band registration of MS image (unit: pixel)

No. Data Count B1-B2 B1-B3 B2-B3 B1-B4 B2-B4 B3-B4

1. 20180910 3065 0.169 0.229 0.155 0.353 0.295 0.331

2. 20180925 5339 0.107 0.172 0.111 0.470 0.425 0.450

3. 20181029 6430 0.091 0.154 0.087 0.294 0.268 0.300

4. 20181127 6314 0.131 0.185 0.093 0.210 0.150 0.130

5. 20181212 6459 0.184 0.263 0.102 0.309 0.216 0.169

6. 20181213 6362 0.090 0.135 0.075 0.202 0.172 0.141

8. 20190122 6462 0.130 0.190 0.076 0.244 0.180 0.142

Mean 5776 0.129 0.190 0.100 0.297 0.244 0.238



Evaluation of Geometric Performances of the Gaofen-6 … 103

References

1. Jacobsen K (2016) Analysis and correction of systematic height model errors. Int Arch
Photogramm Remote Sens Spatial Inf Sci XLI-B1:333–339

2. Jacobsen K (2017) Problems and limitations of satellite image orientation for determination of
height models. Int Arch Photogramm Remote Sens Spatial Inf Sci XLII-1/W1:257–264

3. Jacobsen K (2018) Systematic geometric image errors of very high resolution optical satellites.
Int Arch Photogramm Remote Sens Spatial Inf Sci XLII-1:233–238

4. Grodecki J (2001) IKONOS stereo feature extraction—RPC approach. In: ASPRS annual
conference, St. Louis

5. Grodecki J, Dial G (2003) Block adjustment of high-resolution satellite images described by
rational functions. Photogramm Eng Remote Sens 69:59–70



Analysis of Geometric Performances
of the Gaofen-6 WFV Camera

Liping Zhao, Xingke Fu, and Xianhui Dou

Abstract The Gaofen-6 (GF-6) is a Chinese civilian optical satellite consisting
of a 2/8 m resolution panchromatic/multispectral camera with an image swath of
90 km and a 16 m resolution wide angle camera with an 800 km swath width, and it
was launched in June 2018. The geometric performances are an important basis for
many applications, imaging geometry simulation, image geometric accuracy, band
registration accuracy and elevation extraction accuracy were analyzed in this paper.
Evaluation based on digital ortho-image map and digital surface model shows that
the direct georeferencing accuracy is about one ground sample distance, and the
image geometric accuracy is 0.5–1.0 pixels. According to the analysis of the tie
points between eight bands, it is found that the root mean square error (RMSE) of
the band registration is about 0.3 pixels. Preliminary tests on the WFV stereo model
show that the elevation extraction accuracy of the across-track stereo is between 4
and 10 meters RMSE. In summary, the quantitative test, evaluation and analysis of
the above geometrical properties show that the GF-6 WFV camera has excellent
geometric performance.

Keywords Gaofen-6 WFV · Geometric performances · Accuracy ·Multi-spectral
registration · Stereo image-pair

1 Introduction

As part of the Chinese civilian high-resolution remote sensing satellites, the Gaofen-
6 (GF-6) mission is mainly devoted to the operational application services of agri-
culture and rural affairs, natural resources, emergency management, ecology and
environment. The satellite has high resolution, wide coverage, high quality imaging,
high performance imaging, etc. and has a design life of eight years. It was launched in
June 2018 on a CZ-2D rocket from China’s Jiuquan space center. GF-6 is an optical
satellite consisting of a 2/8 m resolution panchromatic/multispectral (PMS) camera
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with an image swath of 90 km and a 16 m resolution wide angle camera with an
800 km swath width. The satellite is operated in a sun-synchronous and an altitude
of 645 km, with a 10:30 AM equator crossing time and revisit frequency of 41 days.

The wide field of view (WFV) camera carried on the GF-6 is based on a single
projection center with large field of view imaging technology, which enhances the
image geometry accuracy. The camera with a free-form off-axis four-mirror anas-
tigmat telescope system has an angle of view of more than 60° to achieve 850 km
of ultra-wide-width imaging and provides eight-band multispectral imagery with
16 m resolution for efficient data acquisition. In addition to the conventional four
bands, such as blue, green, red and near-infrared (NIR), the WFV sensor increases
the amount of four bands such as coastal, yellow and double red edge. In particular,
the two red edge bands could effectively reflect the unique spectral characteristics of
the crop.

The geometric performances are an important topic for many applications [1–3].
In order to evaluate and analyze the geometric performance of the GF-6 WFV cam-
era, three scenes were preferred in northeastern China, and quantitative evaluation
and analysis were carried out from three aspects: image geometric accuracy, band
registration accuracy and elevation extraction accuracy.

2 Data

Due to the large field of view of the WFV camera, the coverage width of the single
scene is about 860 km, which makes it difficult to obtain the whole scene cloudless
coverage under normal circumstances. During this evaluation, in order to comprehen-
sively analyze the geometric performance of the whole scene, three scenes cloudless
were preferred in northeastern China. However, in these data, there were significant
seasonal differences and large changes in land cover. Figure 1 shows the distribution,
and Fig. 2 shows the thumbnail image of one of the scenes. The following Tables 1
and 2 provide main characteristics of the GF-6 and WFV camera. Table 3 shows the
main parameters of the test data.

For ease of use, the WFV image data is often divided into three files for storage,
and the suffixes “L”, “M” and “R” are used to distinguish. When stitching into a
single image file, the suffix “L +M + R” is used to identify the data.

The main terrain feature of the test area is flat, hills and mountains are distributed
in a small amount, and the height difference is about 1600 m. A reference dataset
was available over this test area. The dataset was comprised of ortho-image with a
ground sample distance (GSD) of 5m and an accuracy around 5m and digital surface
model with 30 m spacing interval and an accuracy around 15 m. In addition, when
analyzing the accuracy of across-track stereo of WFV, Ziyuan-3 (ZY-3) stereo data
with 2.5 m GSD was used as reference data, and the acquisition time of ZY-3 data
was as close as possible to the WFV data. In this paper, the horizontal datum and
ellipsoidal height of WGS84 are used unless otherwise specified.
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Fig. 1 Test data distribution diagram

Fig. 2 The thumbnail image of test data (GF-6_WFV_20190223)

Table 1 Main characteristics
of the GF-6 and WFV camera

GF-6 WFV

Launch
periods

June 2, 2018 Field of view >60°

Design
lifetime

8 years Swath >860 km at
nadir

Altitude 645 km Sample 50,715 pixel

Cycle 41 days GSD 16 m

3 Simulation

Since theGF-6WFVcamera has a largefield of viewofmore than 60°, the complexity
of the imaging geometry and the particularity of the geometric performance are
caused. In order to obtain prior knowledge of GF-6 PMS satellite data processing
and analysis, according to the GF-6WFV camera parameters and imaging geometric
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Table 2 Spectral bands of the WFV camera (specification)

Band Wavelength Name

B1 450–520 Blue

B2 520–590 Green

B3 630–690 Red

B4 770–890 NIR

B5 690–730 Red Edge 1

B6 730–770 Red Edge 2

B7 400–450 Coastal Blue

B8 590–630 Yellow

Table 3 Main characteristics of the test data

Date 20180917 20190223 20190309

GSD (m) Sample 16–27 18–20 18–20

Line 15 15 15

Image size (pixel) Width 50,715 50,715 50,715

Height 17,801 17,801 17,801

Central location (°) Longitude 123.780 129.927 120.578

Latitude 46.779 44.624 46.829

Yaw (°) 2.470 2.689 2.584

Pitch (°) −0.004 0.007 0.000

Roll (°) −9.998 −0.007 −0.005

model, the instantaneous field of view (IFOV) and ground sample distance (GSD)
at different side angles were analyzed (Figs. 3, 4, 5, 6 and 7), and the influence of
ground control data error on image adjustment accuracy was simulated (Figs. 8, 9
and 10).

Fig. 3 IFOV of all pixels in the full field of view with 0° roll angle
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Fig. 4 IFOV of the center pixel with different side views

Fig. 5 IFOV of all pixels in the full field of view with −10° roll angle

Fig. 6 GSD of all pixels in the full field of view with 0° roll angle

It could be seen fromFigs. 3, 4, 5, 6 and 7 that IFOV andGSD change significantly
at different fields of view, especially in the case of side view imaging (Figs. 5 and 7,
with −10° roll angle), the changes of IFOV and GSD in the entire field of view are
particularly dramatic.
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Fig. 7 GSD of all pixels in the full field of view with −10° roll angle

Fig. 8 Influence of ground reference data error on the image (err_N = 20 m)

Fig. 9 Influence of ground reference data error on the image (err_E = 20 m)

Analysis of Figs. 8 and 9 shows that the ground reference data planimetric error has
a significant impact on image accuracy, and the error of oneGSD roughly corresponds
to one pixel on the image. Therefore, if the error in image space is required to be
better than 0.3 pixels, the planimetric accuracy of the ground reference data needs to
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Fig. 10 Influence of ground reference data error on the image (err_H = 100 m)

be at least 4.8 m. As could be seen from Fig. 10, the influence of the elevation error
of the ground data in the direction of the vertical line array is negligible. And the
effect on the accuracy of the image line array direction is related to the position of the
image point in the field of view, especially in the edge field of view. Therefore, for
the WFV camera, if the error of the image edge field of view is required to be better
than 0.3 pixels, the elevation accuracy of ground reference data needs to be at least
7 m, which is challenging for the reference data. At the same time, this also brings
the additional benefits, and the same elevation accuracy could be obtained when the
elevation information is extracted by the across-track WFV stereo model.

4 Image Geometry Accuracy

Rational function model is often used as an imaging geometry model to establish
the mapping relationship between image and ground [4, 5]. During this evaluation,
direct georeferencing accuracy was determined using the provided rational poly-
nomial coefficients (RPC) and reference data, and then, the applicability of various
polynomial adjustmentmodels in image spacewas compared. ForWFVmultispectral
data, the affine transformationmethod was chosen as the formal accuracy assessment
model.

4.1 GCP Collection

For WFV data with a large coverage, a method of automatically acquiring a large
number of ground control points (GCPs) based on data of digital ortho-image map
(DOM) with 5 m GSD and digital surface model (DSM) with 30 m spacing interval
is used, and thousands of GCPs are extracted on each scene image. Figure 11 shows
the GCPs distribution of the data GF-6_WFV_20190309.
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Fig. 11 The GCPs distribution diagram on the image (GF-6_WFV_20190309)

Among them, fast Fourier transform phase matching (FFTP) is used to extract
tie points between the WFV image and the reference data, the FFTP works in the
frequency domain, it pays more attention to the texture information of the image,
and the registration of the multi-temporal image is more robust.

4.2 Direct Georeference

The direct georeferencing accuracy is an important criterion of satellite geometry
performance as it will determine the corrective model used to process imagery. The
ground coordinates of the GCPs are directly calculated as image coordinates using
the RPC provided by the supplier, and as the checkpoints, the direct georeferencing
accuracy could be obtained in the image space (see Table 4). Analysis of the data in
Table 4, for the 16 m GSD WFV, shows that the absolute geolocation accuracy of
GF-6 WFV is higher, better than one GSD.

4.3 Adjustment

Based on results of direct georeferencing accuracy, the affine and second-order poly-
nomial compensation models were used for image adjustment to improve orientation
accuracy (Table 5). By analyzing the data in Table 5, it was found that the accuracy
of the second-order polynomial adjustment model was not significantly improved
compared with the affine model correction model, and the average accuracy of the
WFV data calculated by the two models in the sample and line directions was about
0.6 and 0.5 pixels, indicating that the overall WFV geometric accuracy was good.

Analyze the accuracy of each image tile and find that the accuracy of the middle
tile is usually better. This could be found from the IFVO (Figs. 3, 4 and 5), GSD
(Figs. 6 and 7) and ground error influence diagram (Figs. 8, 9 and 10). In addition,
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Table 4 Direct georeferencing accuracy of GF-6 WFV (unit: pixel)

Date Tile Count mSamp mLine

20180917 L 8444 −1.040 0.264

M 10,086 −0.844 −0.569

R 10,040 −0.168 −0.749

L +M + R 28,570 −0.665 −0.386

20190223 L 16,875 −1.881 −1.530

M 17,597 −0.853 −1.313

R 4367 −0.359 −0.952

L +M + R 38,839 −1.244 −1.367

20190309 L 4841 −0.121 −0.596

M 12,024 −0.385 −0.711

R 17,287 0.190 −0.802

L +M + R 34,152 −0.057 −0.741

Mean −0.619 −0.788

Table 5 The WFV accuracy comparison with different adjustment models (unit: pixel)

Date Tile Count Affine Second-order
polynomial

Relief index

mSamp mLine mSamp mLine

20180917 L 8444 1.087 0.558 1.053 0.556 186

M 10,086 0.354 0.339 0.347 0.327 158

R 10,040 0.424 0.332 0.423 0.312 139

L +M + R 28,570 0.732 0.483 0.700 0.430 342

20190223 L 16,875 0.397 0.383 0.369 0.359 72

M 17,597 0.396 0.512 0.389 0.501 247

R 4367 1.092 0.741 1.087 0.709 220

L +M + R 38,839 0.602 0.502 0.541 0.498 222

20190309 L 4841 0.916 0.717 0.887 0.690 119

M 12,024 0.565 0.478 0.541 0.450 318

R 17,287 0.237 0.258 0.223 0.251 31

L +M + R 34,152 0.580 0.467 0.545 0.463 342

Mean 0.615 0.481 0.592 0.462

the image quality in the central portion is often better than the edge image, which is
also advantageous for accuracy.

It is found that the accuracy of WFV_20180917_L in the sample direction is
low, about twice that of the line direction. From the GSD (Fig. 7) and the ground
error influence diagram (Figs. 8, 9 and 10), it could be found that the viewing angle



114 L. Zhao et al.

of the data is −10° in roll, causing the GSD along the CMOS array on the left
side of the image to degrade significantly, about 18–27 m, and the image edges
are more affected by elevation errors. In addition, the WFV_20190223_R has low
precision, detecting images and reference data, and found that the terrain of this
area is mainly mountainous and the forest is mainly covered, which will reduce the
extraction precision of GCP and have a greater impact on the edge of the image.
WFV_20190309_L is also low in accuracy and needs further analysis.

However, the accuracy ofWFV_20190223_L andWFV_20190309_R at the edge
of the field of view is also significantly better than the accuracy of the adjacent central
image. By analyzing the topographic relief index of the reference data, it is found
that the terrain of the two regions has small fluctuations, which is beneficial to obtain
higher precision.

5 Band Registration

The accuracy of registration betweenmultispectral image bands is a major geometric
performance and an important indicator of application. Compared with the conven-
tional four-spectral bands camera, the GF-6WFV contains eight multispectral bands,
namely red, green, blue, near-infrared, coastal, yellow and double red edges, which
are named B1 to B8 in order. Using the three scenes collected in this article, the
eight-band registration accuracy was evaluated (Tables 6, 7 and 8).

The fast Fourier transform phase matching is used to extract tie points between
eight bands, which are evenly distributed and highly accurate, and almost all points
could be extracted in eight bands. The tie points distribution diagram on the image
GF-6_WFV_20190309 is shown in Fig. 12.

The accuracy of the tested three scenes is different. For the data GF-
6_WFV_20190309, Figs. 13, 14 and 15 show the residuals distribution of the band
registration between bands. Tables 6, 7 and 8, respectively, counts the mean, stan-
dard deviation andRMSerrors between the eight-band registrations. The overall band
registration accuracy of the WFV satisfies the specification of 0.3 pixels RMSE.

6 Elevation Extraction

Although not primarily intended for the generation of DEM, thanks to the field of
view of more than 60°, the WFV swaths overlap between orbits could form a good
convergence angle and would also allow for the extraction of elevation data.
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Fig. 12 Tie points distribution diagram on the image (GF-6_WFV_20190309)

Fig. 13 Residuals distribution diagram of the band registration between B1 and B2 (GF-
6_WFV_20190309)

Fig. 14 Residuals distribution diagram of the band registration between B1 and B4 (GF-
6_WFV_20190309)
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Fig. 15 Residuals distribution diagram of the band registration between B3 and B6 (GF-
6_WFV_20190309)

6.1 Stereo Image Pair

Three WFV across-track stereo-pairs with good base-to-height ratio (0.4–1.2) were
constructed, and the ZY-3 stereo images in the same region are used as reference data
to compare and analyze the elevation extraction performance of the WFV stereo.
Table 9 shows the main parameters of these stereo-pairs. For the convenience of
subsequent analysis, the average elevation and terrain fluctuation index are also
given, which are the data of the test small area, not the data of the whole stereo
model. Figures 16, 17 and 18 show schematic diagrams of three WFV stereo-pairs
and ZY-3 reference data. It could be seen that the ground coverage of ZY-3 is very
small compared to WFV stereo.

Table 9 Main characteristics of the GF-6 WFV stereo

Stereo model Stereo_A Stereo_B Stereo_C

Left Right Left Right Left Right

Date 20190309 20190223 20180917 20190223 20190309 20180917

GSD ACTa 20.1 17.6 16.1 16.5 18.5 16.3

GSD ALTa 15.7 15.5 15.4 15.5 15.7 15.3

Base/Height 1.233 0.602 0.441

Average elevation 164.5 184.7 151.0

Relief index 19.0 42.8 4.7

ZY-3 stereo ZY-3(02)_20190502 ZY-3(02)_20190319 ZY-3(02)_20190217

aGSD ALT: Mean GSD of along track direction; GSD ACT: Mean GSD of across-track direction
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Fig. 16 Distribution diagram of Stereo_A

Fig. 17 Distribution diagram of Stereo_B

6.2 Accuracy Analysis

The accuracy of ZY-3 stereo is better than 3 m, which could meet the require-
ments for evaluating the accuracy of GF-6 WFV stereo. However, since the swath
width of the WFV sensor is more than 800 km, and the width of the ZY-3 is only
50 km, only the partial WFV stereo is evaluated by ZY-3. Because of the acquisition
time difference between these data, it will cause land cover changes, which makes
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Fig. 18 Distribution diagram of Stereo_C

stereomatching difficult, affecting elevation data extraction and accuracy evaluation.
Figure 19 shows the distribution of reference data extracted from the ZY-3 stereo
pairs ZY-3(02)_20190319.

The ground coordinates of the reference data are solved by the ZY-3 three stereo
images, and the reliability and accuracy are guaranteed, and the GCPs are used to
perform the adjustment calculation on the WFV stereo model. Table 10 summarizes
the image and ground adjustment accuracy of the three stereo-pairs of GF-6 WFV.
It is found that the planimetric accuracy in the image and object space is excellent
and amazing. In terms of elevation accuracy, the root mean square error of the three
stereo-pairs is about 4–10 m, which is obviously related to the base-to-height ratio
and terrain. Among the three stereo models, Stereo_A has the largest baseline, and
the terrain is less undulating, and the elevation accuracy is the best. On the other
hand, although the base-to-height ratio of Stereo_B is better than that of Stereo_C,
the accuracy of elevation extraction is not as good as that of Stereo_C because of its
topographic fluctuation much greater than that of Stereo_C.

After preliminary testing, the results show that theWFV across-track stereo based
on adjacent-orbit data has a good base–height ratio and could be used to extract
elevation information.

7 Conclusion

For the Chinese civil GF-6 WFV camera, the three scenes of Northeast China were
optimized, and geometric performance evaluation and analysis were carried out in
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Fig. 19 GCP distribution diagram of Stereo B (ZY-3(02)_20190319)

Table 10 RMSE of the GF-6 WFV stereo

Stereo model Stereo A Stereo B Stereo C

Count 21,379 14,892 29,183

Image (pixel) mSamp_left 0.224 0.288 0.146

mSamp_right 0.271 0.235 0.194

mLine_left 0.183 0.228 0.112

mLine_right 0.208 0.246 0.176

Object (m) mN 3.349 3.528 2.582

mE 2.864 2.323 2.265

mH 3.449 9.158 5.157



Analysis of Geometric Performances of the Gaofen-6 … 123

the following four aspects: imaging geometry simulation, image geometric accuracy,
band registration accuracy and elevation extraction accuracy. Among them, the direct
georeferencing accuracy was better than one GSD, the image adjustment accuracy
was about 0.6 and 0.5 pixels in the sample and line direction, and the multispectral
registration accuracy between the eight bands could reach 0.3 pixels RMSE. In
addition, the elevation accuracy of the WFV across-track stereo could be as high
as 4–10 m, which was better than one GSD. In general, in the above geometric
performance analysis, no obvious systematic error was found, and the geometric
performance of the GF-6 WFV camera was excellent.
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Evaluation and Analysis of Geometric
Performances of the Gaofen-1 B/C/D
Satellite

Liping Zhao and Xingke Fu

Abstract The Gaofen-1 (GF-1) B/C/D is optical satellites with two 2/8 m spatial
resolution panchromatic/multispectral cameras, and they were launched in March
2018 on a CZ-4C rocket. The geometric performances were evaluated using multiple
revisited data of GF-1 B/C/D in Northeast China in the paper. According to the
imaginggeometricmodel, the instantaneousfieldof viewchanges and the influenceof
control data error on image accuracy was simulated. Then, the direct georeferencing
accuracy was calculated, and three adjustment models and four reference data were
used to evaluate and analyze the geometric performance. In general, with the support
of good ground control points, the root mean square error of the panchromatic image
based on affine transformation in image space is about 1.0 pixel, which meets the
design geometric performances.

Keywords Gaofen-1 B/C/D · Geometric performances · Accuracy

1 Introduction

TheGaofen-1 (GF-1) B/C/D is a Chinese civilian high-resolution optical satellite that
uses two identical cameras to achieve a 60 km swath width. Each camera with a coax-
ial three-mirror anastigmat telescope system could provide panchromatic imagery
of 2.0 m resolution and four-band multispectral imagery with blue, green, red and
near-infrared (NIR) at 8.0 m resolution. These satellites are similar to Gaofen-1 but
have the 16 m camera removed and have a smaller bus that allows three satellites
to be launched at a time. They were launched in March 2018 on a CZ-4C rocket
from China’s Taiyuan space center. The three satellites are operated in a same sun-
synchronous but are phased at 120° and an altitude of 645 km, with a 10:30 AM
equator crossing time and high revisit frequency of 15 days. With a ±32° lateral
sway, the constellation offers about one day revisit capability over any point of the
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global. The mission is mainly devoted to the operational application services of nat-
ural resources, emergency management, ecology and environment, agriculture and
rural affairs.

The geometric performances are an important topic for many applications [1–3].
It was evaluated using multiple revisited data of GF-1 B/C/D in Northeast China in
the paper. Using the adjustment schemes based on polynomial compensation model
in image space, the accuracy assessment was performed. Then, the influence of a
variety of different precision reference data on the accuracy evaluation was further
analyzed.

2 Data

In order to evaluate and analyze the geometric performance of the GF-1 B/C/D
satellites, Harbin, Northeast China, is selected as the experimental area. In the region,
weather conditions are good, revisited data is dense, and multiple reference data
is available. The main topographic features of the test area are flat, with a height
difference of less than 60 m. Flat terrain facilitates the analysis of the geometric
properties of the image itself, eliminating terrain effects as much as possible.

In November 2018, GF-1 B and GF-1 C received three valid data from a small
angle side view, which is the key data analyzed in this paper. In addition, the other
nine scenes of the test area were also acquired at the subsequent time, and they were
mainly used for the accuracy comparison analysis of multi-source reference data.
The time span of the image dataset is from November 01, 2018 to May 15, 2019,
and Fig. 1 shows the distribution range. Table 1 gives the main characteristics of the
GF-1 B/C/D satellite, and Table 2 lists the main parameters of the key test data.

Considering that the quality of the reference data will have an important impact on
the geometric performance analysis, this paper uses a variety of reference data, which
are manually deployed targets, obvious feature points, and two sets of digital ortho-
image map (DOM) and digital surface model (DSM) data with different precision.
In this paper, the horizontal datum and ellipsoidal height of WGS84 are used unless
otherwise specified.

3 Evaluation

Before the evaluation, this paper used the imaging model and satellite design param-
eters for GF-1 B/C/D panchromatic data to simulate and analyze the influence of
ground reference data error on image adjustment accuracy. Then, using ground con-
trol points (GCPs) extracted based on reference data, direct georeference accuracy
and the refinement methods with polynomials compensation models in image space
were analyzed. Finally, the impact of different reference data on accuracy assessment
had also been explored.
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Fig. 1 Test data distribution diagram

Table 1 Main characteristics
of the GF-1 B/C/D

GF-1 B/C/D Sensor

Launch
periods

March, 2018 Swath (km) 60 at nadir

Altitude (km) 645 Sample
(pixel)

PAN: 34,160
MS: 8540

Cycle (days) 15 GSD (m) PAN: 2
MS: 8

Table 2 Main characteristics
of the test data

Satellite Date Roll Central location

GF-1B 20181116 3.925 E 125.8°, N 46.3°

GF-1B 20181120 0.033 E 125.7°, N 46.3°

GF-1C 20181101 3.556 E 125.8°, N 46.3°

3.1 Simulation

In order to obtain prior knowledge of the GF-1 B/C/D satellite data processing and
analysis, according to the panchromatic (PAN) camera specifications and imaging
geometrymodels, the instantaneous field of view (IFOV) under different lateral view-
ing angle conditions is presented (Fig. 2), and the simulation analyzes the influence
of ground reference data error on the image adjustment accuracy (Figs. 3, 4 and 5).

It could be seen from Fig. 2 that the small side view angle has little effect on
the IFOV of the image. The maximum side angle of the test data is 7.270°, which is
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Fig. 2 IFOV with different side views (PAN)

Fig. 3 Influence of ground reference data error on the PAN image (err_N = 2 m)

Fig. 4 Influence of ground reference data error on the PAN image (err_E = 2 m)

negligible. Analysis of Figs. 3 and 4 shows that the ground reference data planimetric
error has a significant impact on image accuracy, and the error of one ground sample
distance (GSD) corresponds to one pixel on the image. Therefore, if the error in
image space is required to be better than 0.3 pixels, the planimetric accuracy of the
ground reference data needs to be at least 0.6 m. It could be found from Fig. 5 that
the influence of the ground data elevation error is related to the position of the image
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Fig. 5 Influence of ground reference data error on the PAN image (err_H = 10 m)

point in the field of view, and the impact on the adjustment accuracy is small. For
the experimental data selected in this paper, the elevation error of GCPs could be
ignored.

3.2 GCP Collection

Collecting GCPs manually is a time-consuming and error-prone task when study-
ing the geometrical accuracy of large amounts of data. And based on high-precision
DOM and DSM data, automatic acquisition of a large number of GCP is a recom-
mended method. Using this automatic matching method, thousands of GCPs could
be extracted on demand in each image.

A reference dataset is available over this test area. The dataset is comprised of
ortho-image with a GSD of 0.5 m and an accuracy around 0.5 m and digital surface
model with a grid of 2 m and an accuracy around 1.0 m.

Usually, the land cover change between the reference data and the test data
changes, which is a challenge to the imagematching algorithm. Since the fast Fourier
transform phase matching (FFTP) algorithm works in the frequency domain, it pays
more attention to the texture information of the image, the registration of the multi-
temporal image is more robust, so FFTP is used to extract tie points in this study. Fig-
ures 6 and 7 show the GCP distribution of GF-1B_20181116 and GF-1C_20181101,
respectively.

3.3 Direct Georeference

Rational function model is often used as an imaging geometry model to establish a
mapping relationship between image and ground [4, 5]. The direct georeferencing
accuracy is an important criterion of geometry performance as it will determine
the corrective model used to process satellite imagery. It is mainly subjected to the
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Fig. 6 GCP distribution diagram on the PAN image (GF-1B_20181116)

Fig. 7 GCP distribution diagram on the PAN image (GF-1C_20181101)

ephemeris and attitude accuracy of satellite. The ground coordinates of the GCPs
extracted are mapped to image coordinates using the rational polynomial coefficients
(RPC) provided by the supplier, and the direct georeferencing accuracy could be
obtained in the image space (see Table 3).

Figure 8 shows the accuracy of theGF-1C_20181101. The abscissa is the sequence
number of the CCD, and the ordinate is the accuracy. As could be seen from the
figure, there is not only an offset error but also a drift error. The accuracy of GF-
1B_20181116 is given in Fig. 9. The abscissa is the line number of the CCD push
sweep, and the ordinate is the accuracy. The figure shows that there is a nonlinear
change in camera attitude during dynamic imaging. It should be noted that there is
some gross error in the automatically extracted GCP, and the above data has been
initially eliminated by the distance from the point to the curve.
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Table 3 RMSE with different adjustment models (unit: pixel)

Adjustment Model GF-1B_20181116 GF-1C_20181101

Count mSamp mLine Count mSamp mLine

Direct georeference 3149 8.963 28.807 3329 6.277 28.875

Bias 3149 1.934 0.857 3329 1.652 1.027

Affine 3149 0.643 0.600 3329 0.575 0.571

Second-order polynomial 3149 0.451 0.584 3329 0.485 0.567

Fig. 8 Residuals of CCD direction with checkpoints (GF-1C_20181101)

Fig. 9 Residuals of sweep direction with checkpoints (GF-1B_20181116)

3.4 Adjustment

The bias, affine and second-order polynomial correction models were used to refine
the adjustment accuracy, respectively. For typical data such as GF-1C_20181101
and GF-1B_20181116, Table 3 summarizes the root mean square errors (RMSE)
using the above models. The accuracy of the different adjustment models of the data
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Fig. 10 Residuals of CCD direction with bias adjustment model (GF-1C_20181101)

Fig. 11 Residuals of CCD direction with affine adjustment model (GF-1C_20181101)

GF-1C_20181101 is shown in Figs. 10, 11 and 12. As could be seen from Fig. 10,
after the data has been corrected by the bias model, there is still drift error, which
could be further corrected using the affine model (Fig. 11).

The accuracy of the different adjustment models of the data GF-1B_20181116 is
given in Figs. 13, 14 and 15. It could be seen from Fig. 13 that the GF-1B_20181116
data has a quadratic residual in the swept direction. After the affine model correction,
the residual is significantly reduced (Fig. 14), and further refined using the second-
order polynomial adjustment model, the residual distribution in the sweep direction
is no longer systematic (Fig. 15).

From the above analysis, it is found that for GF-1 B/C/D, when the GCP is suffi-
ciently large and uniformly distributed, a good precision could be obtained by using
a second-order polynomial in image space. However, with quadratic polynomial
adjustment, neither irregular geometric distortion nor high-frequency attitude jitter
could be corrected. Moreover, the attitude change of each scene data is uncertain,
and the impact on accuracy is also different.
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Fig. 12 Residuals of CCD direction with second-order polynomial adjustment model (GF-
1C_20181101)

Fig. 13 Residuals of sweep direction with bias adjustment model (GF-1B_20181116)

Fig. 14 Residuals of sweep direction with affine adjustment model (GF-1B_20181116)
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Fig. 15 Residuals of sweep direction with second-order polynomial adjustment model (GF-
1B_20181116)

4 Analysis

In the geometric accuracy analysis, the quality of the reference data will play an
important role. To compare and analyze the influence of the accuracy of the reference
data, this paper uses a variety of reference data, which are artificially laid targets and
obvious ground object point, two sets ofDOMandDSMdatawith different precision.

Table 4 gives an assessment of the accuracy based on artificial targets and appar-
ent object points. Figures 16 and 17 show their distribution on the image, respec-
tively. The ground coordinate accuracy of both cases is better than 10 cm. An affine
compensation model in image space is used to evaluate the accuracy.

Through experiments, it is found that the artificial target has the characteristics of
good recognizability, good reliability and high positioning accuracy. Moreover, the
artificial target could overcome the adverse effects of image quality degradation to a
certain extent, the measurement accuracy on the image could reach 0.1 pixels, and
the image coordinate error could be neglected. In addition, due to the particularity
of the artificial target distribution, the accuracy of the entire scene data cannot be
represented.

Obvious objects are relatively long-lasting compared with artificial targets, but
they are easily affected by factors such as imaging season, image quality, land cov-
erage and operator experience, and the positioning accuracy on images is difficult to

Table 4 Accuracy with affine model based on target and object (unit: pixel)

Scenes Artificial target Obvious object

Count mSamp mLine Count mSamp mLine

GF-1B_20181116 36 0.494 0.228 39 0.672 1.174

GF-1B_20181120 35 0.645 0.274 37 0.872 0.804

GF-1C_20181101 32 0.384 0.406 39 0.926 0.863
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Fig. 16 Artificial target
distribution diagram
(GF-1C_20181101)

Fig. 17 Obvious object
distribution diagram
(GF-1C_20181101)

improve. In this experiment, less than 40 of the more than 200 points were identified
on the image.

A lower precision DOM and DSM data product for comparison is also available.
The accuracy of the ortho-image with the GSD of 1.0 m is approximately 2.0–5.0 m.
An affine corrected model in image space is still used for calculation accuracy.
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Table 5 provides a summary of the accuracy evaluation results based on high-
precision and low-precision data. Figures 18 and 19 show the typical distribution
of GCPs on the image based on high-precision and low-precision reference data.
By analyzing the data in Table 5, it could be found that the geometric accuracy

Table 5 Accuracy with affine model based on different precision reference datasets (unit: pixel)

No. Satellite Date GCP (High-precision) GCP (Low-precision)

Count mSamp mLine Count mSamp mLine

1. GF-1 B 20181116 9042 0.716 0.677 5450 1.311 1.230

2. GF-1 B 20181120 9999 0.470 0.703 6208 0.710 1.134

3. GF-1 B 20190218 7315 0.496 0.676 9892 0.763 1.119

4. GF-1 B 20190222 2209 0.381 0.503 5920 0.898 1.105

5. GF-1 B 20190412 2115 0.554 0.625 7772 0.920 1.044

6. GF-1 B 20190515 2465 0.671 0.766 10,557 1.093 1.039

7. GF-1 C 20181101 9235 0.696 0.747 5443 0.932 0.964

8. GF-1 C 20181220 6978 0.433 0.602 7579 0.716 1.038

9. GF-1 C 20190422 5328 0.364 0.500 15,467 1.010 1.103

10. GF-1 D 20181127 11838 0.554 0.856 8362 0.706 0.954

11. GF-1 D 20181205 7129 0.421 0.826 8432 0.719 1.013

12. GF-1 D 20190415 3080 0.531 0.754 8429 0.848 0.915

Mean 6394 0.524 0.686 8293 0.886 1.055

Fig. 18 Distribution
diagram of automatic
matching GCPs based on
high-precision DOM
(GF-1C_20181101)
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Fig. 19 Distribution
diagram of automatic
matching GCPs based on
low-precision DOM
(GF-1C_20181101)

evaluation results based on the low-precision reference data are significantly lower
than the “correct” accuracy.

Through the above experiments, it is found that the automatic matching control
points have the advantages of high efficiency and good reliability, but the cost of
obtaining a large range of high-precision data is relatively high. In fact, the high-
precision data used in this paper does not completely cover the test data, while the
low-precision data is relatively easy to obtain, and the coverage could satisfy all the
test data.

In order to deeply analyze the influence of high-precision (Ref_High) and low-
precision (Ref_Low) reference data on accuracy evaluation, the Ref_High and
Ref_Low were used as control points and checkpoints of the other party, and the
adjustment accuracy was recalculated using the affine model (Tables 6 and 7).

Comparing the data in Tables 6 and 7, regardless of whether it is a control point
or a checkpoint, the accuracy of the points extracted by the high-precision reference
data is generally close, and the same is true for low-precision data, indicating:

Table 6 Accuracy of checkpoints with low-precision reference datasets (unit: pixel)

Satellite Date GCPs (High-precision) Checkpoints (Low-precision)

Count mSamp mLine Count mSamp mLine

GF-1 B 20181116 9042 0.716 0.677 5450 1.867 1.283

GF-1 B 20181120 9999 0.470 0.703 6208 0.716 1.164

GF-1 C 20181101 9235 0.696 0.747 5443 1.004 0.977
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Table 7 Accuracy of checkpoints with high-precision reference datasets (unit: pixel)

Satellite Date GCPs (Low-precision) Checkpoints (High-precision)

Count mSamp mLine Count mSamp mLine

GF-1 B 20181116 5450 1.311 1.230 9042 0.935 0.727

GF-1 B 20181120 6208 0.710 1.134 9999 0.477 0.740

GF-1 C 20181101 5443 0.932 0.964 9235 0.749 0.759

Table 8 Summary of accuracy with different reference datasets using affine adjustment models
(unit: pixel)

Reference datasets GF-1B_20181116 GF-1C_20181101

Count mSamp mLine Count mSamp mLine

Artificial target 36 0.494 0.228 32 0.384 0.406

Obvious object 39 0.672 1.174 39 0.926 0.863

High-precision (1) 3149 0.643 0.600 3329 0.575 0.571

High-precision (2) 9042 0.716 0.677 9235 0.696 0.747

Low-precision 5450 1.311 1.230 5443 0.932 0.964

• The adjustmentmodel calculated from the reference data of two kinds of precision
is stable and consistent

• The accuracy evaluation result not only reflects the accuracy of the image itself
but also reflects the accuracy of the reference data

• For high-precision reference data, the accuracy evaluation result could correctly
represent the accuracy of image data

• For low-precision reference data, the accuracy evaluation result mainly indicates
the accuracy of the reference data, not the accuracy of the image data, which is
equivalent to the accuracy of the reference data detected using the image data

• Due to the use of a large number of GCPs, whether it is high-precision data or
low-precision data, almost eliminate the random error of the reference data.

Finally, Table 8 summarizes the above results for the GF-1B_20181116 and GF-
1C_20181101. It could be seen that the reference data has a great influence on the
test results, and the evaluation result based on the high-precision reference data is
optimal.

5 Conclusion

For the Chinese civil GF-1 B/C/D satellites, using three adjustment models with
four kinds of reference data, evaluation and analysis of geometric performance were
carried out. Artificial targets, obvious feature points, two sets of DOMandDSMwith
different precisions were used as reference data to extract GCPs. The bias, affine and
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second-order polynomial compensation models were used to refine the adjustment
accuracy in image space, respectively.

The test results of multiple revisited data using the Harbin experimental area in
Northeast China showed that the planimetric accuracy of GF-1 B/C/D image data
was about 1.0 pixel RMSE using the affine adjustment model in image space, which
satisfied the satellite design performance requirements.
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Preliminary Analysis of Gaofen-1 B/C/D
Satellite Stereo Mapping Performance

Liping Zhao and Xianhui Dou

Abstract The Gaofen-1 (GF-1) B/C/D is optical satellite with two 2/8 m spatial
resolution panchromatic/multispectral cameras, and they were launched in March
2018 on a CZ-4C rocket. This paper used the GF-1 B/C/D and Ziyuan-3 (ZY-3) data
that had been repeatedly visited in Northeast China to carry out mapping perfor-
mance research. According to the sensor parameters and imaging geometric model,
the instantaneous field of view at different side angles was analyzed, and the influ-
ence of ground control data error on image adjustment accuracy was simulated.
Then, using the GF-1 B/C/D and ZY-3 data acquired simultaneously, multiple stereo
models were constructed. Based on high-precision ground reference dataset, a large
number of ground control points were automatically extracted for each stereo model,
and then the affine model in image space and the provided rational polynomial coef-
ficients were used for the adjustment. The results show that the root-mean-square
error of the elevation of the GF-1 B/C/D stereo models is about 2–3m. Subsequently,
using these stereo models, the digital surface model (DSM) was extracted and ana-
lyzed. In general, whether it is the accuracy of stereo model or the performance of
DSMextracted, it couldmeet the 1:50,000 scalemapping specification requirements.
However, it is found that some inter-chip stitching errors between CCDs cannot be
ignored in the GF-1 B/C/D image data, “elevation fracture” and abnormal elevation
values are obvious in the DSM, and these defects need continuous improvement.

Keywords Gaofen-1 B/C/D · ZY-3 · Stereoscopic · Accuracy · DSM

1 Introduction

The Gaofen-1 (GF-1) B/C/D is a Chinese civilian optical satellite with two 2/8 m
spatial resolution panchromatic/multispectral cameras. They were launched at a time
inMarch 2018 on aCZ-4C carrier rocket fromChina’s Taiyuan Satellite LaunchCen-
ter. The three satellites are operated in a same sun-synchronous orbit, but are phased
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at 120° and an altitude of 645 km, with a 10:30 AM equator crossing time and high
revisit frequency of 15 days. The satellites have a±32° side-swing capability, which
could combine multi-sensor data to construct the along- or across-track stereo image
pair with different base–height ratios for digital surface model (DSM) extraction.

The Ziyuan-3 (ZY-3) satellite is mainly devoted to the operational services of
1:50,000 scale stereo mapping. The triplet stereoscopic instrument on the ZY-3 is
dedicated to simultaneous stereo pair acquisition along the track. Among them, two
cameras point to the forward (FWD) and backward (BWD), respectively, at a tilted
angle of 22°, and the third points to the nadir (NAD). The satellite also has a lateral
viewing capability around the roll axis.

The geometric performances are an important topic for many applications [1–3].
Although stereo mapping was not the design purpose of GF-1 B/C/D, satellites with
side view imaging capability could be used for stereo mapping. In this study, the
GF-1 B/C/D panchromatic (PAN) data was used in conjunction with ZY-3 image to
construct the stereomodel. The adjustment schemebased on the affine transformation
in the image was used for accuracy analysis. Further, digital surface model (DSM)
extraction and comparative analysis were performed using each stereo model.

2 Data

In order to carry out the GF-1 B/C/D stereo mapping performance analysis, this
paper uses GF-1 B/C/D and ZY-3 stereo data to construct the multi-source stereo
pairs. Table 1 gives themain characteristics of theGF-1B/C/DandZY-3.Considering
that optical data acquisition is greatly affected by seasonal and weather factors, in
order to obtain the best possible data in the same experimental area, the Harbin
experimental area in Northeast China is selected for research in this paper. In the
region, the main topographic features are flat, with a height difference of less than
60 m. Such flat terrain facilitates the extraction of tie points between images, which
could eliminate the influence of terrain as much as possible, and is more conducive
to the geometric performance analysis of the image itself.

Between November 1 and 28, 2018, GF-1 B/C/D and ZY-3 01/02 passed through
the test area several times with small-angle swaying and successfully obtained data.

Table 1 Main characteristics
of the GF-1 B/C/D and ZY-3
(specification)

Satellite GF-1 B/C/D ZY-3(01) ZY-3(02)

Launch periods March 2018 January 2012 May 2016

Altitude (km) 645 505 505

Cycle (days) 41 59 59

Swath (km) 60 50 50

Mean GSD (m) PAN: 2.0 m NAD: 2.1
BWD: 3.5
FWD: 3.5

NAD: 2.1
BWD: 2.5
FWD: 2.5
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Fig. 1 Test data distribution diagram

Six times of the data were selected according to the test requirements, and the cover-
age was shown in Fig. 1. Among them, on November 1, 2018, GF-1C and ZY-3 (02)
obtained quasi-synchronized data. On November 16, 2018, GF-1B and ZY-3 (02)
also transited the test area almost simultaneously. On November 27 and 28, 2018,
respectively, GF-1D and ZY-3 (01) successfully obtained data again, and the time
difference was one day.

The triplet stereoscopic data of the ZY-3 has two functions. One is to construct
the stereo pair with GF-1B/C/D to analyze the mapping performance, and the other
is as comparative stereo model data.

As shown in Tables 2 and 3, according to the imaging date, all test data is divided
into 3 groups, and each group of data constitutes 5 stereo pairs. Since the above
data is obtained by the small-angle side-swing method, in addition to the ZY-3 stereo
composed ofBWDandFWD, the other stereo pairs constructed have a base-to-height
ratio of about 0.44–0.50.

In order to analyze GF-1B/C/D stereo mapping performance, this paper uses two
kinds of reference data: One is the traditional high-precision digital ortho-image
map (DOM) and digital surface model (DSM) data (referred to as reference DOM
and DSM), and the other reference data is the ground three-dimensional (3D) data
extracted by the free network adjustment method based on ZY-3 triplet stereo data
(referred to as reference ZY-3 3D). In this paper, the horizontal datum and ellipsoidal
height of WGS84 are used unless otherwise specified.
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Table 2 Main characteristics of the test data

Group Satellite Sensor Date Time Roll

Group_B GF-1B PAN 20181116 10:50:32 3.925

ZY-3(02) NAD 20181116 10:47:40 −5.587

BWD 20181116 10:48:10 −5.587

FWD 20181116 10:47:11 −5.587

Group_C GF-1C PAN 20181101 10:50:07 3.556

ZY-3(02) NAD 20181101 10:52:44 4.165

BWD 20181101 10:53:13 4.165

FWD 20181101 10:52:15 4.165

Group_D GF-1D PAN 20181127 10:53:14 7.270

ZY-3(01) NAD 20181128 10:30:07 −0.007

BWD 20181128 10:30:36 −0.007

FWD 20181128 10:29:38 −0.007

Table 3 Stereo models based on GF-1 B/C/D and ZY-3

Group Satellite Left image Right image Abbreviation

Group_B GF-1B
ZY-3(02)

GF-1B PAN ZY-3(02) BWD GF-1B_PB

GF-1B PAN ZY-3(02) FWD GF-1B_PF

ZY-3(02) NAD ZY-3(02) BWD ZY-3(02)_NB_B

ZY-3(02) NAD ZY-3(02) FWD ZY-3(02)_NF_B

ZY-3(02) BWD ZY-3(02) FWD ZY-3(02)_BF_B

Group_C GF-1C
ZY-3(02)

GF-1C PAN ZY-3(02) BWD GF-1C_PB

GF-1C PAN ZY-3(02) FWD GF-1C_PF

ZY-3(02) NAD ZY-3(02) BWD ZY-3(02)_NB_C

ZY-3(02) NAD ZY-3(02) FWD ZY-3(02)_NF_C

ZY-3(02) BWD ZY-3(02) FWD ZY-3(02)_BF_C

Group_D GF-1D
ZY-3(01)

GF-1D PAN ZY-3(01) BWD GF-1D_PB

GF-1D PAN ZY-3(01) FWD GF-1D_PF

ZY-3(01) NAD ZY-3(01) BWD ZY-3(01)_NB_D

ZY-3(01) NAD ZY-3(01) FWD ZY-3(01)_NF_D

ZY-3(01) BWD ZY-3(01) FWD ZY-3(01)_BF_D

3 Experiments

Before the evaluation, the simulation analyzed the influence of the ground reference
data error on the adjustment accuracy. Then, using the reference data, a large number
of ground control points (GCPs)were extracted, and image accuracy and stereomodel
accuracy were analyzed. Finally, DSM extraction and analysis were performed.
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3.1 Simulation

In order to obtain prior knowledge of the GF-1 B/C/D and ZY-3 satellite data pro-
cessing and analysis, based on the specifications of satellite and imaging geometry
models, the instantaneous field of view (IFOV) under different lateral viewing angle
conditions is presented (Fig. 2), and the simulation analyzes the impact of ground
control data error on the adjustment accuracy (Figs. 3, 4, 5, 6, 7 and 8).

It could be seen from Fig. 2 that the small-angle side view has little effect on
the IFOV of satellite images such as GF-1 B/C/D. The maximum side angle of the
experimental data in this paper is 7.270°, which is negligible. A similar situation is
also true for ZY-3.

Analysis of Figs. 3 and 4 shows that the ground reference data planimetric error
has a significant impact on the accuracy of the GF-1 B/C/D image. The error of one
ground sample distance (GSD) corresponds to one pixel on the image. Therefore,
if the error in image space is required to be better than 0.3 pixels, the planimetric
accuracy of the ground reference data needs to be at least 0.6 m. It could be seen from
Fig. 5 that the influence of the ground data elevation error is related to the position

Fig. 2 IFOV with different side views (GF-1 B/C/D PAN)

Fig. 3 Influence of ground reference data error on the GF-1 B/C/D PAN image (err_N = 2 m)
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Fig. 4 Influence of ground reference data error on the GF-1 B/C/D PAN image (err_E = 2 m)

Fig. 5 Influence of ground reference data error on the GF-1 B/C/D PAN image (err_H = 10 m)

Fig. 6 Influence of ground reference data error on the ZY-3 BWD image (err_N = 2 m)

of the GF-1 B/C/D image in the field of view, and the impact on the adjustment
accuracy is small. The effect on the ZY-3 NAD camera is similar.

The ZY-3 BWD and FWD cameras differ from the GF-1 B/C/D PAN cameras in
that they have a large angle of inclination along the orbit direction. Taking the ZY-
3(01) BWDcamera as an example, Figs. 6 and 7 show the influence of the planimetric
error and Fig. 8 shows the influence of the elevation error. As could be seen from
Figs. 6 and 7, the planimetric error effect is similar to that of the GF-1 B/C/D PAN
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Fig. 7 Influence of ground reference data error on the ZY-3 BWD image (err_N = 2 m)

Fig. 8 Influence of ground reference data error on the ZY-3 BWD image (err_H = 10 m)

camera. It could be seen from Fig. 8 that the influence of the elevation error of the
ground data in the direction of the line array is negligible, and the influence on the
accuracy of the vertical line array direction is very important. Therefore, for the ZY-3
BWD and FWD camera, if the required error in image space is better than 0.3 pixels,
the ground reference data planimetric accuracy needs to be better than 1.0 m, and
the elevation accuracy needs to be at least 2.5 m, which requires the reference data
to have good elevation accuracy.

3.2 GCP Collection

Based on high-precision DOM and DSM data, a large number of GCPs could be
automatically acquired by image matching, which is a recommended method. Using
this method, on each stereo model, tens of thousands of GCPs could be extracted as
needed.

A reference dataset is available over this test area. The dataset is comprised of
ortho-image with a GSD of 0.5 m and an accuracy around 0.5 m and digital surface
model with a grid of 2 m and an accuracy around 1.0 m.
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Table 4 Number of points based on two sets of reference data

Group Count (reference DOM + DSM) Count (reference ZY-3 3D)

Group_B 11,982 12,888

Group_C 9862 12,026

Group_D 11,558 14,313

Fig. 9 GCP distribution diagram based on the reference DOM and DSM (Group_B)

Fast Fourier transform phase (FFTP) matching is used to extract tie points due
to seasonal differences between the selected test data and the reference data. FFTP
works in the frequency domain, it pays more attention to the texture information of
the image, and the registration of the multi-temporal image is more robust.

In addition, considering that the ZY-3 stereo model has stable and good precision,
the extracted ground planimetric and vertical data based on ZY-3 triplet stereo data is
also used as reference data for comparison and analysis. The acquisition time of each
group of image data from GF-1 B/C/D and ZY-3 01/02 in this test area is very close,
and the land coverage has almost no change. It is very beneficial for extracting tie
points between images and has better reliability for analyzing mapping performance.

Table 4 shows the number of GCPs obtained by the two schemes. As for the
Group_B data, Figs. 9 and 10, respectively, show the distribution. It could be clearly
seen that the GCP distribution of the reference ZY-3 3D is better.

3.3 Adjustment

Rational function model is often used as an imaging geometry model to establish
the mapping relationship between image and ground [4, 5]. In the experiments, the
vendor-supplied rational polynomial coefficients (RPCs) and affine transformation
compensation models in image space are used for accuracy analysis. The ground
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Fig. 10 GCP distribution diagram based on the reference ZY-3 3D (Group_B)

coordinates of the stereo model are calculated by the tie points between the left and
right images. The accuracy of the two schemes based on the reference DOM and
DSM and reference ZY-3 3D is separately analyzed.

3.3.1 Adjustment with Reference DOM and DSM

According to the conventional method, the adjustment accuracy of the GCPs
extracted based on the high-precision reference DOM and DSM dataset is analyzed.
Table 5 shows the image accuracy of the GF-1 B/C/D and ZY-3. Taking the data
Group_B as an example, the residuals of velocity direction with affine adjustment
model on the image of GF-1B and ZY-3NAD, BWDand FWD are shown in Figs. 11,

Table 5 Image accuracy of the stereo model (unit: pixel)

Group Sat Sensor mSamp mLine mPlane

Group_B GF-1B PAN 0.611 0.543 0.817

ZY-3(02) NAD 0.318 0.318 0.450

BWD 0.348 0.331 0.481

FWD 0.309 0.416 0.518

Group_C GF-1C PAN 0.569 0.531 0.779

ZY-3(02) NAD 0.402 0.499 0.641

BWD 0.501 0.510 0.715

FWD 0.373 0.508 0.630

Group_D GF-1D PAN 0.458 0.652 0.797

ZY-3(01) NAD 0.348 0.364 0.503

BWD 0.342 0.294 0.451

FWD 0.286 0.354 0.455
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Fig. 11 Residuals of velocity direction with affine adjustment model on the image (GF-
1B_20181116)

12, 13 and 14, respectively. In the figure, the abscissa is the sequence number of the
pixel, and the ordinate is the residuals. As could be seen from Fig. 11, there are still
some minor systematic errors in GF-1B, while the residuals of ZY-3 NAD, BWD
and FWD are much smaller (Figs. 12, 13 and 14).

Comparing the data in Table 5, and analyzing Figs. 11, 12, 13 and 14, the following
conclusions could be drawn:

• ZY-3 image is more accurate.
• Using ZY-3 data as a reference and comparison data, it is appropriate to perform

GF-1 B/C/D accuracy analysis.

Tables 6, 7 and 8 provide a summary of the accuracy of the three sets of data such
as Group_B, Group_C andGroup_D. It could be seen that the accuracy of each group
of data meets the requirements of the 1:50,000 scale stereo mapping specification.

Fig. 12 Residuals of velocity direction with affine adjustment model on the image (ZY-
3(02)_NAD_20181116)
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Fig. 13 Residuals of velocity direction with affine adjustment model on the image (ZY-
3(02)_BWD_20181116)

Fig. 14 Residuals of velocity direction with affine adjustment model on the image (ZY-
3(02)_FWD_20181116)

Table 6 Ground accuracy of the stereo model (Group_B) (unit: meter)

Stereo model mN mE mH mH/GSD

GF-1B_PB 1.074 0.863 2.352 0.941

GF-1B_PF 1.020 0.860 2.335 0.934

ZY-3(02)_NB_B 0.691 0.649 1.409 0.564

ZY-3(02)_NF_B 0.678 0.626 1.648 0.659

ZY-3(02)_BF_B 0.808 0.663 1.174 0.470

3.3.2 Adjustment with Reference ZY-3 3D

The GF-1 B/C/D adjustment accuracy analysis based on ZY-3 stereo data is also a
good method. Table 9 shows the accuracy in the image space of GF-1 B/C/D, and
Table 10 summarizes the accuracy in the object space of Group_B, Group_C and
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Table 7 Ground accuracy of the stereo model (Group_C) (unit: meter)

Stereo model mN mE mH mH/GSD

GF-1C_PB 1.094 0.932 2.305 0.922

GF-1C_PF 1.116 0.833 2.564 1.026

ZY-3(02)_NB_C 1.093 0.918 2.526 1.010

ZY-3(02)_NF_C 1.091 0.733 2.312 0.925

ZY-3(02)_BF_C 1.160 0.855 1.372 0.549

Table 8 Ground accuracy of the stereo model (Group_D) (unit: meter)

Stereo model mN mE mH mH/GSD

GF-1D_PB 1.236 0.874 2.877 0.822

GF-1D_PF 1.343 0.752 2.516 0.719

ZY-3(02)_NB_D 0.816 0.720 2.011 0.575

ZY-3(02)_NF_D 0.801 0.681 2.056 0.587

ZY-3(02)_BF_D 1.037 0.883 1.426 0.407

Table 9 Image accuracy of the stereo model based on reference ZY-3 3D (unit: pixel)

Group Sat Sensor mSamp mLine mPlane

Group_B GF-1B PAN 0.717 0.465 0.855

Group_C GF-1C PAN 0.451 0.415 0.613

Group_D GF-1D PAN 0.354 0.546 0.650

Table 10 Ground accuracy of the stereo model based on reference ZY-3 3D (unit: meter)

Group Stereo model mN mE mH mH/GSD

Group_B GF-1B_PB 0.994 0.751 2.490 0.996

GF-1B_PF 0.848 0.823 1.845 0.738

Group_C GF-1C_PB 0.822 0.449 1.846 0.738

GF-1C_PF 0.916 0.495 2.010 0.804

Group_D GF-1D_PB 0.982 0.596 2.562 0.732

GF-1D_PF 1.100 0.495 2.285 0.653

Group_D. Taking GF-1B data as an example, Fig. 15 shows the residuals of velocity
direction on the image using affine adjustment model based on reference ZY-3 3D.
Overall, the accuracy obtained by this method is similar to that of the method based
on the high-precision reference DOM and DSM.
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Fig. 15 Residuals of velocity direction on the image using affine adjustment model based on
reference ZY-3 3D (GF-1B_20181116)

3.4 DSM Generation and Comparison

After adjustment with the GCPs, the DSM had been generated with a grid spac-
ing of 5 m. For comparative analysis, all DSMs were extracted using the same
methods and parameters, without any manual interaction editing. For the stereo
image model GF-1B_PB, which is constructed by GF-1B_PAN_20181116 and ZY-
3(02)_BWD_20181116 images, Fig. 16 shows the overall shading of the DSM, and
more DSM details could be found in the partial shading map of sites B1, B2 and
B3 (Figs. 18, 19 and 20). As a comparative stereo model ZY-3(02)_NB_B, which
consists of ZY-3(02)_NAD_20181116 and ZY-3(02)_BWD_20181116 images, the
corresponding shading maps are given in Figs. 17, 18, 19 and 20, respectively.

Analyzing Figs. 18, 19 and 20, compared with the DSM extracted based on the
ZY-3 stereo model, it could be clearly seen that the DSM based on model GF-1B_PB
has the following problems:

• Poor detail performance.
• There is an abnormal “elevation fracture” at about 1/3 of the right side, which

corresponds to the image residual distribution map shown in Figs. 11 and 15.
• There aremore abnormal elevation values in some residential areas and road areas.

In addition, theDSMextracted by other stereomodels constructed byGF-1B/C/D
is similar to the DSM from GF-1B_PB, and details are not discussed herein. In
terms of DSM extraction, although there are some problems with the automatically
extracted DSM, after manual processing, in most cases, the accuracy and quality
could meet the 1:50,000 scale mapping specification requirements.
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Fig. 16 DSM shaded map from the stereo GF-1B_PB

4 Conclusion

For the Chinese civil GF-1 B/C/D satellites, this paper selected the data of repeated
visits in Northeast China and initially carried out the evaluation and analysis
of the stereo mapping performance. The ZY-3 mapping satellite data acquired
simultaneously was used for comparative analysis.

The affine model in image space and the provided RPC were used for the adjust-
ment calculation. The experimental results show that the root-mean-square error of
the elevation of the GF-1 B/C/D stereo model is about 2–3 m, compared with ZY-3,
and its accuracy and the performance of DSM extracted by it are slightly worse, but
they all meet the 1:50,000 scale mapping specification.

Through analysis of image adjustment residuals and the DSM extracted by the
stereo model, it was found that some inter-chip stitching errors between CCDs were
obvious in the GF-1B/C/D image data, and it was necessary to continue the refined
geometric calibration to reduce the stitching errors.

As far as DSM extraction was concerned, it was found that DSMs automatically
extracted by the GF-1 B/C/D stereo model had obvious “elevation fracture” and
abnormal elevation values. Especially for artificial buildings and roads, the DSM
had many defects and requires manual interactive editing to improve quality.
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Fig. 17 DSM shaded map from the stereo ZY-3(02)_NB_B

Fig. 18 DSM shaded map of site B1 from the stereo GF-1B_PB and ZY-3(02)_NB_B (left: GF-
1B_PB, right: ZY-3(02)_NB_B)

In general, although the GF-1 B/C/D satellite was not designed for mapping, the
data could still be used for stereo mapping. Continuous improvement was necessary
for some of the shortcomings that currently exist.



156 L. Zhao and X. Dou

Fig. 19 DSM shaded map of site B2 from the stereo GF-1B_PB and ZY-3(02)_NB_B (left: GF-
1B_PB, right: ZY-3(02)_NB_B)

Fig. 20 DSM shaded map of site B3 from the stereo GF-1B_PB and ZY-3(02)_NB_B (left: GF-
1B_PB, right: ZY-3(02)_NB_B)
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Ecological Vulnerability Assessment
and Cause Analysis
of the Farming–Pastoral Zone
in Northern China—Taking Yulin City
as an Example

Yanmei Zhong, Jianguo Cheng, Lingkui Meng, and Wen Zhang

Abstract The farming–pastoral zone in China is located in the monsoonal region.
It has large fluctuations in precipitation and land use. It is one of the most obvi-
ous areas of ecological vulnerability. Taking Yulin City of Shanxi Province as an
example, this paper builds an indicator system and then uses principal component
analysis (PCA) and analytic hierarchy process (AHP) to filter indicators and deter-
mine weights. Finally, this paper establishes an ecological vulnerability index (EVI)
model. Through the classification of EVI, the spatial distribution map of ecological
vulnerability in Yulin City is obtained. The results show that the ecological vulner-
ability in Yulin City tends to decrease from north to south. Among counties, Fugu,
Shenmu, Yuyang and Dingbian are extremely fragile, and the main causes of eco-
logical vulnerability are economics, landscape diversity, annual precipitation and
vegetation coverage.

Keywords Remote sensing · Ecological vulnerability · Principal component
analysis · AHP · Cause analysis

1 Introduction

When ecosystem is intervened by outside, it will make sensitive reactions and self-
recovery reactions, and this is ecological vulnerability [1]. China’s farming–pastoral
zone is located in themonsoon climate zone of Southeast Asia, and with large precip-
itation fluctuations, has characteristic of fragile ecology. Yulin City is an area where
ecology is particularly fragile. The ecological environment research of Yulin and the
whole farming–pastoral zone has attracted extensive attention from scholars. How-
ever, the main method for ecological assessment of Yulin is single-factor evaluation
method [2–6]. And a few methods for ecological vulnerability evaluation still have
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problems of large correlation between indicators and strong subjectivity of weight
determination [7–9]. These years, remote sensing is used in ecological research, and
it makes data acquisition simpler and data types more abundant [10–12]. This paper
uses remote sensing, meteorological and statistical yearbook data, principal com-
ponent analysis (PCA) and analytic hierarchy process (AHP) to obtain ecological
vulnerability index and analyzes the overall status, spatial distribution and causes of
ecological vulnerability of Yulin.

2 Study Area

Yulin is located in the northernmost part of Shanxi Province, between N 36°57′ –
N 39°35′ and E 107°28′–E 111°15′. It has typical semiarid and arid climate, and
the average annual precipitation is close to 400 mm. There are three landforms:
windblowngrass beach, loess hilly and gully, and beam-shaped lowhills. Themineral
resource is diverse and rich in total. It is an important energy export city in China.
Special climate, topography, soil texture and high-intensity human activities make it
a typical ecologically fragile area in the northern farming–pastoral zone.

3 Methods and Data

3.1 Construction of Ecological Vulnerability Indicator
System

This paper constructs an evaluation indicator system from three aspects: ecological
sensitivity, ecological restoration and ecological stress [13, 14]. Taking into account
the availability of data, 13 indicators were chosen to constitute the indicator system.
The indicator system is shown in Fig. 1.

3.2 Evaluation Indicator Selection and Weight Determination

3.2.1 Standardization of Primary Selection Indicators

We standardize the primary selection indicators to make them be unified to 0–1, so
that the values are closer to 1 indicating that the ecology is more fragile [4]. Eight
indicators of temperature, elevation, slope, aspect, soil erodibility factor, soil erosion
intensity, GDP density and population density are positively correlated with eco-
logical vulnerability; landscape diversity index, vegetation coverage, precipitation,
relative humidity and GPP are negatively correlated with ecological vulnerability.
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Fig. 1 Ecological vulnerability assessment indicator system

The standardized formulas are shown in Eqs. 1 and 2, respectively.

posively correlated: P∗i = (Pi − Pmin)/(Pmax − Pmin) (1)

negatively correlated: P∗i = 1 − (Pi − Pmin)/(Pmax − Pmin) (2)

P∗i represents the value after the normalization of the ith evaluation indicator, Pi

represents the value before the ith evaluation indicator is normalized, Pmax represents
the maximum value of the ith evaluation indicator, and Pmin represents the minimum
value of the ith evaluation indicator [4].

3.2.2 Selection of Evaluation Indicators

We use the PCA to analyze 13 standardized primary evaluation indicators [15–19].
Table 1 shows the results of sorting the principal components according to the con-
tribution value. The cumulative contribution rate of the first five is 86.81%, which
is more than 85%, indicating that the first five principal components can cover most
information of the primary selection indicators, so the first five principal components
are selected as evaluation indicators. Table 2 shows eigenvectors corresponding to
each principal component.

3.2.3 Determination of Indicator Weights

WeuseAHP to determine indicatorweights. The assignment principle of the pairwise
comparison matrix is shown in Table 3. The larger the value, the greater the influence
of the ith element on the previous indicator layer compared to the jth element.
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Table 1 Principal component contribution rate and cumulative contribution rate

Principal component Eigenvalues Contribution rate (%) Cumulative contribution rate
(%)

1 0.10317 32.7911 32.7911

2 0.08283 26.3266 59.1177

3 0.03872 12.3056 71.4233

4 0.03104 9.8670 81.2902

5 0.01737 5.5220 86.8123

6 0.01226 3.8962 90.7085

7 0.00934 2.9697 93.6782

8 0.00720 2.2894 95.9676

9 0.00390 1.2381 97.2057

10 0.00341 1.0833 98.2890

11 0.00252 0.8021 99.0910

12 0.00156 0.4959 99.5869

13 0.00130 0.4131 100.00

Table 2 Eigenvectors corresponding to each principal component

Eigenvector Principal component

1 2 3 4 5

α1 0.64236 −0.27545 0.32387 −0.03409 0.04721

α2 −0.11891 −0.25524 −0.16227 0.06069 0.08317

α3 −0.00889 0.01013 0.01042 −0.01733 0.09875

α4 −0.01328 0.09345 0.16424 0.97881 0.06298

α5 0.02509 0.27287 0.09066 −0.02346 −0.06305

α6 0.08523 0.12261 −0.12268 −0.00493 0.16803

α7 0.44726 0.28017 0.46675 −0.07925 −0.11404

α8 0.16351 0.28050 −0.05602 −0.00666 0.08573

α9 −0.32953 −0.19795 0.55427 −0.11678 0.70066

α10 −0.32737 0.49174 0.36467 −0.09927 −0.25902

α11 −0.07814 −0.00431 0.15554 −0.05549 −0.03140

α12 −0.28965 0.15145 0.14463 −0.04015 −0.15021

α13 0.18040 0.54730 −0.33484 −0.04125 0.58566

α1–α13: GDP density, population density, soil erodibility factor, aspect, DEM, GPP, landscape
diversity index, relative humidity, soil erodibility factor, annual precipitation, slope, annual average
temperature, vegetation coverage
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Table 3 Assignment of pairwise comparison matrix

Scaling Meaning

1 Element i and element j have the same importance to the previous-level factor

3 Element i is slightly more important than element j

5 Element i is more important than element j

7 Element i is much more important than element j

9 Element i is extremely more important than element j

2, 4, 6, 8 Indicates the intermediate value of the above adjacent judgment

Reciprocal A ji = 1/Ai j

This paper constructs a pairwise comparison matrix based on the contribution
rates of the first five principal components. Equation 3 is proposed to calculate
relative importance scale, Ai j represents the relative importance scale of elements
i and j, and αi and α j represent the contribution rates of elements i and j. A is
the pairwise comparison matrix constructed. After calculation, the weights of the
evaluation indicators are: 0.5350, 0.2868, 0.0853, 0.0555, 0.0374.

Ai j = (αi − α j )

3.4086
+ 1, (i < j) (3)

A =

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

1
1/3
1/7
1/8
1/9

3
1
1/5
1/6
1/7

7
5
1
1/2
1/3

8
6
2
1
1/2

9
7
3
2
1

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

3.3 Evaluation Model

The five evaluation indicators are graded by the natural discontinuity gradingmethod
shown in Table 4. The higher the level, the higher the ecological vulnerability.

In Eq. 4, EVI represents the ecological vulnerability index; wi represents the
weight of the ith evaluation indicator; fi represents the level of the ith evaluation
indicator [4].

EVI =
n

∑

i=1

wi fi (4)



162 Y. Zhong et al.

Table 4 Indicators’ grading results

Grade Principal component

1 2 3 4 5

1 0–0.47 0.09–0.46 0–0.71 0–0.36 0–0.52

2 0.47–0.79 0.46–0.74 0.71–0.93 0.36–0.56 0.52–0.71

3 0.79–1.18 0.74–1.03 0.93–1.16 0.56–0.76 0.71–0.88

4 1.18–1.58 1.03–1.42 0.16–1.40 0.76–0.97 0.88–1.08

5 1.58–1.94 1.42–2.03 1.40–1.82 0.97–1.33 1.08–1.62

3.4 Data Sources and Preprocessing

The soil erosion intensity is calculated according to RUSLEmodel (modified general
soil loss model) based on the above data [20–22]. Thirteen indicators are unified into
1 km resolution, UTM_Zone_49N (Table 5).

Table 5 Data sources Data type Data resource Indicator

Soil HWSD Soil erodibility
factor

Vegetation type MCD12Q1 Landscape
diversity index

Statistical data Shanxi provincial
bureau of statistics

Population and
GDP density

Topographic SRTM Elevation, slope
and aspect

GPP MOD17A2 Annual average
GPP

Vegetation
coverage

MOD13A2 Vegetation
coverage index

Meteorological China
meteorological
data network

Temperature,
humidity,
precipitation
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Table 6 Division of
ecological vulnerability levels
in Yulin

Vulnerability
level

EVI value Area (×103

km2)
Proportion of
total area (%)

Micro <1.9 9.17 21.8

Mild 1.9–2.7 4.26 10.1

Moderate 2.7–3.2 9.59 22.8

Severe 3.2–3.6 10.83 25.7

Extreme >3.6 8.26 19.6

4 Results and Analysis

4.1 Overall State of Ecological Vulnerability

The EVI is classified as shown in Table 6. Yulin has the largest area with severe
vulnerability, accounting for 25.7% of the city’s area. Moderate and above vulner-
ability account for nearly 70% of the city’s area, and only 20% of the city’s area is
micro-vulnerability.

4.2 Spatial Distribution of Ecological Vulnerability

The distribution of ecological vulnerability levels is shown in Fig. 2. The propor-
tion of vulnerability levels in various districts and counties is shown in Fig. 3. The
ecological vulnerability level of Yulin is characterized by high north and low south.
Fugu, Shenmu, Yuyang and Dingbian are most fragile. These four counties have 20–
45% extremely vulnerable areas. Especially in Shenmu, extremely vulnerable areas
account for 45% of the county’s area.

4.3 Analysis of the Causes of Ecological Vulnerability

Figure 4 depicts the standardized evaluation indicators of various districts and coun-
ties in Yulin. The closer the evaluation indicator is to 1, the greater the vulnerability
of the county. The main causes of ecological vulnerability in Dingbian are single
landscape, low vegetation coverage and low precipitation. The reason for the eco-
logical vulnerability of Fugu and Shenmu is human production activities and single
landscape types. These two counties develop coal industry vigorously, and this leads
to a decline in landscape diversity and increase in ecological vulnerability. The main
reason for the ecological vulnerability of Yuyang is the landscape type is not rich
enough and coupled with the pressure of human activities on the environment, and
vegetation coverage is low. The main reason for the ecological fragility in Jingbian



164 Y. Zhong et al.

Fig. 2 Spatial distribution of ecological vulnerability levels in Yulin City

Fig. 3 Statistics on
ecological vulnerability
levels of various districts and
counties in Yulin City
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is that the landscape type is not rich and the precipitation is small. The 5/6 popu-
lation in Jingbian is agricultural population, and less precipitation in arid areas will
restrict the growth of crops and reduce the stability of the agricultural and livestock
ecosystem. Vegetation coverage and aspect are the main reasons for the ecological
fragility of Hengshan. There is a large area of half-sunny slope in Hengshan, and
water evaporation on sunny slope is fast, which is not conducive to vegetation growth.
One of the most obvious features of the six southern counties is the large K value
and high vegetation coverage, and the vegetation has a tightening effect on the soil
thus decreasing EVI.
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Fig. 4 Evaluation indicators after standardization in various districts and counties of Yulin City

5 Summary

This paper processes remote sensing, and meteorological and socioeconomic data,
and uses PCA and AHP to calculate EVI. The main research results were as follows:

1. The method of combining PCA and AHP is used to construct the EVI model,
which reduces the correlation between indicators and improves the objectivity
of weight determination.

2. Obtain the distribution map of vulnerability level. It is found that the ecological
of six northern counties is more fragile than six southern counties. The extremely
fragile areas are Fugu, Shenmu, Yuyang and Dingbian.

3. The main causes for the ecological vulnerability of the farming–pastoral zone in
Yulin were economics, landscape diversity, annual precipitation and vegetation
coverage.
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Airport and Ship Target Detection
on Satellite Images Based on YOLO V3
Network

Ren Ying

Abstract Airplane and ship play a very important role in both civil life and military
operations. It is a meaningful to detect airplane and ship around the world through
remote sensing images. Target recognition algorithms based on deep learning tech-
nology are proven to be effective and gradually replacing traditional algorithms.
This paper builds a target detection system based on NVIDIA TX2 development
platform and YOLO V3 algorithm and focuses on both the ship and airplane targets.
The training data comes from image fragments generated by satellites such as Jilin
No. 1, DigitalGlobe, and Planet. The label of each target includes a bounding box
and category information. The image processing method such as rotation and noise
is added to increase the robustness of the trained YOLO V3 network for different
sensors and atmosphere. The training of the input image takes about 3 days on an
NVIDIA Titan X GPU. At test time, we partition testing images of arbitrary size into
cutouts with a fixed size of 1 k × 1 k and run each cutout through our trained model
to find ships and airplanes. The experimental results show that the F1-score values
of the airport and the ship are 91.48% and 93.89%, respectively, and the detection
speed of one cutout on NVIDIA TX2 development platform is about 0.56 s.

Keywords Target detection · Deep learning · YOLO V3 · Satellite images ·
Training data

1 Introduction

In recent years, with the development of related technologies such as aerospace,
remote sensing, and sensors, the data and information contained in remote sensing
images are becoming more and more abundant, which also facilitates the analysis of
remote sensing images by researchers. Airplane and ship play a very important role
in both civil life and military operations. It is an important technology to identify
airplane and ship around the world through remote sensing images.
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Remote sensing image target recognition based on traditional algorithms mainly
relies on manual interpretation, which is low in efficiency, high in cost, and poor in
timeliness. The traditional model can no longer meet the current operational needs.
Fortunately, a variety of target recognition algorithms based on deep learning tech-
nology are gradually replacing traditional algorithms. With the introduction of net-
works such as deep residual networks and deep dense networks, the number of
layers of deep convolutional neural networks is getting deeper, and the over-fitting
phenomenon brought about by the deepening of the network is greatly reduced, and
the recognition effect is also increasing accurate.

At present, themethods of target recognition of convolutional neural networks can
be divided into two categories. The first category is region-based target recognition
methods such as Faster R-CNN [1] andMask R-CNN [2]. This type of method works
well for small targets, but the detection speed is slow. The other type is regression-
based target recognition methods, such as SSD [3] and YOLO [4]. The regression-
based target recognition method uses end-to-end target recognition, and the speed is
much faster than the region-based target recognition method.

In this paper, an on-board target detection system based onNVIDIATX2 develop-
ment platform andYOLOV3 [5] algorithm is built, which is focused on the detection
of airplanes and ships. Satellite images with the two targets are collected and labeled.
The experimental results show that the F1-score values of the well-trained network
on airports and ships are 91.48% and 93.89%, respectively, and the detect speed of
a signal image with a size of 1 k × 1 k on NVIDIA TX2 development platform is
about 0.56 s.

2 Annotation of Dataset

2.1 Motivation

Datasets play an important role in data-driven technology, such as deep learning.
There are many conventional target detection datasets, and the front-end target detec-
tion algorithms (such asFasterR-CNN,MaskR-CNN,SSD, andYOLO)are basically
experimented on these regular datasets. But the classification training based on con-
ventional datasets performs poorly on satellite images, because the satellite images
have its particularity, such as scale diversity, particular perspective, and small target
problem.

Satellite images are of different orbital altitudes from a few hundred kilometers
to thousands of kilometers, and the ground targets are even different in size, such as
the aircraft carrier is more than 300 m, and the small ship is only a few 3 m. The
perspective of the satellite image is basically a high-altitudeview, but the conventional
datasets are mostly the horizontal perspective, so the same target mode is different.
Even a good detector trained on the regular dataset may have a poor performance on
detecting targets of satellite images. Many targets of satellite images are with small
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size (tens or even a few pixels), which leads to a small amount of target information.
The CNN-based target detectionmethod has a good performance on the conventional
target detection dataset, but for small targets, CNN’s pooling layer will further reduce
the amount of information. A 24 × 24 target has only about 1 pixel after 4 layers of
pooling, making the dimension too low to distinguish.

Based on the above reasons, for the target detection task of satellite images, the
conventional dataset is often difficult to train the ideal target detector, and a special
satellite database is needed.

2.2 Image Collection and Annotation

As mentioned before, two categories are selected and annotated in our dataset, i.e.,
airplane and ship. In target detection of satellite images, in addition to resolutions
of satellite images, the variety of sensors are also effective to the performance of
classifier. To ensure that the classifier of targets on satellite images is robust to
different resolutions and sensors, and satellite images in our dataset are collected from
multiple satellites with multiple resolutions. Training data is collected from small
chips of large images mainly from three satellites, i.e., Jilin No. 1, DigitalGlobe, and
Planet. To increase the diversity of training data, the satellite images are fromdifferent
cities. In addition, the dataset is expanded by some image processing operations, such
as image noise, rotation, and contrast change.

As for dataset labeling, many visual concepts such as region descriptions, and
objects, can be annotated with bounding boxes, as shown in Fig. 1. A common
description of bounding boxes is (xc, yc, w, h), where (xc, yc) is the center location,
w and h are the width and height of the bounding box, respectively. That is to say,
each label includes a bounding box and category identifier for each object.

Compared with those in regular images dataset (e.g., PASCALVOC and
MSCOCO), these satellite images are mostly very large in size. The original size
of images in our dataset ranges from about 800 × 800 to about 4 k × 4 k. We make
annotations on the original full image without partitioning it into pieces to avoid
the cases where a single instance is partitioned into different pieces. And then, the
original images are partitioned into pieces with sizes smaller than 1 k × 1 k. The
cross-dataset generalization is an evaluation for the generalization ability of a dataset.
We randomly select 14,662 for training and 3258 for testing. Our final dataset and
the train/test split for each category are shown in Table 1.

3 Network Architecture

You Only Look Once (YOLO) algorithm is a regression-based target recognition
method, which is proposed in 2015 [6]. The third generation of YOLO V3 has been
developed in 2018. Just like its name, it only needs to do a forward calculation tomake
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Fig. 1 Samples of annotated images in our dataset

Table 1 Train/test split Object class Training examples Test examples

Airplanes 6686 1486

Ships 7976 1772

All 14,662 3258

a variety of objects are detected, so the YOLO series algorithm detects quickly. The
network still maintains the advantages of the fast detection of the YOLOV2 network,
and the correct rate of recognition is greatly improved. Especially in the detection
and identification of small targets, the accuracy is greatly improved. YOLO V3
network draws on the idea of residual neural network, introducing multiple residual
network modules and using multi-scale prediction improves the defect of YOLO V2
network in small target recognition. Because of the high accuracy and timeliness of
detection, this algorithm is one of the best algorithms in the field of target detection.
The model uses a number of well-formed 3 × 3 and 1 × 1 convolutional layer and
later uses multi-scale predictions to structure some residual networks. Finally, it has
53 convolutional layers and is called as Darknet-53.

The YOLO V3network introduces the idea of using anchor boxes in Faster R-
CNN. Three scales are used for COCO datasets and VOC datasets. Each scale has 3
anchor boxes, and the scale features are large. A small a priori box, so you can select
the appropriate a priori box anchors according to the target you want to identify and
modify the network structure according to the scale of the prediction.
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The YOLO V3 network uses anchor boxes as a priori boxes to detect targets in
the image. In the Faster R-CNN and SSD, you need to manually set the a priori box,
which will make the selection subjective. If you can choose a suitable a priori box,
the deep convolutional neural network will be easier to learn. Hence, the K-means
algorithm is used in the YOLO V3 network to cluster the target frame size of our
dataset.

4 Evaluations

4.1 Network Training

We train with stochastic gradient descent. Besides the anchor boxes, the main param-
eters in the training are set as follows: each batch of 32 images, number of iterations
of 50,200, an initial learning rate of 10−3, a weight decay of 0.0005, and a momen-
tum of 0.9. Meanwhile, rotating training dataset is used during training to increase
the contrast and exposure of the image. Each iteration trains 1 batch and performs
1 scale transformation to realize the expansion of the dataset. In addition, by doing
k-means clustering on our dataset, the size of the corresponding prediction box is
set to the center of the nine clusters, which are (44, 65), (63, 37), (135, 189), (124,
85), (76, 67), (217, 103), (76, 130), (115, 50), (243, 219). Training takes 3 days on
a single NVIDIA Titan X GPU.

4.2 Test Results

If the number of iterations of the training network exceeds a certain number, the
phenomenon of over-fitting may occur. In order to select the best weight file, the
network weight file is saved every 10,000 iterations during training. The first 500
images of the test images are selected to test all the weights using the network and
calculate the recall rate, which is expressed by

R = TP/(TP + FN) (1)

where TP denotes the number of targets that are correctly detected and FN denotes
the number of targets that are not detected.

Part of the test results is shown in Table 2. It can be seen from Table 2, the optimal
iteration time for the YOLO V3 network is around 50,000.

We select the weight file with 50,000 iteration times to evaluate the well-trained
network on our dataset and calculate the accuracy rate, which is expressed by

P = TP/(TP + FP) (2)
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Table 2 Relationship
between recalling rate and
iteration times

Iteration times Average recalling rate (%)

10,000 88.13

20,000 89.61

30,000 90.19

40,000 91.62

50,000 92.02

50,200 91.89

Bold represents the maximun value at the iteration number.

Table 3 Relationship
between recalling rate and
iteration times

Object class Accuracy rate (%) F1-score

Airplane 92.12 91.48

Ship 94.57 93.89

where TP denotes the number of targets that are correctly detected and FP denotes
number of targets that are miss detected.

In this paper, F1-score, i.e., balanced F score, is used to evaluate the target detec-
tion effect of our well-trained network on satellite images, which can be expressed
by

F1 = 2∗ P ∗ R

P + R
(3)

As shown in Table 3, the F1-score of the well-trained network on airplane and
ship is 91.48% and 93.89%, respectively.

Then the well-trained network is transplanted to NVIDIA TX2 development plat-
form to evaluate the detection speed. At test time, we partition testing images of arbi-
trary size into manageable cutouts and run each cutout through our trained model.
Partitioning takes place via a sliding window with user-designed bin sizes and over-
lap (30% by default). As shown in Table 3, the average detection time of a single
image with a size of 1 k × 1 k on NVIDIA TX2 development platform is 0.56 s. The
visualization results are shown in Figs. 2 and 3.

5 Conclusion

In this paper, an on-board target detection system based on NVIDIA TX2 develop-
ment platform and YOLOV3 algorithm is built, which is focused on the detection of
airplanes and ships. Satellite images with the two targets are collected and labeled.
The experimental results show that the F1-score values of the well-trained network
on airports and ships are 91.48% and 93.89%, respectively, and the detect speed of
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Fig. 2 Visualization results of airplane detection

Fig. 3 Visualization results of ship detection

a signal image with a size of 1 k × 1 k on NVIDIA TX2 development platform is
about 0.56 s.
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River Segmentation Based on Visual
Salience Calculation of Spectral Residual
and Region Growing in SAR Images

Guiming Zhang, Gong Zhang, Liyan Luo, Jiantao Wang, and Qing Ding

Abstract In the problemof the SAR image river segmentation, the thresholdmethod
and the region growing method are two widely used segmentation methods based
on water pixel information. In view of the fact that the precision of the segmenta-
tion result for the threshold method is low and the segmentation result of the region
growing method has voids which lead to the problem of the high missing alarm;
for the first time, this paper introduces the visual salience detection theories into the
SAR image river segmentation and presents a method that combines visual salience
calculation of spectral residual and region growing. This method first binarizes the
preprocessed SAR image, then extracts the saliency map of the binary image by uti-
lizing the spectral residual model, and finally segments the river region by using the
region growing method on the saliency map. Compared with the threshold method,
the region growing method and the method that combines the threshold method and
the region growing method, the experiments demonstrate that the method proposed
by this paper has much better precision and comprehensive segmentation perfor-
mance. Apart from that, it also effectively solves the problem of the voids existing
in the segmentation results for the traditional region growing method. Therefore, the
method presented by this paper can be applied to the SAR image river segmentation
in the applications such as water resources planning and flood disaster prevention.

Keywords Synthetic-aperture radar · Spectral residual · Region growing · River ·
Binarization

1 Introduction

Segmentation of rivers is of great importance in water resources assessment, soil and
water conservation, transportation, and flood disaster prevention. Synthetic-aperture
radar (SAR), as an imaging radar working in microwave band, has attracted more
and more attention due to its advantages of all-time, all-weather, strong penetration
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ability, andwidemonitoring range.Generally speaking, the backscattering coefficient
of the river surface is relatively small and the echo signal is weak compared with the
adjacent objects, which results in the lower gray values for the river surface in SAR
images, showing obvious differences from the gray values of the land surface in the
image.

Among the SAR image river detection methods, a common method is to segment
and draw the river region from the image by hand; but this method is time-consuming
and labor-consuming. In order to improve the efficiency and precision of river seg-
mentation in SAR images, many researchers have done a lot of in-depth work on it.
The threshold method has become the most widely used one for river segmentation
in SAR images due to its advantages of computational efficiency, but its anti-noise
ability is poor [1–3]. In addition to that, it cannot solve the problem of the differ-
ent objects with the same spectra characteristics, either. Region growing method
is another commonly used method for river segmentation in SAR images [4–6]. It
has the characteristics of the simplicity and high efficiency, but the noise and non-
uniformness of the gray level in SAR imagesmay lead to holes and over-segmentation
in segmentation results.

The research shows that in the face of complex scenes, human visual system
can quickly screen out important targets and ignore insignificant information. This
selective and active physiological and psychological activity is called visual attention
mechanism [7, 8]. In SAR images, the river region and background show obvious
grayscale differences, which make the river region significant relative to the back-
ground. The application of visual salience model that helps to reduce the compu-
tational load of river segmentation and improve the efficiency of information pro-
cessing is used to segment the river region quickly. At present, the commonly used
visual attention calculationmodels includevisual attention calculationmodel of ITTI,
visual attention calculation model of AIM, and visual attention calculation model of
spectral residual (SR) [9]. Compared with the first two visual attention calculation
models, the spectral residual model is based on frequency domain processing [10],
which is relatively simple and fast, and is conducive to extracting saliency maps of
wide SAR images and building real-time system.

Based on the theory of human visual salience attention and the saliency of river
region inSAR images, a river segmentationmethod for SAR images based on salience
calculation model of spectral residual and region growing is proposed for the first
time in this paper. Firstly, the SAR images are binarized after preprocessing, and then
the binarized images are used to extract the saliency maps by taking the SR model.
Finally, the salient maps are used to segment the river regions by region growing
method on the salient maps.
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2 River Segmentation Based on Visual Salience Calculation
of Spectral Residual and Region Growing

2.1 Rough Segmentation Processing by Binarization

Rough segmentation by binarization for the SAR images is used to form the binary
images for further processing. Concretely, the pixels the values of that are below the
threshold are divided into the river region, and the pixels the values of that are above
the threshold are considered as background. It is obvious that the determination of
the segmentation threshold is the key. The commonly used methods of the thresh-
old determination are empirical method, experiment method, two-peak method, and
mathematical statisticsmethod, etc. [11]. Among them, the experimentmethod needs
iterations between human andmachine, which is time-consuming and laborious. The
two-peakmethod is often affected by noise, and it is easy to get false threshold.Mean-
while, the method of maximum square error, that is the most widely used one belong
to the mathematical statistics method, often misclassifies some land areas into river
because the pixel values of that are close to the pixel values of the river, such as
grassland. Particularly, when the ratio of the river area to the whole image is less
than 30%, the segmentation performance of the method of maximum square error
will decrease significantly [12]. For the reason that the backscattering coefficient of
rivers is relatively small and the gray values of rivers in SAR images are obviously
different from those of adjacent riverbanks; the empirical method is adopted to define
appropriate thresholds and separate the river regions from the riverbanks roughly in
this paper.

2.2 Visual Salience Calculation Model of Spectral Residual

After binarization, the river region is more significant when compared with the back-
ground and is more conducive to extracting the saliency map accurately. The basic
idea of the spectral residual model is that the logarithmic amplitude spectrum of each
natural image has an approximate trend [10]. Therefore, the change part of the image
that is the saliency area is caused by the spectral residual. Given an image I(x), after
Fourier transform the image is decomposed into two parts which are the amplitude
spectrum A(f ) and the phase spectrum P(f ), as shown in Eqs. 1 and 2.

A( f ) = Amp{FFT[I (x)]}. (1)

P( f ) = Pha{FFT[I (x)]}. (2)

Then the logarithmic transformation of the amplitude spectrum is shown in Eq. 3.
Then the logarithmic amplitude spectrum is subtracted by the convolution between
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the logarithmic amplitude spectrum and the low-pass filter, and the spectral residual
can be obtained, as shown in Eq. 4.

L( f ) = log[A( f )]. (3)

R( f ) = L( f ) − hn( f ) ∗ L( f ). (4)

Finally, the saliencymap of the original image can be obtained through the inverse
Fourier transform of the spectral residual and the initial phase spectrum. In addition,
a Gauss filter can be taken to smooth the image for better visual effect, as shown in
Eq. 5.

S(x) = g(x) ∗ ∣
∣FFT−1{exp[R( f ) + i · P( f )]}∣∣2. (5)

In the equations above, FFT and FFT−1 denote Fourier transform and its inverse
Fourier transform, respectively. A(f ), P(f ), L(f ), R(f ), S(x) denote the amplitude
spectrum, phase spectrum, logarithmic amplitude spectrum, spectral residual, and
saliency map of the original image. hn(f ) denotes the low-pass filter in the frequency
domain. The mean filter is chosen in this work. g(x) denotes the low-pass filter in the
spatial domain. The Gauss filter is taken in this paper.

2.3 Region Growing Method

Region growing is the process of joining neighboring points (or collections of points)
into larger regions, subject to the predetermined growing criteria [13]. Its basic idea
is to determine whether the adjacent pixels satisfy the conditions according to the
growing rules when starting from the seed points. If the conditions are satisfied, the
area is continuously growing by merging the adjacent pixels with the seed points,
and then the above qualified pixels are taken as the new seed points and the proce-
dures mentioned before are repeated again. This process stops until no pixels can
be merged, and the region growing segmentation is completed. Traditional region
growing method is vulnerable to noise, so how to select seed points and determine
the conditions of region growing become difficult problems. They both affect the
segmentation results. If the growing conditions are harsh, there will be voids in the
segmentation results. If the growing conditions are loose, the segmentation precision
may be reduced.

In this paper, seed points are selected manually on the saliency maps. When the
segmentation stops due to gray difference or encountering bridges, seed points will
be selected in the undivided region until the river segmentation in the whole image is
completed. In this paper, the thresholdmethod is carried out after the preprocessing of
the original images,whichmakes the river region pixel values smooth and convergent.
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And then the influence of the river region pixel values’ difference on the following
segmentation is greatly solved.

2.4 Evaluation Method for the River Segmentation
Performance

Comparing the results of river segmentation by various methods and the manual
mark, four performance indicators which are precision, missing alarm, F-score, and
operation time, respectively, as shown in Eqs. 6–9, can be used to quantitatively
evaluate the segmentation performance.

P = A(Wr) ∩ A(We)

A(We)
. (6)

R = A(Wr) ∩ A(We)

A(Wr)
. (7)

MA = 1 − R. (8)

F = 2PR

P + R
. (9)

Among these equations, A(W r) represents the set of true river pixels in the image,
which is plotted by manual mark in the experiment. A(W e) represents the set of
river pixels in the image obtained by the river segmentation method. The value of
P represents the precision of the method, and the higher the value, the more precise
the result of river segmentation. The values of R and MA are recall ratio and missing
alarm of the method, respectively, representing the integrity of the river segmented
by the method. The higher the value of R, the lower the value of MA will be, and the
closer the river area segmented is to the true river range. In practice, the values of
P and R sometimes appear contradictory, so F-score that is the weighted harmonic
average of precision and recall ratio is introduced to evaluate the comprehensive
segmentation performance for the method. In the same environment, the shorter the
operation time is, the more practical the project will be.

3 River Segmentation Procedures in SAR Images

In this section, the detailed procedures of SAR image river segmentation method
based on the salience calculation model of spectral residual and region growing are
given. The flowchart of the proposed method is shown in Fig. 1.

The specific processing steps are as follows:
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Fig. 1 Flowchart of the
proposed method for the
SAR image river
segmentation

Start

SAR Images

Preprocessing: Filtering and Stretching

Binary Segmentation

Rough Stage

Saliency Map by SR Model

Precise Stage

Region Growing Method

Segmentation Finishes?

Selection of Seed Points

End

Yes

No

1. Preprocessing. First, the original image is smoothed by using an enhanced Lee
filter which effectively removes the speckles and retains the fine information
of the image. Secondly, after filtering the image is stretched by piecewise linear
transformation to improve the contrast between the river area and the background.
The pixel value of 2% the lower gray value in the image is set to 0, and that of
the 2% higher gray value is set to 255. The rest of the pixel values are extended
to the range of 0–255 by linear transformation.

2. Binary segmentation. After the preprocessing is completed, a custom threshold
is used to segment the image. When the pixel value in the image is less than
or equal to the threshold, the pixel value is set to 0. Meanwhile, when the pixel
value in the image is greater than the threshold, the pixel value is set to 255. The
threshold here is set to 60.
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3. Using the SRmodel to extract the saliencymap. For binary segmentation images,
the SRmodel is used to extract the saliencymap. The uniformly connected region
on the saliency map will be a closed area with boundary.

4. Selection of seed points. Manual interaction is used to select seed points in river
area on the saliency map.

5. Using the region growingmethod to segment river. Themethod of region growing
is used to segment and grow river region. If the river region is not segmented
completely, the seed points are selected in the area to be segmented to grow until
the whole river area is fully divided.

4 Experimental Results and Analysis

In order to verify the validity of the purposed method in this paper, the experiments
of river segmentation are carried out on two randomly selected SAR images byMAT-
LAB R2017b, and the performance comparison results of the widely used threshold
method, region growing method, improved region growing method based on thresh-
old (threshold + region growing method for short), and the purposed method are
given in this section.

Figure 2 is the two original SAR images (named as Image 1 and Image 2, respec-
tively) selected for river segmentation experiments and the images generated in the
process of using the purposed method (including the images after preprocessing, the
binary segmentation images, and the SR saliency images). The pixel size of Image 1

Fig. 2 Original images and images produced in the process of using the proposed method. a the
original image for Image 1; b the image after preprocessing for Image 1; c the binary segmentation
image for Image 1; d the saliency map for Image 1; e the original image for Image 2; f the image
after preprocessing for Image 2; g the binary segmentation image for Image 2; h the saliency map
for Image 2



182 G. Zhang et al.

is 920 × 919, and that of Image 2 is 480 × 341. From Fig. 2a, e, it is not difficult
to see that the river area is significant relatively to the background. Because of the
inherent reasons, there are still many speckles in the image, which will affect the
implementation of the subsequent binary segmentation. Therefore, an enhanced Lee
filter is used to suppress speckles in the image and a 2% linear transformation is
taken to enhance the contrast of the image. The preprocessed image is shown in
Fig. 2b, f, respectively. It can be seen that the speckles are effectively suppressed,
and the contrast between the river area and the background is enhanced after prepro-
cessing. Then the rough binary segmentations of Fig. 2b, f are carried out by using
the custom threshold. The segmentation results are shown in Fig. 2c, g. It can be
seen from the figures that the threshold method is easy to mistake the objects whose
gray values are close to the river, resulting in a serious decline in the precision of
river segmentation. Finally, the SR model is used to extract the saliency maps of the
binary segmentation images, as shown in Fig. 2d, h, respectively. Combining with
the binary segmentation image, we can also see that the uniformly connected region
is a closed area with boundary on the saliency map, which is suitable for further
precise river segmentation by region growing method.

Figure 3 is the river segmentation results of Image 1 and Image 2 using the man-
ual mark, the threshold method, the region growing method, the threshold + region
growing method, and the purposed method, respectively. It can be seen from the
graphs that the threshold method cannot solve the problem of the different objects
with the same spectra characteristics, which leads to the low precision of river seg-
mentation. It should be pointed out that the region growing method, the threshold

Fig. 3 Comparison result of the five methods. a the manual segmentation result for Image 1; b the
segmentation result of threshold method for Image 1; c the segmentation result of region growing
method for Image 1; d the segmentation result of combining threshold method and region growing
method for Image 1; e the segmentation result of the proposed method for Image 1; f the manual
segmentation result for Image 2; g the segmentation result of threshold method for Image 2; h the
segmentation result of region growing method for Image 2; i the segmentation result of combining
threshold method and region growing method for Image 2; j the segmentation result of the proposed
method for Image 2
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+ region growing method, and the region growing part of the purposed method all
follow the same growing rules and termination conditions. It can be seen from the
figures that compared with the traditional region growing method, both the threshold
+ region growing method and the method presented in this paper can solve the prob-
lem of voids existing in the segmentation results. This is mainly due to the smoothing
of river pixel gray values by using the threshold method in advance, so as to avoid
the problem of insufficient region growing due to the difference of pixel gray level.
Of course, the problem of voids can also be eliminated by morphological filtering
(such as expansion and corrosion methods), but at the same time the void disappears
while the details of the river edge change. Therefore, in order to precisely compare
the segmentation performance of these methods, the results of river segmentation by
each method in this paper have not been carried out by morphological filtering.

For the images to be segmented in this paper, the advantages and disadvantages
of the four river segmentation methods are quantitatively analyzed by calculating
the precision, the missing alarm, F-score, and the operation time, respectively. The
performance comparison results are shown in Table 1. As can be seen from Table 1,
the precision of the threshold method is the lowest, which agrees with the above anal-
ysis. Meanwhile, the threshold method and the threshold + region growing method
have the lowest missing alarm. However, compared with the former, the threshold
+ region growing method has a significant improvement in precision, especially in
the situation that the gray values of background and river gray values are close to
each other. Compared with the threshold method and the threshold + region grow-
ing method, the traditional region growing method has a higher precision as well as
a higher missing alarm. In this paper, the purposed method is the one that the SR
salience calculation model is introduced on the basis of the threshold+ region grow-
ing method. From the performance comparison results in Table 1, it can be seen that
the introduction of SR model reduces the amount of river segmentation calculation
and improves the efficiency of information processing. The purposed method has
the highest precision in four methods. The missing alarm of the purposed method is

Table 1 Performance comparison of four methods

Method
name

Precision (%) Missing alarm (%) F-score (%) Operation time (s)

Image 1 Image 2 Image 1 Image 2 Image 1 Image 2 Image 1 Image 2

Threshold
method

58.0 90.9 0.5 1.0 73.3 94.8 0.24 0.21

Region
growing
method

92.4 98.8 1.7 8.2 95.3 95.2 14.47 5.31

Threshold
+ region
growing
method

87.4 94.4 0.4 1.0 93.1 96.6 24.58 6.33

The
purposed
method

94.8 99.6 1.7 4.4 96.5 97.6 14.81 5.32
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higher than the threshold method and the threshold + region growing method, but
lower than the region growing method. In terms of F-score, the purposed method
has the best comprehensive segmentation performance, followed by region grow-
ing method and the threshold + region growing method, and finally the threshold
method. In terms of the segmentation efficiency, the threshold method has the short-
est operation time, followed by the regional growingmethod. The threshold+ region
growing method has the longest segmentation time. In this paper, because that the
purposed method is the one that the SR model is introduced on the basis of the
threshold + region growing method, the operation time of the purposed method is
greatly shortened, which makes the operation efficiency of this method equal to that
of the region growing method. Further, it has the best comprehensive segmentation
performance of these four methods.

5 Summary

In this paper, a river segmentation method in SAR images based on SR salience cal-
culation model and region growing method is proposed for the first time. Firstly, the
preprocessed SAR image is binarized. Then the saliency map of the binary image is
extracted by SR model, and finally, the river region is segmented by region growing
method on the saliency map. By comparing the river segmentation results of two
randomly selected SAR images, we can see that the proposed method has higher
accuracy and better comprehensive segmentation performance than the widely used
threshold method, region growing method, and threshold + region growing method.
At the same time, it also solves the problem of the voids existing in the segmenta-
tion results by traditional region growing method. Finally, in terms of operational
efficiency, the proposed method is comparable to that of the region growing method,
but significantly better than that of the threshold + region growing method. The
reason is that the introduction of SRmodel reduces the amount of river segmentation
calculation and improves the efficiency of information processing.
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Remote Sensing Road Extraction
by Refining Road Topology

Huiqin Gao, Yuan Yuan, and Xiangtao Zheng

Abstract Remote sensing road extraction is one of the research hotspots in high-
resolution remote sensing images. However, many road extraction methods cannot
hold the edge interference, including shadows of sheltered trees and vehicles. In this
paper, a novel remote sensing road extraction (RSRE)method based on deep learning
is proposed, which considers the road topology information refinement in high-
resolution image. Firstly, twoparallel operations,which nameddilationmodule (DM)
and message module (MM) in this paper, are embedded in the center of semantic
segmentation network to tackle the issue of incoherent edges. DM containing dilated
convolutions is used to capture more context information in remote sensing images.
MM consisting of slice-by-slice convolutions is used to learn the spatial relations and
the continuous prior of the road efficiently. Secondly, a new loss function is designed
by combining dice coefficient termandbinary cross-entropy term,which can leverage
the effects of different loss. Finally, extensive experimental results demonstrate that
the RSRE outperforms the state-of-the-art methods in two public datasets.

Keywords High resolution · Road extraction · Deep learning · Feature fusion

1 Introduction

Road extraction in high-resolution remote sensing image aims at detecting and seg-
menting road pixels in images. It refers to judging pixels as road or non-road, usually
regarded as a binary classification problem. Road is an integral part of vehicle nav-
igation, city planning, geographic and information updating, and so on. At present,
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the task of road extraction mainly contains road surface detection [1] and road cen-
terline extraction [2, 3]. The former extracts all road pixels out, while the latter only
label the skeletons of roads, which used to provide directions. Some methods also
extract surface and centerline of road simultaneously [4].

In the field of high-resolution remote sensing road extraction, numerous methods
have been proposed in recent years. Early methods extract low-level features (e.g.,
edge, corner, gradients) and define heuristic rules (e.g., geometrical shape) to clas-
sify pixels into road or non-road. S. Hinz and A. Baumgartner combined road and
context information to extract road, including radiation measurements and geometry
information [5]. In [6, 7], uniform areas with shape or geometric characteristics in the
image were detected firstly and then used region growth technique to generate road
map. The problem of these methods is that the features and rules used are only for
simple scenes, while roads in the high-resolution remote sensing images are complex
and irregular.

Severalmethods applied deep learning to road extraction in high-resolution remote
sensing image. Y. Zhang et al. used multi-source data and multi feature to improve
accuracy of road extraction [8]. Y.Wei et al. designed a road structural loss function to
constrain road edge [9].G.Máttyus et al. inferred the correct road in the result of initial
segmentation [10]. F. Bastani et al. designed an iterative graph construction method
to output road map [11]. Recent methods adopted the idea of semantic segmentation
[12–15] and take roads as foreground and non-roads as background. Z. Zhang et al.
combined the strengths of residual learning and U-Net [16] to extract road [17]. Y.
Xu et al. fused attention mechanisms in DenseNet to capture local and global road
information simultaneously [18]. L. Zhou et al. used larger receptive filed to preserve
detailed information, thus obtained a better result of road extraction [19]. Although
methods based on deep learning made some progress, it still had incoherent issues
of road edge. The issues mainly caused by edge interference, including shadows
of roadside trees or buildings and vehicles on the roads, which can be observed in
high-resolution remote sensing images. To solve the issues, a novel high-resolution
remote sensing road extraction (RSRE) method is proposed to refine road topology
information. In addition to increasing the receptive field to keep context information,
RSRE also considers the spatial relations of road pixels of an image. The spatial
relations of pixels in image contribute to learning topology information of road
with weak coherence in high-resolution remote sensing image. Therefore, RSRE
can alleviate the incoherent issues which occurred in many existed methods based
on deep learning.

In this paper, RSRE focuses on road topology information refinement in high-
resolution remote sensing image. Topology information refinement means the main-
tenance of the shape, structure, or connection of the road throughout thewhole image.
Based on the encoder–decoder architecture which often used in semantic segmen-
tation network, RSRE adopts dilation module (DM) and message module (MM)
between encoder and decoder to enhance connectivity of road edge. Dilated convo-
lutions inDMcan increase the receptive field to keep the detailed context information
in image, while slice-by-slice convolutions in MM enable messages passing across
rows and columns in image to capture spatial relations of pixels. After extracting
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the features of image by encoder, DM and MM are used to reprocess the features
between encoder and decoder. Finally, RSRE uses sigmoid layer and threshold value
to output road maps. Furthermore, a new loss function is proposed to make RSRE
not favor the non-road which has most of pixels in image. Experimental results show
that RSRE is excellent both on DeepGlobe Road dataset [20] and Massachusetts
Road dataset [21].

2 Method

2.1 RSRE Architecture

Due to the initial high-resolution remote sensing image has large size, and road
always span the whole image with natural properties like topology and connectivity.
Therefore, RSRE receives 1024× 1024 high-resolution image as input to reduce the
loss of detail caused by cropping images and generates road map with road topology
information refinement and better road connectivity recovery. As shown in Fig. 1,
RSRE has an encoder–decoder structure and combines low-level detail information
and high-level semantic information to extract road in high-resolution image.

There are three parts in RSRE: encoder, center, and decoder parts. Like the archi-
tecture of D-LinkNet, the encoder part extracts feature maps of input high-resolution
remote sensing image and uses ResNet34 [22] pretrained on ImageNet [23] dataset.
The center of RSRE fuses the results of feature reprocessing by DM andMM to keep
topology information of road. The decoder part uses transposed convolution layers
[24] to do up-sampling and restores the resolution from 32 × 32 to 1024 × 1024.
Finally, RSRE uses sigmoid layer and threshold value to output road maps. Pixels
which probability of sigmoid layer output larger than 0.5 are considered roads, while
others are considered as non-roads.

DM

MM

1024×

× ×

×

×

×

1024 1024×1024

High resoluition image Road map

Encoder Dencoder

Center

Fig. 1 RSRE architecture. Symmetrical blocks represent features with the same size and channels.
The below expression n2 × c means that the size is n × n, and the number of channels is c. RSRE
has an encoder–decoder structure. Center part is the core of RSRE, including DM and MM
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2.2 DM and MM

The center part can refine the topology structure of road in the high-resolution remote
sensing image. The high-dimensional hidden layer features are selected as the input
of center part because of rich information. This part is composed of two parallel
operations: DM and MM. DM increases receptive field without reducing the image
resolution through dilated convolution layers [25] with series and parallel connec-
tions. As shown in Fig. 2, DM stacks result of each dilation rate, which contributes
to capturing multi-scale context.

Although DM contributes to obtain multi-scale context information by increasing
receptive field, it has an issue of lacking correlation information between pixels.
Due to the values of dilated convolution is obtained from the pixels of mutually
independent rows and columns, and these pixels lack correlation on each other. The
issue causes loss of local information might be not relevant and thus bring poor
continuity but is critical to the road, which has long-distance continuous, and strong
spatial relation while weak appearance clue in the high-resolution remote sensing
image.

In order to solve the potential issue of DM, MM uses the module of spatial CNN
[26] in the field of computer vision to enhance spatial relations of pixels in high-
resolution remote sensing image. Though slice-by-slice convolutions within feature
maps, it can better propagate spatial information of pixels on rows and columns
and thus can effectively preserve the topology information of road with long thin
structure in high-resolution image.

As shown in Fig. 3, MM also applies on high-dimensional hidden layer features.
The height, width, and the number of channel of the input feature are 32, 32, 512.
MM has four directions to slice: upward, down, left, and right. Only the down and
upward directions are shown in figure, and the left and right directions are similar.
In each direction, the feature is sliced along height (upward and down) or width (left
and right) of feature. The first slice goes through convolution and rectified linear unit
(ReLU) and then adds next slice to formulate a new slice. The new slice repeats the
same processing sequentially until the last slice is updated and thus obtains a new

r =1 r =2 r =3 r =4

f =1 f =3 f =7 f =15 f =31

× × × × × ×

Fig. 2 DM architecture. DM contains dilated convolution with series and parallel connections. The
expression n2 × c on the feature block means that the size is n × n, and the number of channels is
c. The parameters r represents the dilation rate, and f means the receptive field
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...

Upward

k

...

Down

×

Fig. 3 MM Architecture. MM contains slice-by-slice convolutions within features. Expression
n2 × c on the feature means that the size is n × n, and the number of channels is c. Parameter k is
kernel width used in MM

feature of size 32× 32× 512. Weights of the slice-by-slice convolutions are shared
with the same direction and are initialized randomly different with spatial CNN.

2.3 Loss Function

Although roads are distributed in the entire high-resolution image, the imbalance
in road pixels and non-road pixels in an image has the potential to tilt the training
result toward non-road class with more pixels. Therefore, a new loss function is
used in this paper, which uses dice coefficient item (1) and binary cross-entropy (2)
simultaneously.

ldice = 1−
∑N

n=1 yn fw(xn) + m
∑N

n=1 yn + fw(xn) + m
. (1)

lbce = − 1

N

N∑

n=1

[
yn · log fw(xn) + (1− yn) · log(1− fw(xn))

]
. (2)

xn means nth high-resolution remote sensing image, where n = 1, 2, 3, . . . , N
andN is themini-batch size. yn indicates the ground truth (GT) of image xn, andGT is
a binarymap. Expression fw(xn) denotes the output of RSRE, where w represents the
weight of RSRE that needs to be optimized. Parameter m is an adjustable parameter
between numerator and denominator in ldice.

Loss ldice can be regarded as the degree of similarity of road contours between GT
and predicted fw(xn). Loss lbce is often used in the training of semantic segmentation
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network. However, in the case of extremely unbalanced data, the cross-entropy loss
is much smaller than the dice loss after multiple iterations, and the effect of lbce will
be lost. Road extraction can be regarded as a task of pixel-level recognition, only
pixels of road can view as positive sample. Clearly, there is great imbalance in road
pixels and non-roads pixels. To release the question of imbalance, RSRE combines
ldice and lbce with λ and adjusts m to control the effects of different losses on training
results. Thus, the final loss function is the form in (3):

lossw = ldice + λlbce. (3)

Parameter w is the weight of RSRE that needs to be updated. λ is a constant
coefficient by manual setting. Though minimizing the loss function, the optimal w is
obtained gradually. RSRE chooses Adam as optimizer to optimize the loss function.

3 Experiment

3.1 Datasets

The method is tested on two big datasets. The first is DeepGlobe Road dataset. The
resolution of each image is 1024× 1024. Image scenes include urban, rural, wilder-
ness, seaside, tropical rainforest, and others. On account of only training images
have labels, for the convenience of measuring the accuracy of road extraction, the
experiment divides the labeled 6226 training image into 4358 for training and 1868
for test.

The second dataset is Massachusetts Road dataset. The size is 1500 × 1500 with
a resolution of 1.2 m per pixel. In the original training data, there are some images
that do not match labels; because in the work of the original thesis, the dataset is
used to study the effectiveness of robustness. In this paper, first delete the mismatch
image and GT pairs, then crop to size 1024 × 1024 from center, and train RSRE on
the rest of 737 images and test in 49 images.

3.2 Implementation Details

In the experiments, PyTorch [27] is used as the deep learning framework. In the train-
ing phase, the min-batch size is 16 and uses 2 GPUs. The learning rate was initially
set to 2e−4 and reduced by a factor of 0.1 in every 20 epochs. RSRE adopts data
augmentation to avoid the problem of over-fitting without cross-validation, includ-
ing flip, vertical flip, diagonal flip, color jittering, image shifting, and scaling. In
the predicting phase, each image has operations of horizontal flip, vertical flip, and
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Table 1 Results of RSRE compared with other methods in two datasets, and the best values of
precision (P), recall (R), and F1-score have been highlighted in bold

Method DeepGlobe Road dataset Massachusetts Road dataset

P R F1-score P R F1-score

U-Net 0.730 0.768 0.748 0.613 0.760 0.679

LinkNet 0.753 0.734 0.743 0.681 0.750 0.714

D-LinkNet 0.776 0.829 0.802 0.737 0.816 0.774

RSRE 0.793 0.821 0.807 0.755 0.810 0.781

diagonal flip. Hence, each image is predicted 8 times and averaged the probability
of each prediction.

3.3 Result and Analysis

To assess the effectiveness of RSRE in road extraction with high-resolution remote
sensing image, the precision (P), recall (R) [28], and F1-score are introduced as
follows:

P = TP

TP+ FP
, R = TP

TP+ FN
, F1 = 2× P × R

P + R
. (4)

where TP, FP, TN, FN represent the number of true positives, false positives, false
negatives, and false negatives. Pmeans the percentage of all road pixels in image that
is predicted correctly. R represents the proportion of all pixel predicted correctly that
detected as road. F1-score is an evaluation metric for the harmonic mean between P
and R.

RSRE is comparedwithU-Net, LinkNet, D-LinkNet in two datasets and evaluated
P, R, F1-score of road in Table 1 The architecture of U-Net and LinkNet is modified
to fit the high-resolution remote sensing image input of 1024 × 1024, and they use
cross-entropy as loss function. As baseline of RSRE, D-LinkNet only uses DM, but
has no MM and constrained loss. The best result of RSRE is obtained whenm= 0.5,
λ = 0.01. The results show that after the center feature fusion and loss constrained,
the P and F1-score of road extraction have increased. The R drops a little, because
precision and recall are a pair of contradictory measures, when precision is high, the
recall is often low.

The effect of different weight combinations tested in Massachusetts Road dataset
is shown in Table 2. As λ decreases, the influence of lbce decreases gradually, and
both P and F1-score improve. It shows that the constraint binary cross-entropy can
alleviate the poor performance caused by sample imbalance. m has the best adjust-
ment effect on ldice at 0.5. Therefore, RSRE gets the best result at m = 0.5, λ =
0.01.
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Table 2 Results of RSRN
with different combinations
of m, λ in Massachusetts
Road dataset

m, λ P R F1-score

0.0, 1.00 0.739 0.815 0.777

0.0, 0.50 0.741 0.816 0.776

0.5, 0.01 0.755 0.810 0.781

1.0, 0.01 0.753 0.808 0.780

In order to observe ability of RSRE proposed in this paper, some typical images
tested in DeepGlobe Road dataset are shown in Fig. 4. The test results of RSRE
at different background including river, building roof, urban, and rural. The road
maps of comparison demonstrate that RSRE canmaintain road topology information
effectively in the presence of disturbances. The results in D-LinkNet are superior to
U-Net and LinkNet because of the use of DM, which proves that it is necessary
to increase the receptive field. Though river in image has approximate linear edge,
building roof may block part of the road edge or pavement and thus destroy the
continuity of the road. The connectivity of roads in a red circle of figure can be well
kept through RSRE than other methods.

Results of RSRE compared with other methods inMassachusetts Road dataset are
shown in Fig. 5. Compare with the results of U-Net, LinkNet, and D-LinkNet, RSRE
can detect most of the roads correctly with the road topology information refinement.
Though increase the receptive field and enhance spatial relations by adding DM and

Image Groundtruth RSREU-Net LinkNet D-LinkNet

Fig. 4 Example results of RSRE and other methods tested in DeepGlobe Road dataset. From top
to bottom, the contained background is river, building roof, urban, and rural
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Image Groundtruth RSREU-Net LinkNet D-LinkNet

Fig. 5 Example results of RSRE and other methods tested in Massachusetts Road dataset

MM in the center of deep learning network, RSRE keeps rich information of road to
refine topology in high-resolution remote sensing image. Therefore, in the phase of
generating road map, the context and spatial relations information of road obtained
in RSRE alleviate effectively the incoherent issues caused by shadows of sheltered
trees and vehicles.

4 Summary

In this paper, RSRE extracts road from high-resolution remote sensing image, which
pays more attention to refine road topology information. By the feature fusion pro-
cessing of DM and MM, it can refine topology information of road and thus effec-
tively preserve the continuity of long thin structure of road. The new combined loss
function can solve the imbalance of road and non-road pixels. The results in two
datasets show that RSRE could alleviate the discontinuity and incoherence of road
which come from edge interference. It also has a good performance in different back-
grounds. However, the test results of all methods are not very accurate for very short
and thin sections of road, and RSRE has the wrong recognition in a heavily sheltered
area, Therefore, the future work will focus on how to solve the above issues.
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Cloud Detection Method in GaoFen-2
Multi-spectral Imagery

Zhaocong Wu, Lin He, Yi Zhang, and Jun Li

Abstract Cloud cover is one of the major factors which affect the application of
GaoFen-2 imagery. Cloud detection in GaoFen-2 imagery is fairly difficult due to
the lack of enough infrared bands. This paper presents a cloud detection method for
GaoFen-2 multi-spectral imagery based on the radiation transmission model. The
scattering coefficient of remote sensing image is estimated by using radiation trans-
mission, and then the cloud mask was obtained by combining the geometric and
texture features in high-resolution remote sensing images. Experiments on GaoFen-
2 multi-spectral images show that the accuracy of cloud detection is above 94.70%.
Themethod proposed in this paper can effectively reduce the influence of highlighted
buildings during cloud detection and achieve a high accuracy for GaoFen-2 imagery
cloud detection with less bands. In addition, this paper provides an alternative dis-
tinction method for the quantitative researches of thick and thin clouds in optical
satellite imagery.

Keywords Cloud detection · GaoFen-2 · Radiation transmission · Thick cloud ·
Thin cloud

1 Introduction

Optical sensing satellites are usually subject to clouds. Thin clouds affect the true
land surface brightness, and thick clouds even completely obscure the ground which
cause problems for applications of the optical remote sensing imagery, such as land
cover classification [1] and land-use change [2], especially for quantitative studies,
such as vegetationmonitoring [3] andwater detection [4]. The distribution, thickness,
and amount of cloud all restrict the use of satellite data, the accuracy of experiments,
and the reliability of conclusions of researches in earth observation.

With the development of satellite sensors, various cloud detection methods have
been developed for optical remote sensing images, such as cloud detection algorithms
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forNOAAadvanced very high-resolution radiometer (AVHRR) satellite imagery [5];
for Terra/AquaMODIS images [6–8]; for Landsat ThematicMapper (TM)/Enhanced
Thematic Mapper (ETM)+ images [9–11]; for SPOT-5 high-resolution geometrical
(HRG) imagery [12]; and for GaoFen-1 wide field of view (WFV) imagery [13].

Cloud detection methods can be divided into two categories: single-scene-based
methods and multi-scene-based methods [14]. Traditional thresholding methods are
generally employed in single-scene-based cloud detection methods [15]. The tradi-
tional thresholding approach can yield pleasing cloud detection results [16]. How-
ever, it is an empirical cloud detection algorithm, and many coefficients need to be
given. Therefore, low adaptability and universality are inevitable. In recent years,
cloud detection schemes based on machine learning methods performed well, such
asMarkov randomfield (MRF) framework [17], support vectormachine (SVM) [18],
and deep learning [19]. However, it is inevitable that computational complexity and
time-consuming are high for machine learning approaches.

Multi-scene-based cloud detection methods usually utilize time-series images for
comparison in short periods of time [20]. Based on the hypothesis of invariance of
surface features, change detection is used to determine whether it is a cloud or not,
according to pixel-to-pixel contrast of spectral values and correlation parameters
between multi-temporal remote sensing images. Multi-scene-based cloud detection
method can also achieve great performance [21], but it is closely related to the
reference image, as a ground truth.

The existing cloud detection approaches take cloud as the detection object, and
clouds are extracted by using spectral parameters and texture features, such as the
top-of-atmosphere (TOA) reflectance of Landsat OLI cirrus band [22] and the local
binary pattern (LBP) [13]. In this letter, the proposedmethod considers radiation fea-
tures of the full scene, regards that clouds obscure the true ground and thus reduce the
radiation transmission value of surface features. Based on the principle and method-
ology of image dehazing, the radiation transmission and scattering coefficient values
are first estimated. Then, clustering method is used to extract the initial cloud pixels.
Themorphologymethod and texture feature analysis are combined to remove noises,
and the final cloud mask is achieved.

The remaining of this paper is organized as follows: The proposed approach is
presented in Sect. 2. The cloud detection process is introduced in Sect. 2.1. Error
removal procedure is given in Sect. 2.2. The experimental results, analysis, and
evaluation are presented in Sect. 3. Finally, the conclusion is given in Sect. 4.

2 Methodology

The radiation transmission on the remote sensing image can directly highlight the
difference between the cloud and the surface features. The proposed method first
estimates the radiation transmission and scattering coefficient value of each pixel;
the potential cloud mask is further acquired by clustering of the scattering coefficient
map. The dark channel prior method is first introduced, which is used to estimate
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radiation transmission value; then, the k-means clusteringmethod clusters the scatter-
ing coefficient map converted by radiation transmission; some categories are finally
selected as the rough cloud mask. Spectral features combined with geometric and
texture features are employed to filter misclassified pixels (Fig. 1).

Fig. 1 Flow diagram of cloud detection approach
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2.1 Cloud Detection

2.1.1 Estimating Radiation Transmission Map Using Dark Channel
Prior Method

Due to the influence of absorption and scattering of medium, electromagnetic waves
are attenuated on the path and the survived light is described as the transmission [23].
The observed intensity I(λ), which is band related, measured by the sensor contains
the reflectance of the object and the scattering air light on the path from a surface
point to sensor, which are signed as Io(λ) and IP(λ), respectively.

I (λ) = Io(λ) + Ip(λ) (1)

The radiation transmission t(λ), namely the transmission, expresses visibility in
the daytime and is defined via Koschmieder’s law as follows:

t (λ) = e−β(λ)d (2)

where β(λ) is the scattering coefficient of atmosphere and d is the scene depth. The
reflectance intensity of the object on the path from a surface point to sensor is given
by

Io(λ) = J (λ)t (λ) (3)

where J(λ) is the inherent object radiance. The scattering airlight is integrated over
the path of length d:

Ip(λ) =
d∫

0

J (λ)B(λ, θ)t (λ) (4)

where θ is the angle between the incident light and the reflected light and B(λ, θ ) is
the angular scattering function to describe the scattering difference of points on the
path. Based on four basic assumptions, labeling the global atmospheric light as A,
the simpler observed intensity model is given by [24]:

I (λ) = J (λ)t (λ) + A(1 − t (λ)) (5)

For images with three bands, the estimation of position-related radiation trans-
mission t̃(x) is written as [25]:

t̃(x) = t̃(x) min
y∈Ω(x)

(
min

c∈{r,g,b}
J c(y)

Ac

)
+ 1 − min

y∈Ω(x)

(
min

c∈{r,g,b}
I c(y)

Ac

)
(6)
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where Jc is a color channel of J and Ω(x) is a local patch centered at x. The dark
channel prior method makes a basic assumption that in most of the non-sky patches,
at least one color channel has some pixels whose intensity is close to zero. Thus,
the minimum intensity is as zero in a local patch. For an arbitrary image J, the dark
channel Jdark is given by:

J dark(x) = min
y∈Ω(x)

(
min

c∈{r,g,b} J
c(y)

)
(7)

In non-sky patches, the dark channel Jdark is low and tends to be zero. The
estimation formula of radiation transmission t̃(x) can be simplified as follows:

t̃(x) = 1 − min
y∈Ω(x)

(
min

c∈{r,g,b}
I c(y)

Ac

)
(8)

In studies of image dehazing, the transmission is an important feature. The scene
depth expresses the distance from an object to the camera. It is generally believed
that the haze in the scene is uniformly covered, so the scattering coefficient can be
assumed to be a constant. The greater the scene depth is, the thicker the haze is, and
vice versa. Therefore, the estimation of scene depth can be used to restore haze-free
images.

Unlike close range photogrammetry, the scene depth of remote sensing images can
be considered as a constant, since the distance between the sensor and the ground
is much larger than the height difference between the surface objects. Due to the
presence of clouds, the scattering coefficient of light on the path is changed. Thinner
cloud and haze correspond to lower scattering coefficients and vice versa. Through
Koschmieder’s law, we have the scattering coefficient’s calculation formulation:

β(x) = − ln
(
t̃(x)

)
d

(9)

A parameter which is linear with the scattering coefficient β(λ) is employed and
signed as β(λ)′:

β(x)′ = − ln
(
t̃(λ)

)
(10)

2.1.2 Generating a Rough Cloud Mask Using K-means Clustering
Algorithm

This paper uses k-means clustering algorithm instead of thresholding approach to
classify pixels on the scattering coefficient map to extract clouds. Clustering meth-
ods can be divided into hierarchical algorithms and partitional algorithms. K-means
clustering is one of the most classical partitional algorithms which were proposed
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independently in different scientific fields. The advantages of simplicity and effi-
ciency make k-means clustering algorithm widely utilized over 60 years [26]. The
points and centroids of each cluster are updating based on Euclidean distance matrix
till converged to local optimal in processing [27]. K-means algorithm allocates each
point of the given data set to a corresponding cluster to satisfy the following condition:

c∑
i=1

∑
k∈Ai

||xk − vi ||2 → min (11)

where Ai and vi represent to the data set and the mean of the points over cluster
i, separately. || ||2 denotes the square of distance norms. Initial clustering center is
random selected from the data set, and the other points are clustered according to the
minimal distances.

The classified image generates multiple categories A1, A2, …. An, and will be
further determined into two categories: cloud and non-cloud. It is very important to
discuss the attribution of a category Ai which is generated as a “boundary category.”
We signed the mean of Ai as vi. The condition, that Ai and Ai−1 are classified into one
class rather thanAi+1, is that vi is closer to vi−1, or vi is close to vi+1 but not significantly
close to vi · pi is the parameter which are decided by empirical approaches.

Ai = (
Diffvi+1,vi − Diffvi ,vi−1

)
> p1 or 0 <

(
Diffvi ,vi−1 − Diffvi+1,vi

)
< p2 (12)

2.2 Error Removal

2.2.1 Scattering Coefficient Modification Using Spectral Features

The TOA reflectance ρλ is calculated, with parameters from the extraterrestrial band
solar radiation of GaoFen-2 satellite and the absolute radiation calibration coefficient
of domestic land observation satellite in 2016 from China Center for Resources
Satellite Data and Application,

ρλ = π ∗ Lλ ∗ d2/ESUNλ ∗ cos θs (13)

where d is the astronomical unit (the distance between sun and earth), ESUNλ is
solar irradiance, θ s is solar zenith angle, and Lλ is the TOA radiance.

Water and whiteness masks are generated by using spectral features. Spectral test
for water and whiteness is widely implemented and proved to be necessary [9, 11,
13]. Water test is estimated to remove the error pixels caused by water. This paper
uses the normalized difference water index (NDWI) to extract water.

Water Test = NDWI > i2 (14)
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NDWI is a valid parameter based on the spectral analysis of water and can help
to delineate the features of water rapidly and efficiently [28].

NDWI = (
ρg − ρnir

)
/
(
ρg + ρnir

)
(15)

Whiteness test is calculated to detect bright pixels with high TOA reflectance on
single visible band or on the “MeanWhite” value [9] which is defined for bright white
artificial structures. The TOA reflectance of visible bands designed as ρr, ρg, ρb for
red, green, and blue bands, respectively. The purpose is to detect surface objects with
high brightness in a single band.

Whiteness Test = MeanWhite > p3 or ρr > p4 or ρg > p4 or ρb > p4 (16)

where

MeanWhite = (
ρr + ρg + ρb

)
/3 (17)

The radiant transmission of bright surface objects should be similar to that of other
landscapes and larger than that of clouds. While the transmission values of bright
surface objects are calculated wrongly, because of the similarity of spectral values in
visible bands. In this paper, whiteness test is used to modify radiation transmission
and scattering coefficient values before clustering, and reduce the influence of bright
surface objects, to a certain extent.

Modified Transmission = Transmission/(1 − Whiteness Test ∗ i5) (18)

After these steps, a rough cloud mask by using spectral information is achieved.
The condition for a cloud pixel is that it belongs to clustering results, and it is not
water.

2.2.2 Error Removal Using Geometric and Texture Features

Moderate-to-high spatial resolution remote sensing images provide a great amount
of details of land surface [29]. Rich geographic objects increase the complexity of
texture feature and thus generate many trivial errors. GaoFen-2 imagery lacks suf-
ficient spectral information to use, and these errors are distinguishable in geometric
and texture features from cloud patches. It is necessary to consider the texture and
geometric morphometric information.

After spectral testing, the rough cloud mask is further processed by geometric
approaches. Assuming that there are cloud regionswith the number of n, the detection
errors caused by small ground objects can be removed via judging the area of each
cloud region and non-cloud region.

Area Test = RoughMask1∼n > p6 (19)
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The strategy of geometric detection before texture detection can help to improve
the operation efficiency since it is time-consuming for object-oriented texture features
calculation, and geometric detection helps to significantly reduce the number of
patches.

There are great differences on texture features between the cloudy region and the
non-cloudy region in moderate to high-resolution remote sensing image. This paper
applies graylevel and gradient information. Graylevel gradient co-occurrence matrix
(GLGCM) is utilized to extract texture features comprehensively in this paper.

It is proved by experiments that the characteristics of the cloud on inhomogeneity
of graylevel distribution Ggraylevel and gradient distribution Ggradient are more signif-
icant, compared with others statistical vectors. Because the differences on both of
statistical vectors between non-cloudy regions and cloudy regions are in magnitude,
the results can be easily separated by using thresholding method. The patches should
be tested using texture information, named as “Texture Test.” In order to prevent the
generation of the pseudo “cloud region” which is relatively bright compared with
other regions, due to the clustering of non-cloudy images by the method. The pseudo
“cloud region” has high texture complexity and can be distinguished via setting the
upper bound.

Texture Test = p8 < Ggray-level < p9 or p10 < Ggradient < p11 (20)

3 Experiments and Discussion

3.1 Data Set and Experimental Setup

To quantitatively evaluate the performance of the proposed method, ten GaoFen-
2 high-resolution images were selected as experimental data, which were pro-
duced after relative radiometric correction and systematic geometric correction. The
selected images, acquired fromMay 2015 to October 2018, have 7411 * 7025 pixels
with multi-spectral (4 m/pixel) bands and four spectral channels (blue, green, red,
and near-infrared).

Experiments on the GaoFen-2 image are designed to demonstrate the feasibility
and advantages of the method for cloud detection. Reference objects were identified
manually, and the precision rate (PR), recall rate (RR), and F-measure were taken as
metrics. The formulas are as follows:

PR = CTC

TC
(21)

RR = TC

RC
(22)
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F =
(
1 + β2

) · (PR · RR)(
β2 · PR + RR

) (23)

where TC and CTC denote the number of cloud pixels which are tested and correctly
tested, respectively. RC is the number of cloud pixels in reference map. The weights
of precision and recall can be adjusted via regulating β index which is taken as 0.5 in
this paper; the range ofF-measure is [0, 1]; and the high value reflects high similarity.

3.2 Experiments and Evaluation

Test and parameter selections of the algorithm were carried out on local images. To
test the effectiveness of the algorithm, we selected GaoFen-2 imageries which cover
urban areas and rural areas and include thin and thick clouds with obvious or fuzzy
boundaries. The cloud morphology includes planar thin clouds, massive thin clouds,
planar thick clouds, massive thick clouds, and others.

Clustering method can help to divide modified scattering coefficient maps into
different layers. Through choosing different layers, cloud regions can be determined.
After geometry and texture test, the proposed method can effectively eliminate high-
light surface objects, such as roads (the first line in Fig. 2), buildings (the third line
in Fig. 2), and so on. Through clustering analysis, we can distinguish the thin cloud
from the bright homogeneous surface (the second line and the fifth line in Fig. 2).
Due to the consideration on bright areas, errors caused by snow can also be removed
(the fourth line in Fig. 2).

Ten GaoFen-2 images were used to evaluate the effect of cloud detection on
panoramic high-resolution imagery. Reference cloud regions were identified and
labeled manually combined with spectral feature extraction. Original images, refer-
ence images, and cloud detection results are shown in Fig. 3. The cloud detection
algorithm can detect both thin and thick clouds on GaoFen-2 images. Thin clouds
(a, b) can be easily extracted via the proposed method (the average F-measure is
96.94%), even if the brightness characteristics of thin clouds are not notable (c). For
small thick cloud (d–f) and large bright thick cloud (g–j), the algorithm can also
obtain satisfying results (the average F-measure is 92.86 and 96.59%).

In this paper, the size of the detected region was used as one of the methods
to remove the highlighted surface objects which cause limitations. If the geometric
threshold is large, the algorithm will eliminate more highlighted surface areas; but it
will also eliminate some small bright clouds. Conversely, the algorithm cannot elim-
inate some highlighted artificial buildings (c in Fig. 3), which leads to an increase of
errors (F-measure is 88.16%). The precision, recall, F-measure, and cloud coverage
are shown in the Table 1.



208 Z. Wu et al.

Fig. 2 The results of each step. Columns 1–6 are GaoFen-2 images, scattering coefficient maps,
clustering maps, rough masks, results after geometric processing, and cloud masks obtained after
texture test

4 Summary

In this paper, the presented cloud detection method for GF-2 multi-spectral imagery
estimates the radiation transmission and scattering coefficient values, based on the
methodology of image dehazing, and combines clustering method, morphology
method, and texture feature analysis to achieve a cloud mask. The effectiveness
of the algorithm and its superiority in the detection of thin clouds are proved by
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Fig. 3 GF-2images (a1–j1), reference masks (a2–j2), and cloud masks (a3–j3)

Table 1 Precision, recall, F-measure, and cloud coverages of ten cloud masks

Precision Recall F-measure Cloud cover

a 0.9998 0.9208 0.9829 0.5397

b 0.9457 0.9989 0.9559 0.4775

c 0.8627 0.9661 0.8816 0.3433

d 1.0000 0.6695 0.9102 0.0315

e 0.9964 0.7270 0.9277 0.0413

f 0.9674 0.8778 0.9481 0.8120

g 1.0000 0.7129 0.9255 0.5714

h 0.9995 0.8907 0.9757 0.7631

i 0.9993 0.9309 0.9848 0.7655

j 0.9988 0.9018 0.9778 0.9306

experiments and evaluation. How to overcome the accuracy of the algorithm in iden-
tifying small bright areas and distinguish different cloud thickness quantitatively will
be our future researches.
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High-Resolution Land-Use Mapping
in Beijing-Tianjin-Hebei Region Based
on Convolutional Neural Network
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Abstract The land-use mapping of Beijing-Tianjin-Hebei region (Jingjinji) covers
an area of over 200,000km2. Facedwith a largenumber of objects in tiny size,which is
quite difficult for land-use mapping, the land-use mapping of Jingjinji requires a cer-
tain design of convolutional neural network (CNN) [1] (Lecun et al. Neural Comput
1(4):541–551, [2]. In this paper, we propose a feature pyramid fusion network with
attention mechanism. The module is designed based on the pyramid scene parsing
network (PSPNet) (Zhao et al. [3]), and two improvements are made for the large-
scale high-resolution land-use mapping task: (1) Since PSPNet concatenate features
in a non-selective way at the center of the module, we propose the attention fea-
ture pyramid fusion (AFPF) block, which can selectively fuse features with different
scales; (2) In order to make the border of results more precise and the tiny objects
more accurate, we use an encode–decode structure to merge low-level features and
high-level features at the upsample stage. During each fusion operation, the attention
mechanism is employed. The final experiment proves that the network designed in
this paper performs better in the accuracy of small objects and precise border with
respect to the original PSPNet in the land-use mapping task of Jingjinji.
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1 Introduction

Large-scale high-resolution land-use mapping algorithms are important methods to
achieve accurate resource and environmental monitoring and to understand devel-
opment trends. The mapping results are quite important for the study of regional
land-use condition, the capture of land-use dynamic evolution and the monitoring of
key resources. Therefore, it is of great significance to study the land-use mapping
algorithm for large-scale high-resolution remote sensing data, which can achieve
both accurate and automated land-use mapping.

Traditional remote sensing physics algorithms and machine learning algorithms
often do not fit the data well in the face of large-scale high-resolution image data,
for the limitation of parameter quantities. Since deep learning was proposed in 2006
[4], the powerful ability to fit complex problems by convolutional neural network
(CNN) has made great progress in the past 10 years, bringing new method guidance
to remote sensing land-use mapping tasks.

In recent years, deep learning hasmany applications in land-usemapping, butmost
of the research is based on small-scale or low-resolution image data. Few people get
good performance on large-scale high-resolution land-use mapping tasks [5–8]. The
difficulties can be summarized as follows: (1) The label of remote sensing dataset is
difficult to be obtained, and the internal difference in dataset is huge; (2) the difference
in the proportion of target objects causes a large sample imbalance problem; (3) the
sources of remote sensing data are diverse and not uniform; (4) existing CNN cannot
comprehensively utilize the spatial and spectral features in remote sensing image;
(5) the current pre-trained models of various CNN are based on the field of computer
vision. There is no pre-trainedmodel for remote sensing dataset. (6) There is a lack of
module structure specifically for remote sensing land-use mapping; (7) insufficient
skills for training and optimizing network models; (8) difficulty in organizing and
managing massive remote sensing data.

Under the premise of solving some of the above problems, this paper studies the
CNN for large-scale high-resolution remote sensing land-use mapping with precise
border. The network is mainly based on PSPNet. As for the feature pyramid fusion
stage, we have designed a block named attention feature pyramid fusion module
(AFPF). At the same time, the encode–decode structure is used and the attention
decoder is designed to make the border more precise. We finally use the proposed
method to carry out the land-use classification of Jingjinji, and it performs good.

2 Research Area Status and Research Data

2.1 Research Area Status

Jingjinji is located in the North China region, consisting of Beijing, Tianjing and
Hebei provinces, covering an area of 218,000 km2. It accounts for 8.5% of the
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national population and 9.8% of national Gross Domestic Product (GDP). With the
development of social economy, the ecology of the Jingjinji has suffered a certain
degree of damage, and there have been frequent occurrences of sandstorms, haze
and other bad weather. In recent years, Jingjinji has become a national key area of
concern, and it takes a lot of manpower, material resources and financial resources
to monitor the environment and resources. Therefore, it is urgent to find the method
of high-resolution land-use mapping in Jingjinji.

2.2 Research Data

In this paper, we use GF-1 satellite data as the research data. Launched in 2013,
the GF-1 is a multi-spectral high-resolution wide-format imaging Earth observation
satellite. The GF-1 payload consists of 2 m resolution full color and 8 m resolution
multi-spectral panchromatic and multi-spectral (PMS) high-resolution cameras and
four 16mmedium resolutionwidemulti-spectral wide field-of-View (WFVs) camera
and supporting high-speed data transmission system [9]. As a result, the quality and
coverage of GF-1 data is sufficient for high-resolution land-use mapping in Jingjinji.
In this task, the data of GF-1 will be used as the research data source, and the image
quality will be improved by image enhancement, orthorectification, image fusion
and other pre-process. Finally, RGB band’s 2 m resolution image data captured in
2014 is selected as the research data. The distribution of GF-1 images in Jingjinji is
shown in Fig. 1a.

The label for this study was derived from the second national agricultural census
in 2014. The classification systemwe use includes nine categories, namely cultivated
land, garden, forest, grass, water, residential area, road, bare land and agricultural
facilities. The label is also sampled at a resolution of 2 m. The label we use distribute
in some areas of Beijing and Tianjin, with a total data area of 24,100 km2. The data
distribution is shown in Fig. 1b.

3 Methodology

The model used in this paper is modified based on PSPNet. PSPNet was proposed by
Zhao et al. [3]. in 2016, using dilated ResNet [10] as the basic network, and added
pyramid pooling module at the end of the basic network for multi-scale feature
fusion. Finally, the output of pyramid pooling module concatenates with the output
of dilated ResNet, and then upsample to the original image size. PSPNet has achieved
state-of-the-art on multiple datasets and has become a classic semantic segmentation
network.

However, PSPNet directly upsamples feature map by eight times without feature
fusion and feature selection, which is hard to map high-resolution remote sensing
data. Therefore, based on the PSPNet, we have made some improvements according
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Fig. 1 Research data of Jingjinji. a The GF-1 images’ location distribution; b the labels’ location
distribution

to the characteristics of remote sensing objects. The improvement mainly consists
of designing the structure of attention feature pyramid fusion (AFPF) and using
attention decoder.

3.1 Attention Feature Pyramid Fusion

The PSPNet applies pyramid pooling module, which combines the characteristics of
four different pyramid scales. The pyramid pooling module can realize the aggre-
gation of multi-scale features, so that the network can have a good expression for
different scales. The structure of pyramid pooling module is shown in Fig. 2a. The
input of the module is the last layer of dilated ResNet. The input feature map is
downsampled into four different sizes, which are 1 × 1, 2 × 2, 3 × 3 and 6 × 6.
Convolution operations are performed in parallel on four scales. Upsampling and
concatenation are followed at the end of the module to fuse last layer of dilated
ResNet and multi-scale features.

The AFPF proposed in this paper is shown in Fig. 2b. Different from the orig-
inal pyramid pooling module, this module has four different branches. Three of
sub-branches are a series of convolutions and pooling operations, followed by con-
catenation in the backend. The other branch is downsampled by global pooling (GP)
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(a) Pyramid Pooling Module in PSPNet

(b) Attention Feature Pyramid Fusion Module

Fig. 2 Two kinds of feature pyramid fusion module. a Pyramid pooling module in PSPNet;
b attention feature pyramid fusion module. GP in this means global pooling

layer, followed by 1× 1 convolution and upsampling to the original feature map size.
In the end, the two parts mentioned above are added together to finish this module.

3.2 Attention Decoder

Since PSPNet directly upsamples the featuremap by eight times as the final result, too
much detail feature is lost, which is not conducive to the extraction of tiny objects
and precise borders. Based on PSPNet, we have changed the simple upsampling
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operation to the encode–decode structure (Fig. 3) to use low-level features to enrich
the details. At the same time, in the process of fusion between low-level features and
high-level features, the attention mechanism is used, which can reduce the impact of
unwanted information.

In this paper, we use global attention upsample (GAU) [11] as the attention
decoder. The structure of GAU is shown in Fig. 4. This block takes low-level features

Fig. 3 The encode–decode structure used in this paper. FM refers to lower-level feature maps in
basic net. AFPF refers to attention feature pyramid fusion module. D refers to attention decoder

Fig. 4 Structure of GAU, where GP means global pooling
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from dilated ResNet and high-level features after AFPF as inputs. The high-level fea-
tures are first downsampled to a size of 1× 1 by global pooling, and further abstracted
by 1× 1 convolution. At this time, the high-level features become a one-dimensional
vector, which can be multiplied by the low-level features as weights. After weight-
ing the features, the low-level features are concatenate with the high-level features
to achieve feature fusion.

4 Experiment and Result

4.1 Experiment

In this paper, the training set and the validation set are randomly selected in a ratio
of 10:1. All the data were sliced into the size of 512 × 512. The number of images
in training set is around 70,000 images, and the number of images in validation
set is about 7000 images. At the same time, in order to avoid over-fitting, we have
applied four kinds of data enhancement processing on training set, such as randomly
flip, randomly rotation, randomly scaling and randomly color change. As for the
network training parameter settings, we set the mini-batch size to 8, select the Adam
optimizer, set the learning rate to 1e-3 and reduce learning rate by a factor of 0.1 in
every 10 epochs. The training loss function is Lovasz Softmax [12]. The network is
trained with 2 NVIDIA TITANXP and converges at around 40 epochs.

In the inference stage, this study slices all 290 GF-1 images of 16,384 × 16,384
in the Jingjinji into 1024 × 1024 size slices, with 512 overlap between each sliced
images. After predicting each small sliced image through the network, we remove
the overlap part and stitch small slices into a 290 mapping results. The inference
process uses two GPUs, mini-batch size is 20, and the entire process takes 16 h.

4.2 Result

This paper aims to study the CNN for high-resolution remote sensing land-use map-
ping in Jingjinji. We optimize the task based on the original PSPNet to get more
accurate results, especially for tiny objects and precise borders. As shown in Fig. 5,
through the optimization of the network, the land-use mapping results are signifi-
cantly better than the original PSPNet in the precise border and small objects, indi-
cating that the network improvement strategy adopted in this study is effective. As
for the accuracy of the validation set, the original PSPNet can only achieve a max-
imum precision of 81.3%, and the improved network that we proposed can achieve
an accuracy of 84.5% in the validation.

The result of land-use mapping in Jingjinji is shown in Fig. 6. From the map-
ping results, the overall land-use of the Jingjinji is as follows: the upper left area is
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Fig. 5 Details in mapping results. a GF-1 images; b labels; c results from PSPNet; d results by the
network proposed in this paper

dominated by forest, the lower right part is dominated by cultivated land, and the
middle part is mainly residential area. From the statistics of the mapping result in
Table 1, we can find that among all classes, forest has the highest proportion, which
is 39.00%, and cultivated land accounts for 35.83%. The least class is road, account-
ing for 0.89%. The statistical results are basically consistent with the 30 m land-use
mapping results [13].
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Fig. 6 2 m land-use
mapping of Jingjinji

Table 1 Class proportion in
Jingjinji

Class name Proportion (%)

Cultivated land 35.83

Water 5.45

Residential area 12.46

Bare land 1.06

Garden 2.47

Forest 39.00

Road 0.89

Grass 1.93

Agricultural facilities 0.90

5 Summary

In this paper, a new CNN structure is designed for the Jingjinji land-use mapping
task. The network is based on the PSPNet architecture. On this basis, the attention
feature pyramid fusion block and the attention decoder are designed to make the
neural network perform better on small target objects, which makes the mapping
results more precise. We have tested our module by mapping GF-1 data of Jingjinji
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and confirm that the network structure proposed in this paper is indeed superior to
the original PSPNet.

Acknowledgements This work was supported by the Strategic Priority Research Program of the
Chinese Academy of Sciences (Grant No. XDA 23100304), and is granted by Qin Xin Talents
Cultivation Program, Beijing Information Science and Technology University (QXTCP B201903).

References

1. Lecun Y, Bengio Y, Hinton G (2015) Deep learning. Nature 521(7553):436
2. Lecun Y, Boser B, Denker JS et al (2016) Backpropagation applied to handwritten zip code

recognition. Neural Comput 1(4):541–551
3. ZhaoH , Shi J , Qi X , et al (2017) Pyramid Scene ParsingNetwork[C]// 2017. IEEEConference

on Computer Vision and Pattern Recognition (CVPR). IEEE, 2017
4. Hinton GE, Salakhutdinov RR (2006) Reducing the dimensionality of data with neural

networks. Science 313(5786)
5. Konstantinos K, Grigorios T, Michalis Z, Panagiotis T (2015) Deep learning for multi-label

land cover classification. In: SPIE remote sensing
6. Xiao T, Zhang J, Yang K et al (2014) Error-driven incremental learning in deep convolu-

tional neural network for large-scale image classification. In: Acm international conference on
multimedia

7. Marmanis D, DatcuM, Esch T et al (2015) Deep learning earth observation classification using
ImageNet pretrained networks. IEEE Geosci Remote Sens Lett 13(1):1–5

8. Kussul N, Lavreniuk M, Skakun S et al (2017) Deep learning classification of land cover and
crop types using remote sensing data. IEEE Geosci Remote Sens Lett 14(5):778–782

9. Jin W, Hai-Bo Z, Guo-Bin L (2015) The application of GF-1 remote sensing image in the land
use change monitoring. J Anhui Agric Sci

10. Yu F, Koltun V, Funkhouser T (2017) Dilated residual networks
11. Li H, Xiong P, An J et al (2018) Pyramid attention network for semantic segmentation
12. Berman M, Triki AR, Blaschko MB (2017) The Lovasz-Softmax loss: a tractable surrogate for

the optimization of the intersection-over-union measure in neural networks
13. Chen-Xi LI, Ke-Ning WU, Li-Si Z (2016) Research on land use change characteristics and

driving forces in Beijing, Tianjin and Hebei Region. China Popul Resour Environ



Dichotomy: Trajectory Planning
Algorithm Based on Point Group
Distribution

Naiting Xu, Fan Yang, HaiMing Lian, and Yi Wang

Abstract The historical navigation trajectory carries rich information about the
spatiotemporal patterns of a moving target, as well as its transboundary potentials.
To obtain the moving track of a ship or a plane, a large amount of point-to-point data
is required via the measurements of satellites or aviation equipments. On the basis
of time, we can easily draw a track. However, the distribution of the point-to-point
data information provided by each detection unit is irregular due to the inconsistency
of the standards of the data units. Some of the regional point groups are densely
distributed, while the others may be very sparse. The point density can mess up the
trajectory detection and make it not ideal to observe the behavior habits of a target
unit. In this study, a dichotomy trajectory planning algorithm was proposed to fix
the problem mentioned above. The target area was set as a grid with the points in
the grid dichotomized. In that case, the distribution of the targeted point group after
dichotomization can perform as similar as possible, and an approximate trajectory
line was formed. Such a method considers the change of point density. Results
were tested against the performance of the clustering, the random, and the greedy
methods, showing that the former had a better adaptability in dealing with different
data distribution. In this paper, a novel approximate estimation algorithm based
on the density change rate is proposed. Finally, we will compare the performance
of our dichotomous method with clustering method, random method, and greedy
algorithm through experiments and show the trajectory fitting effect through different
distribution data.
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1 Introduction

With the rapid development of wireless communication technology, mobile termi-
nals, and mobile positioning, the trajectories of a large number of moving targets
(aircraft, ships, etc.) through mobile terminals such as smart phones and navigators
can be obtained. This allows people to pay attention to spatiotemporal evolution
patterns for moving targets. The goal of spatiotemporal data mining is to acquire
trajectory knowledge of moving objects and provide effective decision support for
modern aviation, navigation, intelligent transportation, and other directions [1–3].
However, due to the accuracy of equipment, weather conditions, human factors, and
so on, the derived trajectory would be redundant and chaotic, which is inconve-
nient for geographic information system technicians to analyze whether navigation
behaviors of a ship and aircraft violate relevant laws or regulations.

Generally, the point-scale trajectory analysis methods mainly include clustering
analysis [4, 5], correlation analysis [6, 7], and anomaly detection [8, 9]. The purpose
of clustering is to detect out the similar objects from different classes. At present,
the widely used clustering algorithms are k-means, hierarchical clustering, and den-
sity clustering. For trajectory data, clustering is indeed a method of normal moving
object motion rules and behavior habits; but in different scenarios, they have their
own advantages and disadvantages. For example, k-means clustering is simple, fast
deal with large data sets. This algorithm maintains scalability and efficiency. When
the cluster is close to the Gauss distribution, its performance is better. However, if
there are outliers, it will lead to bias and not suitable for non-convex clustering.
DBSCAN is a density-based clustering algorithm, which assumes that categories
can be determined by the compactness of sample distribution. It can be applied to
a convex or non-convex sample set; however, its parameters are hard to set to make
satisfactory clustering results.

In some special cases, the two methods mentioned above cannot be applicable.
In our studied case, the historical track was focused on. As we will discuss in this
paper, if we simply use clustering algorithm to solve the problem of historical track
simplification, the final effect will be very unsatisfactory. We will ignore the impor-
tant trajectory points and the moving direction of the moving target, which is not
conducive to the analysis of the moving law and behavior pattern of the moving tar-
get. In paper [10], the idea of VQ-based path analysis is proposed. It is assumed that
all trajectory points in a region are covered by a grid, and the point sets in each grid
are clustered separately. This method solves the problem of trajectory deviation to a
large extent, but the problem of trajectory deviation in each grid is not considered.
This paper perfects this point. In order to express the problem more visually, take
an example to illustrate. We simulate the trajectory points as desert trees. Generally
speaking, the more symmetrical the distribution of trees on both sides, and the road
goes along with the forest, not across it. We will feel that the road is integrated into
the forest. So this road is more representative of the direction of the forest, so our
problem can be expressed as to find a path that can represent the whole region and
make the surrounding forest as far as possible road extension.
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1.1 Summary of Key Contributions

The following is a list of our main contributions.

• We propose a trajectory analysis model, namely dichotomy algorithm method
(DAM), based on symmetric distribution. Assuming that the trajectory point set
P = {p1, . . . , pN } of a region has N elements and is covered by a grid, the
trajectory points in P have time attributes, and the corresponding time set is
T = {t1, . . . , tN }. For each grid, two representative trajectory points are selected.
Finally, a new trajectory line is formed by connecting the selected point sets
according to time. The trajectory line is concise and reflects the trajectory law to
the greatest extent in the context of studying moving targets.

• For each mesh area, find a trajectory, so that the point set in the area can be
distributed as far as possible on both sides of the trajectory and can be closely
around the trajectory. Then we think that this trajectory is representative and can
accurately express the law of trajectory points in this region. To this end, we
propose an algorithm based on the symmetric distribution (DAM), which can find
this trajectory.

• Wealso propose randomalgorithmmodel, greedy algorithmmodel, and clustering
algorithmmodel to study trajectory. These models have their own advantages and
disadvantages. In this paper, we show the trajectory fitting effect of these models
through experiments.

1.2 Article Structure

The remainder of this paper is organized as follows. Section Two provides a review
of the state-of-the-art research on trajectory analysis; Section Three presents sys-
tem overview, random algorithm model, clustering greedy algorithm model, clus-
tering algorithm model, and dichotomy algorithm method; Section Four introduces
the mechanisms of four trajectory methods including the random algorithm model,
greedy algorithm model, clustering algorithm model, and dichotomy algorithm
method; SectionFive evaluates performances of dichotomyalgorithmmethod against
the other three; Section Six delivers our conclusions for this paper.

2 Related Work

Song and Liu [11] framed a data compression algorithm which is developed on the
basis of track data curve fitting idea. Because the core technology of the algorithm is
fixed partition fitting, the error is large. Karimbergki [12] proposed a method of tra-
jectory fitting including curvature, direction, and position parameters of circle. The
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method is based on the explicit solution of nonlinear least squares problem, and the
error estimation of trajectory fitting parameters is reliable. Liu et al. [13] proposed a
trajectory information fitting algorithmwith adaptive selection of step size. Although
the algorithm improves the fitting accuracy, the fitting curve is discontinuous and the
inflection point is obvious. Liang and Li [14] proposed an adaptive fitting algorithm
for trajectory information based on the optimization of least squares method and
constrained quadratic programming method, so as to automatically select the opti-
mal fitting interval and generate the key points and coefficients of the fitting interval.
Peng and Xiguo [15] deduced a trajectory fitting method based on genetic program-
ming (GP) and ant colony algorithm. A large number of calculations show that the
fitting method has clear physical relationship, high accuracy, and fast calculation
speed. Lee and Xu [16] proposed a model which is very suitable for finding the
best-fitting trajectory from many examples. The model is a spline smoother consid-
ering local velocity information. The existing smoothing design only considers the
position information, but does not consider the local velocity information; so it is
difficult to apply to the dynamic system with time smooth trajectory. Zhang and Liu
[17] proposed a mathematical model based on polynomial fitting of sliding window.
The model processes the historical data sequence of target position by polynomial
fitting. The main idea is that every time the target’s future position is calculated, the
target data is updated with time, so as to achieve real-time prediction. This method
overcomes the problem that the prediction error of general trajectory fitting increases
with time. The method of trajectory fitting proposed by Ge and Chen [18] is based
on Fourier series function to fit discrete trajectory points. Genetic algorithm is used
to optimize the trajectory fitting model. The simulation results verify the correctness
of the trajectory planning algorithm.

3 Preliminaries

The study of historical trajectory is of great significance. Generally, the original tra-
jectory has various phenomena, such as aggregation, abnormality, round trip, and so
on, which is helpful for judging and researching moving targets. It is inconvenient to
judge a target (e.g., plane, ship) cross the border or break the law. So it is meaningful
to select representative trajectory points and form simple and effective trajectory
lines. In addition, for the sake of narrative convenience, we abbreviate “trajectory
planning” as TP. In this section, we will summarize system overview, random algo-
rithm model, greedy algorithm model, clustering algorithm model, and dichotomy
algorithm method for trajectory planning.
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Fig. 1 System overview

3.1 System Overview

In this section, we will briefly introduce the framework of trajectory planning as
shown in Fig. 1. The specific implementation process is as follows:

• Firstly, the trajectory information of specified time period in specified area is
collected by positioning device or smart mobile device, and the data is provided
to data analysis center.

• After analyzing and extracting the data, representative trajectory points can be
selected, such as random algorithm model, clustering algorithm model, greedy
algorithm model, and VQ-based dichotomy model.

• A new trajectory is formed by linking the selected trajectory point data with the
corresponding time information. This simple and effective trajectory is convenient
for studying the behavior pattern of moving targets.

3.2 Random Algorithm Model

The idea of random algorithm model is to randomly select k points from trajectory
point set P and link them up according to the corresponding time information T of
K points. The advantage of this method is that it is simple and fast, but because of its



228 N. Xu et al.

Fig. 2 Random algorithm model

randomness, it is difficult to capture key point information. Figure 2 shows a simple
illustration of random algorithm model.

3.3 Greedy Algorithm Model

Greedy algorithm means that when solving a problem, always make what seems to
be the best choice at present. That is to say, without considering the global optimum,
the local optimal strategy will be selected. Figure 3 shows the computational process
of the greedy model.

The aim of the greedy algorithm model is to continuously find the point with
the highest density. Firstly, we assume that the scanning radius of each point as the
center of the circle is r , and find the point with the highest density from the point set
scanned and sequentially behind the center of the circle. The density of the point of
pi is the ratio of the number of points within the radius to the area of the circle, with
pi as the origin. Definition 1 gives the definition of distance.

Definition 1 (Distance). Suppose there are two trajectory points pi , p j in two-
dimensional space. We define the coordinates of two points as (xi , yi ),

(
x j , y j

)
, and

then the distance between these two trajectory points is

dis
(
pi , p j

) =
√(

xi − x j
)2 + (

yi − y j
)2

(1)
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Fig. 3 Greedy algorithm model

In order to facilitate calculation, we put forward the concept of density weight.
The specific definition is shown in Definition 2.

Definition 2 (Density Widget). Assuming that a point p j is in a circular region with
origin pi and radius r , we define the weight of this point as 1. Otherwise, we think
that the weight of this point is 0.

ω
(
p j

)
pi ,r

=
{
1, dis

(
pi , p j

) ≤ r
0, otherwise.

(2)

According to Definition 2, we can generalize the lemma of Point Density in
Lemma 1.

Lemma 1 (Point Density).With point pi as the origin and r as the radius, P−i is a
set of all trajectory points without pi ; in this circular area, we define that the density
of this point pi based on parameter r is the ratio of the number of elements in the
region to the area of the region, that is

ρ(pi ) =
∑

j :p j∈P−i
ω

(
p j

)
pi ,r

πr2
(3)
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Fig. 4 Clustering algorithm model

3.4 Clustering Algorithm Model

Clustering algorithm is a clustering algorithm, so-called clustering; that is, according
to the principle of similarity, data objects with high similarity are divided into the
same cluster, and data objects with high similarity are divided into different clusters.
The biggest difference between clustering and classification is that the clustering
process is unsupervised; that is, the data objects to be processed do not have any
prior knowledge; while the classification process is supervised, that is, there is a
training data set with prior knowledge.

K-means algorithm is a partition-based clustering algorithm, which takes distance
as the criterion of similarity measurement between data objects. That is, the smaller
the distance between data objects, the higher their similarity, and the more likely they
are in the same cluster. There are many ways to calculate the distance between data
objects. K-means algorithm usually uses Euclidean distance to calculate the distance
between data objects. The clustering details are shown in Fig. 4.

3.5 Dichotomy Algorithm Model

Dichotomy is a new algorithm proposed in this paper, which is mainly an extension
of the idea of symmetric distribution. Paper [10] proposed a trajectory analysis algo-
rithm based on vector quantization. This algorithm needs to assume that a grid covers
the area to be analyzed, and then a simple clustering algorithm is used for each grid
element to calculate the clustering center as the representative of the grid element
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area. In this paper, the proposed algorithm (dichotomy algorithm) also assumes that
the trajectory point distribution area is covered bymeshes; but for eachmesh element,
we use the idea of density distribution symmetry to find the best partitioning line.
If the distribution of trajectory points is mainly concentrated around the partitioning
line, then assuming that the intersection point between the splitting line and the ele-
ment boundary of the mesh is a, b, and then the two closest trajectory points pα and
pβ will be the approximate optimal splitting line. The trajectory points pα and pβ can
be used as the representative points of the trajectory points set in the mesh area. If the
distribution of the trajectory points is mainly concentrated in the normal direction of
the partition line, then we will take the clustering center of the two partitioned points
set as the representative points. The representative points obtained by this scheme
cannot only describe the direction of the trajectory, but also be more representative.

The ideological framework of the model is shown in Fig. 5. Firstly, the central
point of each grid element is determined to be the origin of the coordinate system, and
the grid element region is divided into two equal parts A1, B1 by the linear function
y = kx . With the change of slope k, we can find the most similar critical point for the
distribution of two trajectory point sets Pα, Pβ . The judgment of similar distribution
of trajectory point set can be made by using the change rate of trajectory point
set density. This algorithm is also a new algorithm proposed in this paper, which
calculates the average change rate of trajectory point set density by continuously
reducing the area. As shown in Fig. 5, flags 1, 2, and 3 represent three states. For area
A1, assuming that state 1 changes to state 2, the area reduction rate is ε, the area of
state 1 is defined as S(A1), and the number of point sets of state 1 isN (A1). Define
the edge length of the grid element to be l. Then S(A1) = l2/2. It is easy to get that
the area of state 2 and state 3 is S(A2) = (1 − ε)S(A1) and S(A3) = (1− ε)2S(A1),
respectively. Densities at states 1, 2, and 3 are ρ(A1) = N (A1)

S(A1)
, ρ(A2) = N (A2)

S(A2)
and

ρ(A3) = N (A3)

S(A3)
, respectively.

Then the definition of the density (defined in Definition 3) used to judge the
distribution similarity of the trajectory point set is as follows.

Fig. 5 Dichotomy algorithm model
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Definition 3 (Density Base on Area). Suppose that a grid element region is divided
into two parts, A1 and B1, by a linear function y = kx . For region A1, if the initial
state area is S(A1) and the number of trajectory points is N (A1), then the area of
A1 is S(Ar + 1) = (1 − ε)mS(A1) with the reduction rate ε changed by m times,
and the number of current trajectory points isN (Am+1), the area name is Am+1. The
density base on area Am+1 can be expressed as the following formula:

ρ(Am+1) = N (Am+1)

S(Am+1)
= 2N (Am+1)

l2(1− ∈)m
(4)

In this section, we design a trajectory planning algorithm based on dichotomy.
Assuming that the trajectory points P = {p1, . . . , pN } in a region are covered by a
grid, the corresponding time series is T = {t1, . . . , tN }, and the mesh size of the grid
element is l. For trajectory points in each grid element, we want to draw a partition
line and divide the trajectory points in each grid into two parts according to the
distribution, so that the distribution of the two parts should be as similar as possible.
Assuming that the center of the mesh is the origin of the Cartesian coordinate system,
the partition line can be expressed as a linear function y = kx with slope k, where
k = tanθ (θ is the angle to the X-axis). Details are shown in Fig. 1. Then, the
intersection points of the linear function y = kx and the meshes are taken as the
basic points of trajectory analysis, and the two points pi , p j closest to the intersection
point in the mesh are selected to represent the group of points in the mesh. How to
judge whether the distribution of two parts of point groups is similar after the linear
function y = kx segmentation is the key to solve the problem. We measure the
similarity of distribution by area reduction.

Define a set of trajectory points in a grid element as P = {p1, . . . , pn}, the cor-
responding time series is T = {t1, . . . , tn}. We measure the similarity of distribution
by area reduction. Assume that the linear function y = kx divides a grid element
into two regions a and b, and their corresponding areas are S(a) and S(b), and we
can get the lemma (Lemma 2) of point group distribution similarity.

Lemma 2 (PGD Similarity). Suppose that the reduction rate of edge length in a and
b regions is defined as ε, and that the density of point groups in a and b regions
can be defined as ρ(a) and ρ(b). Assuming that the number of area reductions
is defined as m, for region a, after m times of area iteration reduction, the total
change of point-group density is 	ρ(a,m) = |ρ(a)1 − ρ(a)2|+ · · · +|ρ(a)ı −
ρ(a)ı+1|+ · · · +|ρ(a)m − ρ(a)m+1|, where ρ(a)1, . . . , ρ(a)m+1 is the density
sequence corresponding to all changes (m > 1). That is 	ρ(a,m) =∑m

j=1 |ρ(a) j − ρ(a) j+1|. Then the average density change rate about a is

	ρ(a,m) = 	ρ(a,m)

m . Similarly, the average density change rate about b is

	ρ(b,m) = 	ρ(b,m)

m . The difference of point group distribution similarity between a
and b is ξ = ∣∣	ρ(a,m) − 	ρ(b,m)

∣∣, namely

ξ = |
m∑

j=1

|ρ(a) j − ρ(a) j+1| − |ρ(b) j − ρ(b) j+1|| (5)
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Table 1 Notations of follow algorithms

Notation Description

P Set of all trajectory points in a region

T Time set of all trajectory points in a region

P A set of trajectory points in a grid element region

T A time set of trajectory points in a grid element region

N Number of elements in P set

P
′ New set of trajectory points after processing

k, tanθ Slope of mesh element segmentation line

4 Algorithm Analysis

In this paper, four kinds of trajectory analysis models are involved, which are ran-
dom algorithmmodel (RAM), greedy algorithmmodel (GAM), clustering algorithm
model (CAM), and dichotomy algorithm model (DAM). In this chapter, the imple-
mentation algorithms of these four models will be described in detail. Table 1 lists
frequently used notations.

4.1 Random Algorithm

Random algorithm model, as its name implies, randomly extracts k trajectory points
from the set of trajectories as representative points and links them up according to
their time characteristics. Algorithm 1 (RAFTP) shows the algorithm process.

Algorithm 1: RAFTP

Input: P,T, k

Output: P
′

1. random k elements from trajectory point set P;

2. drawing trajectory line based on time series T;

3. return P
′;

4.2 Greedy Algorithm

Greedy algorithm cannot get the overall optimal solution for all problems, and the
key is the choice of greedy strategy. The greedy strategy must have no aftereffect;
that is, the process before a certain state will not affect the later state, only related to
the current state.
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In short, the main idea of the greedy algorithm for trajectory analysis is to select
the starting point of p j , scan the surrounding area with p j as the starting point and
r as the radius to find the maximum density point. For the definition of density, see
Lemma 1. After each scan, the trajectory points in the scanning area that are later than
the origin time will be removed from the trajectory set to avoid repeated calculation.
Through continuous iteration, until the time does not meet the conditions; that is, no
longer can find the trajectory point of later time. Algorithm 2 (GAFTP) shows the
detailed algorithm steps of greedy algorithm model.

Algorithm 2: GAFTP

Input: P,T, r

Output: P
′

1. Q ← P

2. tmax ← tN

3. Determine the starting point as p j ∈ Q

4. P
′ ← p j

5. While t j ≤ tN andQ �= ∅ do

6. the set of trajectory points scanned from Q with p j as the center and r radius is as

the radius is P
(
p j

)

7. Q ← Q�\P(
p j

)

8. filter out the trajectory-point set with times are later than t j , and get the set

P ′(p j
)

9. for each p′
ı ∈ P

(
p j

)
do

10. if t
(
p′
ı

) ≥ t j then

11. P ′(p j
) ← p′

12. p0 ← max
p j∈P ′(p j )

ρ
(
p′
j

)

13. P
′ ← p0

14. return P
′

4.3 Clustering Algorithm

Clustering algorithm aggregates the set of trajectory points P into k classes and
calculates the central points of k clusters. Based on the time information of the central
points, the selected trajectory points are joined together to form a new trajectory line.
Algorithm 3 (CAFTP) shows the steps of clustering.
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Algorithm 3: CAFTP

Input: P,T, k

Output: P ′

1. Using the idea of K-means algorithm, the set P of trajectory points is aggregated into k
classes

2. P
′ ← calculating k cluster centers

3. connect trajectory points to form a new trajectory based on the time information of
clustering center

4. return P
′

4.4 Dichotomy Algorithm

Dichotomy algorithmmodel divides all trajectory points into grid elements according
to the idea of vector quantization and then analyzes the set of trajectory points in
each grid element. DAM detailed steps in Algorithm 4 (GMFTP). Assuming that the
set of elements in a grid element is P , the corresponding time information sequence
is T , and the slope of the point set function y = kx is θ . Because we need to find the
best dividing line by changing the slope, we need to determine the magnitude of the
angle change, denoted as 	θ . We need to use the concept of density change rate to
compare the distribution of trajectory points in the two regions after segmentation.
See Lemma 2 for the specific definition. This involves the concept of the number of
regional area reductions used to calculate the rate of density change. Here we define
the number of reductions as m. In Algorithm 4 (GMFTP), 2–6 rows are searched for
the best segmentation line. Assuming that the segmented region is a and b, then 8–12
rows determine the region where the trajectory points belong. Lines 13–22 determine
the points within the grid area that can represent the set of trajectory points in the
region. All grid elements are calculated according to Algorithm 4.

Finally, according to the time information of the selected trajectory points, the
trajectory points are joined together and a new trajectory line is fitted.

Algorithm 4: GMFTP

Input: P, T , l, θ,	θ,m

Output: P ′

1. θ ← 0, φ ← 0, ξmin ← +∞
2. While θ < 2π do

3. if ξ(y = tanθ · x) < ξmin do

(continued)
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(continued)

Algorithm 4: GMFTP

4. ξmin ← ξ(y = tanθ · x)
5. φ = θ

6. θ = θ + 	θ

7. k = tanφ,P(a) ← ∅,P(b) ← ∅
8. for each pi ∈ P do

9. if yi ≥ kxi then

10. P(a) ← pi

11. if yi ≤ kxi then

12. P(b) ← pi

13. P ← ∅, I ← ∅
14. if

∑

i :pi∈P
|kxi−yi |√

k2+1
≤ ∑

i :pi∈P
|xi+kyi |√

k2+1
then

15. the intersection set of linear function y = kx and y = ±l/2,x = ±l/2
is I = {(x1, y1) . . .}
16. for each Iς ∈ I do

17. //
(
xς , yς

)
is the coordinate of Iς with the center of the grid element

as its origin.

18. if xς , yς ∈ [−l/2, l/2] then

19. p′ ← argpγ :pγ ∈Pmindis
(
Iς , pγ

)

20. P ← p′

21. else

22. P ← P(a)clusteringcenter, P ← P(b)clusteringcenter

23. return P

5 Performance Evaluation

5.1 Simulation Setup

In order to better see the performance of the trajectory analysis model, we use simu-
lation experiments to test. We set up two sets of data. In Set one, the X, Y coordinates
of the trajectory points are randomly within [0, 200], and the incremental step size is
10 at each time. In order to make the effect more real, we make the step size fluctuate
within [−8, 2]. For stochastic model and clustering model, we define that the number
of substituted trajectory points is 15, the scanning radius of greedy algorithm is 15,
and the pixel size of dichotomy grid is 15. In Set two, we expand the data quantity of
trajectory points. The X, Y coordinates of trajectory points are random in [0, 400].
Each random incremental step is 10, and the fluctuation range of step size is [−10,2].
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Table 2 Parameter setting

Setting X Y Step Ware k r l

I [0, 200] [0, 200] 10 [−8, 2] 15 15 15

II [0, 400] [0, 400] 10 [−10, 2] 30 30 30

The number of representative points selected by randommodel and clustering model
is 30, the scanning radius of greedy algorithm is 30, and the pixel size of dichotomy
grid is 30. Detailed parameters are given in Table 2.

5.2 Simulation Results

Figure 6 shows the effect of trajectory fitting of random algorithm model, in which
original represents the original trajectory. From Fig. 6a, b, we can find that although
RAM can simplify trajectory to a great extent, it largely ignores the original charac-
teristics of trajectory. For example, the random model does not capture the broken
line feature at the passing point (150, 100) in Fig. 6a and the bending feature at the
passing point (50, 100) in Fig. 6b.

Figure 7a, b shows the trajectory fitting effect of the greedy model. From Fig. 7a,
we find that if there are no outliers or clutter in the trajectory, the greedy strat-
egy can well show the characteristics of the original trajectory. On the contrary, in
Fig. 7b, there will be the same shortcomings as the random model, ignoring some
characteristics of the original trajectory. Figure 8 shows the trajectory fitting effect
of the clustering model. It is easy to find that the model algorithm can capture the
region with dense trajectory points and achieve better trajectory simplification effect.
However, the model cannot express the characteristics of discrete points very well.
Figure 9 shows the trajectory fitting effect of the dichotomy model. We find that the

(a) Random Model under setting I (b) Random Model under setting II

Fig. 6 Random model for trajectory fitting
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(a) Greedy Model under setting I (b) Greedy Model under setting II

Fig. 7 Greedy model for trajectory fitting

(a) Clustering Model under setting I (b) Clustering Model under setting II

Fig. 8 Clustering model for trajectory fitting

(a) Dichotomy Model under setting I (b) Dichotomy Model under setting II

Fig. 9 Dichotomy model for trajectory fitting

fitting effect is close to the original trajectory and can well reflect the trajectory direc-
tion and inflection point characteristics. There is no obvious abnormal phenomenon.
Generally speaking, the experimental results show that comparedwith the other three
models, the algorithm model has obvious advantages.
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6 Conclusion

In this paper, we design random algorithm model (RAM), greedy algorithm model
(GAM), clustering algorithmmodel (CAM), and dichotomy algorithmmodel (DAM)
for trajectory analysis. Through these four algorithms, representative trajectory point
sets are selected. According to the corresponding time information, a new trajectory
is fitted. Experiments show that RAM has high efficiency and low-time complexity,
but RAM cannot describe the trajectory well. If the trajectory is not complicated,
then GAM will be a good choice as it is capable of updating with the current state
information, because GAM can make the best strategy that conforms to the current
state. CAM has a good performance in dense cases. The DAM is the key research
algorithm in this paper. It solves the problem from the point of view of the distribution
of trajectory points. This method can combine the ideas from VQ and clustering
methods with a dynamic strategy to deal with the change of point density, which
allows it to be powerful for studying the trajectory pattern.
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System Design for an Improved SPIDER
Imager

Guomian Lv, Yueting Chen, Huajun Feng, Zhihai Xu, and Qi Li

Abstract The segmented planar imaging detector for electro-optical reconnaissance
(SPIDER) based on interferometric imaging can greatly reduce the mass and volume
of the system while maintaining the same resolution as traditional optical imaging
system. However, only in single wavelength operative mode can the system ensure
the sampled frequency is an integral multiple of the fundamental frequency. Under
this circumstance, the system’s imaging quality is poor due to low radial sampling
rate of the system’s spectrum and a lack of zero frequency. In order to solve this
problem, an improved scheme of SPIDER system with interference arms with lens
number odd–even alternately distributed is proposed, meanwhile giving its specific
lens arrangement and matching mode. The proposed scheme can sample zero fre-
quency and effectively improve radial sampling rate of the system’s spectrum. At
the same time, it has the advantage of strong versatility, almost no increase in hard-
ware cost and no sacrifice of the field of view. Through computer simulation, it is
shown that the improved SPIDER system can achieve better imaging results than the
traditional SPIDER system when the number of interference arms is the same.

Keywords Interference imaging · Interference arm optimization scheme ·
Baseline pairing method · Photonic integrated circuit

1 Introduction

In order to realize the miniaturization and lightweight of imaging system and pro-
mote the development of space-based system, Lockheed Martin first proposed the
segmented planar imaging detector for electro-optical reconnaissance (SPIDER) [1–
3] based on the principle of interferometric imaging in 2012. The system consists
of lens array, photonic integrated circuit (PIC) chip and signal processing unit. The
front-end small lens array is used to replace the traditional lens group. The optical
signals collected by lens pairs are coupled into the photonic integrated circuit chip

G. Lv · Y. Chen (B) · H. Feng · Z. Xu · Q. Li
State Key Laboratory of Optical Instrumentation, Zhejiang University, Hangzhou, China
e-mail: chenyt@zju.edu.cn

© Springer Nature Singapore Pte Ltd. 2020
L. Wang et al. (eds.), Proceedings of the 6th China High Resolution Earth Observation
Conference (CHREOC 2019), Lecture Notes in Electrical Engineering 657,
https://doi.org/10.1007/978-981-15-3947-3_18

241

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-3947-3_18&domain=pdf
mailto:chenyt@zju.edu.cn
https://doi.org/10.1007/978-981-15-3947-3_18


242 G. Lv et al.

using waveguides and then divided into several narrow bands by the arrayed waveg-
uide grating (AWG). The coherence is guaranteed by phase regulator. The coherent
optical signal eventually enters the signal processing unit and the quadrature detector
outputs the photocurrent containing the spectrum information of the imaging target.
The intensity distribution of the target can be obtained by further processing of the
optical current. The working principle of PIC chip is detailed in Ref. [4].

The lens arrangement of SPIDER imaging system [2] is shown in Fig. 1. Odd
number of interference arms is distributed in a radial shape with the same angle of
interval, and each interference arm has even lenses on it. A pair of lenses symmetrical
to the center of an interference arm is matched to compose a baseline. The advantage
of this structure is that the baseline design, PIC chip handling and interference arm
assembling are easy, and the system can rotate different angles and imagemany times
to collect spectrum information of the target in more directions, and then fuse the
information to improve the imaging quality. The simulation imaging results of the
above system are given inRef. [5]. After that, Su et al. [6] built an optical test platform
according to the structure of SPIDER system and obtained the actual imaging results
of SPIDER system by rotating a single PIC chip for many times, which verified the
correctness of the interferometric imaging theory.

Reference [7] studied the distribution of sampled spatial frequency (u, v) in the
interferometric imaging system and pointed out that the number, arrangement and
matching scheme of lens used in the system determine the spatial frequency that the
system can obtain. A pair of lenses with baseline length B can sample spatial fre-
quency ofμ = B/λZ , where λ is the working wavelength of the system, and Z is the
distance between the target and the system. Obviously, the spoke interference arm
distribution of SPIDER system cannot get all frequency information of the target, and

Fig. 1 Lens arrangement of
SPIDER imaging system
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the uniform baseline distribution will actually cause uneven sampling in frequency
domain. In view of this disadvantage, the structure of SPIDER system is improved to
have adjustable baseline pairing methods. According to the information distribution
characteristics of the target in frequency domain, the baseline pairing method with
the best imaging quality is automatically selected among uniform sampling, low-
frequency sampling and high-frequency sampling, which expands shootable scenes
of SPIDER system [8]. However, this improved scheme of SPIDER system needs to
design different pairing methods for different number of lens arrays, which leads to
poor versatility. Meanwhile, because of the need to constantly analyze the shooting
target and adjust the baseline pairing method, the imaging time is very long and
the manufacturing is very difficult. At the same time, zero frequency and frequency
information in some directions are still not sampled, and in order tomake each spatial
frequency sampled integer multiple of the fundamental frequency, it is necessary to
make the system operate in single wavelength mode. At this time, the traditional
SPIDER system can only sample the information of odd multiple of the fundamental
frequency. The improvement scheme of SPIDER system proposed in Ref. [9] can
solve the above problems perfectly. Under the single wavelength mode, the system
can achieve uniform sampling of the frequency information of the target, while sam-
pling the zero-frequency information to improve the imaging quality. The imaging
speed is also very fast. But this array arrangement greatly increases the number of
lenses used and the size of PIC chips behind, and because thematching of lenses is no
longer only in one dimension, the traditional PIC chips are no longer applicable, and
the corresponding three-dimensional PIC chips need to be used [9]. This increases
the difficulty and cost of system manufacturing and makes it impossible to further
improve the imaging quality by rotating the system with different angles and image
multiple times.

In order to solve traditional SPIDER system’s problems of zero-frequency miss-
ing and even multiple of fundamental frequency information missing under single
wavelength mode, while maintaining the advantages of traditional SPIDER system,
such as simple structure, easy fabrication, low cost and availability of multi-imaging
after rotation, this paper presents an improved scheme of SPIDER system using inter-
ference arms with odd–even alternating number of lenses. The improved scheme of
SPIDER system is basically consistent with the structure of traditional SPIDER sys-
tem, and only half of the interference arms have one more lens than before, but it can
sample all integermultiples of the fundamental frequency in the direction of the inter-
ference arm and obtain zero-frequency information. At the same time, the system
can rotate different angles and image multiple times to obtain frequency information
in more directions, which can effectively improve the system’s imaging quality.

The content of this paper will be as follows: Chap. 2 introduces the specific lens
arrangement and baseline pairing method of the proposed SPIDER system improve-
ment scheme and proves that this scheme can realize the sampling of all integer
multiples of the fundamental frequency in the direction of the interferometer arm
and obtain zero-frequency information; Chap. 3 uses computer program to simulate
and compare the imaging results of the traditional SPIDER system and the proposed
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improved SPIDER system, and it is verified that the proposed improved scheme can
achieve better imaging quality.

2 The Improvement Scheme of SPIDER System Using
Interference Arms with Odd–Even Alternating Number
of Lenses

According to the previous analysis, there are some defects in both the traditional
SPIDER imaging system and the improved SPIDER imaging system with a checker-
board lens array. The lens arrangement of SPIDER imaging systemusing interference
arms with odd–even alternating number of lenses presented in this paper is shown in
Fig. 2.

Different from the traditional SPIDER system in which all interference arms use
the same lens arrangement and pairing method, only half of the interference arms
in the improved scheme proposed in this paper still use the same interference arms
with even lenses as before, as shown in Fig. 2, the black interference arms, while the
other half have one more lens than traditional even lens interference arms, as shown
in Fig. 2, the red interference arm, and the two interference arms are alternately
distributed. Figure 3a, b shows the baseline pairing methods of classical even lens
interference arm A and the new odd lens interference arm B in Fig. 2, respectively.

It can be seen that the pairing method of the two types of interference arms is
the same, both are central symmetrical matching, but there is an additional lens in

Fig. 2 Lens arrangement of
SIDER system using
interference arms with
odd–even alternating number
of lenses

A

B
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Fig. 3 a Baseline pairing
method of traditional
interference arm; b baseline
pairing method of new
interference arm

(a) 

(b)

d

the center of the new interference arm. From the deduction in Chap. 1, it can be
concluded that the spatial frequency of the spectrum obtained from the processed
signal of the paired lenses is as follows:

μ = L0

λZ
. (1)

where L0 is the baseline length, that is, the distance between the two lens centers, λ
is the working wavelength, and Z is the distance between the target and the system.
Baselines of different lengths in the system can obtain a series of spectrums with
discrete spatial frequency values. In order to restore the target image, these spectral
values need to be reconstructed into a two-dimensional discrete spectrum matrix, as
shown in Fig. 4, where zero frequency is placed at the center of the matrix, as shown

Fig. 4 Schematic diagram
of spectrum reconstruction

7
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in the blue square, and L represents the baseline length corresponding to a spectrum
point and θ the angle between the baseline and the horizontal axis.

In order to locate the rest of the spectrum points in thematrix, it is necessary to first
calculate the minimum spatial frequency that the system can sample. Assuming that
the lenses are arranged tightly without intervals (when there are intervals, the same
conclusion canbedrawn.The assume ismade for the sake of describing convenience),
the diameter of the lens is d, and the system operates in single wavelength mode
and the operating distance of the system remains unchanged, the minimum spatial
frequency μmin that the system can obtain is determined by the shortest baseline
Bmin:

μmin =
Bmin

λZ
=

d

λZ
(2)

This very spatial frequency is the fundamental frequency when reconstructing the
spectrum, and its position in the matrix is next to zero frequency closely. For baseline
with length L, the corresponding spatial frequency is:

μ = L

λZ
(3)

Divide μ by fundamental frequency μmin, the distance between the frequency
point sampled by this baseline and the origin (zero frequency) in the matrix �μ can
be obtained:

�μ = μ

μmin
= L

d (4)

Then,we can determine the coordinates�u,�v of the spectral point in thematrix:

{
�u = �μ · cos θ

�v = �v · sin θ
(5)

From Fig. 3a, the baseline length of the traditional interference arm is: L1 =
[d, 3d, 5d, 7d]. Equation 4 shows that the spatial frequencies it can sample will be
fundamental frequency, triple frequency, quintuple frequency and seventh frequency,
and the field of view for best imaging is given by the reciprocal of the minimum
frequency sampled by the system:

�μ1 = μ1

μmin
= L1

d (6)

Fov1 = 1
μmin

= λZ
d (7)

This means that if all the interference arms adopt this baseline pairing method, the
eventually sampled spectrum in each direction of the interference arm will lose even
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multiples of fundamental frequency, i.e., spatial frequency information of �μ =
2, 4, 6, 8, resulting in poor imaging quality.

The newly proposed interference arm first has a single lens in the middle, which
can collect the zero frequency which contains the average brightness information of
the target. Secondly, although the pairing method of the lens remains unchanged, the
baseline length of the new interferometer arm is changed to L2 = [2d, 4d, 6d, 8d],
which can acquire even multiples of fundamental frequency. Specific deductions are
as follows:

μ
′
min = B

′
min
λZ = 2d

λZ
(8)

�μ2 = μ2

μ
′
min

= L2
2d = [1, 2, 3, 4] (9)

Fov
′ = 1

μ
′
min

= λZ
2d = 1

2 Fov1 (10)

It is clear that if the system only uses the new interference arms, although the
system can sample the spatial frequency information of the continuous integer mul-
tiples of fundamental frequency, the frequency points sampled by the system do not
increase in the radial direction. At the same time, because the fundamental frequency
becomes twice larger than before, the field of view for best imaging becomes half as
before. Thus, adopting all the new interference arms in the SPIDER system is still
not an ideal option.

However, if the new and old interference arms are used alternately in the
system, the system will have all the baselines in L1 and L2, with L3 =
[d, 2d, 3d, 4d, 5d, 6d, 7d, 8d]. At this time, the basic frequency, sampling frequency
point and field of view of the system are as follows:

μ
′′
min = μmin = d

λZ (11)

�μ3 = μ3

μ
′′
min

= L3
d = [1, 2, 3, 4, 5, 6, 7, 8] (12)

Fov
′′ = Fov1 (13)

It can be seen that the system can sample the spatial frequency information of
continuous integer multiples of fundamental frequency, at the same time collect zero
frequency, and the imaging field remains unchanged. Meanwhile, the number of
baselines in each direction of the interference arm is doubled, the radial sampling
rate of the spectrum increases and the final imaging quality becomes higher. Figure 5
compares the spectrum matrix reconstructed from the spectrum points obtained by
the SPIDER system using only the traditional interference arms, only the new inter-
ference arms and both interferometer arms with alternating distribution under the
same interference arm number.
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(a) (b) (c)

Fig. 5 Spectrum matrix obtained by SPIDER system with different arrangements of interference
arms. a The traditional interference arm is used; b the new interference arm is used; and c both
types of interference arms are used

It will be proved that in order to achieve the optimal imaging quality of SPIDER
system using interference arms with odd–even alternating number of lens, the same
number of traditional interference arms and new interference arms are needed, and
the number of both interference arms needs to be odd. Firstly, a theorem is quoted that
the brightness distribution of an object is generally a real function, and the Fourier
transform of the real function satisfies the following properties:

F(x, y) = F∗(−x,−y) (14)

That is to say, as long as the Fourier transform of one point is obtained, the
Fourier transform of its conjugate point can also be obtained. Therefore, in traditional
SPIDER system, in order to obtain the spectrum information in as many directions as
possible, the total number of interference arms is set to oddnumber, so that the number
of directions of frequency information sampled is twice the number of interference
arms. If the improved SPIDER system also uses odd number of interference arms, the
number of new and tradition interference arms will be different, and the information
sampled by the two interference arms cannot complement each other perfectly. In
fact, the number of interference arms in the improved SPIDER system has three
situations. The following is a detailed analysis and comparison.

2.1 The Total Number of Interference Arms Is Odd

In this situation, the arrangement of interference arms is shown in Fig. 6. The odd and
even in the figure represent that the corresponding interference arm has odd or even
lenses. The dotted red lines indicate that although there is no lens in this direction,
the spectrum information can still be calculated using Eq. 14.
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Rotate 72° clockwise

Fig. 6 Lens arrangement when the system’s number of interference arms is odd. The right structure
is the result of 72° clockwise rotation of the left structure

Here, three interference armswith odd number of lenses (hereinafter referred to as
odd interference arms) and another two interference armswith even number of lenses
(hereinafter referred to as even interference arms) are used in the system. Although
from Eq. 14, the system can sample the frequency information in the direction of
10 interference arms (the combination of lenses and dotted lines), the direction of
odd interference arm lacks the information sampled by even interference arm, and
so does the latter. In order to complement each other perfectly, the system needs to
rotate 72° clockwise, that is, the interval between two interference arms, to make the
position interchange of even and odd interference arms. Then, a secondary imaging
of the target is implemented, and the information acquired from two imaging pro-
cess is fused. In this case, the information of all interference arms can be perfectly
fused except the interference arm framed in the red box in Fig. 6, where the odd
interference arm remains unchanged after the rotation, so the direction of this inter-
ference arm still lacks information sampled by even interference arm. It can be seen
that when the number of interference arms is odd, the information sampled by even
and odd interference arms cannot be perfectly complemented by fusing the imaging
information before and after rotation.

2.2 The Number of Even and Odd Interference Arms Is Both
Even

In this case, it is obvious that the number of even and odd interference arms is the
same, and the total number of interference arms can be quadrupled. The interference
arm arrangement is shown in Fig. 7.

Here, there are four odd interference arms and four even interference arms, and
each kind of interference arm is centrally symmetrical. Therefore, it can be seen that
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Fig. 7 System’s lens arrangement when the number of odd and even interference arms is even. The
right structure is the result of 45° clockwise rotation of the left structure

the extended line direction of odd interference arms is still odd interference arms, and
so are even interference arms. This means that using this structure, we can neither
obtain spectrum information in more directions, nor make the information of even
and odd interference arms complement each other using Eq. 14. Compared with the
five-interference-arm system inSect. 2.1,which can sample the spectrum information
in ten directions, the structure presented in this section has eight interference arms
but can only sample spectrum information in eight directions. At the same time, in
order to complement the information of odd and even interferometer arms, it is still
necessary to rotate the interval between two interference arms and image a secondary
time. Although this structure can integrate the information before and after rotation
perfectly, the utilization rate of the interference arms is low, and it is impossible to
obtain spectrum information in more directions using Eq. 14. To sample the same
number of spectrum points, more interference arms or imaging times are needed than
other structures, which increase the time and cost consumption.

2.3 The Number of Even and Odd Interference Arms Is Odd

In this case, the number of odd and even interference arms is the same, the total
number of interference arms is even and each odd interference arm is centrally
symmetrical with an even interference arm, as shown in Fig. 8.

At this time, although the structure cannot obtain spectrum information in more
directions using Eq. 14, each odd interference arm is centrally symmetrical with
an even interference arm, so that the spectrum information sampled by the two
arms can complement each other perfectly in every interference arm’s direction,
thus realizing the information sampling of continuous integer multiple frequency of
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Fig. 8 System’s lens arrangement when the number of odd and even interference arms is odd. The
right structure is the result of 30° clockwise rotation of the left structure

fundamental frequency. If the frequency information inmore directions is needed, we
can simply let the system rotate half of the angle between two adjacent interference
arms and image again. This structure can not only optimize the frequency sampling
in the interferometer arm’s direction, but also collect frequency information in more
directions by fusing the imaging information before and after rotation. It has the best
performance among the above three structures.

2.4 Summary

This section describes in detail the improvement scheme of SPIDER imaging sys-
tem using interference arms with odd–even alternating number of lenses. It proves
that the improved SPIDER imaging system can sample the spectrum information of
continuous integer multiple fundamental frequencies and at the same time acquire
zero frequency without decreasing the field of view or increasing the cost. Sec-
tions 2.1–2.3 qualitatively analyzes the three kinds of interference arm arrangements
that may be used in the improved SPIDER system and draws the conclusion that
when the number of even and odd interference arms is odd and the same, the system
can achieve the optimal balance among imaging quality, manufacturing cost and
imaging time. Assuming that each even interference arm has N baselines and can
sample N frequency points, each odd number interference arm can sample N + 1
frequency points. Table 1 compares in detail all the non-repetitive spectrum points
the system can obtain by imaging once and twice under the different arrangements
of interference arms described in Sects.As shown in bold, scheme 2 owns the maxi-
mum baseline number, while scheme 3 has the best spectrum acquisition capability
and baseline utilization ratio. 2.1–2.3 and calculates the average spectrum points
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Table 1 Spectrum acquisition capability and baseline utilization ratio of the system under different
interference arm schemes

Scheme number Baseline
number

Spectrum acquisition
capability

Baseline utilization ratio

Image once Image twice Image once Image twice

Scheme 1 5N + 3 10N + 6 18N + 10 2 <4

Scheme 2 8N + 4 8N + 4 16N + 8 1 2

Scheme 3 6N + 3 12N + 6 24N + 12 2 4

sampled by each baseline in each case to measure the system’s spectrum acquisi-
tion capability and baseline utilization rate. For the convenience of description, the
arrangement schemes in Sects. 2.1–2.3 are called scheme 1, scheme 2 and scheme 3,
respectively. It can be seen that scheme 3 has both the best spectrum acquisition
capability and the highest baseline utilization ratio.

3 Comparison of the Systems’ Simulation Imaging Effects

In this chapter, the traditional SPIDER system and the improved SPIDER system
are simulated by computer program, and the imaging results are compared and ana-
lyzed. The specific structure parameters of the traditional SPIDER system are shown
in Table 2. There are 47 interference arms (odd number is chosen here to obtain fre-
quency information in more directions using Eq. 14), and each one has 128 lenses.
There is no interval between lenses, so the lenses are closely arranged. The diameter
of the lens is set to 1 mm. In order to achieve the highest coupling efficiency between
lens and waveguide, the relative aperture of the lens needs to be equal to 0.2, and
therefore, the focal length of the lens can be calculated to be 5 mm. Due to the optical
waveguide has less attenuate in near-infrared band, the system’s operating band is
chosen in the near-infrared band, and because the systemworks in single wavelength

Table 2 Specific structural
parameters of the traditional
SPIDER system

Parameter Values

Working wavelength (nm) 1400

Imaging distance (km) 900

Spectral number of AWG 1

Lens diameter (mm) 1

Lens interval 0

Focal length of the lens (mm) 5

Number of interference arms 47

Lens number on each interference arm 128
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mode, the spectral number of the arrayed waveguide grating is set to one. The work-
ing distance of the system is set to 900 km to simulate remote sensing imaging of
the earth.

The number of the improved SPIDER system’s interference arms is set to 46 to
meet the even requirement. At the same time, half of the interference arms have
129 lenses and the other half have 128 lenses. Other parameters remain unchanged.
The imaging target used in the simulation program is the USAF resolution target, as
shown in Fig. 9. The image is gray scale with a pixel resolution of 256 * 256.

Figure 10 shows the results of single imaging of traditional SPIDER system and
improved SPIDER system using parameters in Table 2 and fusion results of two
images before and after rotation of improved SPIDER system. The residual of each
reconstructed image with the original target image is shown in Fig. 11.

It can be seen that even if the number of interference arms is one less, the improved
SPIDER system can achieve better imaging effect than the traditional SPIDER sys-
tem, and the image quality of the improved systemcanbe further increased by rotating
and imaging multiple times and fusing the results. Next, we compare the final image
quality between the traditional SPIDER system and the improved SPIDER system
at same rotating imaging times, and draw a curve with the rotating imaging times as
abscissa and the peak signal-to-noise ratio (PSNR) of the system’s imaging results
as ordinate, as shown in Fig. 12.

The imaging quality curves of the two systems show distinct trends. The PSNR of
traditional SPIDER system is slightly improved and gradually saturated even after
multiple rotational imaging and fusion and finally stabilized at about 13. This is
because the interference arms of the traditional SPIDER system can only sample

Fig. 9 USAF resolution target image used as imaging target in simulation
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PSNR:11.6874 PSNR:13.1781 PSNR:15.7151

(a) (b) (c)

Fig. 10 Single imaging of the traditional SPIDER system and the improved SPIDER system

(a) (b) (c)

MSE:0.0678 MSE:0.0481 MSE:0.0268 

Fig. 11 Residual of each corresponding reconstructed image in Fig. 10 with the original target
image in Fig. 9

Fig. 12 Comparison of imaging quality between the traditional and the improved SPIDER systems
with multiple imaging times



System Design for an Improved SPIDER Imager 255

the spectrum information of odd multiple fundamental frequency, and multiple rota-
tional imaging and fusion (equivalent to the number of interferometer arms) cannot
solve the problem of under-sampling in the radial direction of the system. Finally, the
spectrum information of even multiple fundamental frequency cannot be sampled in
all directions, resulting in the imaging quality cannot continue to improve. On the
contrary, the imaging quality of the improved SPIDER system increases approximate
linearly with the number of rotational imaging. This is because the spectrum infor-
mation of the target in each direction of the interference arm has been fully sampled,
and only the number of interference arms restricts the imaging quality, which can
be increased by multi-rotational imaging, so the PSNR of final imaging is gradually
improved. The improved SPIDER system not only has better single imaging effect,
but also has higher quality upper limit in multiple imaging and fusion. Figure 13 con-
trasts the imaging results between the traditional SPIDER system and the improved
SPIDER system when rotating imaging is performed 10 times.

In addition, several images with different contents are used as imaging targets
to further test the applicability of the improved SPIDER system to various imaging
targets. The selected target images are shown in Fig. 14. Single imaging of three
targets is performed using the traditional SPIDER system and the improved SPIDER
system, respectively. The simulation results are shown in Fig. 15.

It can be seen that the improved SPIDER system can achieve better imaging
results for various scenes, which proves it applicable to all kinds of imaging targets.
Multiple imaging quality of the two systems is further compared. From Fig. 12, we
know that the image quality of the traditional SPIDER system has basically reached
the highest level when rotational imaging four times. Therefore, the results of the two
systems with rotational imaging four times are compared here, as shown in Fig. 16.
After the fusion of multiple imaging results, the imaging quality of the two SPIDER
systems is both better than that of single imaging results, and the visual effects of
the improved SPIDER system’s images are better.

Fig. 13 Comparison of the traditional SPIDER system and the improved SPIDER system’s imaging
results when rotational imaging is performed 10 times. a Imaging results for traditional SPIDER
systems; b imaging results for improved SPIDER systems
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Fig. 14 Target images with different contents. a Nebular images; b planetary surface images taken
by astronomical telescopes; and c satellite remote sensing images

Fig. 15 Simulated imaging results of the traditional and the improved SPIDER system targets
in Fig. 14. a–c the imaging results of the traditional SPIDER system; d–f the imaging results of
improved SPIDER system

Further analysis is performed by comparing the two systems’ imaging PSNR and
the sampled number of spectral points, as shown in Tables 3 and 4. Table 3 gives the
PSNR of each result obtained by the traditional SPIDER system and the improved
SPIDER system when imaging different targets for once or four times, and Table 4
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Fig. 16 Traditional and the improved SPIDER system’s fusion results of targets in Fig. 14 when
rotational imaging four times. a–c The imaging results of the traditional SPIDER system; d–f the
imaging results of the improved SPIDER system

Table 3 Comparison of PSNR between the traditional and the improved SPIDER systems when
imaging different targets for one and four times

Imaging target Imaging times Traditional SPIDER’s
PSNR (dB)

Improved SPIDER’s
PSNR (dB)

Nebular image Image once 24.6332 32.3360

Image four times 24.8850 35.1396

Planetary surface
image

Image once 21.6765 26.0823

Image four times 22.2779 32.9577

Satellite remote
sensing image

Image once 19.9273 22.1640

Image four times 20.9521 28.5081

USAF resolution target Image once 11.6874 13.1781

Image four times 12.8236 20.0559

gives the number of spectrum points sampled by the system under corresponding
conditions.

Not surprisingly, the results of quantitative indicators are consistentwith the visual
results of imaging. Bold in Table 3 shows that the improved SPIDER system, which
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Table 4 Comparison of
sampled frequency points
between the traditional and
the improved SPIDER
systems when imaging once
or four times

System
structure

Image once Image four
times

Increased
multiples

Traditional
SPIDER

5679 18,801 3.31

Improved
SPIDER

5504 19,995 3.63

can achieve better imaging PSNR, beats the traditional SPIDER system in both single
and multiple imaging of various targets. And from bold in Table 4, we can see that
although Traditional SPIDER samples more frequency points in single imaging, the
improved SPIDER system can acquire more spectrum points than the traditional
SPIDER system in multiple imaging, which shows that the improved system has a
more reasonable baseline distribution and stronger scalability, together with a higher
baseline utilization rate in multiple imaging and a higher upper limit of final imaging
quality. This also proves why the improved SPIDER system’s PSNR of multiple
imaging is much higher than that of single imaging, which the traditional SPIDER
system cannot do, as shown in Table 3. In conclusion, the simulation results show that
the improved SPIDER system can achieve better imaging quality than the traditional
SPIDER system without increasing hardware cost and manufacturing difficulty.

4 Summary

In this paper, an improved scheme of the traditional SPIDER system in single wave-
length mode is proposed. A lens is inserted into the center of the traditional interfer-
ence arm with even number of lenses, which makes traditional one transform into a
new type of interference arm. The new and old interference arms are then arranged
alternately to form the improved SPIDER imaging system. Firstly, theoretical anal-
ysis shows that the improved SPIDER system can not only sample zero frequency
which contains the average brightness information of the target, but also realize the
information acquisition of continuous integer multiple fundamental frequency in the
direction of every interference arm. The proposed scheme improves the system’s
spectrum radial sampling rate and hardly increases the hardware cost or assembly
difficulty, meanwhilemaintaining the field of view.What’smore, the baseline pairing
method can be used for lens arrays of any size, which has strong versatility. Secondly,
three possible situations of different number and distribution of interference arms
in the improved SPIDER system are compared in detail, and the optimal scheme is
given. Finally, a computer program is used to simulate the imaging results of both
the improved SPIDER system and the traditional SPIDER system for the same target
using the same number of interference arms, which proves that the imaging quality
of the improved SPIDER system is significantly higher than that of the traditional
SPIDER system.
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Innovation Points: Chap. 4 explains the innovation points.
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Performance of Support Vector
Machines, Artificial Neural Network,
and Random Forest for Identifying
Banana Fusarium Wilt Using UAV-Based
Multi-spectral Imagery

Huichun Ye, Bei Cui, Shanyu Huang, Yingying Dong, Wenjiang Huang,
Anting Guo, Yu Ren, and Yu Jin

Abstract The Fusariumwilt of bananas currently threatens to the banana production
areas worldwide. Timely monitoring of Fusarium wilt disease is very important for
the disease treatment and crop planting adjustment. The aim of this paper was to
evaluate the performance of support vector machines (SVM), random forest (RF),
and artificial neural network (ANN) with unmanned aerial vehicle (UAV)-based
multi-spectral imagery to identify the locations that were infested or not infestedwith
banana Fusarium wilt. A total of 139 ground samples were surveyed to assess the
occurrence of banana Fusariumwilt. The results showed that the overall accuracies of
SVM, RF, andANNwere higher than 90% for the pixel based. Among the classifiers,
SVM had the best performance, followed by ANN and RF. The maps generated
by SVM, RF, and ANN appeared a similar distribution trend with regard to the
occurrence of Fusarium wilt. The areas of the occurrence of Fusarium wilt were
between 5.21 and 5.75 ha, accounting for 36.3–40.1% of the total planting area of
bananas in the study area. The results also showed that the inclusion of the red-edge
band had 2.9–3.0% increases in overall accuracy. The results of this study indicate
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that the SVM, RF, and ANN with UAV-based remote sensing imagery have the
potential to identify and map the banana Fusarium wilt.

Keywords Fusarium wilt · Multi-spectral remote sensing · Support vector
machines · Artificial neural network · Random forest

1 Introduction

Banana (Musa spp.) is the most popular fruit crop that is widely cultivated in trop-
ical and subtropical climatic regions. Fusarium wilt of banana, also called Panama
disease, is a serious soil-borne fungal disease caused by the fungus Fusarium oxys-
porum f. sp. cubense race 4 (Foc4) [1]. Currently, this disease threatens the banana
production areas worldwide [2]. It disseminates either through infected plant mate-
rial, contaminated soil, tools, or footwear or due to flooding and inappropriate sani-
tation measures [2]. The first visible signs of the disease are a yellowing or splitting
on the oldest leaves, followed by leaf wilt and buckling, forming a ‘skirt’ around
the pseudostem before falling off [3]. Chemical treatment of affected plants is often
ineffective. Once a diseased plant is found, ‘timely removal’ is the best way to avoid
the formation of a disease center [4]. Therefore, timely monitoring the occurrence
of banana Fusarium wilt disease is very important for the disease treatment and
adjustment of crop planting structure.

Traditionally, crop disease data collecting methods from ground surveys are
expensive and time-consuming [5].Remote sensing technologyhas becomea feasible
means for crop disease detection and assessment in the past few decades, including
for detecting Fusarium head blight and rust infection in wheat [6–10], bacterial leaf
blight in rice [11, 12], and gray leaf spot inmaize [13]. However, studies using remote
sensing technology to monitor Fusarium wilt of banana are scarce.

When plants are infected with diseases, the leaf water, pigment content, and
internal structure undergo changes and would be reflected in the spectral signature of
the plants [18]. Many spectral features of vegetation were found within the red-edge
band that is related to changes in chlorophyll content and leaf area index [14–16],
which would be changed significantly when bananas were infected with Fusarium
wilt. As to the classification methods, a variety of classification algorithms have been
developed and tested for crop monitoring or land cover classification using remote
sensing data [17–21]. These methods range from unsupervised algorithms (i.e., K-
means) to parametric supervised algorithms (i.e., maximum likelihood) and machine
learning algorithms including decision trees (DT), support vector machines (SVM),
artificial neural networks (ANN), and random forest (RF). In these methods, the
SVM, ANN, and RF were the most increasing classification algorithms in remote
sensing of the Earth’s surface [22].

The aims of this paper were to (i) evaluate the performance of three machine
learning Algorithms with SVM, RF, and ANN in an attempt to classify the locations
that were infested or not infested with banana Fusarium wilt and (ii) assess the
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effect of the imagery with or without red-edge band on the identification accuracy.
The results will provide guidance for detecting the disease and adjustment of crop
planting structure.

2 Materials and Methods

2.1 Study Area

The study area is located in Long’an County, Guangxi Province, China
(23° 7′ 58.8′′ N, 107° 43′ 55.2′′ E) (Fig. 1). The field crops were the bananas with
the variety of ‘Williams B6.’ For this variety, the leaf number was 34–36, the plant

Fig. 1 Location of the study area



264 H. Ye et al.

height was about 2.4–3 m, the growth period was 10–12 months, and the annual
yield was 45,000–60,000 kg ha−1. The farm was developed in September 2015 with
the planting distance of 2.0 m by 2.6 m (planting density of 130 plants ha−1). It was
harvested for the first time in November 2016. By August 2018 (the time of field
investigation in this study), the third generation of bananas was present in the plots.
In the study area, nearly 40% of banana plants were infected with Fusarium wilt
disease of different severity.

2.2 Field Data Collection

In this study, a total of 139 sample plots were surveyed on August 7–9, 2018, to
assess the occurrence of banana Fusarium wilt disease as ground truth data. These
sampleswere classified into two categories: healthy samples (total of 66) anddiseased
samples (total of 73), representing the occurrence or non-occurrence of Fusarium
wilt as reflected by the external characteristics. Finally, a total of 100 samples were
randomly selected for model calibration and the remaining were used for validation.

2.3 UAV Multi-spectral Imagery Acquisition

A UAV platform (DJI Phantom 4 quadcopter) was used to capture the multiple-
spectral images. A five-band multi-spectral camera MicaSense RedEdge MTM

(MicaSense, Inc., Seattle, WA, USA) was mounted in landscape format. The sensor
has a spectral range of 400–900 nm with a 47.2° field of view. It has five spectral
bands, blue, green, red, red-edge (RE), and near-infrared (NIR). Spectral bands have
a ground sampling distance (GSD) of 8 cm at 120 m above ground level (Table 1).
A global shutter is aligned with all bands with a 12-bit radiometric resolution at an
image capture rate of 1 Hz. In this study, the flight plan ensured cross-track and
along-track overlap of 80% and a calibrated reflectance panel was imaged directly

Table 1 Characteristics of
MicaSense RedEdge MTM Spectral band Center

wavelength
(nm)

Bandwidth
(nm)

GSD (cm)

Blue 475 20 8

Green 560 20 8

Red 668 10 8

Red-edge 717 10 8

Near-infrared 840 40 8
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before and after each flight and used for reflectance calibration using the empiri-
cal line method. The multi-spectral imagery was collected from a flying altitude of
approximately 120 m above the ground with a GSD of 8 cm.

2.4 Classification Algorithms

In this study, we compared the performances of RF, ANN, and SVM classifiers for
banana Fusarium wilt identification using UAV-based multi-spectral imagery. RF is
one of the most popular decision tree-based ensemble models proposed by Breiman
[23]. It can be described as an ensemble of classification trees, where each tree votes
on the class assigned to a given sample, with the most frequent answer winning the
vote [24]. The definition of RF can be found in Refs. [23, 25]. SVM, which is a non-
parametric supervised statistical learning classifier, has become increasingly popular
in remote sensing classification [26–28]. The SVM algorithmwas developed byVap-
nik [29]. The SVM classifier tries to find the optimal hyperplane in n-dimensional
classification space with the highest margin between classes [22]. Polynomial and
radial basis function (RBF) kernels are themost commonly used functions for remote
sensing classification [30–32]. ANN classifier can be described as a parallel com-
puting system consisting of an extremely large number of simple processors with
interconnections [22]. The ANN was originally designed as pattern recognition and
data analysis tools that mimic the neural storage and analytical operations of the
brain. It has a distinct advantage in that it is nonparametric and requires little or no
a priori knowledge of the distribution model of input data [32].

2.5 Accuracy Assessment

Non-banana areas were masked from final images using a normalized difference
vegetation index (NDVI)-based mask. The validation samples were used for accu-
racy assessment with indicators such as overall accuracy and the Kappa coefficient
calculated by confusion matrix method [33, 34]. The overall accuracy is the sum of
the correctly classified plots divided by the total number of plots. A Kappa value of
1 represents perfect agreement, whereas a value of 0 represents no agreement.
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Table 2 Identification accuracy of banana Fusarium wilt for the pixel based in the conditions with
or without red-edge band

Classifier Red-edge band included Red-edge band excluded Contribution of red-edge
band

Overall
accuracy
(%)

Kappa
coefficient

Overall
accuracy
(%)

Kappa
coefficient

Overall
accuracy
(%)

Kappa
coefficient

SVM 91.4 0.80 88.5 0.75 2.9 0.05

RF 90.0 0.77 87.1 0.72 2.9 0.03

ANN 91.1 0.79 88.1 0.73 3.0 0.06

3 Results

3.1 Results of Accuracy Assessment

In this study, the verification samples were used to verify the classification accuracy
of banana Fusarium wilt with SVM, RF, and ANN algorithms (Table 2). The results
showed that all three algorithms with original UAV-based multi-spectral imagery
can be well used to identify and map the banana Fusarium wilt disease. The overall
accuracies of SVM, RF, and ANN were higher than 90% for the pixel based. The
SVM had the best performance (with the overall accuracy of 91.4% and Kappa
coefficient of 0.80), followed byANN (with the overall accuracy of 91.1% andKappa
coefficient of 0.79) and RF (with the overall accuracy of 90.0% andKappa coefficient
of 0.77). Furthermore, the performances of the imagery included the red-edge band
and without the red-edge band were compared. The results showed that inclusion
of the red-edge band has contributed to the increase on identification accuracy of
banana Fusarium wilt in the study. It had 2.9%, 2.9%, and 3.0% increases in overall
accuracy of SVM, RF, and ANN algorithms, respectively.

3.2 Mapping Disease Distribution

Figure 2 shows the spatial distribution of banana Fusarium wilt infected regions in
the study area using SVM, RF, and ANN algorithms in the conditions with or without
red-edge band. All the maps appeared a similar distribution trend with regard to the
occurrence of Fusarium wilt disease. The results in Table 3 show the areas of the
healthy regions and Fusariumwilt diseased regions.When the imagerywith red-edge
band was used, the areas of the occurrence of Fusarium wilt were between 5.21 and
5.75 ha, accounting for 36.3–40.1% of the total planting area of bananas in the study
area. When the imagery without red-edge band was used, the areas of the occurrence
of Fusarium wilt were between 4.77 and 5.53 ha, accounting for 33.3–38.6% of the
total planting area of bananas in the study area.Among the three classifiers, the results
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Fig. 2 Maps of the spatial distribution of banana Fusarium wilt infected regions in the study area
using SVM, RF, and ANN in the conditions with or without red-edge band. a SVM with imagery
including red-edge band. b SVMwith imagery excluding red-edge band. c RFwith imagery includ-
ing red-edge band. d RF with imagery excluding red-edge band. e ANN with imagery including
red-edge band. f ANN with imagery excluding red-edge band

Table 3 Areas of the healthy regions and Fusarium wilt diseased regions obtained using SVM, RF,
and ANN in the conditions with or without red-edge band

Classifier Red-edge band included Red-edge band excluded

Healthy
area (ha)

Diseased
area (ha)

Percentage
of diseased
area (%)

Healthy
area (ha)

Diseased
area (ha)

Percentage
of diseased
area (%)

SVM 9.12 5.22 36.4 9.50 4.84 33.8

RF 8.58 5.75 40.1 8.81 5.53 38.6

ANN 9.13 5.21 36.3 9.57 4.77 33.3
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generated by SVM are highly consistent with the by ANN, whereas RF obtained a
larger diseased area than SVM by 0.53 ha in the condition with red-edge band and
0.69 ha in the condition without red-edge band.

4 Discussion

The results of this study indicate that the three machine learning algorithms (SVM,
RF, and ANN) with UAV-based multi-spectral imagery have the potential to identify
and map the banana Fusarium wilt disease. All the SVM, RF, and ANN algorithms
achieved comparable overall accuracies larger than 90%. SVM produced higher
classification accuracy than RF by 1.4% and ANN by 0.3%. However, the operation
speed of SVM is much lower than those of RF and ANN. Furthermore, a very high-
resolution UAV-based imagery with the resolution of 0.08 m was used in this study.
In the further study, it is necessary to simulate the resolutions of satellite-based
imagery (i.e., Worldview Series with a resolution of 0.5 m, GF-2 with a resolution
of 1 m, GF-1 with a resolution of 2 m, RapidEye with a resolution of 5 m, and
Sentinel-2 with a resolution of 10 m) to assess the effects of imagery with different
spatial resolution on the identification of disease, which can provide a reference for
large-scale applications of satellite-based data.

5 Conclusions

This study evaluated the performance of SVM, RF, and ANN algorithms with UAV-
based multi-spectral imagery to identify the locations that were infested or not
infested with banana Fusarium wilt. The results showed that the SVM, RF, and
ANN algorithms with UAV-based multi-spectral imagery can be well to identify and
map the banana Fusariumwilt disease. The overall accuracies of SVM, RF, andANN
were higher than 90% for the pixel based. Among the classifiers, SVM had the best
performance, followed by ANN and RF. The maps generated by SVM, RF, and ANN
all appeared a similar distribution trend with regard to the occurrence of Fusarium
wilt disease. The areas of the occurrence of Fusarium wilt disease were between
5.21 and 5.75 ha, accounting for 36.3–40.1% of the total planting area of bananas
in the study area. The results also showed that the inclusion of the red-edge band
had 2.9–3.0% increases in overall accuracy. The results of this study indicate that
the SVM, RF, and ANN with UAV-based remote sensing imagery have the potential
to identify and map the banana Fusarium wilt disease; this provides guidance for
disease treatment and crop planting adjustment.
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Remote Sensing Image On-Board
Restoration Based on Adaptive Wiener
Filter

Yunsen Wang, Wenxiu Mu, Xiaohui Du, Chengzhi Ma, and Xuejin Shen

Abstract During the satellite’s imaging process, remote sensing images are always
degraded due to a variety of factors. To overcome the power spectrum ratio’s evalua-
tion problem of traditionalWiener filter methods of image restoration, a novel remote
sensing image restoration algorithm based on adaptiveWiener filter is proposed. This
algorithm still adoptsWiener filter to restore the degraded remote sensing image. The
degenerate function is evaluated by point spread function of uniform linear motion,
and the power spectrum ratio of the image is estimated by adaptive iteration. To verify
the proposed algorithm’s on-board process performance, the method is implemented
on embedded graphics processing unit (GPU). Experimentations demonstrate that
the proposed algorithm could acquire satisfactory remote sensing image recovering
results, and the processing time could be controlled in a relatively short time.

Keywords Remote sensing image restoration · Adaptive wiener filter · Power
spectrum ratio · Degenerate function

1 Introduction

During remote sensing image processes, restoration algorithm plays an important
role. In the space environment, a remote sensing image is always degraded by dif-
ferent kinds factors, such as atmospheric turbulence effects, atmosphere scatter, and
low performance of sensors [1–3]. So the on-board sensing image, reconstruction
process aims to restore degraded images on the space platform.

All kinds of filtering algorithms are widely used in remote sensing image restora-
tion field, such as inverse filtering [4], Richardson–Lucy filtering [5, 6], Wiener filter
[7], and blind convolution filtering [8].Most of thesemethods are implemented based
on point spread function (PSF), or modulation transfer function (MTF), which is the
essential theoretical support of semi-blind sensing image restoration [9, 10]. Because
many useful information of the image’s target hidden in the edge portion, those fil-
tering methods need to remove the blur and noise from the image on the premise of
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keeping image’s details [11, 12].Manymethodswere proposed to deal with this com-
peting problem, regularization, total variation [13], and expectation–maximization
[14], for example.

Recently, using neural network algorithms to restore remote sensing images has
become a new research hotspot along with the rapid development of computer [15].
Zhou et al. firstly adopted Hopfield neural network to realize image restoration by
using optimization method [16]. But the network model is huge, and the parame-
ter state would be updated slowly. In order to overcome these disadvantages, Paik
et al. put forward an improved Hopfield neural network model for grayscale image
restoration [17]. Later, Paik’s method was improved by many scholars from the net-
workmodel and the convergence rate [18–21]. But the authors in the analysis of those
algorithms found that the storage of the connectionweights is very huge. It is not con-
ducive to the computer processing. Then based on these algorithms, many improved
methods are proposed, to simplify the calculation of the connection weights.

Asmentioned above,Wiener filtermethod is still widely used in image restoration.
The Wiener filter method is built on the statistics minimization principle. So the
Wiener filter method is the best restoration method to a certain extent [22, 23]. But
Wiener filter has a problem when intending for on-board application, which is the
calculation or evaluation of the power spectrum ratio.

In this paper, a novel remote sensing image restoration algorithmbasedon adaptive
Wiener filter is proposed. The algorithm adopts Wiener filter to restore the degraded
remote sensing image. The degenerate function is evaluated by point spread function
of uniform linear motion, and the power spectrum ratio of the image is estimated by
adaptive iteration. The iterative criterion is formulated by a comprehensive evaluation
factor, which integrates two quality factors, GMG and PSNR. Experimental results
show that the proposed algorithm could acquire satisfactory remote sensing image
recovering results, and the processing time could be controlled in an acceptable
period.

2 Remote Sensing Image Degradation and Restoration
Models

Before restoration process, several parameters must be known to build exact image
degradationmodel that could reflect the degradation reasons of remote sensing image
[24, 25].

Figure 1 shows the image degradation model. In this model, f (x, y) is the original
image, g(x, y) is the degrading image, h(x, y) is the degradation function (point spread
function, PSF), and n(x, y) is the Gaussian noise function.

Assume h(x, y) is a linear and space-changeless system. The sensing image
degrading process could be described as

g(x, y) = f (x, y) ∗ h(x, y) + n(x, y) (1)
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Degradation
Function h(x,y)

Restoration
Functionf(x,y) g(x,y)

n(x,y)

r(x,y)

Fig. 1 Image degradation and restoration models

The Fourier transform of Formula (1) is given as

G(u, v) = F(u, v)H(u, v) + N (u, v) (2)

Then the original image F(u, v) could be calculated by

F(u, v) = G(u, v) − N (u, v)

H(u, v)
(3)

Suppose r(x, y) is the recovering image, and the purpose of image restoration is
to make the following equation be established.

R(u, v) = F(u, v) (4)

3 On-Board Image Restoration Based on Adaptive Wiener
Filter

3.1 Wiener Filter Method

The restoration principle of Wiener filter method is built on the system degradation
functions and noise statistics property. Namely, the degrading image and noise are
all stochastic functions. So the goal of the Wiener filter method is to find an apt filter
to minimize the difference between the restorative image and the original image.

According to the restoration model, the image restoration problem can be
transformed to minimize the following error function.

e2min = E
{
[r(x, y) − f (x, y)]2

}
(5)

where r(x, y) is the restorative image and e2 is mean square error between the
restorative image and the original image. E{·} is the mathematical expectation.

While calculating the mean square error, the restorative image’s function of
frequency domain could be given by
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R(u, v) =
[

H ∗ (u, v)Sf(u, v)

Sf(u, v)|H(u, v)|2 + Sn(u, v)

]
G(u, v)

=
[

H ∗ (u, v)

|H(u, v)|2 + Sn(u, v)/Sf(u, v)

]
G(u, v)

=
[

1

H(u, v)

|H(u, v)|2
|H(u, v)|2 + Sn(u, v)/Sf(u, v)

]
G(u, v) (6)

where H(u, v) is the degradation function, H*(u, v) is the plural conjugate function
of H(u, v), Sn(u, v) = |N (u, v)|2 is the power spectrum of the noise, and Sf(u, v) =
|F(u, v)|2 is the power spectrum of non-degrading image.

So the transfer function of Wiener filter would be described as

Hweiener(u, v) = 1

H(u, v)

|H(u, v)|2
|H(u, v)|2 + Sn(u, v)/Sf(u, v)

(7)

The degradation function would not equal zero only if u = v, and H(u, v) =
Sn(u, v) = 0. When the degradation image’s signal-to-noise ratio is relatively high,
whichmeans Sf(u, v) � Sn(u, v), the specific value Sn(u, v)/Sf(u, v)would become
very little. The transfer function of Wiener filter then becomes

Hwiener(u, v) = 1

H(u, v)
(8)

Here the Wiener filter is retrograded to inverse filter. On the other hand, if
Sf(u, v) � Sn(u, v), the Wiener filter Hwiener(u, v) → 0. In this aspect, Wiener
filter could avoid the noises over enlargement problem of inverse filter.

The implement of Wiener filter method needs the power spectrum of the non-
degrading image Sf (u, v) and the power spectrum of the noise Sn(u, v). In fact, the
two variables are unknown and could not be calculated exactly for remote sensing
images.

Suppose Sn(u, v)/Sf(u, v) = C , and C is a constant. The transfer function of
Wiener filter then becomes

Hwiener(u, v) = 1

H(u, v)

|H(u, v)|2
|H(u, v)|2 + C

(9)

TheC is the power spectrum ratio, which is significant to image restoration result.
When the parameterC is small, whichmeans the signal-to-noise ratio of the relatively
small, the restored image would have distinct contours and be more brightsome than
degraded image. But the noise could not be restrained effectively. On the other hand,
if C is large, the restored results always restrain the enlargement of noise to a certain
extent, but the clarity would be comparatively poor.
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Therefore, apply Wiener filter method to restore remote sensing image needs two
crucial steps: estimating the degradation function h(x, y) and searching the optimal
power spectrum ratio C.

3.2 Degradation Estimating

According to the remote sensing image degradation model, it is in evidence that
if the point spread function of blurred image or the transfer function of degrading
system could be estimated, Wiener filter or inverse filter method could be used to
recover the blurred remote sensing images. Suppose the blurred direction is known.
Then the blurred images would be rotated to make the blurred direction in horizontal
direction. The two-dimensional PSF problem could be changed to one-dimensional
problem [26]. In this paper, linear motion-blurred images are premeditated, and the
PSF of blurred system satisfies the following equation.

h(x) = 1

d
, 0 ≤ x ≤ d − 1 (10)

where d is blurred scale, and autocorrelation function is quoted to calculate d. The
concrete steps are as follows.

(1) Execute difference operation in vertical direction on degrading image g(x, y).

gy(i, j) = g(i, j) − g(i, j − 1) (11)

(2) Execute difference operation in horizontal direction on Eq. (11).

gyx (i, j) = gy(i, j) − gy(i − 1, j) (12)

(3) Based on Eq. (12), calculate the autocorrelation function of every row of the
degrading image. If the jth row has l pixels, the autocorrelation function could
be described as

r(k) =
M−k−l∑

i=l

l∑

m=−l

g(i + k + m, j)g(i + m, j) k ∈[−1, 1] (13)

where M is the image’s weight.

(4) Calculate the mean value of autocorrelation function and draw the autocorre-
lation function curve. Through searching the minimum value of the curve, the
blurred scale d could be determined.
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3.3 Estimating Optimal Power Spectrum Ratio

As for the restoration of remote sensing image, there is no corresponding distinct
image to be consulted. But most of no-reference image quality assessment methods
are always focus on the contrast or grayscale change, and the noise suppressing
results cannot be reflected. So in this paper, both no-reference method and reference
method are adopted to complete image’s restoration. Two commonly used assessment
methods are used in this paper.

(1) Grayscale Mean Gradient (GMG) [27]

GMG reflects the evaluated image’s contrast and texture features to a certain extent.
The larger the GMG value is, the more distinct the image’s contours are, and the
better the image’s quality is.

GMG = 1

(M − 1)(N − 1)

M∑

i=1

N∑

j=1

√
[g(i, j + 1) − g(i, j)]2 + [g(i + 1, j) − g(i, j)]2

2
(14)

(2) Peak Signal-to-Noise Ratio (PSNR)

Mean Square Error (MSE) is a commonly used parameter in reference methods.
PSNR is calculated on the basis of MSE. PSNR is used to measure the pixels’
difference between processed image and reference image. The larger the PSNR value
is, the better the noise suppressing results are, and the better the processed image’s
quality is.

PSNR = 10 log

[
(2t − 1)2

MSE

]
(15)

MSE = 1

MN

M∑

i=1

N∑

j=1

[g(i, j) − re(i, j)]
2 (16)

where t is the image’s grayscale order, re(i, j) is the reference image’s pixel.
To get a reference image, Gaussian filter is adopted to suppress the image random

noise.

re(x, y) = g(x, y) ∗ Gf(x, y) (17)

where Gf (x, y) is the Gaussian filter function, which could be described as

Gf(x, y) = 1

2πσ 2
e− x2+y2

2σ2 (18)
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where σ is the standard deviation.
Tomake a composite evaluation of restoration quality, a comprehensive evaluation

factor Qc is proposed in this paper. Qc is described through GMG and PSNR.

Qc = w1 × GMGr − GMGg

GMGg
+ w2 × PSNRr − PSNRg

PSNRg
(19)

where w1 and w2 are the weight parameters of two evaluation indexes above men-
tioned. GMGr and PSNRr are restored image’s evaluation indexes, and GMGg and
PSNRg are blurred image’s evaluation indexes.

Obtain the optimal power spectrum ratio C means the comprehensive evaluation
factor Qc must be as large as possible.

In this paper, an automatic iterativeWiener filter algorithm is proposed to calculate
optimal power spectrum ratio.

Step 1: Initialize the values of power spectrum ratio C0, alternative step �C, and
alternative times T c. If the image is the first one that needs to be processed, thenC0

= 0.01. Otherwise C0 = Cpre, where Cpre is the previous image’s power spectrum
ratio. C = C0;
Step 2: Implement Gaussian filter on the original image.
Step 3: Update the power spectrum ratioC1 andC2,C1 =C0 + �C, andC2 =C0

− �C. Calculate corresponding comprehensive evaluation coefficients Qc1 and
Qc2 by Eq. (19). Compare Qc1 and Qc2. If Qc1 > Qc2, go to Step 5. Otherwise go
to Step 6.
Step 4: C = C0 + �C and t = t + 1. Circulate implementing the Wiener filter
process and calculating a series of comprehensive evaluation factor values until t
= T c.
Step 5: C = C0 − �C and t = t + 1. Circulate implementing the Wiener filter
process and calculating a series of comprehensive evaluation factor values until t
= T c or C = 0.
Step 6: Find the corresponding power spectrum ratio Copt with the maximum
value of Qc. If Copt is not the initial value or the last value, then Copt would be the
optimal factor of Wiener filter, and Cpre = Copt. The algorithm ends.
Step 7: If the largest value of Qc corresponds to the initial value of C, then �C =
�C/10 and repeat Step 2–Step 5. On the other hand, if the corresponding value
is the last one, �C = �C × 10 and repeat Step 3–Step 7.

Themain reason to implement Step 7 is to avoid the partly maximum value caused
by unfit initial value of C, and Step 3 could find the comprehensive evaluation factor
change’s trend, which could reduce iterative times and calculation time.
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(a) Original image         (b) Degraded image

Fig. 2 Original “Lena” image and degraded image

4 Experimental Results and Analysis for Image Restoration

To validate the performance of our proposed restoration model, we developed
software implementations in an embedded GPU.

4.1 Simulations

In this part, simulation experiments are carried out to verify the restoration results
of improved Wiener filter and comprehensive evaluation factor. Classical image of
“Lena” is chosen as the testing image, as shown in Fig. 2a. The size of this image is
512 × 512. This image is degraded by the uniform motion PSF and Gaussian noise
function, as shown in Fig. 2b, and the blurred scale is 5, and C0 = 0.01, �C = 0.01,
Ct= 20. The weight parameters of two evaluation indexes are set as 0.6 and 0.4.

To illustrate the superiority of the proposed algorithm, another two different meth-
ods are implemented to compare with this paper’s Wiener filter method. The two
methods are conventional Wiener filter method and inverse filtering method, respec-
tively. The restored results are shown in Fig. 3. It is in evidence that the adaptive
Wiener filter’s restored result is better than the other two methods through observing
with naked eyes. At the condition of noise pollution, inverse filter’s restored results
are not satisfied, so does conventional Wiener filter. The optimum power spectrum
ratio C is calculated as 0.04.

4.2 Experimental Restoration Effects

In this part, some degraded remote sensing images with size 2000× 2000 are chosen
to validate the proposed method, and three images’ restored results are shown in
Fig. 4a1–c1. These images are degraded by the uniform motion PSF and Gaussian
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(a) Inverse filter (b) Conventional Wiener filter (c) Adaptive Wiener filter

Fig. 3 Restored results of three methods

noise, but the blurred scale is unknown. According to the previous experience, the
initial parameters are set as C0 = 0.01, �C = 0.01, Ct = 10. The weight parameters
of three evaluation indexes are set as 0.65 and 0.35.

Figure 4a2–c2 is restored results of conventional Wiener filter. It is obvious that
conventional Wiener filter’s restored results are not satisfied, just like the previous
section’s experiments. New noises are drawn into the images, and the details are
fuzzier than the original images.

Figure 4a3–c3 is restored results of the proposed adaptive Wiener filter. From the
comparison between original images and restored images, it is in evident that the
restored image’s contours and details are more distinct, and the surface features seem
more prominent and seemmore brightsome than degraded image. The time statistics
result shows that the average spending time of one image’s restoration is just 0.252 s,
which is acceptable of on-board process. Table 1 shows three evaluation indexes’
comparison of 3 images. It is obvious that through the adaptive Wiener filter, all of
the remote sensing images’ quality is improved to a certain extent.

5 Summary

This paper presents a novel remote sensing image restoration method based on adap-
tive Wiener filter. Compared to traditional Wiener filter or inverse filter methods, the
proposed method mainly has two advantages: (1) Iteration method based on com-
prehensive evaluation factor could acquire more accurate value of power spectrum
ratio, which is significant to image restoration results. (2) The proposed restoration
method integrates twoquality factors,which represents the original andnon-degraded
image’s property to a certain extent. Experimental results demonstrate that the pro-
posed algorithm could acquire satisfactory remote sensing image recovering results,
and the proposed adaptive Wiener filter algorithm could be used to restore remote
sensing images on-board.
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(a1) Original image 1 (a2) Conventional Wiener filter (a3) Adaptive Wiener filter

(b1) Original image 2 (b2) Conventional Wiener filter (b3) Adaptive Wiener filter

(c1) Original image 3 (c2) Conventional Wiener filter (c3) Adaptive Wiener filter

Fig. 4 Restored results of the proposed adaptive Wiener filter method

Table 1 Three methods’ process results

Image No. GMG PSNR Qc

Original Restored Original Restored

1 0.0037 0.0054 16.68 20.87 0.710659

2 0.0040 0.0048 18.67 21.65 0.359614

3 0.0037 0.0049 19.46 22.29 0.469751
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Design of Space-Based Information
Service Architecture Based on Mobile
Cloud

Ying-chun Hou, Chao Yang, and Yan Hou

Abstract In view of the practical problems of space-based information application,
this paper analyzes the design idea of space-based information application service
on the basis of the functional requirements of space-based information service and
puts forward the design of space-based information application service based on
mobile cloud. In this study, the detailed design of the overall structure of space-
based information service is carried out from presentation layer, service layer, mobile
cloud resource layer and core infrastructure layer. Efficient space-based information
service system provides some theoretical reference.

Keywords Mobile cloud · Space-based information service · Architecture design
Through decades of construction and development, China has established a complete
space-based information acquisition, processing and application system, and accu-
mulated a large amount of information resources.However, at present, the application
of space-based information in China is mainly aimed at the application of various
professional departments, with different distribution areas, heterogeneous formats,
different data development platforms, lack of unified specificationswith external user
interfaces, low efficiency of resource use, difficulties in data sharing, low timeliness
and relevance of information, which restrict the performance of the whole space-
based information system in China [1]. To do this, we need new methods and tech-
niques to establish a unified service architecture, unified organization, management,
access, sharing, integration and analysis of distributed space-based information and
function, establish a unified, efficient and on-demand service synergy space-based
information application environment, realize the multi-level, the space-based infor-
mation analysis processing and application of high performance services. Since cloud
computing system abstracts software and hardware into the form of resources and
provides services to the customer service in the form of service, the customer service
does not need to pay attention to its internal structure and operation mode. Cloud
computingmakes the customer service acquire better computing and storage capacity
by adopting the way of service, effectively improving the flexibility and effectiveness
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of information service, and providing a technical architecture construction idea for
the design of space-based information service system.

1 Functional Requirements of Space-Based Information
Service System

Faced with wide distribution, complex heterogeneous, functional diversity of space-
based information resources, the space-based information service system should not
only realize the seamless connection of all kinds of resources in the space-based
information system through the integrated network of space and ground, also need to
take full advantage of the space-based information system use new technologies such
as the cloud, big data, virtualization and network resources, to provide users with
value-added services [2]. Space-based information application service system needs
to have different functions for different customer service terminals. For resource
providers, it needs to provide functional support of resource interconnection, man-
agement and integration. For systemmanagers, it needs to provide users with security
protection and unified function support in time and space. For information service-
oriented users, it needs to provide information on demand services, fusion and sharing
of functional support. Functional requirements of space-based information service
system mainly include the following aspects (as shown in Fig. 1).

Among them, the interconnection function of heterogeneous resources realizes
physical interworking of resource providers in space-based information systems in
the form of network nodes, such as space-based information processing center, data
storage and management center, and operation and control center. Users of informa-
tion services, such as those of combat forces, can access the space-based information
database system within their scope of authority through the mobile cloud network,

Functional requirements of space -based information service system

Interconnectivity of heterogeneous resources
function

M
anagem

ent and access function

Integrationand collaboration function

Security and confidentiality function

Inform
ation resource publishing function

Inform
ation fusion processing function

Spatiote m
poral unity function

B
ig data com

puting and storage
function

Fig. 1 Schematic diagram of functional requirements of space-based information service system
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or put forward information support requirements and communication requirements
to the space-based information system through the access to the mobile cloud net-
work. The space-based information system can complete command and control,
information transmission and distribution of information acquisition and processing
resources through the mobile cloud, etc.

The management and access function realize the unified management of space-
based information resource providers and users of information application services,
such as the monitoring and management function of land observation, ocean obser-
vation, meteorological observation and other resources. Space-based information
service is capable of providing safe and reliable user authority and resource man-
agement for information service users, classifying users according to priority, and
providing users with space-based information service computing, storage, resource
sharing and other functions.

The integration and collaboration function organically combine space-based
information acquisition systems, space-based information transmission systems and
space-based information fusion processing systems distributed in different spaces to
form a unified and efficient service guarantee system. It not only has the functions of
each subsystem, but also has the overall functions that each subsystem does not have.
It can realize the organic aggregation and efficient coordination of multi-platform,
multi-sensor and multi-resolution space-based information acquisition, processing
and transmission capacity.

The information fusion processing function supports the information fusion of
electronic signals and communication signals, various imaging information fusion,
electronic signals and imaging information fusion and other types of information
fusion, as well as the information association mining of target association, image
product association, knowledge data association, geo-location association and so on.

The information resource publishing function provides the publishing function
of space-based information services and directory information at different levels.
Users of information services can query, browse and download relevant space-based
information resources according to their authorization levels, and query and store
space-based information services within their authority. The unauthorized space-
based information service can be inquired according to the catalog information. If
necessary, the users of the information service can apply to the space-based infor-
mation resource manager, who will transmit the information according to the level
of the users of the information service according to the approval rules.

The big data computing and storage function can support large data massive
structured, semi-structured, and unstructured data, environment, electromagnetic,
humanistic geography data modeling, collection, storage, analysis, mining, offline
and real-time distributed storage and calculation, to achieve the organization of the
armed forces day data management and analytic foundation deeply.

The security and confidentiality function checks and limits the qualification and
authority of users by formulating unified security policies to prevent illegal users
from accessing data or legitimate users from accessing data beyond their rights, so
that space-based information can be accessed by legitimate users and used according
to the required characteristics.
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The spatiotemporal unity function provides time and space reference standards,
provides military users with time reference and navigation and positioning services,
and achieves the purpose of ensuring the global situation consistency of applica-
tion scenarios, implementing joint operations and improving the efficiency of joint
operations.

2 Design Idea of Space-Based Information Service
Architecture

Space-based information service system is an open and dynamic system. In the design
of architecture, besides considering the static structure of the system, it also needs to
consider the dynamic factors such as the change of battlefield environment, service
resources and users, and optimizes or reconstructs the service process according to
the different operational requirements.

When designing space-based information service architecture, the first is to solve
the integration of heterogeneous space-based information resources and give full
play to the overall advantages of the system. The space-based information service
system is a space-ground integration system composed of space-based information
acquisition system, information processing system and distribution system. In the
structural design, the various components involved in the system and the relationship
between them should be considered systematically. The application service system
should realize seamless connection of various resources through the space-ground
integration information network, eliminate information island and make full use of
cloud computing, big data technology, integration of heterogeneous systems, unified
management and control [3] of access resources and available states, to give full play
to the overall advantages of space-based information system.

The second is to solve the on-demand sharing and collaboration of service
resources. Based on the concept of distributed mobile cloud data center, by means of
virtual integration and service encapsulation of resources, mapping resources such
as surveying and mapping data, navigation data, meteorological data, hydrological
data, optical remote sensing,microwave remote sensing, infrared remote sensing, etc.
scattered in different geographical locations into a service collection with standard
interface, shielding the heterogeneity and distribution of underlying resources, and
realizing resources source virtualization andmiddleware technology, through unified
resource management, service release, information exchange and other ways, realize
the sharing of various service resources on demand.

Third is to solve the interworking openness of the system. The space-based infor-
mation service system canmeet dynamic and variable characteristics such as scalable
scale, reconfigurable process, portable platform, extensible function, customizable
service and updated technology. Through unified interface standards, service inter-
face standards and information interaction standards, all kinds of service resources
can be easily accessed, moved out and applied. When the service resources and
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objects are damaged, they can be supplemented at any time to enhance the dynamic
and openness of the system, realize plug and play of service resources, and adapt to
the dynamic changes of battlefield resources and users.

3 Overall Design of Space-Based Information Service
Architecture

The space-based information service system integrates computing resource, stor-
age resource, communication resource, information resource, knowledge resource,
software resource and command and control systems flexibly through the space-
integrated network, realizing end-to-end connection and providing comprehensive
resource sharing and dynamic information processing capacity. The architecture of
space-based information service system includes presentation layer, service layer,
mobile cloud resource layer and core infrastructure layer, as shown in Fig. 2.

3.1 The Presentation Layer

The presentation layer provides human–computer interaction services at the cus-
tomer service end, mainly to build a bridge between space-based resource providers
and users of information services, and to realize information interaction services in
the form of Web browser, image browser, text browser and other functions. Users of
information services include system management users and end users. System man-
agement users are mainly responsible for the maintenance of space-based informa-
tion service system and the unified management of customer service users, including
the establishment, modification, single login, authorization of available resources,
use of resources, etc. The interactive services provided by the presentation layer
achieve platform-independent, location-independent, secure, easy-to-use and other
goals. Users of information services can use the authorized resources in the form of
virtual organizations or directly.

3.2 The Service Layer

The service layer is themain part of space-based system architecture. The application
of services runs through the whole process of space-based information acquisition,
sharing, analysis and processing, encapsulates various business functions into ser-
vices, and provides an application program interface for other services on the network
to call and integrate, so as to realize dynamic space-based information services. It
can be divided into core service layer and basic application service layer.
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Fig. 2 Space-based information service architecture based on mobile cloud

3.2.1 Core Service Layer

The core service layer is located at the bottom of the space-based information ser-
vice system. It is responsible for the management of space-based information service
system and provides the bottom and universal support for space-based information
service services, such as networkmanagement, security, message, storage, user assis-
tance, information discovery, distribution and mediation. Core services include a set
of standards, specifications, guidelines, architectural definitions, software infrastruc-
ture, reusable parts, application program interfaces, runtime environment definitions,
reference tools and methods for building system environments. Core services allow
greater flexibility in the selection and configuration of parts. Core services achieve
security and management services through the integration of space and earth net-
work foundation, and are relatively independent from the application service layer.
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The function upgrading and expansion of the application service layer will not affect
the technical infrastructure of the core service layer, and can solve the problems of
heterogeneity and interconnection of space-based information system platform. The
core services layer includes service functions as shown in Table 1.

3.2.2 Application Services Layer

Through the service aggregation and collaboration engine of mobile cloud, the appli-
cation service layer provides an organic and integrated service set for the application
of portal layer and provides functional support for the application, including image
intelligence service, signal intelligence service, battlefield environment service, full
source/open source intelligence service and other service sets. Each type of service
can be used as a mobile cloud to provide corresponding service services, including
the reception, processing, storage and other service functions of various business
information [4].

3.3 Mobile Resource Layer

The mobile resource layer covers various resources that can be deployed by the
space-based information system, including computing resource, sensor resource,
storage resource, communication resource, data resource and file resource. These
information resources are provided to combat users as a kind of combat resources in
the battlefield environment based on network information system, thus realizing the
combat effectiveness of space-based information.

Cloud resource information service realizes resource configuration and heteroge-
neous mobile cloud resource scheduling according to user requirements. All kinds
of mobile cloud resources are composed of a large number of heterogeneous servers.
Cloud resource information service provides services to users with virtual machine
as the basic unit. The flexible scheduling of resources can be realized through the
migration and deployment of virtual machines, and the system’s flexibility can be
enhanced.Cloud resource information servers are usually configured in different geo-
graphical locations according to different business requirements. The decentralized
configuration mode reduces the difficulty of resource management and can better
adapt to the characteristics of future information battlefield environment. The cloud
task scheduling of space-based information service system can be divided into batch
scheduling and real-time scheduling [5]. Batch scheduling refers to that the required
tasks are first put into the task set after they are submitted, and they will not be exe-
cuted immediately until the scheduling cycle or a unified scheduling occurs. Online
scheduling refers to the scheduling and execution of tasks immediately after they are
submitted. The real-time performance of task execution is an important indicator to
measure the scheduling effect. Batch scheduling gets more information due to wait-
ing, so the scheduling is more targeted, while the online scheduling is more real-time.
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Table 1 Core services of space-based information service system

Ordinal Service name Content

1. Integration of space and earth network
management service

Ensure the normal operation of the
space-based information application
service system of the background
support and management system, mainly
through the system of centralized
management and the real-time
monitoring for space and earth
resources, accurately grasp the operation
of the equipment and application service
system and the using condition,
maximize reduce failure and improve
service reliability, availability and
continuity

2. The discovery service Provides the ability to express and
perform lookup, enabling users to locate
data resources and services in the shared
space-based information repository, and
helping users quickly find the required
specialized information

3. Message service Provide synchronous and asynchronous
information exchange capabilities for
entities and users on the space-based
application services infrastructure

4. Distribution service Responsible for summarizing various
requirements information from different
combat units, and after comprehensive
analysis, space-based resource
coordination service department will
coordinate the response and provide
corresponding requirements summary,
information fusion, integrated data and
other functions

5. Distribution service To achieve the goal of transferring
appropriate information to appropriate
users, and to be responsible for
transferring information from
space-based information service system
to various information users at all levels

6. Storage service Provides users with various services to
support data information, and realizes
the addition, deletion, modification, data
access, extraction and other services of
space-based data information

(continued)
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Table 1 (continued)

Ordinal Service name Content

7. Application support service Provides the capabilities and resources
needed to develop, operate, and maintain
space-based information services
applications, and provides reliable
computing capabilities to users

8. User support service Provides automated assistive functions
to reduce the workload required for
human-intensive tasks

9. Integration of space and earth network
security service

Be responsible for detecting the
vulnerability of network, service or
system, and provide communication
protocol service, security authentication
service, anti-virus intrusion service, etc.
in accordance with the prescribed
policies, to ensure the security of service
system resources and user information

The two scheduling modes are configured with each other, and different scheduling
modes are adopted according to different tasks. Through resource scheduling, real-
time processing algorithm is adopted to assign tasks to the server resources with the
fastest completion of tasks, and virtual machines are used to achieve optimal match-
ing of target system, constraint conditions, space-based information resources, task
requirements and other factors, as shown in Fig. 3.

Fig. 3 Scheduling process
of space-based information
service based on mobile
cloud
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Fig. 4 Physical view of space-based information system based on mobile cloud pattern

3.4 Core Infrastructure Layer

The core infrastructure layer includes various hardware and software basic equipment
needed to ensure the normal operation of the cloud resource service system, includ-
ing cloud resource computing module, resource scheduling module, information
resource storage equipment and security equipment, etc., as shown in Fig. 4. Through
the cloud computing platform, a unified space-based information resource pool is
integrated to achieve the unified management of networked computing and storage
environment of information. All kinds of mobile space-based information resources
in the cloud are carriers of cloud computing services.Only through centralized control
of space-based information resources, cloud computing’s efficiency advantages can
be reflected, and the organization of space-based information resources also deter-
mines the elastic support ability of space-based information resources for operations.
Current cloud computing can meet the needs of military applications. Specifically,
space-based information service system focuses more on heterogeneous information
resources distributed physically and in different locations, and adopts mobile cloud
mode to effectively support combat tasks. The resource schedulingmodule is capable
of task processing and resource scheduling, mainly responsible for managing various
space-based information mobile resource clouds, and realizing the configuration of
information resources based on the integration of heaven and earth network environ-
ment. Space-based information data can be stored in a distributed manner according
to the requirements of customer service users, and classified data management and
storage of meteorological, reconnaissance, communication, navigation, early warn-
ing and nuclear explosion detection can be realized. Through network planning and
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resource virtualization, business services in information domain are mapped and
associated with multi-type information devices in physical domain, so as to realize
cooperative use of resources.

4 Conclusion

Based on the heterogeneous characteristics of space-based information system, this
paper analyzes the functional requirements and design ideas of space-based informa-
tion application service, proposes the architecture of space-based information service
system based on mobile cloud and designs the overall architecture of space-based
information service from the presentation layer, service layer, mobile cloud resource
layer and core infrastructure layer. The space-based information service system built
on the mobile cloud service architecture realizes the collection and comprehensive
processing of heterogeneous space-based information resources and features such as
service flexibility and scalability, enabling convenient and fast sharing of space-based
information.
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Monitoring of a Subgrade Subsidence
by Means of Ground-Based SAR
Interferometry

Pingping Huang, Fang Liu, Weixian Tan, Wei Xu, Qi Lin, and Huifang Ren

Abstract Ground-based synthetic aperture radar (GB-SAR) has already been recog-
nized as a powerful tool, complementary or alternative to spaceborne SAR interfer-
ometry, for terrain deformation monitoring, and building deformation monitoring. In
this paper, the application of GB-SAR interferometry for subgrade subsidence moni-
toring is analyzed. The experiment carried out in China in 2018 was aimed at finding
potential subgrade subsidence risks of a railway. Interferometric data were collected
through a GB-SAR system operating at Ku-band. A slight subgrade subsidence is
found, and the relationship between periodicity of displacement and temperature
is discussed. Results show that the GB-SAR can be attractive and effective in the
monitoring of subgrade subsidence.

Keywords Ground-based synthetic aperture radar · Differential interferometry ·
Subgrade subsidence · Periodicity of displacement

1 Introduction

Radar differential interferometry (D-InSAR) from space in a leader position within
the remote sensing community is a powerful tool in many application fields [1]. Ter-
rain mapping [2], alpine glacier motion [3, 4], the monitoring of open-pit quarries
[5] and landslide are some of the investigated topics. Satellite, airborne and GB-SAR
interferometry are derived from the same principles, but they are often characterized
by specific problems, mainly due to the difference of the geometry of the obser-
vation. GB-SAR installations are usually at their best when monitoring small-scale
phenomena, while satellite and airborne radar are able to monitor a very large area.
Different kinds of signals are usually employed as well: step frequency continuous
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wave (SFCW) instead of frequency-modulated continuous wave (FMCW) is usually
preferred in GB-SAR.

The first paper is about GB-SAR interferometry from 1999, and the potentials
of GB-SAR in the field of civil engineering were demonstrated studying the dis-
placements of a dam [6]. Within the last twenty years, the development of GB-SAR
interferometry has demonstrated their usefulness for the precisemonitoring of ground
displacement episodes. It can be considered a useful technique, particularly when
the use of optical sensors is not possible or compromised by weather conditions.

This paper discusses the results of a railway subgrade subsidence experiment
carried out in the year 2018. The paper is organized as follows: Sect. 2 is devoted
to the description of the observation geometry and basic principle of GB-SAR. In
Sect. 3, after a brief description of the experimental site, the data collected by means
of a GB-SAR system operating at Ku-band is analyzed, and the experimental results
are discussed. Finally, some conclusions are drawn.

2 Principle

2.1 The SFCW and SAR Technique

The employed GB-SAR instrumentation consists of a SFCW transceiver unit work-
ing at Ku-band, a linear horizontal track where the antennas move for creating a
synthetic aperture, and a personal computer controlling the motion of the antennas
and data recording. The SFCW and SAR technique improve the resolution of range
and azimuth, respectively. The sketch of GB-SAR is shown in Fig. 1.

The SFCW technique is based on the transmission of a burst of N monochro-
matic pulses equally spaced in frequency (with frequency step of � f Hz) within a
bandwidth, and the transmitted signal can be expressed as [7, 8]:

R
( , , )P x y z

Power & Control

Radar

Track

Fig. 1 Sketch of GB-SAR
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Srt(t) =
N−1∑

n=0

An exp{ j2π( f + n� f )t} (1)

where An is the amplitude of each narrow-band pulse,� f is the frequency stepping
quantity, f is the initial frequency and the duration of t is one pulse cycle. Its effective
bandwidth B is N� f , and its range resolution is [8]:

�R = C

2N� f
(2)

where C is the speed of light.
When the antenna moves along the straight track, radar echoes from the illumi-

nated scene are collected. Images containing amplitude and phase information are
formed by means of standard SAR focusing techniques. The resolution of azimuth
is related to the length of synthetic aperture, which can be expressed as [8]:

�θ = C

2L fc
= λc

2L
(3)

where fc is the central frequency of the SFCW, λc is the wavelength corresponding
to fc and L is the length of synthetic aperture. In order to avoid azimuth ambiguity,
the sampling interval must satisfy equation [8]

δ ≤ C

2 fc sin(θa)
(4)

where θa is the antenna’s half-beam width.

2.2 The GB-SAR Interferometric Technique

GB-SAR interferometry is based on exploiting the phase-differences. If decorrelation
sources are negligible, the phase ϕ of each pixel of a SAR image contains information
about its distance from the sensor. Phase will vary accordingly when displacement
of the observed surface occurs, a map can be obtained, and it is referred to as an
interferogram. GB-SAR with a null spatial baseline, assuming that the atmospheric
phase and other error sources are negligible, the displacement can be obtained by
using the following simple equation [9]:

�R = �ϕC

4π fc
(5)

where �ϕ is the phase difference.
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Fig. 2 Actual monitoring scene of the railway subgrade

3 Experimental Campaign and Data Analysis

3.1 Experimental Site and Instrumentation

The subgrade settlement monitoring experiment of a railway was carried out from
September 15 to September 25, 2018. It is located at the junction between the sub-
grade and the railway bridge, during the experiment the railway was under a normal
traffic. Figure 2 shows the experimental site, most of the area is covered by weeds.
Above the weed-covered area, there are a lot of scattered gravel blocks and electric
wire towers. The subsidence of this section was found during the routine inspec-
tion by railway staff, and then, GB-SAR was deployed for subsidence monitoring
experiment.

In themonitoring process, theMPDMR-05-LSA1701GB-SAR system developed
by InnerMongoliaMypattern Technology Co. Ltd. is used, and it consists of a SFCW
radar, a linear horizontal track, which is 1.6 m long, and two diagonal horn antennas,
one for transmitting the radar signal and the other for receiving the echo signal,
moving at discrete incrementing positions for creating a synthetic aperture. The
system can be set up in about 30 min, provided that a stable plinth is available. It is
frequency agile radar equipped with a capability of Ku-band and a spatial resolution
of 0.2 m × 5.4 m rad.

3.2 Data Collection and Analysis

The data collection was performed in mid-autumn. The experiment took place in the
area corresponding to the west of the railway, and a total of 1265 groups of interfer-
ometry data were collected. Synthesized image is shown in Fig. 3a, points with high
brightness in the image are gravel blocks or electric wire towers, those points have
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(a) (b)

Fig. 3 a Synthesized image; b displacement image

a strong reflected energy, and some of them can be regarded as permanent scatterers
(PS). As shown in Fig. 3b, blue indicates that the displacement of the monitoring
area is away from the radar line of sight, and red indicates the displacement is close
to the radar line of sight.

In order to make the settlement trend clear, seven monitoring points were selected
for analysis and discussion. Those points were consistent with the characteristics of
PS points. Figure 4a shows the position of those PS points in synthesized image. The
accumulated displacement values of thosePSpoints can be obtained inFig. 4b.All the
seven selectedPSpoints showanopposite settlement trend, inwhich the displacement

PS7

PS6

PS5

PS4
PS3

PS2
PS1

(a) (b)

Fig. 4 a Position of PS points in synthesized image; b displacement curve
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Fig. 5 Periodicity displacement of PS points 1–4

at PS points 1, 2, 3 and 4 shows a downtrend, while the displacement detected at PS
points 5, 6 and 7 shows an uptrend. The maximum negative displacement at PS point
3 is about −4 mm, and the maximum positive displacement at PS point 6 is about
5 mm. Different geological conditions lead to this phenomenon. The displacement
is within safe limits according to Code for design on subgrade of railway [10].

The displacement shows a periodicity in each day that was particularly obvious in
the point ps1–ps4, as shown in Fig. 5. The daily displacement of each point shows the
same variation trend. At 0:00–6:00, displacement shows a slight downtrend. After
that, it shows an uptrend, and it rose to maximum at noon, and then began to fall,
and it gets back to a slight downward after 18:00.

Themonitoring accuracy of GB-SAR ismainly affected by two factors: frequency
deviation of the system and atmospheric phase, but the errors caused by either the
frequency deviation of the system or the atmospheric phase are random and will not
have periodic influence on the displacement. Considering the corresponding rela-
tionship between temperature and time, it is found that the variation tendency of
displacement is consistent with the variation tendency of temperature. Large temper-
ature difference between day and night in autumn, resulting in concrete structures
thermal expansion and cold contraction, the displacement will have a periodicity
variation with it.

4 Summary

TheMPDMR-LSAGB-SAR system was used to carry out a monitoring experiment,
and its potential use in detecting the subgrade settlement has demonstrated. The GB-
SAR operates from a distance, without requiring any contact with the subgrade, and
the measurement procedure is simple. Dedicated signal processing software allows
the displacement to be obtained practically in real time. Displacement tendency can
be obtained from the GB-SAR displacement image. Under the effect of thermal
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expansion and cold contraction, the displacement shows a same periodicity variation
in each day. It is the first time that the periodicity displacement with temperature
variation detected by GB-SAR. However, here, it is a preliminary measurement
campaign and encouraging further experimentation on this field.
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A Polarization Calibration Solution
Method of Airborne SAR Based on Point
Target

Zhida Xu, Shucheng Yang, Chunquan Cheng, and Jianwei Tan

Abstract Polarization calibration is a necessary prerequisite for quantitative anal-
ysis and application of polarized synthetic aperture radar images. The polarization
calibration method based on point target has the characteristics that the model is
relatively simple and easy to understand. However, the existing point target polariza-
tion calibration method has the problem of relatively poor stability and accuracy. In
this paper, a polarization calibration optimization method combining genetic algo-
rithm and Levenberg–Marquard method is proposed. The genetic algorithm solution
result is taken as the initial value into theLevenberg–Marquardmethod to obtainmore
accurate polarization distortion parameters. Experimentswith airborneX-bandpolar-
ization synthetic aperture radar images show that the proposed method has higher
calibration accuracy than the classic Whitt algorithm and unconstrained algorithm,
and can obtain more accurate and stable calibration results.

Keywords Polarization calibration · Point target · Genetic algorithm ·
Levenberg–Marquard

1 Introduction

Polarized synthetic aperture radar (PolSAR) can obtain rich feature information by
acquiring echo information of ground objects under different polarizationmodes, and
has beenwidely studied and applied in agriculture, forestry, andocean [1, 2]. Polariza-
tion calibration is an essential pretreatment step in various quantitative applications
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of PolSAR. Due to the PolSAR transceiver system, system distortion factors such
as crosstalk and channel imbalance are mixed in the polarization scattering matrix
obtained by the system. Therefore, it is necessary to obtain polarization distortion
parameters including crosstalk and channel imbalance by polarization calibration to
correct the system distortion effect existing in the image [3]. The current polariza-
tion calibrationmethods aremainly divided into three categories: calibrationmethods
based on point targets, calibration methods based on distributed targets, and meth-
ods combining point targets with distributed targets [4]. The polarization calibration
algorithm based on point target has the characteristics that the model calculation
is relatively simple and easy to understand, and so, it has been widely studied and
applied.

The polarization calibrationmethod based on point target constructs a polarization
calibrationmodel based on the point target observation polarization scatteringmatrix
and the point target theoretical polarization scattering matrix and solves the crosstalk
and channel imbalance distortion existing in the system. Classic point target polar-
ization calibration methods include Whitt algorithm, unconstrained algorithm, etc.
[5, 6]. Among them, the Whitt algorithm has high versatility, but the algorithm has
certain restrictions, and the three polarization scattering matrices used for calibration
are required to have at least one reversible [7]. In addition, the current polarization
calibration algorithm based on point target still has the problem of relatively poor
accuracy and stability [8]. Therefore, this paper proposes a genetic algorithm (GA)
and a damped least squares method (also known as Levenberg–Marquard method,
LM) combined polarization calibration optimization method. Genetic algorithm has
the characteristics of being able to solve the global optimal solution or approximate
optimal solution of nonlinear equations. The LM method has the characteristics of
fast convergence speed and high accuracy of calculation, but requires high initial
values. Therefore, combining the characteristics of the two algorithms, the nonlin-
ear equations constructed by the polarization calibration model are jointly solved
to improve the accuracy of polarization calibration. At the same time, the method
of this paper can solve the problem with only two point targets. Compared with
the commonly used polarization calibration algorithm with three point targets, the
dependence on the number of point targets is reduced.

2 Polarization Calibration Model

A polarization calibration method based on a point target is performed by arranging
a corresponding corner reflector as a calibration point target in the calibration field.
The basic expression of the polarization calibration model is [9, 10]:

[
Ohh Ohv

Ovh Ovv

]
= Aeϕ j

[
1 δ1

δ2 f1

][
Shh Shv
Svh Svv

][
1 δ3

δ4 f2

]
+

[
Nhh Nhv

Nvh Nvv

]
= Aeϕ j RST + N

(1)
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In the formula, observed scattering matrix O and real scattering matrix S can
be linked by (1), in which T and R are distortion matrices in transmit channel and
receive channel; δ1, δ2, δ3, δ4 are crosstalk parameters; f 1, f 2 are channel imbalance
parameters; and N indicates the system noise. The theoretical value of A after com-
pletion of absolute radiation calibration is 1, ignoring the system noise N, and the
polarization calibration model is simplified to:

O =
[
Ohh Ohv

Ovh Ovv

]
=

[
1 δ1

δ2 f1

][
Shh Shv
Svh Svv

][
1 δ3

δ4 f2

]
= RST (2)

The key to polarization calibration is to solve the polarization distortion parame-
ters of δ1, δ2, δ3, δ4, f 1, f 2 in (2). Equation (2) is transformedandexpanded to construct
a system of equations. For any point target, a system of equations containing four
nonlinear equations can be constructed [11]:

f (x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(δ1δ4Ovv − δ4 f1Ohv − δ1 f2Ovh + f1 f2Ohh)/(( f1 − δ1δ2) × ( f2 − δ3δ4)) − Shh = 0

−(δ1Ovv − f1Ohv − δ1δ3Ovh + δ3 f1Ohh)/(( f1 − δ1δ2) × ( f2 − δ3δ4)) − Shv = 0

−(δ4Ovv − δ2δ4Ohv − f2Ovh + δ2 f2Ohh)/(( f1 − δ1δ2) × ( f2 − δ3δ4)) − Svh = 0

(Ovv − δ2Ohv − δ3Ovh + δ2δ3Ohh)/(( f1 − δ1δ2) × ( f2 − δ3δ4)) − Svv = 0
(3)

To accurately solve the six polarization distortion parameters, at least two point
targets are needed to construct a nonlinear equation system containing eight equa-
tions. Therefore, the problem of solving the polarization calibration parameters is
transformed into an optimal solution problem for complex nonlinear equations [11].

3 Optimization Solution Method

For the optimal solution of complex nonlinear equations, a multivariate function is
transformed into an extremum problem on a certain set of sets, that is, transformed
into an optimization problem. At present, when solving complex nonlinear equa-
tions, the commonly used methods are least squares method, genetic algorithm, and
simulated annealing algorithm [12].

According to the polarization calibrationmodel, the polarization distortion param-
eters are solved to solve the numerical solution of the nonlinear equations constructed
by the polarization calibration model. The genetic algorithm has the characteristics
of jumping out of the trap of local optimal solution and obtaining the global optimal
solution or approximate global optimal solution of complex nonlinear equations. The
Levenberg–Marquard method has a fast convergence speed and high accuracy for
solving complex nonlinear equations, but it has higher requirements for the selec-
tion of initial values. Therefore, combined with the characteristics of genetic algo-
rithm and Levenberg–Marquard algorithm, the genetic algorithm solving result is
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used as the initial value iterative solution of the damped least squares algorithm to
obtain the exact solution of the polarization distortion parameter. The flowchart of
the optimization solution algorithm is shown in Fig. 1.

4 Introduction Experimental Data

In order to verify the calibration method described in this paper, the X-band airborne
SAR full polarization data was used for polarization calibration experiments. The
experimental data parameters are shown in Table 1.

In order to ensure that the corner reflector as the target of the calibration point
can be effectively applied to the polarization calibration work, the corner reflector
should be disposed in a uniform background area. According to the classical point
target polarization calibration algorithm, three different angle reflectors are used as
the calibration target. Therefore, the calibration experiment is carried out by setting
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Table 1 Parameters of
experimental data

Parameter type Value

Radar wavelength 0.031228 m

Polarization mode Full

Distance resolution 0.187370 m

Azimuth resolution 0.228278 m

Central incident angle 43.97739°

Flight altitude 4016.928 m

Fig. 2 Experimental area
and corner reflector position
map

the trihedral angle, the 0° dihedral angle, and the 45° dihedral angle in the calibration
field. The experimental area is located in the Danling area of Sichuan Province, and
the experimental area and corner reflector layout are shown in Fig. 2.

5 Polarization Calibration Experiment and Result Analysis

According to the calibration model, two corner reflectors can be used to construct a
system of nonlinear equations containing eight equations for solving six polarization
distortion parameters. The theoretical scatteringmatrices of the trihedral angle, the 0°

dihedral angle, and the 45° dihedral corner reflector are S3 =
[
1 0
0 1

]
, S0 =

[−1 0
0 1

]

and S45 =
[
0 1
1 0

]
. According to the theoretical scattering matrix of the three corner
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reflectors, the trihedral angle is similar to the 0° dihedral theoretical scatteringmatrix.
If a system of nonlinear equations is constructed from trihedral angles and 0° dihedral
angles, the 0° dihedral angle provides only one a priori condition of co-polarization,
and it is still impossible to construct a positive definite or overdetermined equation to
solve six polarization distortions parameter. Therefore, this paper selects the trihedral
angle and the 45° dihedral angle to construct nonlinear equations containing eight
equations for solving.

The current airborne SAR characteristics are analyzed. The amplitude range of
crosstalk is in [0, 0.5], the crosstalk phase value is in [−π , π ], the channel unbalance
amplitude range is in [0.5, 2], and the channel imbalance phase value range is in [−π ,
π ]. If the crosstalk and channel imbalance parameters exceed this range, it indicates
that the system has serious problems and cannot be used. The complex number in the
observed scattering matrix is decomposed into the real part and the imaginary part,
respectively, into the genetic algorithm for solving, wherein the crosstalk parameter
has a value range of [−0.5, 0.5], and the channel imbalance parameter has a value
range of [0.5, 2]. The group size is 40, the crossover probability is 0.8, and the
mutation probability is 0.2. After the genetic operation, the initial solution values
of the six polarization distortion parameters are obtained. The polarization distor-
tion parameter solved by the genetic algorithm is solved as the initial value of the
Levenberg–Marquard method, and the final solution of the polarization distortion
parameter is obtained. The obtained polarization distortion parameters are brought
into the polarization calibration model to complete the polarization calibration of the
SAR image.

After the polarization calibration is completed, the accuracy is evaluated from
both qualitative and quantitative aspects. In the qualitative evaluation, the polariza-
tion response map of the corner reflector is used for analysis and evaluation. In the
quantitative evaluation, the ratio of the commonly used HH and VV terms and the
residual polarization distortion parameter in the post-calibration image were used
for evaluation. The polarization response of the trihedral reflector before and after
calibration is shown in Fig. 3.

The polarization response diagram of the trihedral reflector after calibration is
compared with the theoretical trihedral reflector polarization response diagram,
which is very similar, indicating the validity of the calibration results.

The calibration results are analyzed from a quantitative perspective, and the cal-
ibration results are compared with the calibration accuracy of the classical Whitt
algorithm and the unconstrained algorithm. The calibration results were evaluated
using the commonly used HH and VV terms, and the results are shown in Table 2.

According to the theoretical polarization scattering matrix of the trihedral corner
reflector, the amplitude ratio and the phase difference theoretical value of the HH and
VV terms should both be 0.As can be seen fromTable 2, the three calibrationmethods
can achieve better calibration result. Comparing the three calibration results, the cal-
ibration algorithm combining genetic algorithm and Levenberg–Marquard method
has an accuracy of 0.18 dB in amplitude term and 12.12° in phase term accuracy,
which are better than Whitt algorithm and unconstrained algorithm. In addition, the
polarization distortion parameters remaining in the image after calibration by three
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(a) Polarization response map before polarization calibration

(b) Polarization response map after polarization calibration

(c) Theoretical polarization response map

Fig. 3 Before and after calibrations and theoretical polarization response of the trihedral corner
reflector
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Table 2 Trihedral corner reflector HH and VV terms verification result table

Index Before calibration GA + LM Whitt Unconstrained

VV/HH (dB) 1.93 0.18 0.52 1.11

VV − HH (°) 71.56 −12.12 12.33 −12.21

Table 3 Statistical table of
residual polarization
distortion parameters after
calibration by different
methods

Parameters GA + LM (dB) Whitt (dB) Unconstrained
(dB)

δ1 −38.45 −28.67 −30.95

δ2 −37.82 −29.95 −34.76

δ3 −37.87 −29.97 −30.77

δ4 −38.51 −27.49 −30.91

f1 −0.029 −0.152 0.378

f2 −0.027 −0.081 0.393

calibration algorithms are obtained. The residual polarization distortion parameters
after calibration by the three methods are shown in Table 3.

It can be seen from Table 3 that the residual crosstalk of the calibration results
of the proposed method is less than −37 dB, the absolute value of the residual
channel imbalance is less than 0.03 dB, and the crosstalk and channel imbalance
residuals are smaller than the Whitt algorithm and the unconstrained algorithm. The
calibration results show that the method has better calibration accuracy. According
to the polarization calibration model, a nonlinear equation system composed of a
trihedral corner reflector and a 45° dihedral corner reflector are constructed, which
fully utilizes the polarization information of each channel of the two corner reflectors.
At the same time, according to the genetic algorithm, the global optimal solution or
the approximate optimal solution of the nonlinear equations can be obtained, and
combined with the Levenberg–Marquard method to obtain the exact solution to the
nonlinear equations. Therefore, although, the method of this paper reduces the use
of a corner reflector relative to the Whitt algorithm and the unconstrained algorithm,
it can still obtain more accurate and stable calibration result than other polarization
calibration algorithms by fully utilizing the characteristics of genetic algorithm and
Levenberg–Marquard method.

6 Conclusion

Aiming at the problem that the accuracy and stability of the existing point target
polarization calibration algorithm are relatively poor, this paper proposes a polariza-
tion calibration optimization solution based on genetic algorithm and damped least
squares. The method uses two corner reflectors to construct nonlinear equations,
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and uses the genetic algorithm and the damped least squares algorithm to solve the
polarization distortion parameters. Experiments with airborne X-band full polariza-
tion data show that the proposed method has higher polarization calibration accuracy
than the classic Whitt algorithm and unconstrained algorithm. At the same time, the
method of this paper also reduces the dependence on the number of point targets.
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Recognition Hydropower Stations
from Remote Sensing Images
by Multi-stage CNN Detection
and Segmentation
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Abstract Global energy Internet is China’s national strategy. However, due to the
lack of public information of power energy infrastructure, it is difficult to investi-
gate foreign power facilities through public information. Therefore, it is a feasible
way to recognize power facilities through remote sensing images. In this paper, we
aim to recognize hydropower stations efficiently and accurately from high-resolution
remote sensing images. Traditional target detection methods need to extract target
features from images manually, so the designed features are not very robust. In this
paper, we propose amethod to recognize hydropower stations bymulti-stage DCNN.
Concisely, our task includes two parts: (1) Preliminary detection of hydropower sta-
tion. DCNN models are used as feature extractor to get a rough detection result of
hydropower stations. (2) Extract water surface by segmentation.We utilize the spatial
relationship between hydropower station and water surface to obtain the final recog-
nition results. Compared with other detection methods of deep learning, our method
uses multi-stage CNN to detect hydropower stations and water surface, respectively,
and uses the spatial relationship between hydropower stations and water surface, so
as to further improve the recognition accuracy. The results show that our proposed
method has high accuracy and confidence.

Keywords Object detection · Water surface segmentation · Multi-stage CNN ·
Spatial relations
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1 Introduction

Building a global network of electricity infrastructures plays a significant role in
the construction of One Belt One Road. However, the traditional manual ways to
collect hydropower stations and transmission towers information cost money and
time. What’s more, there is a great difficulty to get the worldwide geographic infor-
mation of transmission towers by manual measurement. In order to collect the geo-
graphic information of electricity infrastructures all over the world efficiently, our
work makes use of the advantage of high-resolution remote sensing images and
deep convolutional neural networks (DCNN). Additionally, we take into account the
domain knowledge of electricity infrastructures by calculating the spatial relations
for the purpose of similar target distinction and extracting the water surface around
hydropower stations.

On the one hand, with the development of sensor technology and aerospace
remote sensing technology, the quality and quantity of remote sensing images have
undergone great improvement. Therefore, it is possible to capture worldwide high-
resolution remote sensing images which include abundant spatial information of
electricity infrastructures. The problem followed is how to exploit the rich informa-
tion and the details of objects contained in remote sensing image. In addition, com-
pared with natural images, remote sensing images have unique features with a more
complicated scene and smaller objects. Consequently, detecting objects from remote
sensing images will be different from detecting objects from natural images. On the
other hand, a detection result with higher accuracy and efficiency has been achieved
by numerous algorithms which based on DCNN. These methods of object detection
are mainly divided into two types: two-stage methods and one-stage method. Possi-
bly, recent advances in object detection are driven by the success of region proposal
methods [1, 2]. Due to the existence of the RPN structure, the two-stage methods
represented by the R-CNN algorithm have reached a higher and higher detection
accuracy, but the detection speed is difficult to meet the real-time requirements of
some scenes. Consequently, the detection algorithms based on regression were pro-
posed to deal with the challenge of calculation speed. The one-stage method [3, 4]
can share features in a complete training and improve the detection speed greatly on
the premise of guaranteeing a certain accuracy.

In the general process of remote sensing image object detection, it can be summa-
rized as obtaining the interest object information and processing these information
to achieve object positioning. Furthermore, we can acquire the qualitative and quan-
titative description of interest objects. Remote sensing images can quickly acquire
the true surface information on the Earth. These objective remote sensing data have
a wide range of application prospects in many areas such as military reconnais-
sance, environmental detection, natural resource investigation and evaluation, and
change detection. Nowadays, object detection from remote sensing images has a
wide range of applications in many fields such as defense security, traffic monitor-
ing, and urban management. Hydropower station is one of the most important power
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and energy infrastructures. Undoubtedly, detecting hydropower station from remote
sensing images plays a vital role in work of electrical information surveying.

The rest of this paper is organized as follows: Sect. 2 reviews related works
on object detection, scene segmentation, and applications of CNN in remote sens-
ing images. Section 3 presents the details of our method for hydropower station
recognition, including the method of object detection, the method of water surface
extraction, and the method for refining the recognition results. Section 4 discusses
the entire procedure of the proposed method, including datasets introduction, a more
detailed process of our experiments, and results of each experimental procedure.
Finally, Sect. 5 concludes the paper.

2 Related Work

In the field of object detection and scene segmentation, lots of significant achieve-
ments have been improved day by day.

Generally, a traditional object detectionmethod is divided into three stages: region
proposal selective, feature extraction, and classifier selection. Selecting region pro-
posals aims to realize object positioning. Due to the diversity of the object size,
it is a tough problem to determine the position of objects. A common method for
region proposal selective is sliding window, an exhaustive strategy that traverses the
entire image with different scales and aspect ratios. Undoubtedly, sliding windows
will cause a very high time complexity and computational complexity, affecting the
detection speed and algorithm performance. In fact, the aspect ratio of the sliding
window is artificially set to control the time complexity of the target recognition
in region proposals selection. Therefore, the sliding window method is not ideal
when the size of the identified objects fluctuates. As to feature extraction, many
researchers have used local features to extract characteristics such as SIFT [5], HOG
[6], and Saliency [7, 8]. However, manually designed features are not so robust that
the changes in diversity of illumination changes and background can be easily dis-
tinguished. This situation will be more obvious especially in dealing with the remote
sensing images. The key issues mentioned before seriously affect the performance
of detection results. The third step is to determine the classifier for classification.
And the classifiers mainly include SVM, Adaboost, Softmax, and so on. There are
two main problems with the traditional target recognition method. The first problem
is the high computational complexity caused by the sliding window method. It also
produces a large number of invalid windows. The second problem is that the features
extracted by manual which based on prior knowledge are not robust and university
for objects detection. Especially when the objects changes, it is more difficult to
achieve better detection results.

With regard to the problems existed in selecting region proposals, a series of
region proposal method appeared, such as selective search and edge boxes. These
methods take advantage of the color and the edge information of objects to obtain
the objects’possible position in the image in advance. In this case, it not only ensures
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a higher recall rate of the detection result, but also produces fewer windows with
higher quality. More importantly, it can reduce the computational burden and save
time for the whole process of object detection.

Additionally, based on the features used for scene segmentation, the existing
methods for remote sensing image scene segmentation can be roughly categorized
into three main categories: handcrafted feature-based methods, unsupervised fea-
ture learning-based methods, and deep feature learning-based methods. In practical
applications, the handcrafted descriptors largely limited the performance of the rich
semantic information description, especially in remote sensing images. When com-
pared with handcrafted feature-based methods, unsupervised feature learning meth-
ods have obtained good performance. However, most of the unsupervised feature
learning methods do not make use of the scene semantic information and so cannot
guarantee the best discrimination ability between different scene classes. Therefore,
in the field of object detection and scene segmentation, there are so many problems
that the traditional algorithms cannot cope with.

Recently, D-CNNs are widely used in the works of object detection [9, 10] from
remote sensing images in recent years. For example, Ge et al. [11] detected inshore
ships in optical satellite images by using shape and context information that are
extracted in the segmented image. Yang et al. [12] obviously tackled the problem of
automatic accurate localization of detected objects in high-resolution remote sensing
images. Cheng et al. [13] provided a review of the recent progress in object detection
in remote sensing images and proposed two promising research directions, namely
deep learning-based feature representation and weakly supervised learning-based
geospatial object detection. Bazi et al. [14] proposed a novel CSVM network for the
classification of UVA imagery, providing better results compared to recent solutions
based on knowledge transfer from pretrained CNNs. Zhu et al. [15] used DCNN
features from combined layers to perform orientation robust aerial object detection.
Salberg [16] extracted features from a pretrained deep CNN and used it for automatic
detection of seals in aerial remote sensing images. Zhang et al. [17] reconstructed an
iterative weakly supervised learning framework to automatically mine and augment
the training dataset from the original image and combined the candidate region
proposal network and a localization network to extract the proposals and locate
aircraft in large-scale very high-resolution (VHR) images.

Deep learning models also have achieved great success in remote sensing image
scene classification task [18, 19]. There is few evidence of the good performance
of deep architectures in remote sensing image classification. For the problem of
dense semantic labeling, Nicolas et al. [20] investigated various methods to deal
with semantic labeling of very high-resolution multimodal remote sensing data and
especially studied how deep fully convolutional networks can be adapted to deal with
multimodal and multi-scale remote sensing data for semantic labeling. Tarabalka
et al. [21] designed new specific architectures to provide fine-grained classification
maps with convolutional neural networks (CNNs) method. In the task of scene clas-
sification, Michele et al. [22] proposed a system to cope with the high spatial and
geometrical information contained in ultrahigh-resolution images (<10 cm), usually
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coupled to little spectral information. Cheng et al. [23] proposed a simple but effec-
tive method to learn discriminative CNNs (D-CNNs) to boost the performance of
remote sensing image scene classification, addressing the problems of within-class
diversity and between-class similarity which are still two big challenges. Maggiori
et al. [24] proposed an end-to-end framework for the dense, pixelwise classification
of satellite imagery with convolutional neural networks (CNNs). Romero et al. [25]
introduced single-layer and DCNN for remote sensing data analysis and proposed
greedy layerwise unsupervised pretraining coupled with a highly efficient algorithm
for unsupervised learning of sparse features. Vaduva et al. [26] introduced a deep
learning algorithm for classification of (low-dimensional) VHR images. Chen et al.
[27] introduces hybrid deep neural networks to enable the extraction of variable-scale
features for detecting vehicles in satellite images. Wang et al. [28] proposed a hybrid
framework based on stacked autoencoders for classification of HS data.

In the search of object detection and scene segmentation, although great success
has been obtained so far, specific strategies are needed to solve different problems
in various applications. Detecting hydropower stations from remote sensing images
faces challenges when dealing with the problems of within-class diversity. As to the
domain issue, a detection strategy which combines with prior knowledge needs to
be designed to solve the existing problem.

In this paper, a suitable feature extractor based on the CNN model is designed to
extract the essential features of objects from remote sensing images. These features
are applied for object detection and scene classification. What’s more, we adopt
domain knowledge of hydropower station to improve the detection results, trying to
get a higher detection accuracy while guaranteeing the detection recall.

3 Method

In this section, we mainly describe the proposed method for hydropower station
recognition with superior precision and credibility. Concisely, our task includes three
parts, as illustrated in Fig. 1: (1) preliminary detection of hydropower station; (2)

Fig. 1 Overall architecture of our method
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extract water surface by segmentation; (3) combine the spatial relations among the
two types of features.

3.1 Object Detection

The traditional object detection methods generally consist of three steps, region pro-
posal selective, feature extraction, and classification and location. Obviously, when
compared to selective search, one of the most popular methods, the algorithm for
region proposal selective based on an exhaustive search method is computationally
expensive. Additionally, extracting object features from images by manual is not
very robust to manage the changes in diversity. By considering the problem of the
time spent and accuracy, an economical inference scheme is selected to accomplish
hydropower station efficient detection with a higher accuracy.

Comparing various algorithms for region proposal generation, we select a popu-
lar, deep learning-based object detection system, Faster R-CNN, as shown in Fig. 2,
which use a region proposal network strategy enabling nearly cost-free region pro-
posals. The learned RPN [2] also improves region proposal quality and thus the
overall object detection accuracy. The detection methods based on region propos-
als developed from R-CNN to SPP-Net, Fast R-CNN, and Faster R-CNN. These
algorithms have achieved faster detection speed and better detection results.

The main process of Faster R-CNN is as follows. The first step is to input any
size pictures to DCNN network. After the convolutional and pooling operation, the
feature map is obtained for RPN network and a high-dimensional feature map. The
function of RPN network is to generate region proposals and regional scores. And
then, non-maximum suppression (NMS) algorithm is employed to reduce the amount
of region proposals. The second step is that input the high-dimensional feature map

Fig. 2 Region proposal network (RPN)
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and region proposals to ROI pooling layer and extract the feature of region proposals.
Lastly, the feature of the region proposals is input to the fully connected layer. We
can get the classification score of the region proposals and the position of object
boxes after regression.

Faster R-CNN completes the end-to-end training for object detection with the
DCNN methods. One of the key tricks in Faster R-CNN is RPN, as shown in Fig. 2.
RPN [2] shares full-image convolutional features with the detection network, thus
enabling nearly cost-free region proposals. Another trick is anchor strategy. An
anchor is centered at the slidingwindow in question and is associatedwith a scale and
aspect ratio. Because of this multi-scale design based on anchors, the convolutional
features which computed on a single-scale image can be simply used. Concisely,
Faster R-CNN can be seen as the combination of RPN and Fast R-CNN. By further
merging RPN and Fast R-CNN into a single network, sharing their convolutional
features, using the recently popular terminology of neural networks with “attention”
mechanisms [2], the RPN component tells the unified network where to look.

Traditional CNN models increase the accuracy of object detection by increasing
the number of network layers. A series of problems follows while increasing the
number of network layers in the process of model training, such as degradation.
The degradation becomes more and more obvious as the number of network layers
deepens. In this case, it will not allow the shallow layers to learn the parameters,
resulting inmodel training failure. In addition, when the number of networks exceeds
a certain number of layers, the BP algorithm cannot effectively update the network
before the gradient. Studies have shown that in training the DCNN, when the DCNN
reaches a certain depth, the deep network training error is greater than the shallow
network.

In other words, deeper neural networks are more difficult to train. The presence of
ResNet eases the training of networks that are substantially deeper than those used
previously. Residual nets with a depth of up to 152 layers-8 × deeper with lower
complexity than VGG nets evaluate the ImageNet dataset [29]. An ensemble of these
residual nets achieves 3.57\% error on the ImageNet test set. This result won the first
place on the ILSVRC 2015 classification task.

In ResNet [29], the degradation problem can be addressed by introducing a deep
residual learning framework. Instead of hoping each few stacked layers directly fit a
desired underlyingmapping, ResNet explicitly let these layers fit a residual mapping.
Formally, denoting the desired underlying mapping as H(x), the stacked nonlinear
layers fit another mapping of F(x) = H(x)− x . The original mapping is recast into
F(x)+ x . It is easier to optimize the residual mapping than to optimize the original,
unreferencedmapping. To the extreme, if an identity mapping were optimal, it would
be easier to push the residual to zero than to fit an identity mapping by a stack of
nonlinear layers. The formulation of F(x)+ x can be realized by feedforward neural
networks with “shortcut connections” (Fig. 3).

In our method, we combine Faster R-CNN [2] (Fig. 4) with ResNet [29] for pre-
liminary detection. Res-Net, a residual learning framework, is easier to optimize and
can gain accuracy from considerably increased depth [29]. Nevertheless, the prelim-
inary results cannot be applied directly because of the phenomenon of misjudgments
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Fig. 3 Residual learning: a
building block

Fig. 4 Object detection by faster R-CNN

and missed judgments. Consequently, we give a smaller confidence value to evaluate
the target category to acquire a larger number of potential objects. In addition, the
results of water surface extraction will be used to verify the confidence values of
hydropower stations.

3.2 Water Surface Extraction

Hydroelectric power station is an integrated engineering facility capable of converting
water energy into electricity. There is no doubt that where there is a hydropower
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Fig. 5 Architecture of water surface extraction

station there is water. Thus, we accomplish the task of water surface extraction with
atrous convolutional model demonstrated in Fig. 5, a deep learning method [30].

So that we use deep atrous convolutional neural network to extract water surface.
The model can be considered as a pair of encoder and decoder. The encoder uses a
sequence of convolutional and max-pooling layers to compress the raw input into
lightweighted but informative features. The model adopts the ResNet-101 [29] as
the encoder. The decoder applies a sequence of atrous convolution with up-sampled
filters for the encoded feature to restore its spatial details and size.

In order to make the size of the feature map consistent with the input image, and
the convolution kernel has a larger receptive field. The network presents an atrous
convolution in order to maintain the range of the receptive field. The atrous convolu-
tion transforms the structure of the traditional convolutional kernel and fills the cavity
in the convolutional kernel, thus enlarging the feeling field of the convolutional layer
while keeping the number of convolutional kernel parameters unchanged. To pro-
duce semantically accurate predictions and detailed segmentation maps along object
boundaries, we also combine ideas from fully connected conditional random fields
(CRF).

3.3 Recognition

In this part, the results of preliminary detection and water surface extraction are
used to assist the hydropower station judgment. The whole process to refine the
detection results is indicated in Fig. 1. With spatial relationship of electrical power
infrastructure, the difficulty in similar features differentiation can be alleviated to a
certain extent.
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In order to obtain the candidates of hydropower station as many as possible,
we lower the threshold which determines the candidate category. In preliminary
detection results, almost all the hydropower stations can be located in a test image.
Considering the spatial relationship of electric power infrastructure, the confidence
score of hydropower station is recalculated according to the results of water surface
extraction, as shown in Eq. 1

St = c ∗ S0 (1)

c =
{−1, x = 0

0, x = 1
(2)

S0 is the initial score of a candidate hydropower station, getting from the primary
detection results, while St is the final score. St is the final score hydropower station
detection judgment. St is calculated by the above formulas. c is the impact factor
of water surface on the hydropower station. x represents the result of water surface
segmentation. The value of x is 1 if there exists water surface. On the contrary, the
value of x is −1, while the segmentation result shows no water surface. We assume
that the higher score the candidate gets, the more likely the hydropower station will
be.

4 Experiments and Results

4.1 Datasets

In CNNs applications, extensive experimentation shows that the more training data
you have, the better experiment results you will get. The supervised learning models
need large amounts of labeled data and many iterations to train their large number
of parameters. In the case of lack of training data, Yang et al. [31] presented a
conceptually simple, flexible, and general framework for few-shot learning, where a
classifier must learn to recognize new classes given only few examples from each.

In our work, however, the electrical datasets are not very easy to collect. Since the
lack of public datasets designed for object detection in remote sensing, we collected
256 images of hydropower station downloadedmainly fromGoogle Earth bymanual.
These positive images are labeled as hydropower station. Both the size and quality
of training datasets are critical to detection performance in CNNs methods. Dataset
enhancement can be seen as a method of preprocessing the training set. To address
the object diversity in remote sensing images and the difficult in collecting data for
some object classes, we augmented all the positive samples by rotation transforms,
re-sampling, color transforms, andmirror transforms. Furthermore, 1572 (500 * 500)
remote sensing images collected for scene segmentation are fromGF2 satellite. Some
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training samples are illustrated in Fig. 6. More details of our datasets are listed in
Tables 1 and 2.

(a) training examples for scene segmentation

(b) training examples for object detection

Fig. 6 Remote sensing images for training

Table 1 Image resolution of
each class

Class Hydropower station Water surface images

Resolution (m) 3–5 0.8

Table 2 Statistics the
training and validation
datasets

Class Image
number

Original
object
number

Augment
object
number

Hydropower
station

256 261 8352

Water
surface
image

1572 / /
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4.2 Experiment Procedures

The experiment procedures mainly include two parts as illustrated in Fig. 7: the
training process and the testing process. Specifically, the test process consists of
two procedures: the detection process and segmentation process. The well-known
ResNet [11] and DeepLab [12] architecture are employed for robust DCNN fea-
ture extraction, object detection, and scene segmentation, respectively. The training
process of feature extraction used the GPU and the Compute Unified Device Archi-
tecture (CUDA) to speed up computation. We combine Faster R-CNN with ResNet
to complete preliminary object detection. Simultaneously, a well-known framework
is applied to extract water surface.

In the work of object detection, we used small patches to train our DCNNmodels
through the backpropagation algorithm, employing the GPU and CUDA. We set the

Fig. 7 Experiment procedures
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Table 3 Arguments for
training

Argument Object detection Scene segmentation

Learning rate 0.001 0.001

Batch size 256 5

Momentum 0.9 0.9

Weight decay 0.0005 0.0005

Max iter 200,000 50,000

learning rate to 0.001 and set the batch size to 256 for ResNet. Due to the resolution
of remote sensing images and the object size, the anchor scales for RPN are set as [4,
8, 16, 32,]. Besides, regarding to the water surface extraction, we set the learning rate
to 0.001 and set the batch size to 5 for atrous convolutional model. Moreover, some
tricks such as local response normalization, momentum, overlapping pooling, and
dropout have been used in these networks to improve their properties. The arguments
for DCNN training are listed in Table 3. The training process was run on a Linux
server with an Nvidia GTX Titan X GPU with 12 GB ram.

4.3 Experiment Results

The baseline values for object detection and scene segmentation based on ourmethod
are listed in Table 4.

In Fig. 8, images are the water extraction results, respectively. In Figs. 9 and 10,
the detection results of using two different methods are displayed. Obviously, Faster
R-CNN method misjudges two images out of six images. In Figs. 9a and 10b, a dam
and a bridge are misjudged as hydropower stations. It seems using Faster R-CNN
directly for hydropower station detection is not so robust that the similar target can
be distinguished, although it is efficient.

Compared to Faster R-CNN, our method takes advantage of the professional
knowledge of electrical infrastructure by calculating the spatial relations and extract-
ing the water surface. We apply the spatial relations between transmission towers

Table 4 Results Class Recall (%) Precision (%)

Water surface 95.04 96.89

Hydropower station with DCNN 92.34 85.03

Hydropower station with our
method

92.34 89.48

Bold representes using our method to extract the hydropower
station, using the extraction results of the water surface can reduce
the false detection to a certain extent and improve the precision of
the hydropower station
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Fig. 8 Water surface extraction results

with hydropower station and the result of water surface extraction to improve the
detection accuracy. Clearly, in the final detection results, some images that include
similar object are filtered by our integrated method. In other words, our method
performed better.
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Fig. 9 Detection results of DCNN

Fig. 10 Detection results of our method

5 Conclusion

In this work, we take advantage of the spatial relationship of power facilities to assist
the hydropower station recognition in deep learning method. The results suggest
that integrating with spatial relationship of power facilities and DCNN features for
hydropower station detection is not only an effective way with a reliable detection
accuracy, but also a cost-efficient solution. In further work, by taking into account the
localization precision and computational efficiency, wewill explore amore enhanced
detection scheme for other electrical infrastructures.
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The Intelligent Planning for Spacecraft
Autonomy in On-Orbit Servicing Mission

Jing Yu, Dong Hao, Hongyang Liu, and Xiaoqian Chen

Abstract In On-orbit servicing (OOS) mission planning problem, mission
sequences and orbital rendezvous trajectories for servicing spacecraft (SSc) ser-
vicing multiple targets would be optimized, aiming at reducing the mission cost, the
time duration, or some other merits. The onboard intelligent mission planning for
OOSmission is studied in this paper. Each SSc is supposed as an autonomy or agent.
They could perform planning onboard, communicate, and negotiate with other SScs.
A multi-agent system (MAS) model is firstly introduced. And then, based on the
MAS model, an intelligent planning method based on contract net protocol (IPCNP)
is developed. Simulations demonstrate the effectiveness of IPCNP.

Keywords Optimization · On-orbit servicing mission · Mission planning ·
Multi-agent system

1 Introduction

On-orbit servicing (OOS) is the process of improving a space-based capability
through a combination of in-orbit activities which may include inspection, ren-
dezvous and docking, and value-added modifications to a satellite’s position, ori-
entation, and operational status [1]. Mission planning and scheduling is one of its
key technologies, in which mission sequences and orbital rendezvous trajectories for
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servicing spacecraft (SSc) servicing multiple targets would be optimized, aiming at
reducing the mission cost, the time duration, or some other merits.

So far, there have been a number of reported works devoted in OOSmission plan-
ning. Alfriend [2] studied the SSc rendezvousing with satellites in GEOs with small
inclinations. It is shown that (Law-1) “the minimum fuel solution is proportional to
the minimum distance path through the set of points that are the projections of the
angular momentum vectors on the equatorial plane.” It is also pointed out that (Law-
2) “if sufficient time is allowed, the plane change �v dominates the total �v, thus
the minimum �v is found by minimizing the �v for the plane change.” Using two-
impulse maneuver for orbital transfer, Shen et al. [3] studied the problem of servicing
multiple satellites in a circular constellation. The heuristic study showed that (Law-3)
when the SSc is required to go back, the best (minimum-�v) mission sequence is
either the orbit-wise or counter-orbit-wise sequential order; when not required, the
best is sequential or partially sequential. Based on Shen’s study, Yu et al. [4] studied
the OOS problem for GEO active debris (ADR) removal and found that (Law-4) the
optimal sequence is the combination of the counter-orbit-wise segments for most
cases. Afterward, Yu et al. [5] studied LEO ADR mission with long-duration and
figured out that (Law-5) some of the suboptimal sequences are equivalent since the
�v differences between them are sufficient small. To further study the influences of
the SSc initial location on the mission sequence, Yu et al. carried out their research
in [6] and found that (Law-6) “the optimal initial position of the SSc prefers the area
where the targets are concentrated.” More work can be found in [7–11].

However, all of the mission planning modes mentioned above should be carried
out on ground and then send the planning results to the satellites. With the advance-
ment of the space technology, some researchers paid attention to the spacecraft
autonomy, which has the potential for effecting significant cost savings in mission
operations by reducing the need for dedicated ground staff. To help the SSc function
as an autonomous agent, onboard intelligent planning and scheduling methods are
presented, assisting the SSc to perform its own planning and scheduling by itself, not
the ground staff [12]. In [12–14], the concept of distributed satellite constellation is
proposed by NASA, as well as the intelligent planning systemDistributed Spacecraft
Coordination Planning and Scheduling (D-SpaCPlanS).

As a matter of fact, the computation and communication capabilities of the
onboard system are much worse than those on ground. So, complex algorithms are
not suitable for onboard intelligent planning. To simplify the planning mechanism,
specialization knowledge is required. So far, there are only few studies focused on the
OOS onboard intelligent planning [15]. In contract, plenty of heuristic conclusions
have been concluded by on-ground OOS mission planning studies (see Law-1–Law-
6). Based on these conclusions, the onboard intelligent planning for OOS mission
will be studied in this paper.

Multi-agent system (MAS) would be used for this study. So, Sect. 2 details the
concepts of agent and MAS, and then, the MAS model for OOS mission planning
would be established. Based on the MAS model, the mission scenario and the corre-
sponding optimizationmodel are developed in Sect. 3. Section 4 presents the onboard
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intelligent planningmethod for theMASmodel based on contract net protocol, while
Sect. 5 gives the numerical simulation, and Sect. 6 concludes the whole paper.

2 MAS Model for SSc Autonomies

In this paper, each SSc is supposed as an autonomy. They could perform planning
onboard, communicate, and negotiate with other SScs. Depending on this assump-
tion, a MAS model is employed for intelligent planning. In this section, the MAS
concept is introduced, and then, the MAS model for planning is established.

2.1 Agent and Multi-agent System

The concept of agent is firstly developed by McCathy [16] in the 1950s. Agent is
supposed to be an entity, which exhibits, in some significant measure, autonomy,
intelligence, and environmental awareness and which interacts with its environment
to achieve internal goal. With the development of artificial intelligence (AI), more
researchers paid attention to the MAS, initially for distributed artificial intelligence
(DAI) study [17, 18]. In general, MAS consists of several mutually independent
agents. These agents gather together for certain specified goal. A typical MASwould
be social and collaborative.

2.2 Agent Model

In this paper, a single SSc is viewed as a simple agent with low intelligence. Each
agent mainly consists of analyzer, mission planner, trajectory generator, memorizer,
actuator, and transceiver. Transceiver is used for sending and receiving messages;
analyzer is to evaluate the feasibility for servicingmission;mission planner is used for
onboard mission planning; trajectory generator is used for path planning for orbital
rendezvous; memorizer is employed for data storage, while actuator is in charge of
performing OOS activities. Mission planner is the key of the whole agent. In this
paper, it can only process the tasks for itself, not for any other agent (see Fig. 1).

2.3 MAS Model

In a fully distributed MAS model (Fig. 2a), each agent in the system has “full group
intelligence,” where any agent has intelligence equal to any other agent. There is no
hierarchy, but in order to achieve a goal, there must be an extensive communication
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Fig. 1 Agent model

Fig. 2 MAS models

between all agents. To reduce the communication cost, another distributed model
is considered in this paper for the SSc MAS, as shown in Fig. 2b. The intelligence
between any two agents is still equal, but one of them is authorized as a super-agent
which should take charge of other agents. As the mission is issued, all requests are
sent to the super-agent. The super-agent publishes tasks to all agents, collects their
responses, and makes decisions about task allocation. Afterward, each SSc agent
tries to improve the plan for itself so that it can achieve its goals more efficiently. In
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the whole model, the super-agent can communicate with any other agent, while the
normal agent could only communicate with the super-agent.

3 Mission Description

3.1 Mission Scenario

The mission studied in this paper could be stated as: n tasks are issued by the mal-
function satellites, and they send the requirements to the SScs. After receiving the
requirements, the super-agent SSc negotiates with others, discussing the mission
scheme by intelligent planning mechanism. Finally, the mission scheme for each
other is carried out onboard, and the SScs perform OOS operations in order. The
optimization goal is to minimize the �v cost for rendezvous, while the planning
goal is to decide which SSc should serve which task, as well as its mission sequence
(see Fig. 3).

In this paper, the rendezvous trajectories will not be designed and optimized. We
assume that there is a trajectory generator embedded in the SSc, and it works only
after the mission sequences are determined. During the whole planning process, the
trajectory generator would not be called.

Assumptions:

(1) The time for OOS mission is sufficient long;
(2) Only targets with the same orbital altitude and in circular orbits are considered.
(3) One target can and only can be served by only one SSc.

Fig. 3 Mission scenario
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3.2 Optimization Model for Intelligent Planning

Denote T = {tsk1, tsk2, . . . , tski . . . tskn} as the task set. For each task, tski =
{IDi , loci , inf}i , where IDi is the ID code, loci = {ri , ai , ei ,Ωi , wi , fi } describes
the six orbital elements, and inf i gives some other information. For example, if it is
an on-orbit refueling task, inf i would give the required fuel mass.

Denote S = {
SSc1,SSc2, . . . SSc j , . . . SScm

}
as the SSc set. For each SSc,

SSc j = {
ID j , loc j , Q j , inf j

}
, where loc j describes its six orbital elements, Q j

presents its mission sequence, and inf j gives some other information, e.g., the
remaining fuel mass.

In this paper, the design variable is X = {Q1, Q2, . . . , Qm}, and it is assumed
that one task can and only can be served by one SSc.

The total cost is evaluated by �v, the velocity increment for orbital rendezvous.
Summing up, the whole problem can be stated as Eq. (1):

find X = {Q1, Q2, . . . Qm}
min J =

∑

i

�v(Qi ) (1)

4 Intelligent Planning Based on Contract Net Protocol

To deal with practical problems, the coordinating mechanism of MAS is especially
significant. And the foundation of the mechanism is the coordination protocol. The
contract net protocol is an excellent example for utilizing the MAS model. In this
section, the coordination mechanism is developed based on the contract net protocol,
and an intelligent planning based on contract net protocol (IPCNP) method would
be developed.

4.1 Contract Net Protocol

Contract net protocol is motivated by the theory of real-life economic bidding. A
contract net consists of manager, bidder, and contractor (see Fig. 4). Firstly, the
manager publishes tasks to the bidders (called task announcement); secondly, the
bidders receive the information, evaluate the capabilities and preferences for itself,
and then send bidding information for auction (called bidding); lastly, the manager
collects information and then decides who will be the contractor (call awarding).
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Fig. 4 Contract net protocol

4.2 An Auction Algorithm for MAS OOS Mission

(1) Task Announcement.

Malfunction satellites issue their requirements to the manager. Then, the manager
publishes the task tender to bidders (other SSc agents) as tski = {IDi , loci , inf i },
where IDi is the ID code, loci = {ri , ai , ei ,Ωi , ii , fi } describes the six orbital ele-
ments, and inf i gives some other information. For different tasks, the format for inf i
is different. Note that, in this paper, the super-agent is not only the manager, but also
the bidder, since it also can perform planning and OOS activities.

(2) Bidding.

After receiving the tenders, analyzer is called by each agent. It analyzes each
task for the SSc, checking if it is feasible to complete the task and evaluating the
possible cost. After analyzing, each agent would send back their tender as Bi ={
IDi ,Flagi , dvi

}
, where IDi is the ID code of the task, Flagi = 1 means the SSc is

able to complete the mission, and dvi gives the evaluated �v cost. If Flagi = 0, then
the SSc is unable to complete the mission, and dvi = −1.

For dv evaluation, based on Law-2, only velocity increment for plane change is
considered. Assume that the inclination and right ascension of SSc and target are
(i,Ω) and (i ′,Ω ′), respectively. Let the angle between the two orbit planes be γ ,
then

cosγ = cos i cos i ′ + sin i sin i ′ cos(Ω ′ − Ω) (2)

For circular orbits, where the final velocity is equal to the initial velocity, the dv
for a plane change of γ can be calculated by

dv = 2v sin(γ /2) (3)
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Fig. 5 Auction process

After SSc j receiving the tender, if the missions sequence Q j is not empty, then
enumerate all possible locations for inserting the new task and record the minimum
dv as dv j .

(3) Awarding

For all bidders, the feasible agent with the lowest cost would be the contractor
(see Fig. 5).

4.3 Intelligent Planning for Single Agent

Assume that the onboard computation ability for each agent is not very good. So,
the onboard mission planning algorithm is very simple here.

For each task received:

(1) Enumerate all possible locations for inserting the new task and record the
minimum dv and the corresponding location;

(2) Insert the new task to that location;
(3) If the new task and its neighbors are in the same coplanar circular orbit, order

them in counter-orbital-wise direction according to Law-3.
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Table 1 Selected satellites with properties

Target Name Inclination
(°)

Right
ascension
(°)

Mean
anomaly (°)

Mass
(kg)

1 AGILA_2_24901 0.0597 116.354 196.343 2200

2 INTELSAT_602_20315 7.6349 62.3031 77.5328 1700

3 INTELSAT_1R_26608 0.118 77.9958 187.552 3300

4 IS-603_20523 7.1157 63.8733 197.089 2830

5 JCSAT-R_24732 2.2649 75.3772 84.8655 1383

6 SHENTONG-1_28082 0.0757 62.8655 214.089 900

7 SKYNET_4C_20776 10.4757 44.2337 182.74 2566

8 YAMAL_102_25897 6.1595 66.3288 207.771 2600

Table 2 Selected SScs with
properties

SSc Inclination (°) Right ascension
(°)

Mean anomaly
(°)

1 0 0 0

2 7 60 80

5 Simulations

5.1 Configurations

To demonstrate the method, eight objects of GEO belt were randomly selected as
targets (see Table 1). The inclination, right ascension, and themean anomaly are those
from satellite database. It is assumed that all the objects and SScs are in circular orbits
with the orbit altitude of 35,786 km. Two SScs are taken into account with the orbital
parameters listed in Table 2.

5.2 Simulations for Single Agent

In this section, only SSc 1 is considered. The optimization results of IPCNP and
exhaustive search (ES, i.e., enumerate all feasible sequences, and the optimal choice
is the one with the best cost) would be compared and discussed. The optimization
results are listed in Tables 3 and 4.

In Table 4, the optimization results of IPCNP are equivalent with those of ES,
since the starting and ending positions are the same and the mission sequence of
IPCNP is the inverted sequence of ES. In Table 3, the mission sequence of IPCNP
is slightly different from that of ES, and the total cost of IPCNP is a little higher
than that of ES. It shows that the proposed method IPCNP is efficient in dealing with
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Table 3 Simulations for single agent with the first 5 targets

Method Mission sequence Rendezvous cost (m/s) Total cost (m/s)

IPCNP (1, 3, 5, 4, 2) [1.62, 2.18, 58.30, 133.48, 15.12, 207.18] 417.89

ES (3, 2, 4, 5, 1) [3.20, 204.10, 15.12, 133.48, 60.29, 1.62] 417.82

Table 4 Simulations for single agent with eight targets

Method Mission sequence Rendezvous cost (m/s) Total cost (m/s)

IPCNP (1, 3, 5, 8, 4, 2, 7, 6) [1.62, 2.18, 58.30, 106.94, 27.08, 15.12,
108.25, 282.14, 2.06]

603.70

ES (6, 7, 2, 4, 8, 5, 3, 1) [2.06, 282.14, 108.25, 15.12, 27.08,
106.94, 58.30, 2.18, 1.62]

603.70

single SSc OOS mission planning, though in some cases, it just presents suboptimal
results.

5.3 Simulations for MAS OOS Mission

In this section, two SScs are considered. The optimization results of IPCNP and par-
ticle swarm optimization (PSO) would be compared and discussed. The optimization
results are listed in Tables 5 and 6.

In Tables 5 and 6, the optimization results of IPCNP and PSO are all the same.
It proves that the proposed method IPCNP could effectively address MAS OOS
mission planning problem.

Table 5 Simulations for multiple agents with the first 5 targets

Method Mission sequence Rendezvous cost (m/s) Total cost (m/s)

IPCNP (1, 5, 3) (2, 4) [1.62, 60.29, 58.30, 3.20] [18.99, 15.12,
13.30]

170.82

PSO (1, 5, 3) (2, 4) [1.62, 60.29, 58.30, 3.20] [18.99, 15.12,
13.30]

170.82

Table 6 Simulations for multiple agents with eight targets

Method Mission sequence Rendezvous cost (m/s) Total cost (m/s)

IPCNP (1, 5, 3, 6) (8, 4, 2, 7) [1.62, 60.29, 58.30, 1.33, 2.06] [30.11,
27.08, 15.12, 108.25, 113.76]

417.93

PSO (1, 5, 3, 6) (8, 4, 2, 7) [1.62, 60.29, 58.30, 1.33, 2.06] [30.11,
27.08, 15.12, 108.25, 113.76]

417.93
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6 Conclusions

The onboard intelligent mission planning for on-orbit servicing (OOS) mission is
studied in this paper. Each SSc is supposed as an autonomy. They could perform
planning onboard, communicate, and negotiate with other SScs. A multi-agent sys-
tem (MAS) model is firstly introduced. And then, based on the MAS model, an
intelligent planning method based on contract net protocol (IPCNP) is developed. In
simulations, the optimization results of IPCNP are almost the same with those of ES
or PSO. It demonstrates the effectiveness of IPCNP in some degree.

Note that the mission scenario studied in this paper is ideal to some extent. This
research is just an exploration for onboard cooperated mission planning. In our
near future, more practical factors would be considered, e.g., the communication
environment, issuing multiple tasks simultaneously, and so on.
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Numerical Aerodynamic and Design
Analysis of Combined Saucer-Shaped
Buoyancy-Lifting Airships

Yanxiang Cui, Yanchu Yang, Jinggang Miao, and Xiangqiang Zhang

Abstract Saucer-shaped buoyancy-lifting airships have attracted worldwide atten-
tion due to their huge potential for stratospheric platform and cost-effective oper-
ation, especially in large load transportation. Combined saucer-shaped airship is a
high-altitude, maneuverable, high buoyancy efficiency lighter-than-air (LTA) vehi-
cle for providing continuous communications and surveillance capabilities over a
wide geographical area. In this work, combined saucer-shaped airships are designed
different in thickness-to-radius ratio but the same in semi-major axis. Based on the
Reynolds-averaged N-S equations and k-ω SST turbulent model, numerical aerody-
namic investigations on combined saucer-shaped stratospheric airships are conducted
to confirm the influence of thickness-to-radius ratio on the aerodynamic forces, sta-
bility, and payloads. It is found that with the increased of thickness-to-radius ratio,
the volume-to-area ratio increases, and the positive lift at the negative angles and the
static instability in pitching channel is improved, while the positive lift at the positive
attack angles and the lift-to-drag ratio decrease, and drag is significantly enhanced.
That means the larger the thickness-to-radius ratio, the more the payload, but the
worse the aerodynamic characteristic. The airship B, with the thickness-to-radius
ratios of 1/2, provides average performance in buoyancy efficiency and drag charac-
teristics. This investigation serves to provide reasonable reference for new concept
design of load airships.

Keywords Combined saucer-shaped airship · Thickness-to-radius ratio ·
Aerodynamics · Superpressure system stratospheric airship

1 Introduction

Near space is the area of atmosphere between 20 and 100 km above the earth.
With the tailored payloads that are part of the design, air vehicles operating at near
space provide persistent communications, cost-effective operational capabilities, and
higher sensor performance that cannot be duplicated by platforms at other altitudes or
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operating regimes [1]. Among various air vehicles, saucer-shaped buoyancy-lifting
airship is a new concept platform with flat envelope, simple structure, uniform stress
distribution, significant lift characteristics, and high buoyancy efficiency obtained
through different combinations of volume-to-area ratio. It is insensitive to the wind
direction, enabling better control by changing flexible power configurations instead
of the rudder. Therefore, it has attracted worldwide attention due to these advantages
and huge potential for platform and transport utility in recent years [1].

Some advances have been made in both theory and manufacture of the saucer-
shaped buoyancy-lifting airships. NASA developed a new generation of pumpkin-
shaped superpressure balloon project named Ultra-Long Duration platforms. NASA
developed a newgeneration of pumpkin-shaped superpressure balloon project named
Ultra-Long Duration Balloon (ULDB) [2] and conducted a number of test flights
for carrying a 2721 kg payload to 33.5 km for up to one hundred days. Cees Bil [3]
presented a lens-shaped superpressure balloon carrying a substructure that houses the
observation instruments and researched drag forces acting on LTA in various element
sizes. Ilieva et al. [4] introducedBritishMAATHALE saucer-shaped airship program
and compared aerodynamic characteristics of traditional shape with cylindrical ones.
Gnanaprakash et al. [5] focus their study on the key issues in hull design,manufacture,
and fly process of Indian flat sphere OSIRCA airship. Graham [6] estimated drag of
the spheroid-cone shaped airship through formula, wind tunnel, and the flight test
and then summarized drag of early airships with different shapes. Suefuku et al. [7]
proposed a torus-type airship to improve the airworthiness at mooring condition and
maneuverability for movement of any direction and carried out towing experiments
about aerodynamic characteristics of the model in upper water space of huge towing
tank instead of in a wind tunnel. Chu et al. [1] conducted a comprehensive study
on a saucer-shaped buoyant-lifting airship named Star Light (formerly known as
MaXflyer [8]), including system design, material selection, aerodynamics and finite
element analysis, thermal analysis, launch and deployment and compared the cross-
sectional areas of saucer, blimp, and sphere. However, there are fewworks to research
the effect of the thickness-to-radius ratio and shape of airships on aerodynamics and
practicality especially to perform quantitative treatment in the same flight conditions.

This study aims to explore a saucer-shaped airshipwith the optimal comprehensive
performance. To meet the needs of operating in the stratosphere, the saucer-shaped
airships generally adopt combined shape, which consists of the up, sphere or ellipsoid
part and the below, saucer part sharing the same cross section. First, the new concept
hull design of three combined saucer-shaped airships is presented; secondly, numer-
ical aerodynamic characteristic analysis is proposed based on Reynolds-averaged
N-S equations, and then, the impact of thickness-to-radius ratio on the aerodynamics
and practicality is analyzed.
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2 Envelope Design and Analysis

Conventional stratospheric airship is generally streamlined, and it has relatively
smaller volume-to-area ratio and large slenderness, and it has difficulties in residing
at higher altitudes. For achieving higher altitude in near space, buoyancy efficiency
should be improved. Based on the streamlined configuration, shortening the length
and increasing the thickness of the hull can improve the volume-to-area ratio, thereby
enhancing the buoyancy of the airship in the same volume. Meanwhile, extending
the lateral dimension of the hull to the major horizontal axis can gradually shift
to improve the natural stability of the gravity. Then, a lifting body, saucer-shaped
configuration is obtained through the method of increasing the volume-to-area ratio
and decreasing of slenderness ratio. Though the saucer-shaped configuration mainly
relies on helium buoyancy in the hull as conventional airships, it can produce appre-
ciable lift, which distinguishes itself from conventional airships. Meanwhile, this
new configuration will cause larger drag and lead to increase in propulsion power
demand, but it generates more advantages over the conventional hull features, such
as simpler and more stable structure, higher buoyancy efficiency. More importantly,
it can be expected to explore the higher altitude.

Based on the above considerations, the three combined saucer-shaped airships
of different thickness-to-radius ratios are designed as the upper ellipsoid and lower
saucer parts, which share the same equatorial plane and the semi-major axis (radius)
of a. The semi-minor axis of the upper part in vertical plane is b, and the semi-
minor axis of the lower part is bl. All the thickness-to-radius ratios (bl/a) of three
lower parts are 1/4, while the thickness-to-radius ratios (b/a) of three upper parts
are set as 1/4, 1/2, and 1, respectively. The sharing radius (a) of equatorial plane
is set as 50 m; correspondingly, the huge volume of three combined saucer-shaped
airships is 130, 900 m3, 196, 350 m3, and 327, 248 m3. For expressing easier, three
combined saucer-shaped airships are replaced with airship A, B, and C, and their
cross-sectional plots are shown in Fig. 1. The combined saucer-shaped airship design

Fig. 1 Cross-sectional plot
of three saucer-shaped
airships
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mainly drives from large buoyancy efficiency and low drag characteristics demands;
therefore, the volume-to-area ratios of typical slender body with the fineness ratio of
4 and spherical designs are compared with three combined saucer-shaped airships of
different thickness-to-radius ratios (Fig. 2). The saucer shape improves the volume-
to-area ratio and maximizes maneuverability against changing winds than slender
body, while reducing frontal cross-sectional area (Fig. 3) and rear wake size than

Fig. 2 Volume-to-area ratio of different shape airship

Fig. 3 Frontal cross-sectional area-to-volume ratio of different shape airships
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sphere, which means the saucer shape reflects comprehensive advantages. Moreover,
airship B, with the thickness-to-radius ratios of 1/2, provides average performance
in buoyancy efficiency and drag characteristics, which will also be validated by the
following CFD analysis.

The three airships are designed as superpressure system and utilize a small pro-
portion ballonet to save weight and improve the effective lift. The altitude control
and maintenance function of the airship mainly depend on superpressure technology
instead of a huge ballonet. For keeping the ideal aerodynamic shape, the super-
pressure balloon envelope is strengthened with attachment lines and associated load
patches, which are shown in Figs. 4 and 5. The airship consists of a fuselage, solar
arrays, fuel cells, propulsion motor braces, flight control functions, payload boxes,
and landing structures, as illustrated in Fig. 6. The fuselage is suspended at a pre-
scribed distance below the hull for the requirement of the environmental conditions
of high altitude and the pitch stability of the hull. The fuselage houses and supports
all the functional operating systems except solar arrays on the top surface and four
yaw propulsion around the hull. In addition, the other two propulsions mounted on
the fuselage ensure pitch and forward movement control operability.

Fig. 4 Superpressure
envelopes in side view

Fig. 5 Superpressure
envelopes in bottom view
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Fig. 6 Components of the
saucer-shaped airship

3 Numerical Aerodynamic Methods

3.1 Models and Methods

High fidelity analysis of the platform aerodynamics during research is critical to
validating the design and improving the probability of successful achievement of
performance requirements [1]. Numerical simulations based on analysis on three
combined saucer-shaped airships of different thickness-to-radius ratios is employed
to validate design characteristic.

The computation is based on the body axis system Oxyz which is fixed to the
airship,with the originO at the equatorial plane center,Ox axis as the longitudinal axis
of the airship pointing downstream, Oy axis on the longitudinal symmetry plane and
pointing up, andOxyz axis forming the right-hand Cartesian coordinate system. Both
the body and wind axis system are shown in Fig. 7. For facilitating calculation, the
half models of three airships are utilized due to their axially symmetry. The structure
grid is applied for better simulation in the boundary layer and computational field,
the field is 10 times the airship length away from the surface, and the downstream
surface is 15 times away. Three configurations and their grids are shown in Figs. 8,
9, 10, 11, 12 and 13, respectively.

As the flow around airships belongs to the low-speed flow, the three-dimensional
flow solver, based on the incompressible Reynolds-averaged Navier–Stokes equa-
tions and SST k-w turbulence model, is employed for simulating the turbulence.
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Fig. 7 Body- and wind-axis
system

Fig. 8 Airship A

Fig. 9 Grid of airship A

Fig. 10 Airship B

All far-field boundaries are set as velocity inlet except the downstream surface as
pressure outlet. The non-slip condition is applied for the airship surface.
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Fig. 11 Grid of airship B

Fig. 12 Airship C

Fig. 13 Grid of airship C

3.2 Numerical Verification

The aerodynamic empirical formulas of conventional airship are mainly based on
slender bodies; therefore, they cannot be applied to the combined saucer-shaped
configurations which consist of the ellipsoid and saucer shape and are quite different
from the slender bodies.

To validate the numerical method, calculation results of LOTTE are compared
to experimental data in MWT quantified by Funk et al. [9, 10]. Although combined
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saucer-shaped airships are still different from the airship LOTTE, the same grid
precision based on saucer-shaped airships can be ensured and even improved con-
veniently. The main dimensions of LOTTE are a volume of V = 109 m3, an overall
length of L = 16 m, and a fineness ratio of L/D = 4. The test model is 1:20 scale
model, in the condition of the wind speed of V = 24 m/s, and Reynolds number of
Re= 3.9× 105 based on reference length of V 1/3. The hexahedral meshes are shown
in Fig. 14. The comparison of experiment data and calculation results using different
mesh dimensions is shown in Figs. 15, 16, 17 and 18, in which 2M, 3M stands for 2
million and 3 million meshes results, respectively, and exp stands for test results.

The comparison shows that numerical aerodynamic coefficients are in good agree-
ment with experiment data, and the increase of mesh dimensions from 2 to 3 million
does not improve the simulation accuracy significantly. The maximum error of lift
coefficient is about 13.81%. The error of drag coefficient after 10° is about 13.93%
but larger disagreement at small angles. This is mainly due to the sharp tail of airship
LOTTE and the consequent relative sparse grids, which are difficult to accurately
simulate the flow separation emerging at small angle of attack. The curve of numeri-
cal lift-to-drag ratio is similar to the experiment data. Themaximum error of pitching
moment coefficient choosing the volume center as reference point is about 4.39%.
This numerical method and grid precision are proved applicable for the aerody-
namic simulation of airships, and the combined saucer-shaped configurations are not
excluded.

Fig. 14 Grid of airship LOTTE
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Fig. 15 Lift coefficient of LOTTE

Fig. 16 Drag coefficient of LOTTE
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Fig. 17 Lift-to-drag ratio of LOTTE

Fig. 18 Pitching moment coefficient of LOTTE
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4 Aerodynamic Analysis

4.1 Aerodynamic Forces Characteristics

The CFD analysis focuses on forces and moment in pitching channel of the aerody-
namic lifting body. Three combined saucer-shaped airships are set in the condition
of flight altitude of 26 km, the free stream velocity of v = 10 m/s, and Reynolds
number of Re = 2.419 × 106, based on reference length of overall length. The vol-
ume center is chosen as reference point for the moment. Aerodynamic forces and
pitching moment of three thickness-to-radius ratio airships are shown in Figs. 19,
20, 21 and 22, respectively.

As Fig. 19 shows, for configuration A, it produces positive lift only at positive
attack angles. However, for B and C configurations, their upper parts are thicker
and lack vertically symmetry; hence, they produce positive lift at most attack angles
including negative degrees. This means that airship A can climb above neutral buoy-
ancy using aerodynamic lift, while airship B and C may also climb even pitching
down [1].

Figure 20 shows the drag component for attack angles.Notice that the drag remains
the lowest between −10° and 5°. With the decrease of the thickness-to-radius ratio,
the angle providing the least amount of drag to maximize thrust increases from−10°
to 0°, and the drag of three configurations at the same angle decreases significantly,
which is mainly because both the pressure and friction drag decrease due to the
reduction of the upwind and surface area.

Fig. 19 Lift coefficient of three airships
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Fig. 20 Drag coefficient of three airships

Fig. 21 Lift-to-drag ratio of three airships

Three lift-to-drag ratio curves are shown in Fig. 21. A positive lift-to-drag ratio
occurs when the angle is at 0° or higher. The lower the thickness-to-radius ratio is,
the greater the lift-to-drag ratio at the same angle. The maximize lift-to-drag ratios
of three configurations approximate 4.5, 2.5, and 1, and corresponding angles are
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Fig. 22 Pitching moment coefficient of three airships

15°, 20°, and 20°, respectively. With the greater the lift-to-drag ratio, combined
saucer-shaped airships can climb above neutral buoyancy higher.

The pitching moment curves of three combined saucer-shaped airships are com-
pared in Fig. 22. They are instable in pitching channel in the range of computational
angles. The thinner airship (configuration A) generates the greater instable moment
at the same angle.

4.2 Flow Behavior Analysis

Theflowfield on and around three combined saucer-shaped airship’s hull is compared
at the same angle of attack α = 15° in side view to support their aerodynamics
performance. In the vicinity of attack angle of 15°, three airships can reach the
maximum lift-to-drag ratio.

The pressure distribution and surface limiting streamlines on three airship’s hulls
are shown in Figs. 23a, 24a and 25a, respectively. The flow on the surface in different
configurations is very complex. Obviously, the airships’ hulls are strongly affected
by side edge flow, which led to momentum decrease and subsequent boundary layer
separation at the rear walls. The flow from the bottom surface crosses with the top
surface flow in the vicinity of the middle side edge. When the confluence comes to
the rear region, the turbulent boundary layer on the hull is not able to overcome the
high adverse pressure gradient and brings on strong three-dimensional flow. With
the increase of thickness-to-radius ratios, the separation on the rear surface tends to



Numerical Aerodynamic and Design Analysis … 357

Fig. 23 Flow on and around airship A (α = 15°)

Fig. 24 Flow on and around airship B (α = 15°)

Fig. 25 Flow on and around airship C (α = 15°)

expand and involves drag rise; meanwhile, negative pressure gradually strengthens
on the top surface, which helps to produce greater positive lift at the angle.

The flow field and velocity magnitude distribution around three airships’ hulls
are shown in Figs. 23b, 24 and 25b, respectively. The overall hull, especially the
frontal part, acting as an obstacle on the airflow, causes great pressure difference in
head and rear region, which induces the airflow separation and vortexes generation.
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Fig. 26 Flow on airship A
(α = −15°)

Fig. 27 Flow on airship B
(α = −15°)

The generated vortices can cause bad aerodynamic performance, especially for drag
increase. Moreover, this can lead to increased thrust requirements and a strong sys-
tem for control and stability. With the increase of the thickness-to-radius ratios, the
wake significantly expands, the vortex structure at the backside of the hulls widens,
consequently the flow velocity drops (pressure rises) distinctly, and the separation
point moves forward from the 85% of the length in configuration A, 80% in configu-
ration B to 50% of the length in configuration C. For this case, a significant increase
of the drag coefficient value from 0.22 to 0.50 is observed.

As the airship lift curves shows, (see Fig. 19), configuration C produces positive
lift at most attack angles even at negative degrees. This will be demonstrated by the
pressure distribution of three airships at the angle of attack α =−15°, (see Figs. 26,
27 and 28). In the case of configurationA, its pressure distribution is just similar to the
graph of attack angle 15° flipped vertically. While for the configuration B and C, the
airflow can accelerate longer along the top surface than that in the configuration A,
which causes distinct negative pressure at the backside of top surface in configuration
C. Obviously, the top negative region of this hull has absolute predominance in
pressure distribution and hence determinates the positive lift at these negative angles.

5 Experimental Verification

To verify manufacturing and flight ability, a small-scale model of configuration C
was fabricated and tested with the fuselage, propulsion motor braces, flight control
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Fig. 28 Flow on airship C
(α = −15°)

functions, and landing structures at the altitude of 100m, as illustrated in Figs. 29 and
30. The model flight realizes straight fly and the pitch control under hover and low-
speed conditions. However, there are still many issues in yaw control, low leakage
material, and launch for high altitude.

Fig. 29 Scale model of
airship C
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Fig. 30 Scale model of
airship C in flight (h =
100 m)

6 Conclusion

The combined saucer-shaped airships can provide continuous communications and
cost-effective operational capabilities at 20–30 km than comparable space-based
platforms. As lifting bodies, they produce larger buoyancy efficiency but greater
drag over the conventional LTA vehicles. The payloads and aerodynamic analysis of
different thickness-to-diameter ratio configurations have been conducted to advance
the development of the combined saucer-shaped airships. Conclusions from this
study are as follows:

With the increase of thickness-to-radius ratios, the positive lift and drag are signif-
icantly enhanced, and the static instability in pitching channel is slightly improved.
The vortex structures formed behind the airship provoke bad aerodynamic perfor-
mance and lead to increased thrust requirements and a strong system for control and
stability.

Considering material, structural, and aerodynamic characteristics, airship C,
which provides larger buoyancy efficiency and payloads, probably advances the
practical use of the new concept LTA vehicles.
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Monitoring the Surface Subsidence
of Liupanshui City Using ALOS-2
Images and NSBAS-InSAR Technology

Huan Chen, Guoman Huang, Guoqi Cheng, and Yuting Sheng

Abstract In recent years, the land subsidence of Liupanshui has begun to attract
people’s attention. In order to grasp the current situation of land subsidence in Liu-
panshui city, ALOS-2 data and NSBAS-InSAR technology were selected to monitor
the surface deformation of Liupanshui city. The L-band ALOS-2 SAR data is very
suitable for land subsidence monitoring based on InSAR technology due to its high
ground resolution, long wavelength, and short revisit period. The results show that
the surface cumulative deformation ranged from −72 to 12 mm in most regions of
study area. The maximum settlement is−553 mm, which is near the Shangjia Town.
The areas where the settlement is obvious include Shuangdong Village, South of
Muqiao Village, Dahe Town, and Junlong Mountain.

Keywords ALOS-2 · NSBAS-InSAR · Land subsidence · Liupanshui

1 Introduction

Surface deformation is a complex engineering and environmental geological phe-
nomenon, and it is also a geological disaster. Its formation factors can be divided
into two categories: natural factors and human factors. Natural factors include struc-
tural factors and natural consolidation of soil. Human factors include a large amount
of construction engineering and mining work carried out by humans, including the
construction of high-rise buildings in towns, the extraction of oil and gas, and the
extraction of groundwater. These human activities will cause different degrees of
surface deformation. Surface deformation, due to its wide range of influence, long
duration, slow development, hard to detect, and ineffective governance, poses a great
threat to people’s survival and social and economic development [1].

In recent years, the ground subsidence in Liupanshui City is very serious, and the
large-scale differential settlement on the surface has seriously damaged the surface
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structure and the buildings above it, threatening the lives and property of urban
residents. Interferometric synthetic aperture radar (InSAR) is a new type of space-
to-ground observation technology. It displays outstanding advantages such as high
precision, large area, and high efficiency in surface deformation monitoring [2].

The conventional differential interferometric synthetic aperture radar (D-InSAR)
technology has certain limitations, which are mainly affected by the spatiotemporal
decoherence and atmospheric delay. The existence of these limitations causes the
surface micro-deformation to be masked by errors, which affects the application
of conventional D-InSAR technology [3]. In order to overcome the limitations of
D-InSAR technology, time series InSAR technology came into being. This technol-
ogy can effectively overcome the shortcomings of traditional D-InSAR technology
and obtain millimeter-level surface deformation monitoring accuracy. Among them,
small baseline subset (SBAS) InSAR technology is widely used because of its high
computing efficiency and the relatively small number of SAR images required, which
is suitable for large-scale ground deformation monitoring [4].

However, in the case where the SBAS network is incomplete and a disconnected
subset occurs, the results obtained by the SBAS will have a large error. In 2009,
Lopez-Quiroz [5] and others added constraints in SBAS timing inversion instead of
using singular value decomposition (SVD) method and proposed a small baseline
interferogram network (NSBAS)method. In 2011 and 2012, Doin [6], Jolivet [7], and
others conducted further research on the NSBAS method, integrating a processing
chain from raw data to NSBAS calculations. A large number of scholars have verified
that NSBAS-InSAR technology has high monitoring accuracy in urban settlement
monitoring, up to millimeter level.

2 Study Area and Experimental Data

2.1 Introduction of Study Area

The study area of this experiment is Liupanshui City and surrounding counties,
which is located in the west of Guizhou Province. The analog image of the study
area is shown in Fig. 1. The Liupanshui city terrain is high in the west and low in the
east and high in the north and low in the south. The landscape is mainly composed
of mountains and hills, as well as landforms such as basins, mountains, plateaus,
and terraces. The climate in the study area belongs to the north subtropical monsoon
humid climate, and the water resources are mainly derived from rainwater, and plants
are flourishing. The study area has a variety of mineral resources, including coal,
iron, lead, zinc, copper, etc., with coal reserves ranking first in the province.
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Fig. 1 Location of study area

2.2 Experimental Data

L-band Synthetic Aperture Satellite-2 (ALOS-2) images can obtain high signal-to-
noise interference fringes in areas with poor coherence, easy phase unwrapping, and
subsequent interpretation. ALOS-2 images have been used in multiple SBAS-InSAR
processing cases [8–10]. This paper obtains 14 ALOS-2 data for 2017–2019. The
data information is shown in Table 1. The selected external reference DEM is SRTM
data at a resolution of 30 m.
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Table 1 ALOS-2 data summary

Serial number Image date Sensor Incidence angle

1 20170416 ALOS-2/PALSAR-2 36.1725

2 20170528 ALOS-2/PALSAR-2 36.1643

3 20170820 ALOS-2/PALSAR-2 36.1643

4 20171029 ALOS-2/PALSAR-2 36.1740

5 20171126 ALOS-2/PALSAR-2 36.1723

6 20180218 ALOS-2/PALSAR-2 36.1644

7 20180513 ALOS-2/PALSAR-2 36.1722

8 20180624 ALOS-2/PALSAR-2 36.1651

9 20180805 ALOS-2/PALSAR-2 36.1707

10 20180916 ALOS-2/PALSAR-2 36.1702

11 20190120 ALOS-2/PALSAR-2 36.1641

12 20190303 ALOS-2/PALSAR-2 36.1643

13 20190414 ALOS-2/PALSAR-2 36.1706

3 Basic Theory and Workflow of NSBAS-InSAR
Technology

3.1 Basic Theory of NSBAS-InSAR Technology

The SBAS-InSAR technology was originally proposed by Berardino et al. [11]. This
technology uses small baseline interference pairs composed of multiple main images
to inverse temporal deformation [11]. The principle of SBAS-InSAR technology is
to combine SAR images into several sets of interference pairs, and then, the least-
square method is used to solve the deformation sequence of each set. Finally, the
singular value decomposition method is used to solve multiple small baseline sets to
obtain the surface deformation rate of the study area.

However, in the case where the SBAS network is incomplete and a disconnected
subset occurs, the results obtained by the SBAS will have a large error. During the
inversion process, some inversion pixels, at least a critical link in the interferogram
network, are missing.

In the case where there is no temporal (Bt ) or geometrical (B⊥) overlaps in the
groups of independent images, SVD sets the incremental phase delay between suc-
cessive image groups to zero. It causes a deviation in the subsidence time, which
causes a deviation in the subsidence rate. To overcome this problem, a constraint is
added in the timing inversion instead of using the SVD method. First, the cumulated
phase delay φl

k of pixel l at time tk is defined by the following formula:
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φl
k =

k−1∑

i=1

ml
i , 2 ≤ k ≤ mll, φl

1 = 0 (1)

whereml
i is the phase delay increment of the two SAR images at pixel l. Inspection of

the previous delay time series, for pixels for whichGT
l Gl [5] is invertible, shows that

modeling φl
k by a quadratic behavior in time is reasonable. Therefore, the following

constraint can be added to the inversion:

φl
k = αl

t (tk − t1) + blt (tk − t1)
2 + el Bk

⊥ + clt (2)

where el Bk
⊥ denotes the phase due to DEM error correlated with the perpendicular

baseline of each acquisition, BK
⊥ . We then solve by least square inversion the system
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The weight γ for scaling the additional matrix is small enough to ensure that: (a)
if GT

l Gl is invertible, the incrementsml
k are not affected by the additional constraint,

(b) if not, the additional constraint only sets the relative delays between independent
image groups. In all cases, at , bt , and e are the best-fit coefficients to all parts of
cumulated phase delays that are constrained by the interferometric data set. The use
of Eq. (2) allows to strongly reduce the artifacts associated with the singularity of
GT

l Gl provided that Eq. (2) models most of the phase delay signal.
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The average subsidence rate or velocity is then obtained by a linear fit of (φl
k −

el Bk
⊥). Under the premise that the SBAS network is complete, this method does not

affect the inversion and is applicable to the data. If the SBAS network is incomplete
and a disconnected subset occurs, the method joins these subsets.

3.2 Data Processing

This experiment usedNSBAS-InSAR technology to process ALOS-2 data andmoni-
tor the surface deformation of Liupanshui City. D-InSAR processing is implemented
in the Gamma software, and the NSBAS time series inversion is implemented in the
Giant software. The process of NSBAS-InSAR technology is shown in the Fig. 2.

The data processing steps include data preprocessing, image co-registration, base-
line estimate, interferogram, filtering, phase unwrapping, and NSBAS time series
inversion. The main parameter settings and method choices in these steps are as
follows:

ALOS-2 SLC

SRTM DEM
Interferogram 
Computation

Data pre-processing

Image Registration

Baseline estimate

Adaptive Filtering 
Phase Unwrapping

Resampling to Map
Coordinates

NSBAS Computation

Result graph

Fig. 2 NSBAS technology processing flow
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1. In order to ensure the quality of the interference pairs, the time interval of the
interference pair in the baseline estimation does not exceed 340 days, and the
length of the spatial baseline does not exceed 500 m.

2. The phase unwrapping method is a minimum cost flow (MCF) method that takes
both speed and accuracy into account. The method can limit the whole error to
a small range, prevent the retransmission of the error, and the unwrapping result
is more accurate.

3. The radar wave used in the ALOS-2 satellite is located in the L-band, which
belongs to the low-frequency band. The study area belongs to the low-latitude
region. Considering the temporal and spatial distribution of the ionosphere, the
ionospheric state in the low-latitude region ismore active than themiddle andhigh
latitudes. The interferograms are susceptible to the ionosphere, so we performed
ionospheric correction on all interferograms.

4. In the NSBAS time series inversion, the multi-scale method is used to remove
the atmospheric phase, and the network deramping method is used to perform
orbit error correction.

4 Results and Analysis

The connection of the interference pairs is shown in Fig. 3. The cumulative
deformation of the study area is shown in Fig. 4.

Fig. 3 Spatial-temporal baselines of interferograms
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Fig. 4 Cumulative deformation diagram

It can be seen from Fig. 4 that the most serious surface subsidence in Liupan-
shui City from April 2017 to April 2019 is near Shangjia Town. Significant surface
subsidence occurred in Shuangdong Village, South of Muqiao Village, Dahe Town,
and Junlong Mountain. These four places belong to Zhongshan District. According
to statistics, about 60% of the areas in the study area is converted into surface sub-
sidence, and the area with settlement over 10 mm accounts for about 15% [12]. In
this paper, six points with obvious settlement were selected in the research area for
detailed analysis. The time series deformation curve of the selected points and the
corresponding ground conditions are shown in Figs. 5 and 6, respectively.

Point 1 is located in Niu Hanpo, and the actual ground situation corresponds to
Fig. 6(1). Point 2 is located in Cannabis Village, and the actual ground situation
corresponds to Fig. 6(2). Point 3 is near Dadi Village, and the actual ground situation
corresponds to Fig. 6(3). Point 4 is located in Hanging Rock, and the actual ground
situation corresponds to Fig. 6(4). Point 5 is near Shagoutou Village, and the actual
ground situation corresponds to Fig. 6(5), and Point 6 is located in Weijia Mawo
Village, and the actual ground situation corresponds to Fig. 6(6). It can be seen from
Fig. 6 that the settlement of these six places during the monitoring period is relatively
serious, and the sedimentation rate is also relatively large.
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Fig. 5 Deformation curve of selected points

(1) 

(4) 

(2) 

(5) 

(3) 

(6) 

Fig. 6 Actual ground conditions correspond to the selected points
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These six places belong to Zhongshan District. Zhongshan District belongs to the
important part of Liupanshui Mining Area. By 2011, the proven minerals include
more than 20 kinds of resources such as coal, iron, lead, dolomite, marble, limestone,
and barite. The reserves of lead and zincmines are 450,000 tons. The iron ore industry
has a reserve of 20 million tons and the coal industry has a reserve of 13.4 billion
tons. So, these six places are most likely mines that have been mining. It can be seen
from the corresponding satellite imagery that these six places are all around the hills,
and the foot of the mountain is a gathering place for residents. Therefore, once it
rains, it is easy to cause geological disasters such as landslides and collapses.
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L1-Norm Method for Dual-Wavelength
Phase Unwrapping

Guoqi Cheng, Jixian Zhang, Huan Chen, Jiaqi Chen, and Lijun Lu

Abstract According to the relationship between the absolute phase and the base-
line in multiple baselines, the relationship between the absolute phase and the
band in the multi-band is designed analogously. This method constructs the equa-
tion that the wavelength and the absolute phase are positively correlated with the
phase relationship of any pixel in different band images. Using the equivalence rela-
tion, two inequalities of adjacent pixels are constructed, the gradient information is
obtained, the ambiguity is minimized, and the phase unwrapped 2π fuzzy number
is obtained. This method avoids the limitation of the Itoh hypothesis. In this paper,
two experiments are designed with two wavelengths. The results effectively improve
the unwrapping ability of the phase inconsistent region compared with single wave
unwrapping, which proves the feasibility of this analogy method.

Keywords L1-norm · The gradient information · Dual-wavelength · Incoherent

1 Introduction

Synthetic aperture radar (SAR) is a two-dimensional high-resolution radar imaging
technology.

In the earlier literature, it was also called “synthetic array radar.” In most cases,
synthetic aperture radar is often used to image fixed scenes on the ground. The work-
ing mechanism is to obtain the image phase information by acquiring two complex
image data of the ground scene target and then obtain the ground elevation, which
is widely used in the military and civilians. The current SAR images are mainly
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acquired through onboard or airborne platforms, with resolutions ranging from tens
of meters to a few inches.

Phase unwrapping has always been a core step in synthetic aperture radar inter-
ferometry (InSAR), which plays a key role in nuclear magnetic resonance imaging,
optical interference, and digital holographic imaging of cancer cells. The phase dif-
ference obtained from the interferogram is called the winding phase, which is only
the main value of the real phase, but is calculated by the inverse trigonometric func-
tion, and the value range is between [−π , π ). To obtain the true phase, it is necessary
to increase or decrease the integer multiple of 2π based on the main value of the
phase difference. This integer is called the ambiguity degree. The process of phase
unwrapping can also be said to solve the whole ambiguity degree. We call this pro-
cess phase unwrapping and phase unwinding [1]. The traditional single-band InSAR
data processing flow is mainly divided into main and auxiliary image registration,
interferogramgeneration, noise filtering, baseline estimation, phase unwrapping, ele-
vation information extraction, and correction (geocoding). Especially for the image
data of mountainous terrain, there is a sudden phase in the data, and the image coher-
ence is poor, which makes phase unwrapping difficult, or the unwrapping effect is
extremely unsatisfactory. According to the upcoming new synthetic aperture radar
satellite NiSAR, the satellite is the world’s first dual-band synthetic aperture radar
satellite, built by National Aeronautics and Space Administration (NASA) and the
Indian Space Research Organization (ISRO) [2]. The L and S bands are 24 and 12 cm
in size, respectively. The satellite NiSAR will reveal the motion of the Earth’s sur-
face to better understand glacial movements, earthquakes, volcanoes, and vegetation
changes in agriculture and forests.

In recent years, dual-frequency synthetic aperture radar (SAR) for monitoring
earth has begun research. In the field of optics, phase unwrapping is performed using
dual-wavelength interference; compared to numerical algorithms, dual-wavelength
interference can effectively process step-type objects and restore the original phase
[3]. Using domestic airborne dual-frequency data for reconstruction of interfering
terrain elevation, [4]; because the dual-band joint unwrapping does not need to follow
the Itoh hypothesis, the terrain is fluctuating, and the mountain high slope can effec-
tively obtain the terrain elevation information. In the medical field [5], the author
applied the dual-band linear regression phase expansion algorithm to cancer cells,
which can effectively deal with the complex topology in holographic images. The
minimum norm unwrapping algorithm is a global algorithm that uses the relationship
between the absolute phase of the multi-baseline interferogram to avoid the limita-
tion of the adjacent phase continuity hypothesis [6]. In theory, it can effectively deal
with the unwrapping problem of the undulating terrain, the relationship between the
wavelength of the two interferograms and the absolute phase. The feasibility of the
two-wave phase unwrapping based on the L1-norm is verified by experiments.
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2 Principle of the Paper

The traditional single baseline phase unwrapping is based on the assumption that the
winding phase gradients of adjacent pixels of the same baseline interferogram are
equal to the unwrapping phase gradient [7]. Due to factors such as noise, in most
cases, the winding phase difference and the unwrapping phase difference may not be
completely equal.More scholars have used theL1-norm to represent themagnitude of
the distance by minimizing some “distance” between the winding phase difference
and the unwrapping phase difference. The single baseline L1-norm optimization
model is [8]:

min
∑

i, j

ω
y
i, j

∣∣∇ yφi, j − ∇ yψi, j

∣∣ +
∑

ωx
i, j

∣∣∇xφi, j − ∇xψi, j

∣∣ (1)

where ∇ y is the ambiguous gradient difference operator for adjacent pixels in the
vertical direction. ∇x is the ambiguity gradient operator for adjacent pixel in the
horizontal direction, and ω

y
i, j , ωx

i, j are weighting coefficients in the vertical and
horizontal directions.

Compared with the dual-baseline L1-norm phase unwrapping principle, a pixel s
at the same position in the same interferogram has the same elevation, and the two
types can be obtained in combination:

B1ψ
2(s) = B2ψ

1(s) (2)

where B1, B2 represent two different length baselines and ψ1(s), ψ2(s) represent
different baselines that correspond to the absolute phase of the pixel s in the inter-
ferogram; this paper studies the dual-band phase unwrapping based on the L1-norm.
Similarly, the relationship between the absolute phases of the two interferograms in
the same target scene at different wavelengths is obtained:

λ1ψ1(s) = λ2ψ2(s) (3)

where λ1 and λ2 represent different wavelength. According to the previous studies
on multiple baselines, the same reason, if it can describe different bands in the same
region in the optimizationmodel of an L1-norm, it is also possible to avoid the single-
baseline/single-band following the limitation of the continuous phase hypothesis, and
the winding phase can be given by:

ϕ(s) = ψ(s) − 2k(s)π (4)

where (3)–(4) can be combined:

λ1(ϕ1(s) + 2k1(s)π) = λ2(ϕ2(s) + 2k2(s)π) (5)
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where the unknowns k1(s) and k2(s) represent the integer ambiguity of the interfer-
ogram pixel s. There are two unknowns in an equation, and in general, it is difficult
to solve. However, assuming a certain ratio between the wavelengths, the integer
ambiguities k1(s) and k2(s) can be obtained to satisfy the above formula. The above
assumption is based on the ideal situation and cannot satisfy the general situation.
This paper attempts to find the full-circumference ambiguity of the above formula
according to the scholar’s research method, that is, complete the dual-band phase
unwrapping.

It can be known from the multi-baseline L1-norm principle that the core is to
minimize the absolute phase difference between the pixels at the same position of
the two interferograms, that is, the difference between the unwrapped phase gradient
and the estimated phase gradient is the smallest, thereby achieving multi-baseline
phase unwrapping. Similarly, the equation for the adjacent pixel (s − 1) of the pixel
s at the same position satisfying the formula (5) in the dual-band is given as follows:

λ1(ϕ1(s − 1) + 2k1(s − 1)π) = λ2(ϕ2(s − 1) + 2k2(s − 1)π) (6)

Union (5)–(6) can be obtained:

λ1(ϕ1(s) − ϕ1(s − 1) + 2(k1(s) − k1(s − 1))π)

= λ2(ϕ2(s) − ϕ2(s − 1) + 2(k2(s) − k2(s − 1))π) (7)

In (7), define k1(s) − k1(s − 1) and k2(s) − k2(s − 1) is the theoretical ambiguity
difference of adjacent pixels in the two-wavelength interferogram, ∇k1(s, s − 1) and
∇k2(s, s − 1) are the estimated values of the ambiguity difference, that is, the new
gradient information . In order to solve the gradient information [9], we define the
function:

R(∇k1(s, s − 1),∇k2(s, s − 1))

= λ1(ϕ1(s) − ϕ1(s − 1) + 2(k1(s) − k1(s − 1))π)

− λ2(ϕ2(s) − ϕ2(s − 1) + 2(k2(s) − k2(s − 1))π) (8)

Estimating the ambiguity gradient information using the Chinese remainder the-
orem (CRT) [10],get the estimate of ∇k1(s, s − 1), ∇k2(s, s − 1). In practical appli-
cations, the ambiguity difference estimation value is not equal to the adjacent pixel
ambiguity difference of the interferogram. The traditional single-baseline L1-norm
optimization model is used to minimize the difference between the estimated value
and the true value. The mathematical expression is as follows:

min
∑

( f (m1(s, s − 1)) + f (m2(s, s − 1)))

s.t k1(s), k1(s − 1), k2(s − 1), k2(s) ∈ integer (9)
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m1(s, s − 1) and m2(s, s − 1) represent the free variables introduced, which are
independent of each other. f (·) represent L1-norm function. To simplify the research
process, the free variables of an interferogram are solved.

min
∑

f (m1(s, s − 1))
s.t m1(s, s − 1) = k1(s) − k1(s − 1) − ∇k1(s, s − 1)

k1(s), k1(s − 1) ∈ integer
(10)

Introduce the L1-norm optimization model to solve the principle:

min
∑

ω1(s, s − 1) · |m1(s, s − 1)| (11)

ω1(s, s−1) represent the optimization weighting coefficient of adjacent pixels in
the interferogram; according to the idea of inequality clamping, it is converted into
linear operation, avoiding the difficulty of the absolute value to the calculation and
transforming into the constraints of the optimization model, as follows:

min
∑

ω1(s, s − 1) · m ′
1(s, s − 1)

s.t − m ′
1(s, s − 1) ≤ k1(s) − k1(s − 1) − ∇k1(s, s − 1) ≤ m ′

1(s, s − 1)
k1(s), k1(s − 1) ∈ integer

(12)

Use the linear calculation rule (12) to improve the calculation efficiency of the
above optimization model, and the solution of the minimum cost flow in the analog
single baseline is obtained by the linear optimization model of the above formula.

3 Algorithm Performance Analysis

In order to verify the feasibility of dual-wave phase unwrapping based on L1-norm,
this paper usesMATLAB(R2014a) to realize the dual-band phase unwrapping princi-
ple of L1-norm. Since the dual-band SAR radar has not been launched, the simulation
data is used to test verification. The phase map data in both the flat and mountainous
terrains was simulated separately. The winding phase size is 512 × 512, and the
noise with a mean of 0 is added. The main simulation parameters of the dual-wave
system are shown in Table 1.

According to the above parameters, the interferograms and coherence maps of
the bands X and Ku are, respectively, obtained. This paper mainly starts from two

Table 1 Main simulation
parameters of dual-wave
system

Baseline (m) Look angle
(rad)

Baseline
horizontal
angle (rad)

Initial point
slant range
(m)

100 0.3316 0.1745 83,000
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aspects, which are divided into ideal inclined flat phase and more complex mountain
phase. The preprocessed phase data such as the inclined flat phase DEM, the X-band
interferogram, and the Ku-band interferogram are, respectively simulated.

The longer the wavelength, the sparser the interference fringes, and conversely,
the interference fringes are tight. The simulation data is ideal, and the coherence
coefficient is set to a certain value. It mainly tests the feasibility of the L1-norm
dual-band unwrapping algorithm. The test is as follows.

3.1 Flat Phase Test

The first line shows the illustration before unwrapping, the second line shows the
result analysis after unwrapping, and Fig. 1b–d, respectively, represent the long-band
X interferogram, short-wavelength Ku Interferogram and coherence coefficient map
corresponding to the inclined plane DEM. The coherence coefficients of the pixels in
the above figure are all 0.8836. It can be seen from Fig. 1a DEM that the elevation is
gradually increased from left to right and appears as a slope. As can be seen from the
figure, the number of stripes in the X-band interferogram is 10; the number of stripes
in the Ku-band interferogram is 21, and the fringes are relatively closely spaced.

According to the unwrapping results of (e) and (f) in Fig. 1, the result is smooth,
and there is no unwrapped black hole region. In this paper, the X-band is taken as
an example. (g) and (h), respectively, represent the X-band winding phase profile
and the X-band unwrapped phase profile. Due to the selection of filtering and unflat-
ten methods, some phase jump points are skipped during the unwrapping process,
resulting in a few phase jumps in the unwrapped phase profile.

3.2 Simulation Decoherence Zone Test

For this part of the study, the simulated DEM is a four-week and high-rise rising
terrain, as shown in Fig. 2a. In order to verify the ability of the dual-band unpacking
method to decoherent regions, a poor coherence region is artificially constructed in
the interferogram, as shown in Fig. 2b, c. the result after unwrapping is shown in
Fig. 2d, e, and the X- and Ku-band unwrapping results are shown in order.

The result of the incoherent area unwrapping is shown in Fig. 2f, g. The inco-
herent area can also be well unwrapped. The winding phase profile of any row and
its corresponding unwrapping profile are given, as shown in Fig. 2h, i; the phase
continuity is better after unwrapping, and the severe phase abrupt point is corrected
by the 2π fuzzy number. In the decoherent region, the test also gives a phase profile
of the partial column (187–223) and the row (226–260) before and after unwrapping.

In order to verify that the double-wave unwrapping has better unwrapping effect
in the decoherent region, the author performs a single-band contrast test based on the
branch-cutting method. The band X/Ku is arbitrarily selected, and the single-band
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Fig. 1 Raw data and unwrapping results
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Fig. 2 Raw data, result graphs, and profile analysis
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Fig. 2 (continued)

phase unwrapping method selects the two-dimensional phase unwrapping method
based on Goldstein. Knowing the coordinates of the real phase reference point (x,
y) = (203.7746, 294.6347), the maximum search box radius is defined as r = 4.
Single-band X unpacking results are as follows:

In Fig. 3a–d represent phase residues (charged), brant cuts, wrapped phase,
unwrapped phase respectively; comparing the results of double-wave unwrapping,
single-band unwrapping in the incoherent coherence region is not ideal. As shown in
Fig. (d), the method of unwrapping in the simulated incoherent region is relatively
ideal.

4 Conclusion

The dual-band phase unwrapping obtains the interference fringe pattern of the same
terrain by using different bands. Based on the L1-norm dual-baseline phase as the
unwrapping principle, the author improves a study on the wavelength. Based on the
L1-norm, the dual-band unwrapping is how to obtain the global maximum, fitting the
winding phase data by looking for the global optimal solution. This paper achieves
the derivation and algorithm based on the L1-norm principle.
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Fig. 3 Single-band unwrapping contrast experiment

The feasibility of the method is proved from two aspects: ideal terrain and more
complex terrain. However, the shortcoming of this paper is that the accuracy of
the unwrapping result of the method is not evaluated, and only the feasibility of
the method is verified. In future research, DEM is extracted based on the gradient
information obtained by the method and the simulated radar parameters (baseline
B, look angle, slant range, wavelength), compared with the simulated DEM, and
the DEM root mean square error is calculated as the main evaluation content of the
method. And the noise robustness of the L1-norm dual-band unwrapping algorithm
is discussed by using the filtered conventional unwrapping method and the L1-norm
method.
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High-Efficiency Flexible GaAs Solar
Modules Used for Unmanned Aerial
Vehicles and Stratospheric Airships

J. K. Yang, X. Y. Jiao, Y. Yang, X. S. Wang, L. L. Song, J. Xue,
and Z. C. Chen

Abstract High-efficiency flexible solar modules are fabricated with thin-film GaAs
solar cells to satisfy the demand for power generation systems of unmanned aerial
vehicles (UAVs) and stratospheric airships. The polyimide substrate inverted meta-
morphic triple junction (IMM3J) GaAs thin-film solar cells are interconnected using
the electrically conductive films by low temperature hot press welding technology,
and the solidity of welding and efficiency loss ratio of the cells reach the level of
rigid GaAs triple junction solar cells used in space now. Two different size solar
cells are integrated and encapsulated separately using the thermo-sensitive adhesive
supporting films to achieve a good laminating performance. The 0.2m2 flexible mod-
ule consisting of unfilled corner cells has the specific power over 750 W/kg (AM0,
1353 W/m2), and the 0.5 m2 flexible module consisting of rectangle cells has higher
specific power over 800 W/kg benefit from a higher cell-to-module ratio (CTM).
The two modules have an areal density of less than 500 g/m2. Several near space
reliability tests have been done to verify that the flexible solar modules could meet
the special environment application need.

Keywords Flexible solar module · High-efficiency solar cell · Thin-film GaAs ·
IMM 3J

1 Introduction

For low altitude unmanned aerial vehicles (UAVs) that use electric propulsion are
limited in flight duration now and due in part to the weight of energy storage, the
ability to supplement available battery power with solar energy can allow for longer
mission times and extended range [1]. For high altitude long endurance (HALE)
vehicles and stratospheric airships, which are designed to maintain its station contin-
uously for months or even years, sufficient solar energy supply is crucial important
for its power generation system [2, 3]. Flexible amorphous silicon (a-Si) and cop-
per indium gallium selenide (CIGS) solar cells are light weight, but they also have
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relatively low conversion efficiencies, causing low power density (W/m2). The crys-
talline silicon (c-Si) and rigid GaAs solar cells have high efficiency, but they are
fragile and have low specific power (W/kg). All these cells mentioned above could
not meet the energy need of the UAVs and the large stratospheric airships in the
future.

The inverted metamorphic triple junction (IMM 3J) thin-film GaAs solar cells,
which have high efficiency, light weight, and flexible characteristics, can meet the
needs of the high power density and high specific power of the power generation
system. High-efficiency modules made by IMM solar cells can provide enough
energy to stay aloft indefinitely up to 26 days have been demonstrated with Air-
bus ZephyrHALE in 2018 [4]. Besides, the IMM cells could be used for future space
application; the IMM solar modules have been flight demonstrated on the scientific
satellite and been verified in the international space station (ISS) now [5, 6].

In this paper, high-efficiency flexible solar modules are fabricated by using two
different size IMM GaAs solar cells, one module consists of unfilled corner cells
has the specific power over 750 W/kg (AM0, 1353 W/m2), the other flexible module
consists of rectangle cells has higher specific power over 800 W/kg which benefit
from a higher cell-to-module ratio (CTM), these modules have areal density less
than 500 g/m2. Several reliability tests have been done to verify that the flexible solar
modules could meet environment application need of the UAVs and stratospheric
airships.

2 The IMM 3J Solar Cells and Modules Fabrication
Process

2.1 The IMM 3J Solar Cells

The high-efficiency GaInP/GaAs/InGaAs IMM 3J solar cells are first fabricated to
use metal organic chemical vapor deposition (MOCVD), and then transferred to
flexible polyimide substrates using the epitaxial lift-off (ELO) technology.

The solar cells have a best average efficiency (Eff ) of 32%measured by Spectrolab
X-25Mark II simulator (AM0, 1353W/m2), with V oc 3050 mV, Jsc 17 mA/cm2, and
FF 0.84. The total thickness of the cells is 70µm, including 50µm thickness flexible
polyimide (PI) substrates, the specific powers is over 2000W/kg, the areal density is
about 200 g/cm2, and the section diagram of the cell is shown in Fig. 1a. We design
two size cells, both have a same 12 cm2 area but different appearance as shown in
Fig. 1b, one has 40.5× 30.5 mm2 size with a unfilled corner, which can enhance the
use ratio of the expensive GaAs material, and another has rectangle appearance, 43
× 28 mm2 size, which can achieve a higher cell filling rate.
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Fig. 1 IMM 3J solar cell: a section diagram b real products

2.2 Modules Fabrication Process

The solar cells interconnection is the first step to accomplish a whole module. There
are many different methods to get the cells connected, including developed parallel
gap resistance welding [7], ultrasonic welding, and electrically conductive adhesive
connection [8]. We use a different welding method to achieve a good interconnection
performance, which has many merits, such as simple, effective, and low cost.

The cells are connected use the electrically conductive films. The conductive
films are attached to the electrode and peeling the release film at first, then attach
the 20 µm silver foils on the conductive films, use the low temperature hot press
welding technology to get the ribbon connected at last. The weld temperature is
about 200 °C. The tensile strength of the welding cells is more than 4 N/mm2, and
the efficiency loss ratio is less than 2% as shown in Table 1, which reaches the level
of rigid substrate GaAs solar cells used in space now.

A typical PV encapsulation sandwich structure is used to produce the solar mod-
ules as shown in Fig. 2. The transparent encapsulate film on the top of the modules
have excellent transmission in the blue and near-UV regions of the solar spectrum.
Polyimide film materials are chosen for the bottom substrate, which have good flexi-
bility and environmental suitability. A standard vacuum laminator is utilized to cure
the encapsulate stack below 150 °C. The total thickness of the flexible module is less
than 300 µm.

Since the flexible IMM 3J solar cells are curving due to the stress mismatch
between the GaAs material and the PI substrate, the large area module lamination
is not going to be easy. We draw inspiration from the ELO process of the IMM 3J

Table 1 Electrical property loss ratio of the cell after welding

Voc (mV) Jsc (mA) FF Eff (%)

No welding 3038.68 17.28 0.809 31.40

Welded 3008.50 17.22 0.805 30.82

Loss ratio (%) −0.99 −0.35 −0.49 −1.85
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Fig. 2 Section diagram of the encapsulated solar module

solar cells, and optimize the welding and encapsulation process to adapt the cells.
All the cells are attached to the thermos-sensitive adhesive supporting film precisely
at first, and then the ribbons between each cell and bus bars between each string are
interconnected use the hot press weld mentioned above, after that, the transparent
film and adhesive film are laminated on the front side of the welded cells use the
laminator, peeling off the supporting film, laminate the adhesive film, and polyimide
film to the lower surface by the laminator second time, a whole module fabrication
progress is accomplished. This large area flexible encapsulation technology ensured
the flexible IMM 3J cells can be laminated reliably and uniformly.

3 Modules Performance

3.1 The Module with Unfilled Corner Solar Cells

We fabricate a flexible module at first using the unfilled corner solar cells. This
module consists of two sub-modules, one sub-module consists of 88 cells, 22 cells
are interconnected in series and then 4 strings in parallel; all cells in series and parallel
are spaced 1 mm apart. After that, two sub-modules are coupled into one module in
series having a 5 mm space between each other. There are 176 cells in total and the
active area is 0.21 m2, but the inner frame area of the module is 0.23 m2 due to the
gaps and spaces. The weight of the module is 110 g, having no bypass diodes and
block diodes. Figure 3 is the picture of this module.

This module was tested use the Spectrolab Large Area Pulsed Solar Simulator
(LAPSS), Fig. 4 shows the I–V performance of this module. The Pmax of the module
is 83.6 W, with 760 W/kg specific power and areal density less than 490 g/m2. The
V oc is 133.4 V and Isc is 0.79 A, but the FF is only 0.79, and this may be due to the
current mismatch and the lack of diodes.
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Fig. 3 Flexible module with the unfilled corner IMM 3J solar cells

3.2 The Module with Rectangle Solar Cells

In order to improve the power density and high specific power of the GaAs module
further, we design a different layout using rectangle cells, which has a higher cell
filling rate. The cells are interconnected into strings of 42 cells like “S” form, each
string includes three rows with 14 cells per row, then ten strings are connected in
parallel. The electroluminescence (EL) image of one string cells is shown in Fig. 5.
Being different from the module with the unfilled corner solar cells, there is no
gap between the adjacent cells and adjacent rows, and effective margin insulation
protection of each cell is applied to prevent short circuit and high-voltage breakdown.
Although there are few cracks in some cells observed by EL image, it will not
influence the electrical performance of the cells and modules [9].

Figure 6 shows the module using rectangle IMM 3J solar cells. The module
consists of 420 cells in total, has a 0.51 m2 inner frame area, and tested using the
PASAN High Light SAT AM0 simulator. Each cell has a V oc over 3 V, resulting in
over 125 V per 42-cell string. The Isc of each string is about 0.2 A, equivalent to that
of a single cell. All ten strings are connected in parallel with bus bar including block
diodes on each series string, and the final Isc measures over 2 A. The FF is over 0.825,
much higher than 0.2 m2 module, benefited from the interconnect optimization and
the block diodes employment.

Figure 7 shows the I–V and P–V curves of the 0.5 m2 module. The Pmax of this
module is 212 W, has a high power density 415 W/m2, and specific power over
800 W/kg due to the higher cell filling rate. The module efficiency is over 30%
(inner frame area) and the cell-to-module (CTM) efficiency ratio is over 95%.

In order to verify that the solar module made by the hot press weld and encapsu-
lated technology as previously mentioned can successfully work in the application



390 J. K. Yang et al.

Fig. 4 I–V performance of the 0.2 m2 module

environment of the UAVs and stratospheric airships, several near space reliability
tests and qualification tests have been done, including thermal shock, high tempera-
ture and vacuum, ultraviolet radiation, humidity, and the combined tests. The result
of the reliability tests is shown in Table 2. As a result, the efficiency loss ratio of
the cells after weld and encapsulated is only about 1% under the several near space
environment tests. And the efficiency and appearance of the test samples have no
change after hundreds of bends on 5 cm radius cylinder. So the modules could meet
the energy supply demand of the stratospheric airships and UAVs.
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Fig. 5 EL image of one string with 42 cells

Fig. 6 Flexible module using rectangle IMM 3J solar cells

Fig. 7 I–V and P–V curves of the 0.5 m2 module
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Table 2 Reliability test of the solar cells and modules

Test Test condition Eff loss ratio
(welded) (%)

Eff loss ratio
(encapsulated) (%)

Thermal cycling −60 to +90 °C, 16
cycles

−0.21 +1.04

High temp. vac. 4 kPa, 100 °C, 100 h +0.80 +0.78

Ultraviolet radiation 10 W/m2, 100 h −0.18 +0.44

Humidity test 85 °C, 85% Rh, 100 h −0.56 −0.72

Combined test Ultraviolet 10 W/m2,
4 kPa, −50 to +
90 °C, 16 cycles,
100 h

−1.08 +1.00

4 Summary

The IMM 3J GaAs solar cells can be integrated into high-efficiency flexible mod-
ules using the electrically conductive films interconnection and large area flexible
encapsulation technology. The module with the rectangle size cells could achieve a
higher specific power over 800 W/kg due to the higher cell filling rate. Several near
space environment reliability tests have been done, and verified that the modules
using these welding and encapsulate technology could meet the application need of
the UAVs and stratospheric airships.
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Landslide Risk Zoning Method Based
on Improved Water Seepage Capacity
Model

Zhaohua Wang, Jixian Zhang, Zheng Zhao, and Haiying Gao

Abstract In order to solve the problem that traditional rainfall infiltration model
does not take into account human factors and rainfall infiltration mechanism, an
improved rainfall infiltration model for loess landslide is proposed. Firstly, the paper
improves the traditional model through the stratified hypothesis infiltration theory.
Secondly, the slope, slope direction, vegetation index, impervious layer, different
lithological water seepage capacity and highway data are the key influencing factors
of landslide occurrence. Thirdly, the experimental area is selected. Correlation data
is used to calculate the weight function through SPSS. Finally, the logistic regression
model is used to calculate the probability of landslide occurrence, and the risk zoning
map of loess landslide under different rainfall is obtained. The model results show
that the areawith higher risk of landslides in the study area increaseswith the increase
of rainfall and has a close relationship with the stability of highway slopes under low
rainfall, under high rainfall and lithology. The water seepage capacity has a great
relationship, and the early warning rainfall is 30 mm. It is verified by the historical
landslide data. The proportion of landslide points with the landslide probability is
more than 87.1%. The verification results show that the prediction results of the
model are more in line with the distribution of historical landslide points.
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1 Introduction

Rainfall infiltration is a very complicated geological phenomenon. The infiltration
capacity of different geological types is different, and the rainfall infiltration model
is also different. Landslides are a common natural disaster, mostly occurring in the
backing area. According to the relevant literature, the relationship between landslide
and rainfall infiltration is very close [1, 2]. Therefore, the study of quantitative rela-
tionship between rainfall infiltration and landslide is of great significance for the
study of landslide prediction.

In recent years, many scholars at home and abroad have done a lot of research
work on water seepage capability model and landslide risk zoning. In terms of water
permeability model, foreign scholar Lee et al. [3] studied slope stability based on
rainfall, and Kale and Sahoo [4] conducted in-depth research on Green-Ampt model
for different geological conditions. Domestic scholars Zhenchun [5] proposed a rain-
fall infiltration model based on gravity, resistance, capillary force and inertial force.
Tan Xiaohua et al. studied the infiltration mechanism based on rainfall intensity [6].
Because the rainfall infiltration situation is very complicated, the traditional infil-
tration model needs to be based on actual conditions, and it needs to be corrected
in practical applications. However, the existing models have less to consider the
influence of human factors on rainfall infiltration.

In terms of landslide risk zoning: Li Huanqi et al. conducted a statistical study on
the relationship between rainfall and landslide [7], Zhao Fangli et al. Analysis of the
critical rainfall leading to landslide [8]. The loess soil structure is loose and the water
seepage ability is strong. The rainfall-induced loess landslide is more sudden and
destructive, so it has become the focus and hotspot of the current research. Scholars
have done a lot of research work in this area. For example, Zhang Zelin and others
studied the deformation modes of earthquakes and loess landslides [9]; Niu Quanfu
et al. studied the selection criteria of topographic factors for loess landslides [10];
Zhang Shan et al. studied the spatial distribution characteristics of loess landslides
[11].

In summary, although the existing methods make important contributions to the
landslide warning research, there are few literature systems to study the risk zoning
of loess landslide under different rainfall. To this end, this paper takes Lanzhou and
its surrounding areas as an example, selecting slope [12], slope direction [13], imper-
vious layer, vegetation index [14], water seepage capacity of different geology and
road influence. As an influencing factor, a logistic regression model was established
for prediction, and the change of actual seepage capacity of lithologic strata with
rainfall was taken as the entry point, and the layout of landslide hazard area under
different rainfall in the study area was obtained. The results show that the model
prediction results are in good agreement with the actual landslide hazard points.
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Fig. 1 Research area
location

2 Experimental Area and Data

2.1 Location of the Study Area

The study area is located in Lanzhou City, Gansu Province, including Xigu District,
Anning District, Chengguan District and Qilihe District. Lanzhou City is located in
the Yellow River Valley basin on the northeastern side of the Qinghai–Tibet Plateau,
surrounded by mountains. The city center is about 1520 m above sea level, and the
relative heights of the two mountains are 600 m. The Yellow River runs through the
city from west to east. It forms a river valley basin with a shape of about 35 km from
east to west and 2–8 km from north to south. The average annual precipitation is
292.53 mm. Its location is shown in Figs. 1 and 2.

2.2 Research Area Lithologic Stratum

The lithologic strata in the study area are relatively well developed, and they are
exposed from the pre-Sinian to the Quaternary. They are mainly composed of aeolian
loess, accompanied by shale, quartzite, limestone and other lithology types.
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Fig. 2 Research area DEM

2.3 Data Source and Processing

In the research of the thesis, the data involved mainly includes DEM data, Landsat
8 remote sensing images, lithologic stratigraphic data and some geographical condi-
tions monitoring data. Among them, the DEM data comes from the 30 m DEM data
of Lanzhou City downloaded from the geospatial data cloud, and the slope and aspect
of the study area are extracted by the slope and slope extraction tools in ArcGIS,
respectively. Vegetation index and impermeable layer data in the study area were
extracted from the Landsat 8 image. The lithology data is the geological survey data
of Lanzhou City, and it is graded according to its water seepage capacity. Highway
data is the result of geographical national conditions monitoring. The landslide point
data is the rainfall-induced landslide point for historical data and field research.

The logistic regressionmodel is very useful for classification problems, especially
based on probability classification. Correspondingly, the logistic regression model
also requires classification of the impact factors in the process of modeling. By
referring to other literatures and the existing data, the specific processing results are
as follows:

Figure 4a is the slope information extracted from the DEM data of the study
area, wherein the DEM data is divided into five levels according to the maximum
likelihood method.

Figure 4b is the aspect information extracted from the DEM data of the study
area, which is divided into nine levels according to the plane and the eight directions
(one level every 45°).

Figure 4c shows the vegetation index in the study area extracted from the Landsat
image and is divided into two levels, namely vegetation area (0–1) and no vegetation
area (−1 to 0).
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Figure 4d is the data of the impervious layer extracted from the remote sensing
image in the study area and is divided into two levels, namely the water permeable
layer (0) and the water impermeable layer (1).

Figure 4e is the water permeability capacity grade according to the degree of
influence of lithology water seepage capacity on the landslide and is divided into
five grades, namely extremely low, low, medium, high and extremely high.

Figure 4f is the freeway information in the study area, and is divided according
to a buffer zone of 600 m around the road, within 600 m (1), and outside 600 m (0).

3 Water Permeability Model

3.1 Traditional Model

The calculation of water seepage capacity in this paper is based on the relevant model
proposed in the literature [5]:

f = K

(
1 + Bs

F + FA

)
(1)

In formula (1), f represents the water permeability, K represents the maximum
water permeability, B represents the water absorption rate, s represents the capillary
suction expressed by the height of the water column, FA represents the total amount
of the old water body participating in the infiltration in the soil layer and F represents
the soil layer. Newly increased infiltration water.

3.2 Improved Model

3.2.1 Model Improvement Theory

Wenyan [7] analyzed the variation characteristics of soil moisture profile through the
infiltration experiment of loess water accumulation and proposed that the saturated
layer and the conduction layer are treated as a saturated region, and the water content
change of the unsaturatedwet layer is regarded as an application. Thematrix potential
in the upper saturated zone is shown in Fig. 3. At the same time,Wenyan [7] proposed
a layered hypothesis infiltration model based on the infiltration relationship between
rainfall and loess. The specific model is as follows.

In Fig. 4, θ shows the infiltration rate, z represents the infiltration depth, s
represents the effective rainfall and A and B are critical rainfall, respectively.

Saturated layer: θ(z) = θs, 0 ≤ z ≤ L1 (2)
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a slope b slope direction                 c NDVI  

d Impervious surface          e Water seepage ability division            f Road and landslide point

Fig. 3 Distribution of influencing factors of rainfall landslides in the research area

Fig. 4 Penetration model of
stratification hypothesis

Transition layer: θ(z) = θH + 2(θs − θH )

L√
z(L − z), L1 ≤ z ≤ L2 (3)

Dry soil layer: θ(z) = θH , z ≥ L2 (4)

The characteristics of the water cut curve of the unsaturated wet layer are very
similar to the elliptic curve, so the elliptic curve is used for fitting. The fitting result
is that L represents the depth of infiltration where the water absorption rate changes,
because the factors that affect the suction of the capillary aremainly precipitation and
air moisture, but in the northern arid regions, the influencing factors of air moisture
can be ignored [17], so in this model s is effective Rainfall.
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3.2.2 Improved Model

Based on themulti-layer infiltrationmodel and the impervious surface data, this paper
proposes a quantitative model for studying the water seepage capacity of Lanzhou
area. Based on the layered hypothesis infiltration model, this formula is combined
with the impervious layer data for coupling calculation. The specific formula is as
follows:

Rainfall < Threshold A: f = K

(
1 + Bs

L1(θs − θH )

)
+ D ∗U (5)

ThresholdC > rainfall ≥ threshold A: f = K

(
1 + BA

L1(θs − θH )

)

+ K

(
1 + 4B(s − A)

πL2(θs − θH )

)
+ D ∗U

(6)

rainfall ≥ thresholdC : f = K

(
1 + BC

(L1 + L2)(θs − θH )

)

+ K

(
1 + 4B(s − C)

πL3(θs − θH )

)
+ D ∗U (7)

where f is the water seepage capacity, K is the maximum water seepage speed, B is
thewater absorption rate, s is the effective rainfall,L1 is the saturated layer infiltration
depth, L2 is the unsaturated layer infiltration depth, L3 is the dry soil depth, A, C is
the rainfall threshold,D is the impervious surface coefficient andU is the impervious
layer value (generally 0 and 1).

Among them, the effective rainfall of single-day rainfall is expressed by the rain-
fall of the day. The effective rainfall of continuous rainfall is represented by a lin-
ear regression equation. The specific coefficient of linear regression needs to be
determined according to the actual rainfall situation in the study area.

4 Experimental Methods

4.1 Theoretical Methods

Since landslide occurrence is a classification problem, traditional numerical analysis
methods are not suitable for such analysis. Therefore, the parameters of the logistic
regression model can be analyzed when verifying the relationship between variables.

Logistic regression is a generalized linear model with B0 + B1X1 + · · · + BnXn

as the weight function, where Bi and B0 are the parameters to be sought, and Xi is
the influence factor. The model uses an implicit function P(x) corresponding to the
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weight function, namely P(x) = L(B0 + B1X1 + · · · + BnXn), and then according
to P(x) and 1 − P(x) The size determines the value of the dependent variable. The
logistic regression model is currently widely used in risk prediction, and the predic-
tion results are good, so this article uses the logistic regression model for prediction.
The expression of the logistic regression model is as follows.

The weight function is:

Z = B0 + B1X1 + · · · + BnXn (8)

The probability implicit function is:

ln

(
P(x)

1 − P(x)

)
= B0 + B1X1 + · · · + BnXn (9)

The probability function obtained by (4), (5) is:

P(x) = Exp((B0 + B1X1 + · · · + BnXn))

1 + Exp((B0 + B1X1 + · · · + BnXn))
(10)

whereP(x) represents the probability of occurrence of landslide,Z represents the sum
of weights after superposition, Bi represents the regression coefficient, Xi represents
the influence factor and the output of logistic regression is 0–1, 0 represents the
probability of occurrence of landslide is 0%1means that the probability of occurrence
of landslide is 100%. Therefore, according to the probability of landslide occurrence
in each region, the landslide risk level of the study area is finally divided into: very
low (0% < P ≤ 20%), low (20% < P Five risk levels: ≤40%), medium (40% < P
≤ 60%), high (60% < P ≤ 80%) and extremely high (80% < P ≤ 100%).

Based on the logistic regression model, the regression coefficients of each influ-
encing factor are determined by SPSS, and then, the regression equation is deter-
mined. The probability of occurrence of the landslide is calculated by the probability
implicit function.

During the experiment, the relevant data of 45 landslide points and 45 non-
landslide points in the study area were selected and imported into SPSS for analysis,
and the parameters were determined (Tables 1 and 2).

The coefficients of each parameter fitted in spss can determine the logistic
weighting weight function used in the calculation:

P = eZ

1 + eZ
(11)

In the formula: Z = 0.008 * seepage capacity + 0.085 * slope − 0.002 * aspect
+ 0.257 * NDVI + 1.37 * impervious surface value + 2.002 * road − 5.791.
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Table 1 Logistic model
coefficients and significance
table

Coefficient Sig. Exp (B)

30 mm water permeability 0.008 0.028 1.070

Slope direction −0.002 0.019 0.998

Slope 0.085 0.043 1.089

NDVI 0.257 0.021 1.293

Impervious surface 1.370 0.045 79.011

Road 2.002 0.033 1.263

Constant −5.791 0.028 0.003

Table 2 Logistic model
evaluation R square table

Cox and Snell R2 Nagelkerke R2

0.885 0.947

4.2 Experimental Results and Analysis

From the landslide risk zoning map, the following conclusions can be drawn:

1. Areas with higher landslide risk increase with increasing rainfall.
2. The probability of landslides with low rainfall is highly correlated with highway

excavation; under high rainfall, the probability of occurrence of landslides is
highly correlated with geological water uptake capacity.

3. It can be seen from Fig. 5e that when the rainfall is ≥30 mm, the probability of
occurrence of landslide is high and the rate of increase of the region is significantly
increased. Therefore, it can be determined that 30mm is the earlywarning rainfall
for landslide occurrence.

4. Under high rainfall, the central, northern and northwestern part of the study
area is the hardest-hit area of the landslide. The geological types of the above
areas are all aeolian loess. The wind-induced loess has a loose structure, strong
water seepage capacity and is prone to landslides disaster. And the spatial distri-
bution characteristics of landslide risk zoning are basically consistent with the
distribution characteristics of historical landslide points.

a 10mm Landslide risk zoning   b 25mm Landslide risk zoning c 40mm Landslide risk zoning

Fig. 5 Landslide risk zone map
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5. The distribution of extremely low and extremely high areas under high rainfall
is wide, and the distribution in low, medium and high areas is relatively small,
which is caused by the geographical conditions of the twomountains in the study
area (Table 3).

The maximum continuous is selected. The rainfall was 40 mm as the verification
rainfall, and the results are shown in Figs. 6 and 7.

Figure 6 shows that there are more landslides in the northeast, northwest and
central areas of the study area, and the disaster situation is serious. The disasters in
the southwest are less, mainly in mountainous areas, and rainfall is the main cause of
landslides. Historical landslide point and 40 mm landslide risk zoning map, a total
of 179 landslide points in the study area, 97 landslide points occurred in the area
with high risk zoning, occurred in the risk zone. There are 37 landslide points in
the area; 22 landslide points occur in the area where the risk is zoned, 16 landslide
points occur in the area where the risk zone is low and 7 landslide points occur in
the area where the risk zone is extremely low. According to the 33 landslide points
surveyed in the field (as shown in Fig. 7), there are 15 areas in which the risk zoning
is extremely high, of which 7 occur in areas with high risk zoning, including in the

Table 3 Relationship between rainfall and landslide probability

Rainfall (mm) Very low (%) Very low (%) Middle (%) High (%) Very high (%)

10 97.41 1.88 0.51 0.19 0.01

15 94.68 4.04 0.77 0.41 0.11

20 88.12 8.86 2.07 0.61 0.34

25 76.82 15.74 5.17 1.61 0.66

30 66.08 18.60 10.02 4.01 1.30

35 59.27 14.46 14.06 9.15 3.06

40 58.74 5.28 13.97 14.71 7.31

45 59.13 0.85 7.38 16.83 15.81

50 59.51 0.86 0.74 13.07 25.82

Fig. 6 Historical landslide
point and 40 mm landslide
risk zoning
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Fig. 7 Survey of landslide
points and 40 mm landslide
risk zoning

risk zoning. There are 6 regions, of which 3 occur in areas with low risk zones, of
which 2 occur in areas where the risk zone is extremely low.

5 Summary

In this paper, the landslide hazard conditions are analyzed, and the mathematical
model of landslide occurrence in the study area is established by logistic model. The
case study is carried out. The main conclusions are as follows:

1. By analyzing the landslide hazard factor, the landslide hazard assessment model
is established by logistic model. The model can predict the area where landslide
occurs well under rainfall conditions.

2. Calculate the landslide risk zoning under different rainfall and provide a
mathematical model for landslide prediction in the future study area.

3. Taking the landslide point induced by historical rainfall in Lanzhou as an exam-
ple, the current model is used to evaluate the risk of landslides under rainfall
conditions, and the results are tested. The results show that the landslides in the
study area are mostly located in high and very high areas. The landslide hazard
area (high and very high area) increases with the increase of rainfall, and the
evaluation results are in good agreement with the actual landslide occurrence.
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Semi-supervised Classification of PolSAR
Image Based on Self-training
Convolutional Neural Network

Xianxiang Qin, Wangsheng Yu, Peng Wang, Tianping Chen,
and Huanxin Zou

Abstract Convolutional neural networks (CNNs) have been successfully used in the
field of polarimetric synthetic aperture radar (PolSAR) image classification. How-
ever, it is still a big challenge to perform them with limited labeled training samples.
To address this problem, a semi-supervised scheme of PolSAR image classification
based on self-training CNN is proposed in this letter. Our basic idea is that the Pol-
SAR image to be classified is actually an important source of training samples, from
which we iteratively extract reliable samples to enhance the CNN. In our scheme,
a CNN is initially trained by the given training samples. Then, the PolSAR image
is classified by the trained CNN, of which the pixels with high predicted proba-
bility, along with their predicted labels, are selected as new training samples. The
operations of retraining CNN, reclassifying PolSAR image and reselecting training
samples, are iteratively performed until a stop condition is met. Two actual PolSAR
images acquired byAIRSAR andGaofen-3 systems are employed to verify the effec-
tiveness of the proposed algorithm. Experiment results demonstrate the superiority
of our method to the general CNN-based classifiers.

Keywords Polarimetric synthetic aperture radar · Semi-supervised classification ·
Self-training convolutional neural network

1 Introduction

Synthetic aperture radar (SAR) is an active microwave imaging system that can work
day and night, regardless of weather conditions. The polarimetric SAR (PolSAR) is
an advance SAR that can operate in different polarization modes, so it has a stronger
ability to acquire information. This makes the PolSAR image classification one of
the most important parts of PolSAR image interpretation [1–10].
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In the past decades, various classification algorithms for PolSAR images have
been developed. Most early algorithms mainly focus on two contents: feature extrac-
tion and classifier design [1–5]. Recently, deep learning technologies, especially the
convolution neural networks (CNNs), have been successfully applied to the PolSAR
image classification [6–10]. For example, in [7], a CNN of four layers is proposed for
classifying PolSAR images. To fit the complex format of PolSAR data, a complex-
valued CNN is designed and provides better results in [8]. In [9], a polarimetric-
feature-driven CNN that introduces expert knowledge is developed, providing pos-
itive results for some PolSAR images. These CNN-based approaches have shown
much superior performance to conventional ones.

However, to ensure the performance of these CNN-based classifiers, a large
amount of training samples are generally required, which may be invalided in prac-
tice. Therefore, it is still a big challenge to classify PolSAR image with CNN when
the labeled training samples are limited. Focusing on this problem, we proposed a
semi-superpixel classification algorithm by introducing a self-training scheme to the
CNN-based classifier. The basic idea is that the PolSAR image to be classified itself
can be regarded as an important source of training samples. Therefore, we can select
some reliable samples from the PolSAR image for training the CNN. Experimen-
tal results obtained from the PolSAR images have validated the superiority of our
algorithm.

2 Related Work

2.1 CNN-Based Classifier

Figure 1 presents an illustration of the architecture of CNN. It usually consists of

. . 
.. . 
.

. . 
.

Output
Layer

Convolutional 
Layer

Pooling
Layer

Pooling
Layer

Fully
connected

LayerInput Layer

Convolutional 
Layer Fully

connected
Layer

Fig. 1 Illustration of the architecture of CNN
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multiple cascaded layers, including an input layer, several alternations of convolu-
tional (Conv) and pooling layers, several fully connected (FC) layers and an output
layer [11, 12].

In themostCNN-based classifiers, a softmax function is often employed to transfer
the output of CNN to the classification results. Let s = [

s1, s2, . . . , sNC

]T
be the

output of CNN, where NC is the number of classes, then the predicted classification
probability of assigning an input image to class k can be calculated by a softmax
function as [12]

Pk = exp(−sk)∑
t exp(−st )

, k = 1, 2, . . . , NC. (1)

The predicted label of the input image can be given as the sequence number of
the element with the largest probability

L = argmax
k=1,2,...NC

{Pk}. (2)

Different to most traditional classification algorithms that perform the feature
extraction and classification separately, the CNN is an end-to-end technology and
has shown a much outstanding performance.

2.2 CNN-Based PolSAR Image Classification

For the general monostatic PolSAR that employs the same antenna for both trans-
mitting and receiving, the data of each pixel of a PolSAR image is often represented
by a polarimetric coherency matrix [1]

T = 〈
kPkH

P

〉 =
⎡

⎢
⎣

T11 T12 T13
T21 T22 T23
T31 T32 T33

⎤

⎥
⎦, (3)

where kP = [SHH + SVV, SHH − SVV, 2SHV]T/
√
2 is the Pauli scattering vector,

SHH, SHV and SVV denote the scattering coefficients of HH, HV and VV polar-
ization modes, respectively, 〈·〉 is the temporal or spatial ensemble averaging [1]
and the superscripts “T” and “H” are the transpose and conjugate transpose opera-
tors, respectively. Besides, the polarimetric coherency matrix is a complex conjugate
matrix.

In many optical image classification tasks, each image is usually assigned a class
label as a whole, such as dog, cat and so on [13]. Unlike these tasks, PolSAR image
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Fig. 2 Flowchart of
conventional CNN-based
algorithms for PolSAR
image classification

Given training 
samples 

Trained CNNTrain a CNN

PolSAR Image 
to be classified

Extract neighboring 
patch for each pixel 

Classificaiton of the 
PolSAR Image

classification treats each pixel rather than the entire image as the basic unit of classi-
fication. However, to ensure the depth and performance of the network, CNN gener-
ally requires its input data to have a certain size, which makes the individual pixels
unsuitable as the input of CNN. In [7–9], in order to use CNN for PolSAR image
classification, pixels are firstly represented by their neighboring image patches. In
this case, the CNN can be trained with such labeled image patches, and the trained
CNN can be further used to classify pixels by performing on the corresponding
patches. Figure 2 shows the flowchart of the conventional CNN-based classification
algorithm for PolSAR images.

3 Proposed Algorithm

In [7–9], theCNN-based classifiers have shown their superiority tomost conventional
classification algorithms. However, it is still a big challenge to perform them when
the given labeled samples are limited. To alleviate this problem, in this section, a
data-adaptive training framework of CNN is proposed.

The motivation of our work is simple. In the PolSAR image classification task,
since each image to be classified is a collection of numerous basic classification
units, it can be also regarded as an important source of training samples. Therefore,
it would be benefit to improve the adaptability and reliability of CNN by using new
training samples extracted from the PolSAR image itself. For this consideration, a
framework of iteratively training CNN as shown in Fig. 3 is designed. The key point
is to determine which pixels to select and how to get their labels simultaneously.

Different to the flowchart of general CNN-based classification algorithm, in our
framework, new training samples are selected from the testing PolSAR image itself
and then employed to train the CNN.More details of the procedure of our framework
are summarized as follows:
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Given training 
samples Zg

Trained CNN

Classification label and 
probability of each pixel

Train a CNN

PolSAR Image 
to be classified

Extract neighboring 
patch for each pixel 

Stop condition 
is meet?

Final Classificaiton of 
the PolSAR Image

Yes

NoUpdate extracted 
training samples 

Extracted training 
samples Zs(n), (Zs(1)=Ø)

Sort pixels of each 
class according to 
their probabilities

Combined training 
samples {Zg,Zs(n)}

Fig. 3 Flowchart of the proposed algorithm for PolSAR image classification

(1) Initial classification of PolSAR image

Set the iteration number n as 1. Then, a CNN can be trained with the initial given
training samples Zg . Then, the PolSAR image can be classified by this trained CNN,
yielding both the predicted probability and label of each pixel.

(2) Selecting new training samples

In the previous classification step, all pixels of the PolSAR image have their own
predicted labels, which can be then used as new samples for training CNN formally.
However, many of these labels may be unreliable especially when the number of
correct training samples is small. Therefore, to avoid selecting too many incorrectly
labeled pixels as training samples, two constraints are adopted.

Firstly, a classification probability threshold PT is set, and only the pixels whose
predicted probability greater than the threshold are treated as candidate training
samples. In our algorithm, we set PT dynamically to the iteration number n as

PT = 1/NC+a × n. (4)

where a is a given constant coefficient used to increase the threshold as the increase
of iteration.

Secondly, a maximum number of selected samples NMAX is set, requiring that
the number of samples of each class selected from the image should not be greater
than NMAX. Let NS(k) be the number of samples of the kth class satisfying the first
condition, then the number of selected samples of the kth class is
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NE(k) = min(NS(k), NMAX). (5)

Thus, the pixels of the kth class are sorted from large to small according to their
predicted probability, and then, the NE(k) pixels ranked high,meaning their predicted
labels are relatively reliable and are selected as new training samples.

(3) Combining new training samples

Since the given training samples are generally reliable, they are preserved for training
the CNN. Let Zs(n) be the set of selected training samples in the nth iteration, then
a new set of combined training samples is formed as Zc(n) = {

Zg,Zs(n)
}
. For the

first iteration, Zs(1) = ∅ is an empty set.

(4) Retraining the CNN

TheCNNis retrainedusing thenewcombined training samples, tuning theparameters
of CNN based on the previous trained CNN.

(5) Reclassification of PolSAR image

Increase the iteration number n as n = n + 1. The PolSAR image is reclassified by
the newly trained CNN.

(6) Repeat steps (1)–(5) until a stop condition is meet

A transferring ratio of pixel label is defined as R = NA/NB , where NA is the number
of pixelswhose labels have changed in the current iteration and NB is the total number
of pixels. If this ratio is less than a given small threshold, meaning the classification
result becomes stable, the iteration procedure stops. Besides, the algorithm would
also stop when the iteration number reaches a given maximum iteration number NI .

4 Experimental Results and Analysis

Since theCNN-based classifiers have shown superior performance tomost traditional
classification algorithms, in the experiments of this section, we focus on the perfor-
mance of our algorithm by introducing a self-training scheme to the CNN-based
classifier.

4.1 Employed PolSAR Images and CNN

In our experiments, two actual PolSAR images [13] are employed. The first one is a
PolSAR image acquired by the NASA/JPL AIRSAR system over an agriculture field
of Flevoland, Netherlands. The Pauli RGB image of this PolSAR data is shown in
Fig. 4a, and the ground truth of this image is shown in Fig. 4b [4, 8]. The size of the
image is 750 × 1024 pixels. There are 15 identified classes in this scene, including
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Fig. 4 a Pauli RGB image of AIRSAR PolSAR data and b ground truth

High-Density Building

Slanted Building

Low-Density Building

Vegetation

Water

(a) (b) 

Fig. 5 a Pauli RGB image of Gaofen-3 PolSAR data and b ground truth

stembeans, peas, forest, lucerne, wheat, beet, potatoes, bare soil, grass, rapeseed,
barley, wheat 2, wheat 3, water and buildings, which are called classes 1–15 for
simplicity in this paper. The other employed data is a PolSAR image acquired by the
Gaofen-3 system over the area of San Francisco. The Pauli RGB image and ground
truth are shown in Fig. 5. The size of this image is 600 × 1000 pixels. There are 5
categories in this scene, including the water, vegetation, three kinds of building areas
of low-density, high-density and slanted buildings.

In our work here, due to the relatively simple classification tasks, a CNN slightly
modified from theLeNet [15] is used.The architecture of the employedCNNis shown
in Fig. 6. The size of input data is 12 × 12 × 9, where 12 × 12 is the patch size,
and 9 is the channel number corresponding to the 9 real components of the coherent
matrix {T11, T22, T33, Re(T12), Im(T12), Re(T13), Im(T13), Re(T23), Im(T23)} (Re(·)
and Im(·) mean the real and imaginary parts, respectively). The size of convolution
kernel is 3 × 3, with the stride as 1. Besides, the size of pooling kernel is 2 × 2, with
the stride as 2.
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Fig. 6 Architecture of the employed CNN

4.2 Classification Results and Discussion

To reduce the influence of intrinsic speckle, the PolSAR images are firstly filtered by
the refined Lee filter [8] with the window of 7 × 7. Besides, pixels of each class are
randomly selected from the image according to the ground truth, of which the 12 ×
12 neighboring patches are used as the initial given training samples.Moreover, these
given samples will be excluded in subsequent procedure of selecting new training
samples. For training the CNN, the backpropagation algorithm-based on stochastic
gradient descent is employed [8, 14, 15], where the learning rate is 0.5 and the batch
size is 100 with 100 training epochs. Moreover, the maximum number of selected
samples NMAX for each class is set as 200, the maximum iteration number NI is set
as 15 and the transferring ratio is set as 0.001.

For the first image, 50 training samples for each class are randomly selected.
For the second image, 0.1% rate of training samples for each class are randomly
selected according to the ground truth. The classification results of these two images
yielded by the CNNs with some typical different iterations are shown in Figs. 7
and 8, respectively. Moreover, the maps of ground truth are also shown for better
comparison.

Furthermore, to quantitatively evaluate the performance of our algorithm, the
classification accuracy of each class and the overall accuracy (OA) are calculated.
Figure 9 shows the curves of classification accuracy and OA versus the iteration
number.

It can be observed from Figs. 7, 8 and 9 that

(1) For the first iteration where only the given training samples are used, the clas-
sification results as shown in Figs. 7b and 8b are visually bad and the OA is
only 46.61% and 83.23% for the first and second images, respectively. It can
be observed that some classes of the first image have high classification accu-
racy, such as classes 1, 3, 8, 11 and 15, while some other classes have very
low classification accuracy, such as classes 9, 12, 13 and 14. These bad results
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(a) Ground truth (b) Iteration 1 (c) Iteration 2

(d) Iteration 3 (e) Iteration 5 (f) Iteration 7

(g) Iteration 9 (h) Iteration 11 (i) Iteration 15

Fig. 7 a Ground truth and b (i) PolSAR image classification results yielded after 1, 2, 3, 4, 5, 7, 9,
11 and 15 iterations when 50 training samples are given for each class

can be obviously observed by comparing with Fig. 5a, b. Similarly, for the sec-
ond image, obvious classification confusion occurs among the three kinds of
building areas which can be observed, and the classification of the developed
building area is very bad.

(2) As the number of iterations increases, the classification accuracy improves grad-
ually, especially in the previous iterations. As observed from Fig. 9, with the
increase of iteration number, for the classes with low initial classification accu-
racy, their accuracy increases significantly. For those with high initial classifica-
tion accuracy, their accuracy maintains at high levels. Then, for the first image,
the OA maintains a stable level at about 89% after 6 iterations. For the sec-
ond image, the OA is over 94% after 9 iterations and reaches 95.38% after 15
iterations. For these two images, the obtained classification map becomes more
and more consistent with the ground truth. These results have demonstrated
the effectiveness of our algorithm by introducing a self-training scheme to the
CNN-based classifier.

For further evaluating the performance of our algorithm, experiments with dif-
ferent initial given training samples are performed. Given the numbers of training
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(a) Ground truth (b) Iteration 1 (c) Iteration 2 (d) Iteration 3

(e) Iteration 4 (f) Iteration 5 (g) Iteration 6 (h) Iteration 7

(i) Iteration 9 (j) Iteration 11 (k) Iteration 13 (l) Iteration 15

Fig. 8 a Ground truth and b (l) PolSAR image classification results yielded after 1–7, 9, 11, 13
and 15 iterations when 0.1% rate of training samples are given for each class

samples are set as {80, 100, 150, 300, 500} for each class. Then, the same classifi-
cation experiments as before except with different numbers of initial given training
samples are performed. The obtained OA curves for these two images are shown in
Fig. 10.

It can be seen from Figs. 9 and 10 that

(1) The OA is generally higher when the number of given training samples is larger.
Take the first image, for example, the OA is only about 46% for the first iteration
when the number initial training samples of each class is 50, while that is about
94% when NG is 500. It has validated that the amount of training samples has
a great influence to the effectiveness of CNN. Similar results can be observed
for the second image.

(2) Our algorithm can significantly improve the classification results especially
when the number of given training samples is small. These results can be
explained by the fact that more and more reliable training samples are extracted
and used with the increase of iterations, which are benefit to improve the
adaptability and reliability of the CNN.
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Fig. 9 Curves of classification accuracy of each class and OA versus the iteration number for a the
first image and b the second image when 50 training samples are given for each class
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5 Summary

This paper develops a semi-supervised classification algorithm for PolSAR images
using the self-trainingCNN.Different fromconventionalmanners of trainingCNN, it
selects and uses training samples from the PolSAR image to be classified itself, mak-
ing the trained CNN more adaptive and suitable to the image. Experimental results
have demonstrated that our algorithm can significantly improve the classification
result especially when the given training samples are limited.
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A SAR Image Data Augmentation
Method Based on Generative Adversarial
Network

Qinglin Lu, Guojing Li, and Wei Ye

Abstract Generative adversarial network (GAN) has been increasingly used in the
SAR image simulation in recent year. However, the network is difficult to keep
stable, and high-quality generated samples are not available. In order to solve the
problem, a model based on the Wasserstein GAN with deep convolutional structure
is proposed. Training on SAR image datasets, we show evidence that our method is
superior to original deep convolutional generative adversarial network (DCGAN).
We also build a verification framework by YOLOv3, and tests are done to validate
generated samples. The results show that our method is more stable, and the diversity
of generated samples is improved.

Keywords Synthetic aperture radar · Wasserstein generative adversarial network ·
Image generation · YOLOv3 · SAR interpretation

1 Introduction

Synthetic aperture radar (SAR) is a keymeans of remote sensing reconnaissance. The
research on SAR target intelligent identification has been carried out for many years.
With the widespread application of deep learning methods in recent years, more and
more deep learning algorithms have been applied to SAR target recognition systems.
However, the target recognition network model based on the deep learning method
requires a sufficient number of multi-directional and rich training sets. The small
amount of data and the lack of diversity of various target images will directly affect
the training of intelligent identification networks and resulting in poor recognition
performance for targets in different scenarios.

The deep convolutional generative adversarial network (DCGAN) [1] combines
the advantages of the deep convolutional neural network to better fit image features
and generating high-quality image samples. In order to provide a sufficient number
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of target images as the training data of the SAR target recognition system, the work
of generating a simulated image against the network using the deep convolution
generation method is performed. Although the resulting generated image and the
real image have a large degree of similarity, the training result inevitably fails [2],
such as the mode collapse.

Arjovsky et al. proposed Wasserstein generative adversarial network (WGAN)
[3] in 2017, and the distance between the two distributions can be truly reflected,
which basically solves the problem of unstable GAN training.

This paper attempts to solve the problem of insufficient diversity of the SAR
image generated by DCGAN and the difficulty of convergence of the network. We
presented a model based on the WGAN that connected by convolution layers, and it
can generate more various SAR images. In order to objectively evaluate the quality
and validity of the generated image, theYOLO.v3 [4] is trained by generated samples.

2 GAN-Based SAR Image Augmentation Model

Based on WGAN, the generative adversarial network for enlarging SAR image data
is developed in this paper. The structure of the image augmentation model is shown
in Fig. 1. We do the high-quality samples generation and build the dataset first, and
then verify the validity and superiority of the dataset.

The images generated byWGANwill satisfy the lack of SAR dataset for network
training. The high-quality image will be collected to build datasets with the structure
like VOC2007. Finally, the superiority of the presented dataset will be tested in the
detection network training.

Fig. 1 Structure of the SAR image augmentation model



A SAR Image Data Augmentation Method Based on Generative … 421

2.1 Cost Function of the WGAN

Arjovsky et al. introduced the Wasserstein distance to replace the JS divergence
to describe the distance relationship between two distributions. The Wasserstein
distance is defined as follows:

W (Pr , Pg) = inf
γ ∼ ∏

(Pr ,Pg)
E(x,y) ∼ γ [‖x − y‖]. (1)

where
∏

(Pr , Pg) represents a collection of all joint distributions. A real sample x
and a generated sample y can be sampled from any joint distribution γ , and ‖x − y‖
is the distance between this pair of samples. So, E(x,y) ∼ γ [‖x − y‖] is the expected
value of the distance of the sample under the joint distribution γ , and theWasserstein
distance is defined as the cost of transforming the distributions Pr into the distribution
Pg .

However, the original Wasserstein distance is not appropriate for cost function.
In order to make the problem easy to solve, the cost function is transformed into,

min
G

max
D

V (D,G) = Ex ∼ Pr [D(x)] − Ez ∼ Pg [D(G(z))]. (2)

The x represents a real image, z represents the noise that input to theG network and
G(z) represents the output from the G network. D(x) indicates the probability that
the D network judges the input image is true or not. And D(G(z)) is the probability
that the D network determines whether the image generated by G is true.

Therefore, the loss functions of the discriminator and generator can be obtained
as follows, respectively

LD = Ez ∼ Pg [D(G(z))] − Ex ∼ Pr [D(x)]. (3)

LG = −Ez ∼ Pg [D(G(z))]. (4)

2.2 Structure of the Generative Network

We build the generative model with the structure of convolutional network, and hope
it can only learn the feature of SAR images but also avoid the mode collapse [5].

The generative network is designed based on a convolutional net to effectively
extract spatial and spectral features for SAR images. The generator contains four
fractionally strided convolutions, and the structure of the generator is depicted in
Fig. 2.

Thediscriminator consists of four convolutions and a fully connected layer, and the
structure of the discriminator is shown in Fig. 3. It can be found that the convolutional
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Fig. 2 Structure of the generator

Fig. 3 Structure of the discriminator

architecture of generator and discriminator are symmetrical, which is similar to the
convdeconv. The deconvolution here means upsampling operation aiming to make
the size of generated samples is equal to real images.

The rectified linear unit (ReLU) activation function used in the generator replaces
the Tanh function, and it kept in the output layer exceptionally. The leaky rectified
linear unit (Leaky ReLU) activation function is used in the discriminator for all
layers.

The convolution net replaces pooling operators with fractionally strided convo-
lutions, and it uses images feature as an upsampling strategy. A simple example
is illustrated in Fig. 4. The fractionally strided convolution is a method to enlarge
the sample, and it is flexible and self-improved because the hyperparameters of
convolution kernels are trainable.

Fig. 4 Illustration to fractionally strided convolution
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3 Experiment and Analysis

The experiments involved in this paper are mainly divided into two parts:

1. SAR target generation based on WGAN, using three types of target images in
the MSTAR dataset as the training set.

2. The YOLO3 is trained using generated target images and real images, and the
superiority of generated images is evaluated by the obtained training result.

3.1 The Generation of SAR Target Images

We tested our method in the Ubuntu 16.04 environment. The detail is shown in
Table 1.

The dataset used in the experiment is the Moving and Stationary Target Acqui-
sition and Recognition (MSTAR) image, which collects thousands of SAR images
containing ground targets, including different target types, vertical and horizontal
angles, depression angles, serial numbers and sharpness. The dataset is obtained by
X-band spotlight SAR, the image resolution is 0.3 × 0.3 m and most of the target
image size is 128 × 128 pixels. It is a common dataset for SAR target recognition
research work.

The T72 main battle tank, BMP2 infantry fighting vehicle and ZSU23 air defense
artillery are selected as the training set of GAN. In theMSTAR project, the measured
images with radar elevation angles of 17° and 15° are provided for these three types
of targets. The specific quantities and corresponding classes are shown in Table 2. In
order to ensure that the number of training samples can meet the needs of network
training, for each type of target, we select all the images under one of the two types
of angles as the training set.

The detail of training samples shown in Fig. 5, each group from left to right is
the optical image of the target, the measured SAR image, the simulated SAR image
generated by DCGAN and SAR image generated by WGAN.

Table 1 Experimental
configuration

Operating system Ubuntu 16.04

CPU Intel Core i7-6700

GPU Nvidia GTX1070

Design language Python 3.6

Frame PyTorch

CUDA Cuda 8.0
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Table 2 Detailed
information about the
MSRAT dataset used in our
experiments

Class Serial no. Depression

17° 15°

ZSU23 D_08 299 274

BMP2 SN_9563 233 195

SN_9566 232 196

SN_C21 233 296

T72 SN_132 232 196

SN_812 231 195

SN_S7 228 191

Fig. 5 Optical images, synthetic aperture radar (SAR) images, the simulated SAR image generated
by DCGAN and the SAR image generated by WGAN which combined with the DCGAN structure
of three classes of objects in the MSTAR database

3.1.1 SAR Image Generation by DCGAN

In the first part, we generate SAR target images based on DCGAN. In the practical
training process, the convolution kernel is 4× 4, the stride of the convolutional stride
is s = 2 and the learning rate is 0.0002. We collect images that generated after the
1000th epoch and build a dataset with high-quality generated samples.
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Fig. 6 Non-converged results of SAR target images generated by DCGAN

Although the DCGAN structural optimization makes it faster to converge than the
original GAN and has a stronger ability to fit the image, the problem of unstable train-
ing is still hard to avoid [6]. For the generation of SAR images, the training process
has become more difficult. Due to a large amount of clutter and noise interference
in the SAR image, and the detailed features of the gray image are not as obvious as
the ordinary optical image, the failure is easy to occur in the experiment. Figure 6
shows a generated image in which the network does not converge when the ZSU23
target image is generated. It can be seen that the generator does not effectively pass
the learned target features, resulting in failure to converge and eventually generate a
stray noise.

The mode collapse is another problem that needs to be overcome in training
DCGAN. In the optimization process of the generator and the discriminator, the gen-
eratormay concentrate on generating several kinds of patterns and lose the remaining.
It will make consistency features in the same batch results. In the experiment, it is
reflected as follows:

• The target under the same azimuth is repeated in the same batch. As shown in
Fig. 7a, the target azimuth of the image in the white frame is almost the same, and
details are approximate. It shows that DCGAN has the problem of insufficient
diversity in the same batch of generated images;

• The same batch of generated results has consistency features. Figure 7b are images
obtained after 2000 epoch, in the same batch of generated images there are same
features which like the barrel in the middle of the vehicle. Comparing the original
image, this detailed feature will only appear at a certain angle.

The reason is that the generator is trapped in a few modes in the iteration, and the
output is fixed to the pattern identified by the discriminator individually, thus losing
the diversity of the generated results and accompanying the consistency feature. The
mode collapse happened.
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Fig. 7 Images of the BMP2 in (a) and images of the ZSU23 in (b) generated by DCGAN

3.1.2 SAR Images Generation by the Optimized WGAN

In the second part of the experiment, we generate SAR images using our method.
The same dataset is used in the training of the optimized WGAN. The parameters
are consistent with the first part, and we still collect images after the 1000th epoch.

For the Wasserstein GAN with deep convolution structure, the surface texture
and angle of the generated image have stronger diversity, and the mode collapse
is basically avoided. The advantage and superiority of the images generated by the
optimized WGAN are described as follows:

• In one batch of generated images, the azimuth of target cover 0–360°. Figure 8a
is a collection of BMP2 images from 0° to 175° in the training sample, the angle
difference between each sample is about 8° and an image of a certain specific
angle (such as 180°) is missing. In Fig. 8b, generated images have the azimuth of
0–180°, and the angle difference between each sample is about 7°. The azimuth
information in generated images is richer than the training set, and the angle image
that does not exist in the training set can be obtained.

• Texture features of the target are more rich in the images generated by theWGAN
based on the deep convolutional structure. The generated sample is more similar
to the real image in visual effects, and the generated samples in the same batch
have no similar features.

Comparing these two generation experiments, it can be found that the WGAN
with deep convolutional structure is more superior than the original DCGAN. But
the conclusion is based on the visual effects of generated samples. The verification
of the superiority of recognition and detection will be carried out in the next section.
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Fig. 8 Comparison between the real images and WGAN generated images: a the image set with
the target azimuth from 0° to 175° in the training set; b the image collection with the target azimuth
from 0° to 180° generated by WGAN

3.2 Validity Verification Based on YOLOv3

YOLOv3 is a portablemodel that is good at detecting small targets in the complicated
background, and it costs less time in detecting process. It is appropriate for using in
automatic identification of SAR targets.

Weuse the training setwith different sample proportions to train theYOLOv3. The
effect of generated samples on network training is analyzed based on the recognition
accuracy of SAR target pieces.

We set up three kinds of training sets with different proportions of generated
samples; details are shown in Table 3. Since it is discussed that the validity of the
training set is expanded by generating samples, the total number of images in the
training set could be changed.

Table 3 Setting of three types of training sets

Class Real sample Generated sample The ratio of generate samples (%)

Training set 1 400 0 0

Training set 2 400 500 55.5

Training set 3 400 1000 71.4
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Table 4 Results of YOLOv3 by three types of training sets

Class Accuracy Unrecognized rate Maximum
confidence

DCGAN Training set 1
(0%)

0.723 0.02 0.93

Training set 2
(55.5%)

0.741 0.01 0.97

Training set 3
(71.4%)

0.767 0 0.97

WGAN (with
conv structure)

Training set 1
(0%)

0.723 0.02 0.93

Training set 2
(55.5%)

0.745 0.02 0.93

Training set 3
(71.4%)

0.747 0.01 0.93

3.2.1 Recognition Performance

In order to prevent the recognition result from losing the reference meaning due to
the lack of diversity of the test set, we set up a crossover experiment. From the real
image of the training set, 100 images were taken as test sets multiple times, and the
remaining 400 were taken as new training samples. By testing samples that are not
included in different training sets, the ability of the network to identify targets in an
unknown state can be derived. After all, in practical applications, it is impossible to
train the network in all states of the target or in all backgrounds, so the robustness of
the network needs to be considered.

The YOLO3 network is trained by using three sets of training sets with different
sample proportions. The training is ended after the 50th epoch, and the batch size is
64. The test results in testing 100 pieces of three different targets, respectively, are
as in Table 4.

The three types of training focused on five different test sets to test the detection
performance of the target in the non-existent state of the training set and finally
averaged the corresponding five results of each group. Comparing the experiment
results, it can be found that the recognition accuracy of the network is improved after
the training set is added to generated images; it proves that the image generated by
optimized WGAN makes positive effects to the recognition ability.

3.2.2 Detection Performance

YOLOv3 has a strong detection ability for small targets in complex environments [7],
and the recognition experiment of small-sized target images is limited to the ability of
YOLOv3. In order to verify the effect of the generation of generated samples on the
network detection capability, it is necessary to detect and identify the target in a large
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Fig. 9 Recognition results of YOLOv3 for large scene images under different training sets: a there
are 6 measured target images embedded in the scene image as detection samples; b detection results
from YOLOv3 trained by the original DCGAN; c detection results trained by our method

scene [8]. The MSTAR dataset provides SAR images of 50 different environmental
scenes, corresponding to approximately 0.1 km of land in the actual scene. The
measured image of the ZSU 23 is synthesized in the scene image, and the same
composite image is detected using YOLOv3 corresponding to the original DCGAN
generated sample and YOLOv3 corresponding to the optimized WGAN generated
sample, respectively.

YOLOv3 was trained by a training set containing 1000WGAN generated images
and 400 measured images, and the total number of training was controlled at the
50th epoch. The result of detecting the same large-size scene image is as shown in
Fig. 9. In Fig. 9b, YOLO trained by the DCGAN identified 4 of the 6 real targets,
with an average confidence of 0.6625 and made a mistake. In Fig. 9c, the WGAN
trained YOLO identified 5 of the 6 targets with an average confidence of 0.808. It
can be seen that the image generated by our method is more effective in improving
the detection and recognition ability.

It can be seen that after the training set added to the generated samples, the
detection and recognition abilities of YOLOv3 have improved, which proves the
validity and superiority of the generated samples as the training set.

4 Summary

In this paper, we proposed a WGAN-based SAR image generation model. Our
method can generate SAR images with high quality, which can solve the small sam-
ple recognition problem. The new training dataset can be built by our method, and
the superiority also can be verified. The following conclusions can be summarized
through experiments:
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1. In the image generation experiments of DCGAN and WGAN, it can be seen
that the mode collapse phenomenon prevalent in DCGAN is eliminated by using
Wasserstein distance. It proves that Wasserstein distance has a positive effect on
the gradient transmission in training;

2. In the experiment of training YOLO by generated images, the YOLO corre-
sponding to the training sets of 500 generated images and 1000 generated images
increased the recognition accuracy by 2% and 3.4%, respectively. The validity
of the generated samples in training recognition network was confirmed.

3. In the large scene target detection experiment, the accuracy of WGAN assisted
training YOLO is higher, which proves that Wasserstein distance can effectively
improve the quality of generated samples. It has great significance for supporting
the train of deep learning networks.

The work in this paper verifies the feasibility of using GAN to generate SAR
images and verifies the validity of generated images by training YOLOv3. With the
gradual progress of the research on generative adversarial network, GAN has broad
application prospects in the field of remote sensing image data expansion and SAR
interpretation.
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Research on High-Resolution Synthetic
Aperture Radar Image for Varied
Antenna Beam Pointing

Yinghui Zhao and Xijuan Yue

Abstract The precise phase and amplitude are important for the application of the
high-resolution SAR image.Airborne synthetic aperture radar antenna beampointing
varies due to the instability of platform. The effect of the varied antenna pointing
on the high-resolution SAR image will be analyzed. A SAR signal model will be
established based on the relationship of the beam pointing and the gain of the echo.
The distortion of the phase and the amplitude of the image is discussed for two cases.
Finally, the simulation results will be provided to evaluate the development in this
paper.

Keywords Synthetic aperture radar · Antenna beam pointing · And impulse
response function

1 Introduction

As a remote sensing system, synthetic aperture radar (SAR) transmits the coherent
microwave, and the high-resolution image of the observed scene can be obtained
using the data focusing techniques. Advanced high-resolution SAR system can work
for many areas such as surveying and mapping, deformation monitoring, and crop
measurement; soon after the accurate imaging algorithms are implemented and the
precise information including the position, phase, and amplitude of the images is
provided [1].

Airborne SAR systems have been used widely for its good mobility and high
resolution of image. SAR imaging algorithms integrated by motion compensation
are used to process SAR data since there exist trajectory deviations from the nominal
rectilinear flight track for airborne SAR case due to the platform instability [2].

Besides trajectory deviations, attitude variations of aircraft are unavoidable dur-
ing SAR data acquisition due to atmospheric turbulence, which affects the antenna
pointing. The image quality is also degraded, which mainly presents as radiometric
resolution loss, geometric, and phase distortions. Attitude variations may be reduced
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by serving the real antenna to a fixed look direction and compensated by knowing the
illumination characteristics of the transmitting antenna at the image calibration stage.
An precise measurement of the antenna pointing angle is a pressing problem for air-
borne SAR, and it is important for calculating the Doppler centroid for SAR process-
ing andperforming correction of geometric displacement for groundmapping of SAR
images. In the case of the X-SAR of the SIR-C/X-SAR 1994 shuttle mission, it was
operated with an azimuth beamwidth of about 0.14° and an estimated antenna point-
ing uncertainty of about ±1° [3]. Besides measuring the antenna orientation angles,
Doppler centroid can be estimated from the raw data. Several clutter-lock techniques
have been proposed so far. They are energy balancing, correlation Doppler estimator
(CDE), sign Doppler estimator (SDE), maximum-likelihood estimation (MLE), and
radon transform-based ambiguity-free Doppler centroid estimation. This technique
compensates the attitude variation to some degree, and the compensation perfor-
mance is related to the accuracy of the Doppler centroid estimation. Nowadays,
the accuracy of Doppler centroid estimation has been increased to 1% of the pulse
repetition frequency (PRF) [4].

If the antenna pointing varies from its nominal direction, the processing geometry
will mismatch the acquisition geometry on the SAR imaging. The difference between
the processing geometry and acquisition geometry resulted from the choose of the
squint angle is discussed in [5], and it shows that although Doppler centroid for
data focusing varies with the change of the squint angle, the SAR image still can
be correctly localized in ZD geometry on pixelscale. The main reason is that the
Doppler band used for data focusing matches that of the acquisition data, where it
is assumed that the amplitude of the signal keeps constant in the Doppler band. In
fact, the envelope of the echo is related to the antenna pattern. If there is error in the
antenna pointing, the envelope of the echo will mismatch that in the Doppler band
used for data processing, which results in the distortion of the SAR image finally.
In this paper, a SAR signal model will be established based on the relationship of
the beam pointing and the gain of the echo, and the distortion of impulse response
function (IRF) of the point target is investigated.

This paper is organized as follows. In Sect. 2, the signal echo model is presented.
In Sect. 3, the data processing using an inaccurate beam pointing is derived in two-
dimensional frequency domain and the IRF of the point target is discussed for two
cases. In Sect. 4, the simulation results are provided, which test the developments in
our paper. The conclusions are drawn in Sect. 5.

2 Signal Model

Considering the SAR imaging geometry as shown in Fig. 1, where x-axis is parallel
to the trajectory of the antenna phase center(APC), z-axis is vertical, x-, y-, and z-axes
form a right-handed reference system and the origin o is chosen as the projection of
the APC at the time t = 0 onto the x-axis. The target P(x0, y0, z0) is located at the
center of the antenna beam at the time t = t0, where r is the distance from the target
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Fig. 1 SAR imaging
geometry
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to the APC and r0 is the range in the zero-Doppler plane, and the x-coordinate of
APC is x = vt0 with v being the velocity of the APC. θ and φd are the incidence
angle and the squint angle, respectively.

The target location can be represented by the range r and the x-coordinate of the
APC x as,

y0 = r0 sin θ = r cosφd sin θ

x0 = x + r sin φd (1)

Analyzing (1), the location of the target P can be expressed using (x, r) in conical
processing geometry [5] as well. The backscattered signal of the ground scene is
received by radar in the slant range dimension, and the center of the echo of the target
P is also located at (x, r) in the received data. Assuming that the radar transmits the
chirped pulse, the backscattered signal of the target P can be modeled as [5]

ss(x ′, r ′) = σP R

(
r ′ − R

D

)

× exp

(
− j

4π

λ
R − jkr (r

′ − R)2
)

w2(x ′ − x), (2)

where σP is the radar cross-section of the target P, and D and kr are the spatial
counterparts of the chirp duration T and rate k, respectively, where D = T ·c

2 and
kr = 4πk

c2 . λ is the wavelength corresponding to the carrier frequency f0, R(·) is the
rectangle envelope function, and w(·) is the antenna illumination pattern. R is the
distance from the APC to the target.
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3 Data Processing Using an Inaccurate Beam Pointing

3.1 Impulse Response Function Analysis

The signal model has been provided in Sect. 2. The expression of the backscattered
signal of the targetP is written in (2), wherew(·) implies the gain of the backscattered
signal varies when the antenna is moving in its aperture and the value of the function
relates to the beam pointing directly. In this section, the impulse response function
(IRF)will be used to investigate the impact of the varied beam pointing on the echo of
the target P. After the signal is compensated by the reference function, the spectrum
of the point target response can be expressed as

SS(ξ, η) = σP R
(
− η

2b

)
w′ 2(ξ − ξd) exp

(
− j

4π

λ
r

)

× exp(− jηr) exp(− jξ x), (3)

where b = 2πB
c with B being the system bandwidth, and η = 4π fr

c and ξ = 2π fa
vs

,
and fr and fa are the counterparts of the fast time and slow time in the frequency
domain, respectively, and the Doppler center ξd = η̃ sin φd with η̃ = η + 4π

λ
and its

mean ξ̄d = 4π
λ
sin φd .

The antenna weighting function w′ 2(ξ − ξd) indicates the impact of the beam
pointing. Ideally,w′ 2(ξ−ξd) is considered as a rectangle function theoretically,which
simplifies the IRF. However, w′ 2(ξ − ξd) would derivate from the ideal rectangle
functionwhen the reference function cannot compensate the instability of the antenna
beam completely. Hence, the SAR image quality would be affected by the varied
beam pointing.

3.2 Ideal Case of Rectangle Antenna Weighting Function

The ideal case of rectangle antenna weighting function will be discussed in this
section. Theoretically, it is assumed that the antenna pattern is rectangle, and it can
be seen that the envelope of SS(ξ, η) is a two-dimensional rectangle function. After
an inverse, two-dimensional FFT is implemented on (3), and the IRF can be written
as

yy(x ′, r ′) ≈ σP exp

(
− j

4π

λ
r

)
exp

(
j ξ̄d(x

′ − x)
)

× sin c
(
b(r ′ − r + sin φd(x

′ − x))
)
sin c

(
a(x ′ − x)

)
, (4)

where a = 2π
D representing the half of the azimuth spectral bandwidth. It can be

seen that effect of the varied beam pointing on the IRF of the target can be neglected
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with the flat antenna pattern assumption. Furthermore, if the antenna beam is limited,
which is often used to approximate the actual case, it means that the azimuth spectral
will be truncated due to themismatch of the Doppler center of the echo and that of the
processor when the beam pointing varies. The effect on (4) presented as a new value
of ξ̄d and the shrink of a, which results in the change of the azimuth phase ramp, the
shift of the range position for squint SAR, and the reducing azimuth resolution of
IRF.

3.3 The Case of a Sinusoidal Weighting Function

A simple sinusoidal weighting function w′ 2(ξ − ξd) will be discussed. When the
antenna beam swings, the amplitude of the echo of a target will be fluctuated due to
the beam pointing history varying from that of the constant pointing in its synthetic
aperture. A sinusoidal function w′ 2(ξ − ξd) is used to approximate the effect of the
beam pointing swing history and the IRF will be investigated in this section.

With the sinusoidal assumption, w′ 2(ξ − ξd) is written as

w′ 2(ξ − ξd) = cos(α(ξ − ξd))R

(
ξ − ξd

2a

)
, (5)

where α is used to represent the beam swing and the rectangle function R(
ξ−ξd
2a )

indicates that the bandwidth of the processor is 2a.
Substituting (5) into (3), we have

SS(ξ, η) = σP cos(α(ξ − ξd))

× R
(
− η

2b

)
R

(
ξ − ξd

2a

)
exp

(
− j

4π

λ
r

)

× exp(− jηr) exp(− jξ x). (6)

Implementing two-dimensional inverse Fourier transform, the IRF of the target
can be written as

yy(x ′, r ′) ≈ 1

2
σP exp

(
− j

4π

λ
r

)
exp

(
j ξ̄d(x

′ − x)
)

× sin c
(
b(r ′ − r + sin φd(x

′ − x))
)

× (
sin c(a(x ′ − x − α)) + sin c(a(x ′ − x + α))

)
(7)

It shows in (7) that there exist two peaks in the IMF of the target along the azimuth
direction due to the swing of the beam. And the two peaks will separate more as the
beam swings more drastically. If there are on swings in the synthetic aperture, we
can see that the IRF will become the same as that in the ideal case.
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The IRF of the target will be impacted by the varied antenna beam. We can see
that the simple sinusoidal antenna beam swings will result in the deviation of the
IRF from its normal expression. If the complicated movement of the beam pointing,
it may be not easy to derive an analytic expression of the IRF and the numerical
computation may be used.

4 Simulation Results

In this section, three cases of the beam pointing are simulated. The first case is
a flat antenna pattern assumption with broadside looking being the nominal beam
direction, which is a benchmark for the evolution of the results of another two cases.
Another two cases consist of a rectangle antenna pattern assumption with a deviation
of beam pointing from the nominal direction, and a sinusoidal weighting function
w′ 2(ξ − ξd) assumption resulted from the varied beam pointing, respectively. The
impacts of these beam pointingmovements on the IRF of the target will be discussed.

The simulation results are presented in order to invalidate the proposed develop-
ments in this paper. The SAR parameters used in simulation are collected in Table 1.
The radar is mounted on aircraft and operates at 6000 m altitude. The raw datasets
are simulated.

Firstly, the ideal case of the flat antenna pattern with squint angle φd being zero
is simulated, which can be considered as a benchmark for the other two cases. It is
obvious that the movement of the beam pointing has no effect on the echo of the
target. The IRF of the target is shown in Fig. 2, and it can be seen that the phase is
flat in the main lobe of the IRF because the Doppler center in (3) is zero.

Secondly, the rectangle antenna pattern is assumed, and the squint angle φd is
set to be zero. If the beam pointing keeps unchanged, the IRF of the target is the
same as that in Fig. 2. In Sect. 3.2, it is discussed that the Doppler bandwidth would
be truncated if the beam pointing deviates from its nominal direction. In order to
investigate the effect of the varied beam pointing on the IRF, the deviation of 1°

Table 1 Sensor parameters
used in the simulation

Carrier frequency antenna 3 GHz

Length in azimuth direction 1.0 m

Range delay 53 µs

Platform velocity 150 m/s

Pulse bandwidth 100 MHz

Pulse repetition frequency 600 Hz

Sampling frequency 200 MHz

Chirp duration 16 µs

Number of azimuth samples 6000

Number of range samples 6000
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Fig. 2 IRF of the target in the ideal case

from the nominal broadside direction of the beam pointing is simulated. The IRF of
the target is shown in Fig. 3. As can be seen, the resolution in azimuth direction is
reduced in Fig. 3b since the Doppler bandwidth of the IRF is truncated, and there is a
ramp in the phase in azimuth direction in Fig. 3d because the Doppler bandwidth has
been shifted and the Doppler center ξ̄d is shifted from zero too. If the beam pointing
deviates from its nominal direction more, the azimuth resolution will be reduced
more and the azimuth phase ramp becomes greater.

Thirdly, the sinusoidal weighting function resulted from the beam swinging is
simulated and the nominal squint angle is set to be zero. In our simulation, the
sinusoidal parameter α is selected to be 0.4. The presence of the disturbing term
cos(α(ξ − ξd)) causes the deviation of the spectrum of the target from its ideal one.
As can be seen from the results in Fig. 4, the envelope of the IRF of the target in range
direction is almost unaffected and that in azimuth direction is affected seriously,
where there are two separated peaks in Fig. 4b, which validates the analysis in
Sect. 3.3. Besides the envelope, we also investigate the phases in themain lobe of IRF.
It can be seen that the impact of the disturbing spectrumon the phase can be neglected.
The separation of two peaks in azimuth direction results in the broadening of the
azimuth main lobe actually and the flat phase has also been spread correspondingly.
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Fig. 3 IRF of the target in the case of the rectangle pattern assumption when there is a 1° deviation
of the beam pointing from its broadside looking direction

In our simulation, we also found that it is hard to observe the separated peaks if α

is less than 0.2, but the mainlobe is broadened due to the superposition of two near
peaks. And the two peaks are separated totally if α is greater than 0.6. The above
results illustrate that the beam swinging can result in the degradation of the SAR
image, and the SAR image will be difficult to be interpreted if there exists drastic
beam swinging during the data acquisition.

5 Conclusion

The varied antenna beam pointing on SAR image is studied in this paper. The echo of
SAR signal is discussed and the effect of the varied beam pointing on the SAR image
is analyzed in the two-dimensional frequency domain. The theoretical derivations
and the simulation results illustrate that both the amplitude and the phase of the IRF
will be distorted by the varied beam pointing, which is helpful for evaluating how
the varied sensor attitude impacts the application of the high-resolution SAR image.
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Fig. 4 IRF of the target in the case of the sinusoidal weighting function assumption with α = 0.4
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Data-Driven Fault Detection Methods
for Jilin-1 Satellite Attitude Control
System

Zhi Qu, Kai Xu, Yanhao Xie, Feng Li, Mengmeng Liu, Shuangxue Han,
Jiebing Liu, and Zhigang Chen

Abstract This paper studies the data processing and fault detection methods of
principal component analysis (PCA) and local linear embedding (LLE) for the Jilin-
1 satellite telemetry data of attitude control system (ACS). Aiming at the problem
that traditional data dimensionality reduction methods cannot extract key features
of nonlinear multi-dimensional telemetry data, the two methods are applied to the
feature extraction of ACS telemetry data of Jilin-1 satellite. Aiming at the problem
that the time-varying and multi-scale of telemetry data in the Jilin-1 satellite mission
mode leads to the failure rate of fault diagnosis. In combination with the statistical
SPE and T 2, design a data processing and fault detection method to obtain low-
dimensional key features. Finally, two methods are verified by telemetry data in
different mission modes of Jilin-1 satellite. The effectiveness of the two methods
of remote sensing data mining method is compared. The results point out that the
method can significantly improve the fault detection capability of ACS of Jilin-1
satellite.

Keywords Jilin-1 satellite · Telemetry data · Principal component analysis · Local
linear embedding · Fault detection

1 Introduction

On October 7, 2015, Jilin-1 has been launched at the Satellite Center in Jiuquan. Up
to now, Chang Guang Satellite Technology Co. LTD [1] has launched a total of ten
satellites, including eight high-resolution video satellites, one high-resolution optical
satellite, and one technical verification satellite. In 2018, Chang Guang Satellite
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Technology Co. LTD [1] will continue to launch nearly ten satellites to improve the
acquisition of constellation data and improve its external service capabilities [2].

The Jilin-1 satellite attitude control system (ACS) achieves that the satellite
changes its attitude slightly by the instructions, therefore, to achieve the satellite
normal orbit flight. In the previous long time, the system which can control the
satellite attitude will be used because it has a good reliability as the fundamental
advantages for the whole satellite normal flight [3, 4]. According to the database
statistics from satellite fault, highest possibility of failure can happen in attitude, the
power systems, or orbit which can arrive at 23% [5]. After the orbital instructions, the
Jilin-1 satellite will collect and the ground will receive a lots of telemetry informa-
tion. The data can indicate the situation of operation and payload. Then extracting the
lower-dimensional characteristic information from the higher-dimensional telemetry
information, it will have an improvement in the capability and reliability of satellite’s
abnormal detection. In Reference [6], authors found that neurophysiological func-
tions can be used to describe neural trigger rates, such as the angle and direction of the
eye. In the same year, in the Journal of Science, another article published by Tenen-
baum et al. In Reference [7], authors proposed the Isometric Mapping (ISOMAP)
manifold learning method to shorten the dimension from nonlinear data in which the
geodesic distance is used to replace Euclidean distance to obtain the neighborhood
graph. In Reference [8], authors proposed a local linear embedding (LLE) manifold
algorithm, which preserves the original data neighbor relationship when acquiring
low-dimensional coordinates. It is the emergence of LLE and ISOMAP that the man-
ifold learning has developed rapidly. In 2002, Silva gave the definition of manifold
learning, and from then on, manifold learning really became a research direction of
machine learning [9]. At the International Conference on Machine Learning held in
2004, manifold learning attracted the attention of many scholars. With the advance-
ment of machine learning, research on manifold learning has been further deepened,
and many research results have emerged at home and abroad. In foreign countries,
such as the Laplace mapping method (LE) proposed by Belkin, it solves the problem
of data feature extraction and dimensionality reductionwhen data sampling is uneven
or the data itself has holes. In Reference [10], authors proposed a Hessian Eigen map
(HE) method. In the application of fault diagnosis, manifold learning mostly stays
in the field of signal noise reduction and data reduction, and there are few fault diag-
noses documents. Although the application of manifold learning in fault diagnosis
is still immature, its research value cannot be underestimated as a forward-looking
research direction. In addition, the development direction after the fault diagnosis
date also points the direction for the promotion of the manifold learning method,
which is as follows: First, the nonlinear relationship between the observation data
and the running state of the object. Second, the difficulty of data processing caused
by high-dimensional data. Third, the ability of the fault diagnosis method to general-
ize the data. In Reference [11], authors analyze LLE-based satellite fault detection,
only for fault detection in stable mode, and does not demonstrate the fault extraction
effect in maneuver mode. In References [12, 13], aim to finish the fault detection in
the satellite ACS, the slidingmode controller and parameter estimation identification
methods are introduced, respectively. The control method [14–17] is not universal in
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the field of satellite fault detection and requires more accurate control system mod-
els. Parameter estimation can analyze and estimate model parameters to detect faults.
However, it still has the problem of long delay time for fault detection. In Reference
[18], machine learning and data extracting methods are introduced. The method can
find the abnormal parts from the telemetry data, and it is used the dynamic Bayesian
network to complete the deviation diagnosis. In Reference [19], authors summarized
some methods such as mining and detection of satellite telemetry data. In Reference
[20], firstly, the satellite telemetry data is collected according to the principal compo-
nent analysis (PCA) method, and its characteristic information is extracted. The fault
detection is completed by reducing the dimension and combining the vector machine
(SVM). Telemetry data of the satellite ACS transmitted under orbit reflects the over-
all state of the control system [21]. By analyzing the telemetry data of the ACS, it is
possible to determine whether a fault occurs, that is, effective fault detection. How-
ever, data-driven satellite attitude fault detection is still in its infancy, and technology
development is not mature and stable, and many fault detection technologies are still
needed.

With the rise of artificial intelligence and data mining, satellite telemetry data has
a very important application status as big data. In this paper, the telemetry data of the
satellite attitude control system is used to reduce the dimensional data, extract key
features, and quickly and accurately detect the failure of the attitude control system.

2 Theoretical Derivation of Algorithms

2.1 PCA

PCA is a statistical method of multi-dimensional data, and it has very broad scientific
and application values [22]. The basic idea is to linearly combine new variables
through the original variables in high-dimensional data [23]. These new variables
can focus on the information contained in the original variables. The algorithm can
be described as follows:

Step 1: There are N sets of samples, m parameters, and the sample values are
composed

X =

⎡
⎢⎢⎢⎣

x11 x12 · · · x1m
x21 x22 · · · x2m
...

...
. . .

...

xN1 xN2 · · · xNm

⎤
⎥⎥⎥⎦ (1)
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Step 2: Calculate the mean x̄i of each parameter and the standard deviation si .

x̄i=
N∑
j=1

x ji , si=
√∑N

j=1 (x ji − x̄i )2

N − 1
(2)

Step 3: Calculate the matrix R = [ri j ].

ri j=
∑N

k=1 YkiYk j
N − 1

, Yi j = xi j − x̄i
si

(3)

Step 4: Calculate the matrix R eigenvalue λ1, λ2, λ3, . . . , λm and eigenvector
Li = [l1i , l2i , . . . , l pi ]T.
Step 5: Looking for the main ingredient.

In the above-described characteristic value λ1, λ2, λ3, . . . , λm , an n value satisfy-
ing the following condition is calculated,

Cn =
∑n

i=1 λi∑m
j=1 λ j

≥ σ (4)

where σ is the confidence level, Cn is the cumulative contribution rate, thus, n
principal component components are determined, which can be expressed as follows.

Zi =
m∑
j=1

l ji Y j , (i = 1, 2, . . . , n) (5)

In the actual process of satellite attitude control, it should be noted that the satellite
attitude control system telemetry data parameters have different dimensions, such as
pitch angle and pitch angular velocity, to eliminate noise interference and the effects
of different dimensions, before applying the PCA to extract feature information, not
only the pre-processing mentioned above needs to be performed on the data but also
the parameters need to be standardized. The standardization criteria are as follows,

X̃ = [X − (I, I, . . . , I )T X̄ ]D−1/2 (6)

where D = diag(δ21, δ
2
2, . . . , δ

2
m) is variancematrix and X̄ = [x̄1, x̄2, . . . , x̄m] ismean

vector. According to the above algorithm description, it can be known that the nor-
malized data X̃ can be decomposed into several principal component representations,
as follows,

X̃ = t1L1 + t2L2 + · · · + tn Ln + E = T LT + E (7)
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where ti denotes the principal element score vector, Li principal component load
vector, and E model error [24, 25].

2.2 LLE

LLE is a typical nonlinear data processing method. On the one hand, it maintains
the original topology of the original data, and on the other hand, it implements
multi-dimensional data reduction [26]. LLE is different from other dimensional-
ity reduction methods. It uses local linear fitting to describe the low-dimensional
key features of multi-dimensional data, thereby achieving low-dimensional recon-
struction of nonlinear structures. After the local linear embedded data is reduced, the
reduced-dimensional data is recombined and its inherent key features are represented
globally.

Let the X = {
xi ∈ RD, i = 1, 2, . . . , N

}
be multi-dimensional data input space,

the Y = {
yi ∈ Rd , i = 1, 2, . . . , N

}
be multi-dimensional data output space, and

dimension of data is d < D.
LLE has 3 steps as follows.

Step 1: Searching for nearby points

First, the sample points in the initial data xi are statistically listed, the Euclidean
distance calculation is performed between any sample point in the list and other
sample points, and then, the distance values are compared in a list. The minimum
distance k from the target point is defined as the nearby point xi j .

Step 2: Constructing weight matrix

The weight matrix W is constructed by calculating the distance between the nearby
points of the sample points xi , and the formula for minimizing the construction error
is as follows

minε(W ) =
∥∥∥∥∥∥
xi −

k∑
j=1

wi j x j

∥∥∥∥∥∥

2

(8)

The minimum optimization problem has two constraints: on the one hand, the
construction of the matrix must be completed by the calculation of neighboring
points, wi j = 0; on the other hand, the vectors of the weight matrix W satisfy∑k

j=1 wi j = 1, the weight point of the j neighborhood point xi( j) of the sample
point xi is wi j .

From a geometric perspective, it is understood that the constraint condition∑k
j=1 wi j = 1 has translation invariance, that is, the arbitrary addition of a vec-

tor c to the satellite telemetry data sample point xi and its neighboring points will
not affect its reconstruction error.
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xi + c −
k∑
j=1

wi j
(
x j + c

) = xi + c −
k∑
j=1

wi j x j −
k∑
j=1

wi j c

= xi + c −
k∑
j=1

wi j x j − c

= xi −
k∑
j=1

wi j x j (9)

Solve its constraint solution minε(W ) =
∥∥∥xi − ∑k

j=1 wi j x j

∥∥∥
2
, assuming c =

−xi , so

∥∥∥∥∥∥
xi −

k∑
j=1

wi j x j

∥∥∥∥∥∥

2

=
∥∥∥∥∥∥

k∑
j=1

wi j
(
x j − xi

)
∥∥∥∥∥∥

2

=
∥∥∥∥∥∥

k∑
j=1

wi j z j

∥∥∥∥∥∥

2

= wT
i zz

Twi (10)

In Eq. (10), z j = x j − xi , zzT is k × k symmetric matrix, wi is a k × 1 vector,
called a Gram matrix, written as Gi . The Gram matrix contains the inner product of
all neighboring points, which is transformed into solving the minimum problem,

RSSi = wT
i Giwi (11)

According to
∑k

j=1 wi j = 1, there is (12).

L(wi , λ) = wT
i Giwi − λ

(
I Twi − I

)
(12)

Finding the partial derivative of Gi gives

∂

∂wi
L(wi , λ) = 2Giwi − λI = 0

∂

∂λ
L(wi , λ) = I Twi − I = 0 (13)

That is Giwi = λI/2, where the construction factor λ is adjustable and L(wi , λ)

is the minimum equation.
If k > D, in the case where the neighborhood point dimension k is greater than

the telemetry data sample dimension D, an infinite group of solutions will appear
when solving the least squares, then the reconstruction factor λ needs to be adjusted,
and the optimization problem can be solved:
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∥∥∥∥∥∥
xi −

k∑
j=1

wi j x j

∥∥∥∥∥∥

2

+ α

k∑
j=1

w2
i j (14)

where α > 0, the calculation steps are the same as mentioned above.

L = wT
i Giwi + αwT

i wi − λ
(
I Twi − I

)
(15)

Then, there is

2Giwi + 2αwi − λI = 0

2(Gi + α I )wi = λI (16)

We solve the weight matrix W .

Step 3: Calculating dimensionality reduction coordinates

With the weights kept constant, initial data points are constructed in the reduced-
dimensional space, while minimizing construction errors.

minδ(Y ) =
N∑
i=1

∥∥∥∥∥∥
yi −

k∑
j=1

wi j y j

∥∥∥∥∥∥

2

(17)

If the theory is to be true, the following constraints are required

N∑
i=1

yi = 0

1/N
N∑
i=1

yi y
T
i = I (18)

where I represents the d × d unit matrix.

N∑
i=1

∥∥∥∥∥∥
yi −

k∑
j=1

wi j y j

∥∥∥∥∥∥

2

= Y TY − Y T(WY ) − (WY )TY + (WY )T(WY )

= ((I − W )Y )T((I − W )Y )

= Y T(I − W )T(I − W )Y (19)

Define the “cost matrix” M = (I − W )T(I − W ), that is∑N
i=1

∥∥∥yi − ∑k
j=1 wi j y j

∥∥∥
2 = Y TMY , because 1/N

∑N
i=1 yi y

T
i = I , using the

Lagrange multiplier factor:
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L(Y, μ) = Y TMY − μ
(
N−1Y TY − I

)
(20)

MY = μ

N Y can be obtained, so Y is the eigenvector of M , μ is multiplier factor,
and L(Y, μ) is the minimum value of the equation containing Y and μ. In summary,
the dimensionality reduction coordinates can be calculated asM = (I−W )T(I−W ),
and it will obtain the feature vector Y .

3 Fault Detection Methods

The research object of this chapter is the telemetry data of Jilin-1 satellite ACS [1].
The LLE algorithm and the PCA algorithm were used to extract the dimensionality-
reduced data feature information of the multi-dimensional telemetry data, and the
statistics SPE and T 2 were introduced into the evaluation estimation scheme [1]. The
abnormal changes in the statistics curve were used as the basis for detecting the fault
[27, 28].

3.1 SPE Statistic

The calculation of SPE statistic is shown below.

SPEnew = ∥∥xnew − x̂new
∥∥2

(21)

where x̂new = ATAxnew is defined as the estimated construction weight of the new
sample point xnew.

The theoretical formula of SPE statistic for the control limit is shown below.

SPEα = θ1

⎡
⎣ca

√
2θ2h20

θ1
+ 1 + θ2h0(h0 − 1)

θ2
1

⎤
⎦

1/h0

(22)

In Eq. (22), λ j is eigenvalues of covariance matrices; h0 = 1 − 2θ1θ3/(3θ2
2 ),

θi = ∑m
j=i+1 λi

j , i = 1, 2, 3, cα is normally distributed value of the confidence
interval c. When SPEnew is less than the control limit SPEα , there is no abnormality.

3.2 T2 Statistic

The formula for calculating T 2 statistic for online update sample values is shown
below.
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T 2
new = yTnewΛ−1ynew (23)

where Λ is the covariance matrix in the mathematical expression of the sample
training data, described as Λ = YY T

N−1 .
The mathematical expression of the control limit of T 2 statistic is

T 2
α = α

(
N 2 − 1

)
N (N − α)

Fα(α, N − α) (24)

In Eq. (24), α is the confidence level, and F distribution function of N − α is
Fα(α, N − α); When Tnew is less than the control limit Tα , there is no abnormality.

The LLE and PCA algorithms were used to reduce the dimensionality of the
satellite ACS’s telemetry data to obtain reduced-dimensional coordinates, to obtain
a mapping matrix of multi-dimensional data coordinates to reduced-dimensional
data coordinates, and finally to perform fault detection tasks based on whether the
probability statistical results exceeded the control limit is shown in Fig. 1.

normal historical 
telemetry data

new sample 
points

Pretreatment

Application LLE and PCA to 
reduce dimensionality of data

Using mapping matrix to 
solve data low-dimensional 

coordinates

Using statistic to detect 
anomaly in low-dimensional 

coordinates
Solving the mapping matrix 
based on spatial coordinates

Pretreatment

Offline training mode Online detection mode
 

Fig. 1 Fault detection algorithm process chart
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4 Fault Detection Visualization

4.1 Telemetry Data Preprocessing

Jilin-1 satellite ACS has many telemetry parameters, that is, many dimensions, and
a large amount of telemetry data. In the process of receiving telemetry data, a lot of
noise will be introduced, which will negatively affect the extraction and processing
results of data features.Therefore, thefilteringof the initial data needs to beperformed
before the data is reduced.

The theoretical formula of a zero-order digital filter is shown below.

y1(n) = x(n) ∗ h(n)

y2(n) = y1(N − 1 − n)

y3(n) = y2(n) ∗ h(n)

y4(n) = y3(N − 1 − n) (25)

In Eq. (25), x(n) is the input signal, h(n) is the impulse response signal, and y4(n)

is the output-filtered signal. In order to verify the filtering effect, a zero-phase digital
filter was applied to the noise removal of the telemetry data of the satellite ACS,
and the telemetry data was preprocessed: outlier removal, sequence smoothing, and
uniform numerical scale [1]. The telemetry data before and after preprocessing are
shown in Fig. 2.

Figure 2a is the original signal after the unified dimension, and Fig. 2b is the
pre-processed data. The telemetry parameters are flywheel torque, attitude angular
velocity, fiber optic gyro angular velocity and magnetic torque current.

4.2 Visualization of Algorithmic Applications

If the telemetry data of the satellite ACS has a constant deviation, it is that the attitude
sensor drifts, a constant fault occurs in 530–550 points of the angular velocity in the
telemetry data. The fault form is θ̇out = θ̇0+
θ̇ f .
θ̇ f is a constant value of the fault
deviation, and the magnitude is about 0.26 °/s. The pre-processed data and the data
obtained after applying the PCA and LLE algorithms to reduce the dimensionality
are shown in Fig. 3.

In order to quantitatively describe the fault diagnosis accuracy of the two
algorithms, the accuracy rate A of the fault diagnosis is defined.

A =
√

σ 2
T 2 + σ 2

SPE

2
(26)
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Fig. 2 High-dimensional data: a unfiltered telemetry: 1, 2, 3—flywheel torque; 4, 5, 6—attitude
angular velocity; 7, 8, 9—fiber optic gyro angular velocity; 10, 11, 12—magnetic torque current;
b filtered telemetry: 1, 2, 3—flywheel torque; 4, 5, 6—attitude angular velocity; 7, 8, 9—fiber optic
gyro angular velocity; 10, 11, 12—magnetic torque current

In Eq. (26), σT 2 and σSPE , respectively, indicate the accuracy of fault diagnosis
using T 2 and SPE statistical monitoring charts,

{
σT 2 = 1 − (η f ·T 2 + ηo·T 2)

σSPE = 1 − (η f ·SPE + ηo·SPE )
(27)

In Eq. (27), ηf = n
N , ηo = m

N , ηf is false alarm rate (FAR), ηo is missing alarm
rate (MAR), n is false positive sample points, m is missing sample points, and N is
total fault sample points.

Under constant deviation, the detection results of statistic T 2 and SPE are shown
in Fig. 4. In order to quantify the effect of satellite ACS fault detection, Table 1 gives
different statistics of FAR and MAR under constant deviation. The statistical results
show that the quantitative statistical methods can meet the engineering application
of fault detection [1].

As can be seen from Table 1, the accuracy of PCA compared to LLE dimen-
sionality reduction data detection is slightly lower. Contrastive analysis can find out
the reason: PCA is used to data covariance structure. Once the principal component
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Fig. 3 Pre-processed data and reduced-dimensional results under constant deviation: a pre-
processed data under constant deviation: 1, 2, 3—flywheel torque; 4, 5, 6—attitude angu-
lar velocity; 7, 8, 9—fiber optic gyro angular velocity; 10, 11, 12—magnetic torque current.
b Reduced-dimensionality results under constant deviation

model is established, it will not change, but the attitude ACS telemetry data is time-
varying. The method of PCA is essentially a linear transformation, and there are
inherent deficiencies in dealing with nonlinear problems.

5 Summary

Aiming at the problem that it is difficult to analyze the failure detection of satellite
ACS with nonlinear multi-dimensional data, the data dimensionality reduction and
key features based on LLE and PCA algorithms are studied. Taking the telemetry
data of Jilin-1 satellite ACS as the research object, different algorithms are applied to
find out the key features of multi-dimensional data, and the probability detection SPE
and T 2 are used to design a satellite attitude control system fault detection scheme.
Finally, the simulation of the telemetry data of Jilin-1 satellite was visualized, and the
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Fig. 4 Test results of T2 and SPE under constant deviation: a PCA. b LLE

Table 1 Comparison of algorithm accuracy

Algorithm Statistics FAR (%) MAR (%) Accuracy (%)

PCA T 2 3.28 13.11 84.43

SPE 6.56 8.20

LLE T 2 4.92 6.56 93.57

SPE 1.64 0

results verified the effectiveness of the two schemes. The results show that the LLE
algorithm improves the accuracy by 9.14% compared with the PCA fault detection
method. This method effectively improves the fault detection capability of Jilin-1
satellite attitude control system, and has potential engineering application value.
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A Novel Framework of Artificial
Intelligent Geologic Hazards Detection
Over Comprehensive Remote Sensing

Yueying Zhang, Haonan Ran, Yuexing Peng, and Yu Zheng

Abstract National reports on the total economic loss of geologic hazards demon-
strate that landslides have serious negative economic impacts, especially in southwest
of China. Most of geologic hazards are widely distributed, highly covert, abrupt, and
devastating, which imposesmore challenges on landslide detection in the early stage.
Detection of slow landslides movement and prediction of the tendency of landslides
in mountain terrains have great potential for crisis area targeting, hazard preventing,
and people protection. Accordingly, in this study, we first propose a novel frame-
work of artificial intelligent landslides detection over comprehensive remote sensing
technique, from InSAR and high-resolution remote sensing images. The paper then
discusses in detail how to construct background database with typical elements by
categorizing sample sub-databases by versatile data features. In addition, a series of
relevant key techniques of importance including heterogeneous data fusion, object-
oriented surface coverage change detection, and intelligent comprehensive identifi-
cation of hidden geohazards have been thoroughly investigated. The new framework
has been successfully applied and verified in Jinsha River, China.

Keywords Landslide detection · Comprehensive remote sensing · Artificial
intelligence · Heterogeneous data fusion · Sample database

1 Introduction

Geologic hazards are major adverse events resulting from natural processes of the
earth, such as collapse, landslide, mudslide, ground collapse, ground subsidence and
so on, which are responsible for great loss of life and destruction of property. Moun-
tains occupy about 65% of the total land area of China with complex and active
geological conditions, which makes China one of the countries in the world with
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the most threatened vulnerable population suffering from the most severe geological
disasters. In 2018, around 3000 geologic disasters occurred in China with direct eco-
nomic loss reaching 1.47 billion Yuan. Most of the geologic disaster areas centralize
in the west of China [1].

Areas prone to earthquake fault zones, active volcanoes, slopes in heavy rain-
fall can be identified as landslides risks. Currently, national authority constructed
the suspecting landslides database with more than 0.3 million identified geological
hazard area with high risk, where it is a great occurrence possibility in the future
[2]. According to Brabb [3], at least 90% of landslide losses can be avoided if the
problem is recognized before the landslide event. General Office of the State Council
highlighted the need to exploit the full potential of remote sensing data to support
geological hazards including disaster preventing in its various phases and aspects
[1]. Obviously, the early-stage-landslides database is critical to support targeting,
hazard preventing, and paying intense attention to the specific area in great crisis.
However, a number of potential landslides have not been identified yet, since their
highly covert, abrupt and devastating features in nature [4]. To put it another way,
the identified database with potential landslides occupies only a very limited part
compared to the unknown trending landslides. In general, our research that has been
carried out to the known database is neither thorough or complete. Geologic hazards
prevention remains a challenging and demanding task.

Generally, mainstream geological hazards detection methods can be divided into
two categories: one based on expertise-oriented traditional methods and the other
based on remote sensing techniques.

Amajority of the research has been based on establishing the relationship between
the landslide-conditioning factors and landslide occurrence through spatial or statisti-
cal data analysis. Pardeshi overviewed traditional approaches such as inventory-based
mapping, heuristic approach, probabilistic assessment, deterministic approach, sta-
tistical analysis, and multi-criteria decision-making approach with rainfall threshold
model and other physically-based landslide susceptibility models included [5, 6].
Many methods are applied to select the landslide-conditioning factors relative to
landslide occurrence. However, these methods rely heavily on expert knowledge,
which is often subjective, time-consuming, and laborious. And the extracted fea-
tures are often limited to shallow information, thus unable to express the semantic
information that people often understand.

Remote sensing techniques are also exploited for geohazards mapping, mon-
itoring, and detection [7–10]. Satellite Interferometric Synthetic Aperture Radar
(InSAR) can provide ground displacement estimates obtained from processing of
large stacks of radar satellite images. Small baseline subsets InSAR technique is
applied to calculate the time-series deformation of the Jinpingzi landslide [7]. He
applies InSAR technology and surface professional monitoring method to identify
geological hazards [8]. Remote sensing optical images could also be considered as
a useful tool. A landslide inventory mapping framework is proposed in [9] based
on the integration of the majority voting method and the multi-scale segmentation
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of a postevent images, making use of spatial feature of landslide. InSAR and opti-
cal EO data are exploited in landslide mapping and monitoring during all phases of
emergency management: mitigation, preparedness, crisis, and recovery [10].

In recent years, thanks to the rapid development of big data and artificial intelligent
technology, neural network approach has emerged and has been successfully applied
in the field of landslide susceptibility assessment [11, 12], while few studies focus
on applying to geohazard detection and prediction.

Unlike the previous work, considering the current situation with hazards pre-
vention, we are trying to answer the two following critical questions in this
study:

1. How can we explore and study from the identified suspecting landslide database
with artificial intelligence?

2. How can we predict and detect the hidden potential landslide points with the
knowledge of known data samples in an extensive and efficient way?

To figure out the answer to the questions, in this paper, our contributions mainly
include the following three points:

1. We proposed a novel framework of artificial intelligent landslides detection over
comprehensive remote sensing technique from InSAR and high-resolution opti-
cal remote sensing images. By integrating these two mechanisms, we find that it
can effectively improve the efficiency of geological hazards detection by exper-
iment. The proposed framework applies the knowledge of existed database and
extends the simplified landslide prediction approach,which has been successfully
used and verified in Baige, Jinsha River, China [12].

2. We discussed in detail how to construct sample database including heterogeneous
data fusion step by step by categorizing sample sub-databases with a range of
data features.

3. A comprehensive identification model to determine the type, spatial location,
activity of hidden dangers of geological hazards, and to form a map of hidden
dangers of geological hazards is proposed.

2 Proposed Framework

A novel framework of artificial intelligent landslides detection over comprehensive
remote sensing technique is proposed through InSAR and high-resolution optical
remote sensing images. High-resolution remote sensing is mainly used for surface
conditions, including the acquisition of basic information such asmorphology, cover,
and ground type. InSAR, however, characterizes surface deformation by measuring
surface displacement. The joint application of the two with the aid of deep learning
method determines whether it is a landslide from the perspective of morphology and
deformation, respectively. The proposed approach has the following five principal
steps, as shown in Fig. 1.
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Fig. 1 Overview of proposed framework

As exploring and researching intelligent geological hazard identification meth-
ods based on deep learning and large amount of samples, comprehensively utilizing
remote sensing optical image big data, InSAR products, and other geographic and
geological related service data, can be employed to summarize and extract expert
knowledge. Meanwhile, high-performance computing makes large-scale prediction
feasible and also improves recognition efficiency. At the same time, the identifica-
tion of geological hazards based on artificial intelligence can be studied and explored
through changes in the wide-area spatial range under large time spans, integrating
with the geological hazard sample data recorded by experts, topographic data and
residential areas, roads, bridges, towns, water systems, etc. Incorporating basic geo-
graphic data like land use, land and space planning and other data, intelligently
mining the characteristics of geological disasters which are relatively consistent, and
further self-learning to analyze the possible slope movement direction, form and
impact scope of geological disasters could improve the reliability and accuracy of
early stage landslide identification overall.

Specifically,more research based on the framework in the followingfield is needed
to further carry out:

• The correlation model between influencing factors and geological hazards.

Under the guidance of expert knowledge, we are able to design an intensive deep
learning model that embeds expert knowledge as a priori information into a deep
learning network, or fuse heterogeneous information to design different types of
networks to extract a verity of characteristics and then integrate them through multi-
layer perceptions. Themodel accelerates convergence, reduces the number of training
samples, and improves the performance finally. Heterogeneous information includes
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information on topography, geomorphology, geology, climate, hydrology, human
activities, and other factors.

• Assessment andmonitoring of geological hazard risk assessment models and
key factors.

Under various typical geological conditions, different factors have different effects
on geological disasters. Based on the feature inversion technique, the impact level
assessment model of geological hazards is studied, and the threshold values of key
factors under various typical geological conditions are confirmed.

The traditional geohazards identification methods highly depend on subjective
expert knowledge and cost lots of human work and hours to identify the possi-
ble geohazard in risk areas one by one. The proposed framework based on AI has
excellent advantages over the traditional ones with the following three aspects:

1. Summary and highlight of expert knowledge.

Under the guidance of expert knowledge, the model of geological disaster area dis-
covery and risk assessment can be obtained through the study of historical geohazard
samples. When there are few samples or no samples at all, a semantic information-
based model is established to accomplish the explicit grammatical representation of
expert knowledge.

2. Promotion and application of expert knowledge.

The comprehensive integration of expert knowledge and the overall consideration
of both general rules and special scenarios are employed in the proposed framework
to improve the applicability of the model; In addition, the objectivity of the model
and the superior ability of big data processing improve the application value of the
framework.

3. Discovery of new knowledge and update of expert knowledge.

Machine learning/deep learning establishes a correlation model between influencing
factors and output results. Compared with the expert causal analysis model, it is
possible to discover new rules that experts have not mastered yet. After the expert
assessment/field survey, the new knowledge will further enrich the expert knowledge
base with original cognition and can feed back the optimization of the machine
learning/deep learning model in the other way.

3 Heterogeneous Database Fusion and Sample Database
Build

3.1 Sample Database Content

The construction of heterogeneous sample database mainly includes two aspects.
One is the element database related to geological disasters, and the other is the
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construction of the algorithm database. The element database is the basis and premise
of the algorithm database, and the algorithm database is the value embodiment of
the element database.

The two databases need to be gradually accumulated and improved, and the num-
ber and types of basic elements are increased through the accumulation, targeted
enhancement of the model, the universality of expert knowledge, and the discovery
of new knowledge.

1. The contents of the element database include the following types:

• Landform elements: mountains, slopes, ridges, rivers, lakes, etc.
• Ground cover elements: snow, vegetation (forests, pastures), clouds, etc.
• Human activity elements: roads, bridges, houses, etc.

2. The algorithm database is designed to achieve the goals of remote sensing big
data for various tasks. Taking geological hazard identification as an example, the
construction of the algorithm database mainly includes:

• Land subsidence clustered area identification model based on InSAR geolog-
ical deformation data;

• Ground element recognition model based on high-resolution remote sensing
image, including edge segmentation and target recognition model;

• Based on element segmentation and recognition, the high-resolution image
calibration model realizes image inconsistency caused by differences in
viewing angle, illumination, season, and surface cover;

• A time variation identification model of the geomorphic elements;
• Geological hazard identification model based on multi-source data fusion;
• Geological hazard risk assessment model and early warning model of key

factors.

3.2 Sample Database Category

Specifically, the contents of the sample database include the following four
categories:

1. Generate a library of geological remote sensing elements.

The inputmaterial library includes two types:One is a public service dataset of remote
sensing images like GF-1, GF-2, ZY-3, etc. This type of database contains various
types of geological elements but needs algorithms such as edge segmentation, object
recognition, automatic labeling to realize the identification, and labeling of geological
elements, as well as standardized pre-processing processes such as digitization and
coding of feature descriptions, and finally, form an element library. The second
category is a single-element database, but it may not be a remote-sensing image.
It needs to be digitized and encoded by various image processing such as scale
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Fig. 2 Database of geological remote sensing elements

transformation and perspective transformation, and finally constitutes an element
library (Fig. 2).

2. Construction of a geological hazard identification sample library based on
InSAR data.

The typical feature of geological disasters is obvious land subsidence deformation,
which is closely related to geological features such as slope and stratum, and the geo-
logical characteristics and deformation characteristics of historical samples provide
reference value for hidden dangers. Therefore, the corresponding algorithm model
is designed, and finally, a typical sample of geological disasters based on InSAR
ground deformation clusters under various typical geological conditions is obtained
(Fig. 3).

3. Construction of geological disaster identification sample database based on
remote sensing imagery.

Based on multi-temporal remote sensing images, after image registration, through
the edge segmentation, target recognition and time variation of the same target with
respect to surface cover, combinedwith gradient calculation, and slope recognition of
digital elevation model (DEM) data, the positive and negative samples of geological
disasters are constructed accordingly. The negative samples include the changes in
earthwork accumulation caused by artificial excavation of mountains such as road
construction, house construction, and the temporal changes of mountain volume

Fig. 3 Construction of a geological hazard identification sample library based on InSAR data
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Fig. 4 Geological disaster identification sample database based on remote sensing imagery

Fig. 5 Geological disaster identification sample database with multi-sources heterogeneous
information fusion

snow as the seasons. We could identify and label geological hazard levels with the
aid of geological data and historical samples (Fig. 4).

4. Construction of a geological hazard identification sample librarywithmulti-
sources heterogeneous information fusion.

On the basis of more types of data, through data fusion technology, not only the
typical sample construction of geological disaster types, grades, and their influencing
factors but also the key influencing factors and thresholds for triggering geological
disasters under various typical geological conditions are constructed. A sample of
values provides a basis for the identification and key monitoring of key elements
(Fig. 5).

3.3 Database-Built Process

As shown in Fig. 6, database-built process includes four phases.

1. Data collection, labeling, standardization, and storage management.

Firstly, collecting various types of images (remote sensing types) of geology, land-
forms, and ground coverings (roads, bridges, houses, snow, etc.) processed by remote
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Fig. 6 Flowchart of database-built processing

sensing images, and normalizing them through viewing angles, illuminance, defor-
mation, etc., are needed. And then through edge detection, target recognition, classi-
fication/clustering, automatic labeling, etc., the generation of basic element samples
can be achieved. Finally, file storage of sample element datasets can be constructed
by the storage and retrieval processing by unified coding, abstract generation, etc.

2. Regularization of expert knowledge.

In the early stage of the establishment of the sample library, expert knowledge has
extremely important guiding value, and it is necessary to translate expert knowledge
into rules that can be utilized by machine learning. Specifically, it includes four
aspects of design:

• Determination of the influencing factors.

When the sample dataset is small, it is difficult to quantitatively analyze the relativity
between the influencing factors and the results. At the same time, the convergence
of the machine learning/deep learning model is difficult to guarantee. Therefore, it
is necessary to draw on the expert knowledge to select the influencing factors and
perform appropriate preprocessing and digitization to make the model applicable
with fast iteration.

• Performance metric design and labeling accuracy review.

The model performance of machine learning/deep learning depends largely on the
design of the cost function, and the measure of performance depends on the needs
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of the application. Thus, the judgment and grading of the expert knowledge on the
result are transformed into the design of the cost function. As the sample increases,
the cost function, performance metric, etc., are adjusted accordingly.

• Integration and revision of expert knowledge.

Due to the diversity of knowledge with different field, the complexity of geologi-
cal remote sensing problems, the difficulty of evaluation of results, and the diver-
sity of modeling methods, inconsistencies between expert knowledge are inevitable.
Research committee voting, multi-mechanism weighting, and other methods should
be considered to adjust the expert knowledge, and the expert knowledge should be
gradually revised as the sample increases.

• Embedding of expert knowledge.

Embedding expert knowledge into the deep learning network through data processing
can effectively accelerate the convergence of the model and reduce the number of
training samples, thus greatly improves the efficiency of deep learning.

In this method, by referring to the effectiveness of expert knowledge on the data
processing method, the hidden layer of the data processing form is added at the
bottom of the deep learning network, and the specific data processing method can be
utilized efficiently. In addition, integrated learning can be used to process the specific
processing of heterogeneous data with a suitable network, and then integrate it with
the end-to-end learning network through a fully connected layer to achieve a larger
model capacity at a smaller network scale. Moreover, model training and feature
extraction can further accelerate network convergence.

3. Model training and rule learning on the sample set to build and optimize a
model library.

On the different datasets, the appropriate model and training algorithm are designed
for construction of the algorithm library. For example, on the InSAR dataset, the
surface deformation group is identified by the two-dimensional filtering model; the
Bayesian classifier is designed and trained by combining DEM elevation data, strati-
graphic/geological data, and historical sample data to realize the assessment of geo-
logical disaster risk level. On the remote sensing image dataset, through the models
of edge segmentation, target recognition, time change rules identification, geologi-
cal hazard identification, etc., the positive and negative sample algorithm library and
sample library of geological disasters are established. On the basis of masteringmore
types of heterogeneous data, such as InSAR images dataset, multi-temporal remote
sensing image dataset, geological/stratigraphic dataset, and DEMdataset, we need to
design integrated learning and deep learning models of multi-source heterogeneous
fusion to implement a sample library build that includes critical factors and algorithm
models.

4. The updating and improvement of expert knowledge.

As the project progresses, more and more datasets and samples can be obtained, so
that the algorithm library and the sample library can be gradually improved through
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incremental learning to enhance the versatility, applicability, performance, and effi-
ciency of the model. At the same time, according to the specific application, the
active learning model is designed, and the model is quickly converged by actively
selecting the most similar and effective samples.

4 Object-Oriented Surface Coverage Change Detection
and Automatic Information Extraction

As shown in Fig. 7, the technical process includes four phases of data acquisition,
change detection, object-oriented classification, and slope surface change extraction.
According to the differences in the formation, development, and image characteris-
tics of geological hazards in different regions and types, the surface slope change
detectionmodel of subsurface slopes is established to increase the detection accuracy.

The regional surface cover change detection is carried out for the slope, and the
high-resolution remote sensing data of repeated observations is used to find out the

Fig. 7 Technical process of object-oriented surface coverage change detection and automatic
information extraction



468 Y. Zhang et al.

state change process related to geological disasters such as landslides and mudslides.
The object-oriented high-resolution remote sensing image change detection method
is used to segment the ground object. The spectrum, texture, shape, and related
ecological element information of the object are comprehensively considered to
improve the accuracy and integrity of the change detection.

Multi-temporal high-resolution optical remote sensing data, the image spectrum,
texture, morphological characteristic parameters, and vegetation parameters such as
vegetation index and soil moisture obtained through image inversion are taken as the
main indicators, and image registrations and transformation methods are also used.
The change detection method of the element performs change detection to retain
more detailed information of the image while quickly acquiring regional surface
changes.

Based on the above-mentioned indicators of change detection results, combined
with topographic information such as elevation, slope, and aspect, we use exist-
ing geological hazards as samples, and specific information on the effective slope
surface changes can be obtained by object-oriented classification techniques, multi-
scale segmentation, feature extraction, recognition rule creation, and classification
extraction.

Finally, landslides and debris flows information on slope surface cover changes
associated with geological hazards can be extracted by object-oriented classification
change detection method using multi-temporal high-resolution optical satellite data,
taking image spectrum, texture, morphology, vegetation index, soil moisture as the
main parameters, referring to existing geological disaster samples and topographic
data all together.

5 Intelligent Comprehensive Identification of Hidden
Dangers of Geological Hazards

The comprehensive identification of hidden dangers of geological disasters uses
the information of surface deformation and coverage change obtained in the early
stage, and takes the existing geological disasters as a sample, combined with the
background data of pregnancy disasters, and establishes the identification model
based on artificial intelligence technology. Geological hazard identification depends
on the InSAR ground deformation dataset, the remote sensing image dataset data
processing, and the DEM dataset, stratigraphic information, historical geological
hazard records and other data, through the artificial intelligence method to evaluate
the risk level of the geological hazard area, risk prediction based on time variation
rules, determination of key predisposing factors and their thresholds, expert systems,
etc.

The technical route is shown in Fig. 8. The specific process is: under the com-
prehensive guidance of expert knowledge, firstly, based on the InSAR ground defor-
mation map, determine the ground deformation and accumulation area, obtain the
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Fig. 8 Intelligent comprehensive identification of hidden dangers of geological hazards

suspected area distribution of hidden dangers of geological disasters; meanwhile,
based on multi-period remote sensing image dataset through the image processing,
the change law of the landform cover is identified, and the target area is recognized
to eliminate the hidden area of the non-geological hazard. Combining the results
of the above two types of geological hazard suspected areas, with the aid of DEM,
stratigraphic information and historical geological hazard area information, artifi-
cial intelligence methods such as machine learning, deep learning, and integrated
learning are employed to accomplish the identification and risk of geological hazard
areas. We have proved this solution feasible and efficient in case study in Jinsha
River, China [12].

6 Summary

This paper proposed a novel artificial intelligent framework of geological hazards
detection over comprehensive remote sensing. This approach investigates morphol-
ogy of the landslide, surface cover changing, studies the formation, development of
disasters, and reveal the potential disaster situation by the high-resolution remote
sensing image change detection. InSAR monitoring is used to obtain the surface
deformation of the disaster body to characterize the movement and deformation
state of the slope, and to determine the slip size, activity stage, and development
trend of the slope; The embedded deep learning algorithms take a thorough judg-
ment from the disaster situation, the current deformation situation, and the potential
disaster situation; the early identification before the disaster happens is realized
automatically and efficiently. The main procedures in the framework, such as sample
database building, object-oriented surface coverage change detection, and intelligent
comprehensive identification methods are also fully investigated in our study. The
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proposed framework is going to apply with hidden disaster detection projects in
Guizhou province, Tibet, Sichuan province soon.
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Automatic Prediction of Landslides Over
InSAR Techniques and Differential
Detection Using High-Resolution Remote
Sensing Images: Application to Jinsha
River

Yueying Zhang, Haonan Ran, Yuexing Peng, and Yu Zheng

Abstract With a rapidly increasing population on or near steep terrain in south-
west of China, landslides have become one of the most significant natural hazards.
Thus, quick detection, prediction, and identification of early signals of landslide
occurrence are critical for prompt emergency information, rescue efforts, and miti-
gation of further damage such as collapse of a landslide dam. Accordingly, in this
paper, a prototype of early-stage-landslide detection is introduced. We construct a
new automatic approach to extract landslides from remote sensing imagery, both
optical and radar for quick prediction and detection before disasters, achieved by
combining interferometric synthetic aperture radar (InSAR) with differential detec-
tion method using multi-temporal high-resolution optical images. The idea behind
the novel approach is to identify potential landslides by typical distribution features,
deformation, and tendency of landslides, including the result of expert second opin-
ion. To verify the feasibility of this landslide prediction system, a case study was
performed in Jinsha River area. It is found that the use of automatic detection of the
potential landslides over satellite imagery allows the identification and characteriza-
tion of the affected areas based on landslide features. It is expected that the prototype
of landslide prediction can provide early recognitions before severe landslides occur.
Total of eight active small-scaled landslides in early edge covering study region are
automatically detected.

Keywords Landslides · Early recognition · Remote sensing · InSAR

1 Introduction

Landslides are a kind of serious natural geological hazards caused by masses of soil,
rock, and debris flowing down steep slopes under the influence of gravity during
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periods of heavy rainfall, earthquake, rapid snow melt, etc. It is reported in 2017
and 2018 in China that landslides happened more repeatedly than before, and their
damages are massive and destructive with significant national impact, including loss
of life, and damage to communication routes, human properties, agricultural fields
and forest lands. In 2018, around 3000 geologic disasters occurred in China with
direct economic loss reaching 1.47 billion Yuan [1]. Most of the landslides occurred
in the southwest of China. In these mountainous regions, full of rocks with steep
slopes are highly likely to collapse in active geological events, whichmakes Sichuan,
Tibet, etc., the most threatened vulnerable provinces suffering from the most severe
geological disasters, such as landslides.

National and local disaster mitigation initiatives have setup research and devel-
opment agenda to propose new approaches for landslides prevention in advance and
more in general to improve the efficacy detection provided for crisis response and
mitigation. For example, General Secretary Xi Jinping presided over the third meet-
ing of Central Financial and Economic Affairs Commission. It was clearly stated:
Constructing natural disaster prevention and control system to improve natural dis-
aster prevention ability in the whole society. Meanwhile, it was proposed to promote
the construction of the “Nine Major Projects,” including: Implement disaster risk
investigation and key hidden danger investigation projects, master the risk hidden
danger base, implement natural disaster monitoring, and early warning project [2].
Thus, quick detection, prediction, and identification of early signals of landslide
occurrence are critical for prompt emergency information, rescue efforts, and miti-
gation of further damages and arouse lots of attention from the academic field and
government.

This paper constructs an automatic method to extract landslides from comprehen-
sive remote sensing techniques for quick prediction and detection before disasters.
The remainder of the paper is organized as follows.

Section 2 describes related work in landslide movement monitoring, and other
methods for landslide detection and prediction. The contributions of our work have
been introduced. In Sect. 3, we detail the methodology including geographic changes
detection over interferometric synthetic aperture radar (InSAR) products and object-
oriented surface coverage change detection over differential detection from high-
resolution remote sensing imagery. In addition, we demonstrate this concept through
a simulated example and practical case studies in the Jinsha River in Sect. 4. Perfor-
mance with respect to InSAR deformation area, edge segmentation, and interference
suppression has been analyzed and recognition of hidden landslide map in the study
area has been automatically demonstrated and categorized by the risk level. Finally,
we conclude in Sect. 5 and in the same section, future work is also discussed.
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2 Related Work and Contributions

In this context, various mapping techniques have been implemented for the landslide
movement and prevention. These include landslide inventories, landslide displace-
ment inventories, landslide hazard assessments, and landslide vulnerability assess-
ments [3–10]. Among all of these studies, landslide prediction and detection are
fundamental for the prevention, assessment, and reduction of landslide hazards and
risks.

Detection and real-time monitoring after landslides occurred have been thor-
oughly focused in the academic and industrial field.Wireless sensor networks (WSN)
are one of the major technologies that have contributed to real-time monitoring [3,
4]. However, WSN has a group of limitations, such as lowmemory, power, and band-
width. Additionally, it is practically difficult to deploy WSN in a largescale in order
to explore the whole area at risk in view of high expense with great number. It is
more acceptable for use in a specific limited area locally. Furthermore, implement
in hostile environment where no one could get access to is still impractical, since
landslides are widely sparsely distributed.

Besides WSN, remote sensing imagery, both optical and radar, has been used
extensively for observation of the geomorphologic changes of landslides [5–10],
creating new opportunity for scientific community. Optical remote sensing images
with high spatial resolution offer the possibility for landslides recognition and objects
classification on earth surface. Nichol utilized stereo satellite images from IKONOS
very high-resolution sensors to detail the landslide hazard assessment for larger areas
[5]. A high-resolution digital terrain models based on the detection of thresholds
derived by the statistical analysis of variability of landform curvature is proposed in
[6] to automatically detect and highlight the location of shallow slope failures and
bank erosion. The use of automatic detection of the landslides over satellite imagery
also allowed the identification and characterization of the affected areas, themapping
of the landslide features and the calculation of the displaced sediment volume [7].

Compared that optical remote sensing could be impacted by certain weather con-
dition like fog or cloud, the InSAR technique shows major advantages due to its
broad coverage and its high spatial resolution under all weather conditions. InSAR
is an imaging technique for measuring Earth’s surface topography and deformation,
especially where standard interferometry is problematic [8–10]. InSAR images can
be obtained by directly measuring the radar phase difference between two separated
antennas taken from the same view in the same surface area. These features provide
landslide detection possible solutions with InSAR. Authors of [8] quantify how the
choice of independent digital elevation model (DEM) influences InSAR results for
the purposes of resolving the movement of active landslides. TerraSAR-X images
have been analyzed in [9] and a good combination of filters and enhancement tech-
nique for the automatic landslide detection is described. InSAR deformation images,
InSAR coherence maps, SAR backscattering intensity images, and a DEM gradient
map are combined in [10] to detect active landslides by setting individual thresholds.
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As mentioned above, although many efforts have been made and approaches
to landslide monitoring and detection, fewer researches carried out with respect
to landslide prediction. It is of great significance to improve accuracy, efficiency,
and automation for early landslide detection and prediction before the landslide
occurs. The existing methods have more or less performance limitations and many
approaches are sometimes limited to certain fixed scenarios. In addition, as the most
common techniques to landslide prediction, visual interpretation, and geomorpho-
logical field surveys highly depend on expert knowledge and are also quite time-
consuming and labor-intensive. It is impossible to predict the potential landslides in
largescale efficiently in the traditional way. Therefore, this paper aims at improv-
ing the performance of landslide prediction in relation to automation and accuracy
by incorporating InSAR techniques with high-resolution remote sensing imagery to
identify morphology, deformation, and situation of the active area.

In this study, our contributions mainly include the following four points:

1. We first introduce a comprehensive remote sensing method for automatic detec-
tion and prediction of slowly moving landslides using InSAR products and
high-resolution images, including deformation maps, DEM, and GF-2 images.

2. We then apply this method to map active landslides in a large region in Baige,
Jinsha River, Southwestern China. The spatial segmentation for a specific land-
slide is analyzed in detail, the temporal time-series deformation results are
achieved using differential detection technique, and the accuracy of deformation
measurements is verified using independent InSAR observations.

3. We were successfully able to suppress noise in the image, identify landslide
signals, and classify potential landslides from other surface changes with expert
knowledge.

4. The detected potential landslides are finally analyzed and verified by independent
expert survey.Our approach proposed herewill contribute to the rapid assessment
of landslide hazards, prompt emergency information, rescue efforts, and further
hazard mitigation.

3 Methodology

The comprehensive identification of hidden dangers of hidden landslides uses the
information of surface deformation and coverage change obtained in the early stage,
and combines with the geomorphic features of hidden disasters, and establishes the
identification model based on comprehensive remote sensing technology. Landslide
identification depends on the InSAR ground deformation map, the multi-temporal
remote sensing image processing, and the DEM dataset, stratigraphic information,
historical geological hazard records and other data to perform the hidden landslide
identification map, and category the risk level of the geological hazard.
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3.1 General Procedures

The technical procedures of proposed landslide prediction method are shown in
Fig. 1. According to the comprehensive guidance of expert knowledge and the spe-
cific geomorphic features of hidden disasters, firstly based on the InSAR ground
deformation map, we determine the gathered ground deformation and accumulation
area which is coherent with the characteristics of hidden landslide physically collaps-
ing together with thewhole slope in a steepmountain cliff. Then, we obtain an overall
distribution of suspected area with hidden dangers. Meanwhile, we need to refine the
rough version of hidden landslide map in detail by recognizing the developing and
continuing slide tendency based on multi-temporal remote sensing image change
detection. Furthermore, the deformation in the target area by man-made interference
which is non-geological hazards like building houses or roads should be eliminated

Fig. 1 General procedure of landslide prediction methodology with proposed approach
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and deleted from the first version of the hidden danger distribution map. Comparing
the results of the above two types of geological hazard suspected areas, with the aid of
DEM, stratigraphic information, and historical geological hazard area information,
comprehensive remote sensing techniques are used to accomplish the identification
and grade the risk of geological hazard areas.

3.2 Study Area and Input Data Selections

The Jinsha River is the upper course of the Yangtze River. Study area Baige is
located around the border of Sichuan Province, Tibet, southwestern China. Because
of frequent geological activities, the structure of the mountain body is relatively frag-
mented and is easily affected by rainfall and earthquakes [11]. This fact is probably
responsible for large-scale landslide that historically occurred in Baige twice in 2018
(Fig. 2).

The analysis of this paper is based on automatic hidden landslide recognition,
which was conducted using remote sensing techniques. Synthetic aperture radar
(SAR) images were acquired by Sentinel-1, which provides continuity of C-Band
SAR data for operational applications and to contribute to Global Earth Observation
Systemof Systems [12]. The 30SAR imageswe utilize in this research fromSentinel-
S1A spanning from March 2017 to March 2018 with ascending track.

Imagery for the automatic geomorphic change detections used in this research
was acquired by GaoFen-2 (GF2), with high spatial resolution (4 m/pixel for bands
R, G, B and NIR and 1 m/pixel for the panchromatic band). The width of imagery

Fig. 2 Study area located in
Baige, Jinsha River, China
(GF-2 satellite data)
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is 45 km and coverage period is 69 days. We preprocessed three remote sensing
images, which were acquired on April 16, 2016, February 9, 2017, and March 6,
2018, covering 45 km2.

3.3 Suspicious Landslide Recognition Over InSAR

With the capability of surveying large areas efficiently under all kinds of weather
conditions both during day and night, InSAR techniques have proven very useful for
detecting and mapping landslides. InSAR techniques have been described in detail
in [8–10]. We employ it to show the time-series deformation of Baige, Jinsha River
area, and identify suspicious landslide signals from the InSAR deformation map
shown in Fig. 3.

For the automatic detection of landslides from an InSAR deformation map, we
need to suppress noise in the image, identify signals, refine, and classify landslides
from other surface changes. In this section, we explain a method to identify landslide
signal from the InSAR products efficiently.

Fig. 3 InSAR deformation map of study area
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3.3.1 Suppress Noise in the Image

A landslide is considered a relatively rapid mass wasting process that causes the
down slopemovement ofmass of rock, debris or earth triggered by variety of external
stimulus. From Fig. 3, we can see the deformation velocities per year in the study
area roughly between 20 and 100 mm. An appropriate threshold is set to determine
if the area is prone to landslides, because a place with low deformation velocities is
unlikely to be a geohazard threat.

Additionally, from other characteristics of hidden landslides which a small area of
earth moves together down the same slope, it is coherent to the gathered distribution
cluster over the InSAR deformation map. We applied multiple filters and enhance-
ment process to suppress noises and enhance signals. The original images include
random noises and foreshortening zones, which are usually in form with scattered
points. We tried to suppress the random noise and mask foreshortening zones.

A two-dimensional 5 × 5 sized convolution filter was applied to keep the accu-
mulated clusters and reduce the random noise pattern. The standard deviation of the
bilateral filter, threshold of intensity for masking, and window size of the median
filter are adapted to control the effects of the filtering.

3.3.2 Identify Signals of Hidden Landslides in the Image

Landslides change the vegetation of the ground surface and topography,which affects
the distribution of deformation velocitiesmap. The region of the suspicious landslides
should clearly be shown in the clustered points from the deformation velocities map.
Pixels with intensity larger than a threshold were extracted and a binary image was
created.And small-isolated objectswerefiltered out by applying 2Dconvolutionfilter
on the image. To identify small objects close each other which is prone to continue
movement down slope, we stored the selected 5× 5 pixel frames as identified signals
of suspicious landslide scars.

3.4 Object-Oriented Surface Differential Coverage Change
Detection

Based on obtained suspicious landslide scars mentioned above, we have a guidance
to examine and investigate further if the suspicious landslide scars are potentially
risky or not. High-resolution remote sensing is a great aid to exclude the interferences
and accomplish the prediction of hidden landslide distribution. As Fig. 4 described,
through the time difference processing of remote sensing images taken at different
times in the same suspicious landslide area framed before, the trend graph of geomor-
phic features changing with time is obtained. Since this trend is expected to continue
and may increase in the future with the influence of gravity and geological causes.
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Fig. 4 Object-oriented surface differential coverage change detection

Based on the knowledge of experts, the features extraction and prediction model
of geographic feature change detection are established for specific regions whose
changes exceed the predetermined threshold. Specific network details and design
ideas are shown in the following sub-sections.

3.4.1 Landslide Geomorphic Features

The geomorphic variation characteristics of hidden landslide include:

1. Morphological characteristics: long strip changes with down slope direction;
2. Size: usually in smallscale;
3. Positional features: extension along slope with long axis;
4. Dynamic change characteristics: graduallymove down to the bottom of the slope,

etc.
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Fig. 5 Terrain slope and aspect of study area

3.4.2 Terrain Information Extraction

Use of digital elevation model (DEM) is of immense importance in landslide hazard
assessment. DEM contains a large number of various terrain structures and feature
information, which is the basic data for quantitatively describing spatial changes
such as geomorphological structure and hydrological process and is the data source
for terrain information acquisition. The project mainly extracts basic topographic
information, slope, aspect, surface area, etc., according toDEMdata.Complex terrain
information including ridgeline, valley line, topographic feature surface, etc., also
can be extracted from DEM with good resolution. Figure 5 shows the terrain slope
and aspect of study area that we obtained from DEM.

3.4.3 Multi-temporal Differential Change Detection of Developing
Hidden Landslides

Image preprocessing includes geometric correction, radiation correction, and multi-
sources registration over several high-resolution GF-2 remote sensing data shooting
for the same area in separate years. Image registration is the very important process
of transforming different sets of data into one coordinate system. Data applied here
are multiple optical images, from different times, depths, or viewpoints. Registration
is necessary in order to be able to compare the data obtained from these different
measurements.

After image preprocessing, object-oriented remote sensing image segmentation
classification is introduced. According to the color, shape, texture, and other char-
acteristics of the image pixel, the adjacent pixels with the same feature or satisfying
certain similarity conditions are composed into one image object, and then according
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to the image object and the various features of the object classify it. We use edge seg-
mentation method to detect the slopes which are suspicious area shown in processed
deformation distribution map over InSAR. Differential detection method in [13] is
employed here to compare the change difference. Especially, we extend the method
to investigate the dynamic change characteristics of the hidden landslide area over
years.

Clustered deformation area shown over InSAR can be triggered by gradual pro-
cesses or by external mechanisms including human activities, such as road building
or construction activity loading on upper slopes, or a combination of these and
other factors. In the absence of geological survey data, we use the machine learning
methods such as classification/clustering to distinguish the geographical changes
of geological hazards and non-geological hazards. Construction of buildings and
roads/rails/bridges are identified and excluded to achieve more reliable geological
hazard areas identification and prediction.

Finally, after comparing the investigating area with radar and optical remote sens-
ing techniques carefully and exclusion of the non-geological hazards-caused clus-
tered deformation, we utilize DEM geological information and historical geohazard
record to update the risk level. Different rules are taken into consideration, for exam-
ple, slopes less than a threshold (15° is set as the threshold here) obtained fromDEM
are excluded, since slopes are not steep enough and it is unlikely for landslide fail-
ures soon. The hidden landslide distributionmapwith different risk levels is achieved
with experts recheck.

4 Experimental Results and Analyses

We focus on the same framed out 45 km2 area with that of optical remote sensing
imagewe chose fromGF-2, so that the clustered deformation patterns are supposed to
be consistent with the landslide distribution investigated in the later section. Before
noise suppresses process, we found out 249 areas depicted in Fig. 6a where the
average deformation higher than the threshold we set. After noise suppress process,
22 clustered area pointed in Fig. 6b are found as the suspicious landslide deformation
area where we need to further investigate in high-resolution remote sensing images.

We investigated these 22 small-scale areas one by one after object-oriented surface
differential coverage change detection shown in Fig. 7, we successfully found out
four hidden landslide scars fitting with geomorphic features described in Sect. 3.4,
and another four hidden landslide scars with clustered deformation from InSAR
product but without obvious geomorphic changes detected over years from multi-
temporal optical images. Fourteen other landslide scars have been detected as non-
geohazards, caused by human activities with six houses building in blue and eight
road constructions in green, depicted in Fig. 7, respectively.

Comparing the landslide deformation map over InSAR with high-resolution
images for the specific area considered, the clustered deformation patterns are verified
to be consistent with the landslide distribution in Fig. 8. The landslide scars shown
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a b

Fig. 6 Landslide deformationmapover InSAR (before and after noise suppress asa,b, respectively)

Fig. 7 Hidden landslide scars distribution map (before excluding non-geological hazards)

change signals in both remote sensingmethodswill be considered as high-risk hidden
landslide spots.

Figure 9 depicts six non-geohazard places caused by houses building, explaining
the deformation signals shown in landslide deformation map over InSAR but turn-
ing out to be human activities caused deformation. The deformation or landslides
caused by human activities such as road construction and houses build should not
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Fig. 8 Hidden landslide scars analysis combining with deformation map over InSAR

Fig. 9 Non-geological hazards analysis in hidden landslide scars distribution
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Fig. 10 Hidden landslide scars distribution map with risk-level assessment

be considered as threats since geomorphic features changing with time is unlikely
to continue and increase in the future compared to geohazards caused by continu-
ous geological factors. Therefore, we discard the detected non-geohazards scars as
inference samples. In this way, the performance of the proposed automatic prediction
of landslide in early stage in view of efficiency has been significantly improved by
interfere detection and automatically discard.

Figure 10 shows thefinal early-stage hidden landslides distribution and risk assess-
ment map. We were successfully able to automatically suppress noise and human
interference in the image identified hidden landslide signals and classify landslides in
the early stage from other surface changes, DEM information, historical geohazards
records according to the risk-level assessment rules described in Sect. 3.4. Total of
eight detected hidden landslides in this area is categorized as high risk, medium risk,
and low risk shown in red, yellow, and green frames in Fig. 10.

5 Conclusion and Future Work

We attempted to propose an automatic prediction of landslides over InSAR tech-
niques and differential detection using high-resolution remote sensing images and
apply to Baige, Jinsha River, China. Over 50 active potentials are identified based
on features extraction, human activities exclusion, and then updated by terrain slope
and aspect detection and historical records. Finally, eight hidden landslide scars dis-
tribution maps with risk-level assessment are achieved automatically. The proposed
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approach is proved to be feasible and efficient after experts verifying. However,
this research is currently based on geologist knowledge with the aid of comprehen-
sive remote sensing techniques, which may not thoroughly and completely consider
enough geohazard-causing factors. In this result, artificial intelligence should be
added in the future work, such as learning/deep learning establishing a correlation
model between various influencing factors and output landslide recognition results.
Authors also proposed an artificial intelligent framework for hidden landslide detec-
tion in [14] as a counterpart with this study. Compared with the expert causal analysis
model, it is possible to discover new rules that experts have not mastered yet and
improve the overall performance.
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Internal Calibration and Range Replica
Extraction Scheme
for Ultrahigh-Resolution Spaceborne
SAR

Fan Feng, Axin Jin, Jia Sun, Ruohan Hou, and Hongxing Dang

Abstract In order to guarantee the image quality of ultrahigh-resolution spaceborne
SAR, highly precise phase and amplitude responses of system are needed via cali-
bration. Since this kind of SAR employs multiple subbands and be equipped with
multiple transmit and receive channels to acquire the wider range bandwidth and
antenna footprint, respectively, it becomes much more complex as compared with
conventional SAR. In this paper, we propose a novel internal calibration and range
replica extraction scheme to deal with this problem. The calibration loop, module,
andworkflow are provided. And effectiveness of this new scheme is verified by range
compression results achieved with an experimental SAR system.

Keywords Spaceborne SAR · Multiple subbands · Multiple channels · Internal
calibration · Range replica

1 Introduction

Spatial resolution is a very important figure of merit for spaceborne SAR [1]. The
finer the resolution, the more detailed information we can acquire from SAR images.
Nevertheless, ultra-high resolution is quite different from the conventional SAR
on the system level as well as the processing level. Firstly, it should be capable
to transmit and receive signals within multiple adjacent subbands so as to acquire
the wider range bandwidth and the resultant higher resolution [2–4]. Secondly, the
imaging processing needsmore precise phase and amplitude information to construct
the range compression replica as the residual errors will cause the distortion of
images [5–7]. As a consequence, the conventional calibration approach is not valid
for ultra-high resolution SAR any more [8, 9].

According to the characteristics of high-resolution spaceborne SAR, a new inter-
nal calibration scheme and its associated range replica construction algorithm are
suggested to deal with the above-mentioned problems. By introducing (1) two elec-
tronics switches, (2) waveguide couplers, and (3) a specifically designed calibration
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module, we can effectively acquire the properties of each transmit–receive channel
for each subbands. And then, range compression replica can be deduced using the
calibration loop signals via corresponding algorithm to realize the precise matching
in range dimension.

This paper is organized as follows. In Sect. 2, the calibration scheme is illustrated
in detail, including the calibration loop, module unit, and the workflow to ensure all
calibration signalswould be acquiredwithout interference. Section 3 gives the replica
construction algorithm to extract range compression function for each subband, thus
ensuring the precise image focusing. Section 4 gives the calibration and focusing
results using an experimental system to verify the effectiveness of the scheme.

2 Internal Calibration Loop and Workflow

2.1 Internal Calibration Loop

Figure 1 shows the block diagram of ultrahigh-resolution spaceborne SAR with
internal calibration module (ICM). The yellow blocks are added to the conventional
SAR system to acquire the calibration signals.

Internal calibration involves three calibration modes, namely transmission cal-
ibration, receiving calibration, and reference calibration. The first two modes will
obtain the phase and amplitude characteristics of power amplifiers and LNAs, respec-
tively, and the last mode will compensate the common parts of the first two so as to
make the final replica to be identical to the real radar echoes as much as possible.

The signal routes for SAR imaging mode and three calibration modes are listed
in Table 1. It can be seen that signal routes of all working modes will cover the

Fig. 1 Block diagram of ultrahigh-spaceborne SAR with ICM, the red-dashed line indicates
multiple parallel channels
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Table 1 Signal routes for
SAR imaging and three
calibration modes

Working modes Signal routes

Imaging Transmitter → 2 → 7 → Antenna → 7 →
8 → 9 → Receiver

Ref Cal Transmitter → 1 → 3 → 6 → 10 →
Receiver

Transmit Cal Transmitter → 2 → 7 → 4 → 5 → 6 → 10
→ Receiver

Receive Cal Transmitter → 1 → 3 → 5 → 4 → 7 → 8
→ 9 → Receiver

transmitter receiver, and central electronics. Specifically, imaging mode will cover
(1) combine network, (2) power amplifiers, (3) circulators, (4) waveguide couplers
and (5) LNAs; transmit calibrationmode includes (1), (2), (3), (4), internal calibration
(Port5 → Port6); reference calibration covers internal calibration (Port3 → Port6),
whereas receive calibration internal calibration (Port3 → Port5), (3), (4), (6) LNAs.

2.2 Calibration Module

Assuming the reflector SAR antenna employs four feeds to transmit and receive
signals, the system will thus be equipped with four transmit as well as four receive
channels. Under this assumption, Fig. 2 illustrates the interior of internal calibration
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Fig. 2 Interior units of ICM
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module. It includes several switches to adjust the signal flow directions to accommo-
date different calibrationmodes. Fiber optic delay unit (FODU) is employed to ensure
that calibration signal receiving can be separated from the high power transmission
temporally during the transmit calibration, so as to avoid the power leakage and the
contamination of calibration signals. The radio frequency unit (RFU) is employed
to fine-tune the signal power levels to meet the input requirements of FODU as well
as that of receiver. Power and monitor units are equipped to control the calibration
module and acquire its state information.

2.3 Calibration Workflow

Since SAR system will use multiple channels to transmit and receive signals, phase
and amplitude imbalance among them should be removed firstly to make sure that
signals from different channels could be combined coherently. Thus, this adjustment
procedure should be performed first before the internal calibration. For each subband,
three single frequency (lowest, central, and highest frequency within the spectrum)
subpulses will be selected to obtain the phase and amplitude imbalance between
different channels, and their results will then be averaged to evaluate the channel
imbalance within the whole bandwidth. During this procedure, routes of sub-pulse
will be the same as that of the internal calibration as shown in Table 1.

Based on imbalance results obtained by real-time evaluation onboard, attenuators
and phase shifters in both transmit and receive linkswill be tuned to compensate them.
Then, the internal calibration can be implemented to acquire the range replica. For
each subband, one complete calibration period consists of one reference calibration,
four transmit and receive calibrations, respectively. And the whole process will be
repeated over many times to reduce the impact of additional Gaussian white noise
(AWGN) and improve the signal-to-noise ratio (SNR). In one single period, the
calibration sequence will be one reference calibration, then four transmit calibration,
and four receive calibration at last. The reason for this is that both reference and
transmit calibration pulses will go through the FODU, whose phase will be linearly
drifted with time. Thus, the time interval between reference and transmit calibration
should be as short as possible to make the extra phase of FODU on them to be same
as much as possible. And thus their impacts could be considered as common factors
in the range replica extraction, thereby simplifying the algorithm.

Figure 3 gives the calibration workflow. For each subband, it will include the
channel imbalance adjustment and the internal calibration posterior to it. In the end,
the range replica will be extracted with the calibration signals. The algorithm of
extraction will be elaborated in next section.
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Fig. 3 Flowchart of channel imbalance adjustment and internal calibration procedure for high-
resolution spaceborne SAR

3 Algorithm of Range Replica Extraction

3.1 Comparison Between Calibration and Imaging Signals

References are cited in the text just by square brackets [1]. (If square brackets are
not available, slashes may be used instead, e.g. /2/.) Two or more references at a
time may be put in one set of brackets [3, 4]. The references are to be numbered
in the order in which they are cited in the text and are to be listed at the end of the
contribution under a heading References, see our example below.

According to signal flow routes of three calibrationmodes, their transfer functions
could be explicitly expressed as

HkT = Htrans · Hswitch11 · Hkpower · Hkcir1-2 · Hkcoup1-3 · Hkc→r · Hswitch22 · Hrec (1)

Href = Htrans · Hswitch12 · Ht→r · Hswitch22 · Hrec (2)
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HkR = Htrans · Hswitch12 · Hkt→c · Hkcoup3-1 · Hkcir2-3 · HkLNA · Hswitch21 · Hrec (3)

where HkT is the overall transfer function of kth (k = 1, 2, 3, 4) transmit calibra-
tion channel, including that of transmitter Htrans, switch(from transmitter to combine
network) Hswitch11, the kth power amplifier Hkpower, Port1 → Port2 of kth circulator
Hkcir1-2, Port1→ Port3 of kth coupler Hkcoup1-3, ICM(from coupler to receiver) Hkc-r,
switch(from ICM to receiver) Hswitch22, and receiver Hrec; Href is the transfer function
of reference calibration channel, consisting Htrans, switch(from transmitter to ICM)
Hswitch12, ICM(from transmitter to receiver) Ht-r, Hswitch22, and Hrec; HkR is the over-
all transfer function of kth receive calibration channel, comprising Htrans, Hswitch12,
ICM(from transmitter to coupler) Ht-c, Port3 → Port1 of kth coupler Hkcoup3-1, Port2
→ Port3 of kth circulator Hkcir2-3, the kth channel of LNA Unit HkLNA, switch(from
LNA to receiver) Hswitch21, and Hrec.

As to the imaging mode, the transfer function of kth channel of transmitter–
receiver loop (excluding antenna) is given by

Hksig = HtransHswitch11 · (
HkpowerHkcir1-2Hkcoup1-2Hkcoup2-1Hkcir2-3HkLNA

) · Hswitch21Hrec (4)

By comparing (1)–(3), and (4), we can clearly found that most sub-transfer func-
tions of the imaging mode are already embodied within the (1)–(3), except for a few
ones. And this fact lays the foundation for the range of replica extraction given in
the next subsection.

3.2 Algorithm for Range Replica Extraction

If you follow the “checklist” your paper will conform to the requirements of the
publisher and facilitate a problem-free publication process.

On the basis of expressions of (1)–(4), we can observe that Hksig can be expressed
in terms of HkT, Href, and HkR as

Hksig = HkTHkR
Href

· Ht→r

Hkc→r
· 1

Hkt→c
· Hkcoup1-2 · Hkcoup2-1
Hkcoup1-3 · Hkcoup3-1 (5)

And since all four transmit and receive channels have been used for transmission
and receiving, respectively, the range replica could be given by the combination of
four transmit–receive channels as

Hsig = H1sig + H2sig + H3sig + H4sig (6)

From (5) and (6), it can be observed that besides HkT, Href, and HkR, transfer
functions of both coupler and ICM are needed to derive the final range replica. Due
to the passive microwave properties, couplers are comparatively constant and will
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not change significantly. Thus, their transfer functions can be acquired with the aid
of vector network analyzer (VNA) on land. As regards to ICM properties, Hkt-c
only consists of switches and will also perform stably onboard. This term could also
be determined in advance. Nevertheless, properties of Hkc-r and Ht-r will vary with
operation circumstance and time due to the RFU and FODU in their signal routes.
And this problem must be treated to guarantee the range replica effectiveness. In the
following, we will show the corresponding approach to deal with it.

The term Ht→r
/
Hkc→r in (5) can be decomposed as

Ht→r

Hkt→c
= Hswitch · HRFU+FODU

Hkswitch · HRFU+FODU
(7)

where Hswitch and Hkswitch represent transfer functions of Port3 and Port5 to the input
port of RFU (as shown in the Capital letter X in Fig. 2) in the ICM, respectively, and
HRFU+FODU the combined transfer functions of RFU and FODU.

As illustrated above, the reference and transmit calibration are adjacent in time.
And such a short time interval can promise very little changes in the HRFU+FODU that
this term inboth numerator anddenominator of (7) canbe eliminated. In consequence,
Ht→r

/
Hkc→r could be rewritten as

Ht→r

Hkc→r
= Hswitch

Hkswitch
(8)

And since both terms of Hswitch andHkswitch only include switches, their properties
will have stable performance and can be measured before the integration of ICM.

In conclusion, the range replica will be obtained from calibration signals of three
calibration modes, properties of couplers, and that of ICMwithout RDU and FODU.

4 Verification Results

4.1 Experimental System Parameters

In order to verify the effectiveness of suggested internal calibration approach, we
have taken advantage of an existing experimental SAR system and made necessary
modifications so that it can be equipped with multi-channels to transmit and receive
signals and can accommodate multiple subpulses located within adjacent subbands.
Furthermore, the ICM has been embedded within the SAR system to realize the
transmission, and receive as well as reference calibration. Table 2 lists parameters
of SAR system, making sure that SAR system has met the requirement of ultrahigh-
resolution standard in terms of bandwidth.
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Table 2 Ultrahigh-resolution
spaceborne SAR parameters

Working modes Value

Subband1 carrier frequency 8.7 GHz

Subband2 carrier frequency 9.45 GHz

Subband3 carrier frequency 10.15 GHz

Subband4 carrier frequency 10.9 GHz

Bandwidth of each subband 830 MHz

Bandwidth of combined spectrum 3.03 GHz

4.2 Range Replica Extraction

Taking subpulse1 as an example, we give the amplitude–frequency response of
HkT · HkR

/
Href (k = 1, 2, 3, 4) associated with four transmit–receive loops in Fig. 4,

where the blue line indicates the result of single cycle and the red one the average
result of 1024 repetitions. It can be seen that differences among them are obvious
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Fig. 4 Amplitude–frequency response of four transmit–receive channel loops associated with
subpulse1. a–d represents that of channel 1–4, respectively
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Fig. 5 Amplitude–frequency response of four ICM channels associated with subpulse1. a–d rep-
resents that of channel 1–4, respectively

due to the combined influence of transmit–receive loops and ICM. Thus, in order to
remove the effect of ICM, the term Ht→r

/
Hkc→r · 1

/
Hkt→c in Eq. (5) must be taken

into account. Figure 5 shows the corresponding results associated with four internal
calibration channels.

By combining results shown in Figs. 4 and 5, we will attain the final range replica
for subpulse1. And the same procedure could be applied to attain the range replica
for other three subpulses.

4.3 Processing Results

In Fig. 6, we give the range compression resultswith the range replica before and after
the ICM term compensation. It can be clearly found that much better performance
will be achieved after the residual term caused by ICM being compensated.

In the end, range spectra of four subpulses should be combined in frequency
domain to achieve wider bandwidth and consequently ultrahigh resolution. Figure 7
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Fig. 6 Range compression results with range replica before and after the ICM term compensation

Fig. 7 Range compression
results after the combination
of spectra of four subpulses
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gives this result which shows better performance in terms of resolution as compared
to Fig. 6, and the impulse responsewidth, peak-sidelobe ratio (PSLR), and integrated-
sidelobe ratio (ISLR) are listed in Table 3.

Table 3 Compression
parameter of combination
results

IRW PSLR ISLR

1.48 −42 dB −26.5 dB
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5 Conclusion

To realize the goal of high image quality for ultrahigh-resolution SAR, this paper
proposes a novel internal calibration scheme and module to attain the characteristics
of each transmit–receive channel loop for each subpulse. Moreover, the flowchart
and algorithm are provided to acquire the range replica for precise compression using
calibration signals. By using a modified SAR system, we have finally validated the
effectiveness of this calibration approach for high-resolution SAR.
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Monitoring and Analysis of Surface
Deformation and Glacier Motion Along
the Sichuan–Tibet Railway: A Case
Study of the Lhasa–Nyingchi Railway
Section
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and Changli Zheng

Abstract The Sichuan–Tibet Railway which stretches as far as 1600 km starts from
Chengdu in Sichuan Province and west to Lhasa in the Tibet Autonomous Region.
The terrain along the railway is undulating, the ecological environment is fragile, and
the railway passes through high-intensity active seismic belts and geological fault
zones, facing a variety of geological disaster risks. Keeping abreast of changes in
surface morphology along the railway and further monitoring and early warning of
disasters can provide important technical support for the smooth construction and
safe operation of the Sichuan–Tibet Railway. Taking the Lhasa to Nyingchi Railway
section as an example, using the spaceborne SAR data, the surface deformation
information along the railway was extracted by using the interferometry point target
analysis (IPTA) technology, and the glacier motion information was derived by using
the pixel offset-tracking (POT) technology. The observation results showed that the
annual subsidence velocity was small in most areas of our study area, except the
local areas along the LinMao Highway, whose subsidence velocity was more than
3.5 cm/year, which can be served as a key monitoring area. Another observation
was that the velocity of glacier motion had a great relationship with the temperature
change in our study area. As awhole, the velocity of glaciermotion increases with the
increase of temperature, and the glacier motion velocity in summer is significantly
higher than that in winter. In addition, local topographic conditions such as slope
and aspect also had a great influence on the glacier motion velocity of the glacier.
Therefore, it is necessary to analyze the glacier motion in combination with local
topographic.
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IPTA · POT
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1 Introduction

The Sichuan–Tibet Railway starts from Chengdu in Sichuan Province in the east and
Lhasa in the Tibet Autonomous Region in the west. It is a key line for the country to
implement the “One Belt, One Road” development strategy. The planning and con-
struction of the Sichuan–Tibet Railway have great and far-reaching significance for
the long-term stability of China and the economic construction and development of
Tibet. The construction of the Sichuan–Tibet Railway faces many challenges such as
large terrain differences, strong seismic activity along the route and frequent moun-
tain disasters. And it will face enormous challenges to ensure the smooth construction
and future safe operation of the Sichuan–Tibet Railway in the future.

Interferometric Synthetic Aperture Radar (InSAR) technology provides the capa-
bility to monitor precise surface displacements over time with a wide coverage in
a time-efficient manner [1]. It has been used successfully in various applications
and fields of research as surface deformation monitoring [2], earthquake and plate
movement [3, 4], infrastructure deformation [5], glacial drift [6, 7], landslide [8]
and other fields. This paper takes the Lhasa–Nyingchi Railway section as an exam-
ple to carry out monitoring and analysis of geological disasters along the railway,
which is under construction and is also an important part of the Sichuan–Tibet Rail-
way. We focused on surface time series deformation monitoring and glacier motion
monitoring along the railway, which can provide a scientific and accurate basis for
quantitative evaluation of potential geological disasters along the railway.

2 Methods

2.1 Surface Deformation Monitoring

Persistent Scatters InSAR (PS-InSAR) technology was proposed by Italian scholar
Ferretti et al. [9, 10], extracting deformation information by using various ground
object targets with strong backscattering of radar waves and stable timing. It inherits
the advantages including wide range and high spatial resolution of differential SAR
interferometry (D-InSAR) and overcomes the time and baseline miscorrelation of
traditional D-InSAR. To solve the problem that the traditional PS-InSAR method
can only select a small number of stable phase points (Persistent Scatters, PS) in low
coherence regions, a method called interferometry point target analysis (IPTA) was
developed on the basis of PS-InSAR. IPTA method only performs time dimension
and space dimension analysis on extracted points to obtain large-scale surface defor-
mation of long time series. The processing flow of IPTA is shown in Fig. 1. Taking
there is only a single reference image as an example, the main technical ideas are as
follows.

It is assumed that there areN SAR images of different phases in the study area, and
one of them is selected as the reference image, and the remaining N-1 images are the
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Fig. 1 Flowchart of IPTA method

slave images, which are, respectively, registered with the reference image to obtain
N-1 interference pairs. By using the external DEM data and performing differential
interference processing, N-1 differential interferograms can be obtained, thereby
obtaining N-1 time series differential interference phases at each PS point. Then,
using the regression analysis method, the elevation error and surface deformation of
the PS point are obtained. The phase model of the IPTA method can be expressed as
follows:

ϕunw = ϕtopo + ϕdef + ϕatmos + ϕnoise (1)

where ϕunw, ϕtopo, ϕdef, ϕatmos and ϕnoise denote unwrapped interference phase of
PS point, topographic error, the phase components along the radar line of sight
(LOS) due to surface deformation, atmospheric artifacts and decorrelation/thermal
noise, respectively. Equation (1) can also be expressed as follows using the observed
geometric parameters:

ϕunw = 4π

λR
· B⊥
sin θ

· �h + 4π

λ
· v · Ti + ϕres (2)

where λ, R, θ , B⊥, Ti , �h denote radar wavelength, the slant distance between
radar and the ground target, radar incident angle, time baseline of interference pairs,
vertical baseline of interference pairs, topographic correction, respectively. v is linear
deformation rate in the LOS direction. And ϕres is the residual phase of the PS point
including the atmospheric delay phase, the nonlinear deformation phase and the noise
phase.
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2.2 Glacier Motion Monitoring

The pixel offset-tracking technique uses the intensity tracking method [11] or the
coherence tracking method [12] to register the two SAR images pixel by pixel and
then estimates the surface displacement from the registration offset. This paper mon-
itors the glacier motion based on the intensity tracking method, considering the POT
method is more suitable for areas with low coherence and obvious surface features.
The processing flow of the POT technology is shown in Fig. 2. The speckle noise
information was used to perform normalized cross-correlation calculation on the
intensity information of SAR images to obtain offsets between pixels, where the
correlation coefficient was calculated as follows:

cc(x, y) =
∑

x,y(r(x, y) − ur )(s(x − u, y − v) − us)
√∑

x,y(r(x, y) − ur )
2 ∑

x,y(s(x − u, y − v) − us)
2

(3)

where cc(x, y) is normalized cross-correlation. (x, y) and (x − u, y − v) represent
pixel locations in reference image and slave image, respectively. r and s denote pixel
values in reference image and slave image, respectively. ur and us are the average
pixel values in reference window and search window, respectively.

Fig. 2 Flowchart of POT method
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3 Study Sites and Data

The research area of this paper is along the line of Lhasa–Nyingchi Railway and
its surrounding area, N29°0′–N29°55′, E93°42′–E95°18′, mainly involving the part
of Bayi district and Mainling County of Nyingchi City (Fig. 3). The red color box
in Fig. 3 shows the surface deformation research area, covering a range of about
32 km× 50 km,mainly including the Lhasa–Nyingchi Railway construction section,
Nyingchi Mainling Airport and other areas. The blue color box in Fig. 3 shows the
glacier motion research area, covering a range of about 28 km× 30 km, with glaciers
and frozen soils in the area.

The image data used to extract the surface deformation of the study area is the
Sentinel-1 interference wide-mode SAR image. All images are in single-view com-
plex format data, the incident angle is about 44°, the polarization mode is VV, the
azimuth sampling interval is 20m, and the sampling interval is 5m. The PS candidate
point targets were extracted according to the spectral characteristics and backscat-
tering characteristics of the coherence point in the study area. When generating
the differential interferogram, we selected multiple reference images, set the time
baseline (Delta_T) threshold to 100 days, and the perpendicular baseline (Bperp)
threshold to 200 m. Then, we got a total of 87 interference image pairs. After elimi-
nating the poor quality interference pairs, we finally got 61 high-quality interference
pairs (Fig. 4). In Fig. 4, the axis of abscissa represents the image acquisition time,
and the axis of ordinate represents perpendicular baseline. The number 1–31 in Fig. 4
corresponds to the 31 images at 12 days interval between September 5, 2017 and
August 31, 2018.

Fig. 3 Range of study area
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Fig. 4 High-quality interferometry pairs

Table 1 Details of image pairs

Orbit No. Reference image Slave image Delta_T/d Bperp/m Mode

1 1 20170614 20171101 140 −85.3 Fine

2 20171101 20180307 126 484.2 Fine

2 3 20170706 20171109 126 332.8 Fine

4 20171109 20180510 182 −128.0 Fine

Image data used for dynamic monitoring of glacier motion is ALOS-2 strip mode
data. The image acquisition time is from 2017 to 2018, with a total of six scene
images, distributed in two orbits (satellites in orbital 1 and orbit 2 have opposite
directions of flight, the orbital 1 has an incident angle of about 41°, and the orbital
2 has an incident angle of about 31°). The image has a width of 70 km and an
azimuth sampling interval of 3.2 m. Image information and combinations are shown
in Table 1.

4 Results and Discussion

4.1 IPTA

ThePS-InSAR results along theLhasa–NyingchiRailway section and its surrounding
areas are shown in Fig. 5. The name of the county, major roads and some locations
are marked in figure. The deformation velocity range is set to −3.5 to 3.5 cm/y. In
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Fig. 5 Deformation velocity map

this study, we only care about the deformation information along the railway and
the surrounding area. Therefore, most of the mountainous areas are masked, and the
deformation velocity maps of relevant areas are not shown the figure.

It can be seen from Fig. 5 that during the period from September 5, 2017 to
August 31, 2018, the annual deformation of most areas in the study area was small,
and only a small part area has a large deformation. The ground subsidencewasmainly
concentrated along the LinMao Highway in the northeast of velocity map. The local
deformation was more than 3.5 cm/year, which can be served as a key monitoring
area.

Groundupliftmainly occurs in the northeastern part ofNyingchiMainlingAirport,
where there was an overall uptrend. This condition may be related to the changes of
flood season and dry season of the Brahmaputra River. In the summer (July, August
and September), the Brahmaputra River was in its flood season, the water volume
increased and flooded some of the tidal flats and coastal areas. In other seasons, river
water volume decreased, and some flooded areas appeared.

4.2 POT

The dynamicmonitoring results of glaciermotion are shown in Figs. 6, 7, 8 and 9. The
slope and aspect distributions of the corresponding study area are shown in Fig. 10,
which were extracted from the SRTM DEM data of 30 m resolution. Figures 6, 7,
8 and 9 represent the motion velocity maps of different time periods derived from
ALOS-2 data. Each color cycle in the figures represents a motion rate of 60 cm/d.
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Fig. 6 Motion velocity maps of glacier from image pair 20170614–20171101. a In range; b in
azimuth
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Fig. 7 Motion velocity maps of glacier from image pair 20171101–20180307. a In range; b in
azimuth
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Fig. 8 Motion velocity maps of glacier from image pair 20170706–20171109. a In range; b in
azimuth
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Fig. 9 Motion velocity maps of glacier from image pair 20171109–20180510. a In range; b in
azimuth
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Fig. 10 Slope and aspect distribution maps of study area. a Slope; b aspect
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There were some black areas in the effective data range of the study area, which
are low correlation areas and SAR imaging overlap shadow areas. In addition, due
to natural phenomena such as wind, rain and snow, the scattering characteristics of
the target may have changed, resulting in registration accuracy in some areas. It also
caused empty values and motion rate mutation points in some areas.

The results show that the motion velocity of the glacier has a great relationship
with the temperature change. As the summer temperature rises, the speed of glacier
movement increases, and the velocity of glaciers in summer is significantly faster than
that in winter. Reflected in the figure, the velocity of glacier motion in 20170614–
20171101 period (Fig. 6) is faster than that in 20171101–20180307 period (Fig. 7)
of orbit 1; the velocity of glacier motion in 20170706–20171109 period (Fig. 8) is
faster than that in 20171109–20180510 period (Fig. 9) of orbit 2; the flow rate of the
glaciers in 20171109–20180510 period of orbit 1 is significantly increased compared
with 20171101–20180307 period of orbit 2, which is consistent with the increase of
glacier flow rate with increasing temperature. At the same time, we also noticed that
the derived glacial motion velocity defers by using SAR data acquired in different
orbits at the same time period. It is obviously that the glacier motion velocity in Fig. 6
is about 10 cm/d faster than that in Fig. 8. The main difference is that the satellite
heading and incidence angle of the two orbits are different. In complex mountainous
terrain conditions, the range of data obtained by the two orbits varies.

Local topographic also has a large impact on the flow rate of the glacier. The
satellite flies in the north–south direction in both orbit 1 and orbit 2, but orbit 1 is
an ascending orbit, and orbit 2 is the opposite. As shown in Figs. 6, 7, 8 and 9, the
glacier motion velocity varies greatly in range and in azimuth. In the figures, the
north–south flowing glaciers have a smaller motion velocity in range than that in
azimuth. And the east–west flowing glaciers have a smaller velocity of motion in
azimuth than that in range. Take the north–south flowing glacier that in the middle
of the figures as an example, considering the data of which is relatively complete.
We can find that from the upper part of the glacier to the end of the ice tongue, the
motion velocity of the glacier increases first and then decreases gradually. The flow
velocity of the glacier is less than the middle on both sides, and the velocity at the
end of the ice tongue is obviously slowed down. From Fig. 10, we can find that the
glacier slope is generally northward, the glacier slope is mostly between 0° and 20°,
and the glacier slope in middle is slightly higher than that in the two sides. This also
confirms that the glacier velocity we found is affected by local topographic.

In addition, the glacier surface and bottom damwill also affect themotion velocity
of glaciers. Even in different glaciers or different glaciers in the same area, the glacier
motion velocity may be different. Therefore, specific analysis is needed for specific
study areas to quantitatively evaluate their potential disaster risks and hazards.
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5 Conclusions

Taking the Lhasa–Nyingchi Railway section as an example, this paper used PS-
InSAR technology to extract the surface time series deformation information along
the railway on the basis of spaceborne SAR data. In addition, considering that there
are many glacial groups along the Sichuan–Tibet Railway, with global warming,
glaciers melting accelerated, and there is a potential risk of geological disasters.
Therefore, POT technology was used to extract the glacier motion velocity and
dynamically monitor the evolution of glaciers. The results showed that SAR inter-
ferometry technology can be used for surface deformation and glacier motion mon-
itoring, thus can provide important technical support for disaster monitoring and
early warning. It should be pointed out that due to the limitation of data, the mon-
itoring results were not verified in this paper. Next, we will apply for the leveling
surveying data in similar periods from relevant departments to calibrate and verify
our PS-InSAR and POT monitoring results.

Acknowledgements The ALOS-2 data used for glacier motion monitoring comes from the Sur-
veying andMapping Emergency Support Center of the Sichuan Surveying andMappingGeographic
Information Bureau.
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Automatic Detection of Ship Based
on Rotation Invariant RetinaNet

Luyang Zan, Kaixuan Lu, and Zhengchao Chen

Abstract Ship detection in the aerial image is an active yet challenging in remote
sensing image processing. Due to the difficulties of locating the arbitrarily rotated
ships and the complexity of the background around the ship, the existing deep
learning-based object detection algorithm is difficult to accurately identify the ship
target. For multi-angle ships, the horizontal bounding box contains not only ship
objects but also a lot of irrelevant backgrounds, they are learned by the deep con-
volutional network as a learning object, and this leads to the common misalignment
between the final classification confidence and localization accuracy. In this paper,
we propose a newmodule called rotation RetinaNet (RRNet) to handle this problem.
Firstly, we start from the popular one-stage RetinaNet approach, with ResNet50 as a
basic network. Then, we apply a rotation head to RetinaNet to guarantee the rotation
invariance of the model. Finally, we add an angular loss to the original loss so that
the model can learn the angular offset of the bounding box. As a consequence, the
proposed RRNet achieves high performance on the open-source DOTA datasets.

Keywords Ship detection · Convolutional neural network · Rotation RetinaNet

1 Introduction

As a comprehensive technology of earth observation, remote sensing has a large
range of high-resolution imaging capabilities. With the rapid growth of the number
of high-resolution satellites in orbit, the acquisition speed of remote sensing image
data has been accelerated, and the data volume has increased significantly. As a result,
the comprehensive observation capability of human beings to the earth has reached an
unprecedented level. Ship detection is the focus of research in remote sensing object
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detection. It is very important in the fields of military defense and port monitoring.
Over the past years, experts and scholars have proposedmanymethods to detect ships
[1–3], these works have achieved remarkable results. These methods only focus on
the position information of ships but ignore the direction information, which is also
of great significance. The ships on the sea are easy to detect because of the simple
background; however, the inshore ships are more difficult to be detected than other
objection detections [4]. The inshore ships are often of large aspect ratio, tightly
assigned, and arbitrary rotated, other than this, the harbors and ships are similar
in gray level and texture. Those factors will bring great challenges to rotated ship
detection.

In recent years, with the development of deep learning technology, the feature
learning algorithm based on deep neural network has made a breakthrough in many
research fields such as computer vision and natural language processing. In essence,
deep learning is a deep neural network containing multiple hidden layer nodes.
Through feature extraction step by step, the optimal representation of data is obtained.
In the context of remote sensing big data, the intelligent deep learning algorithm has
significant advantages in performance and precision in the information extraction
of complex high-resolution remote sensing images. As an efficient target feature
extraction network, convolutional neural network has been widely used in target
detection model. In recent years, Pascal VOC [5], COCO [6], DOTA [7], and DIOR
[8], the dataset of object detection in the field of large-scale computer vision or remote
sensing, have made a breakthrough in the object detection algorithm based on deep
learning. According to whether candidate regions are generated or not, the existing
deep learning-based object detection model can be divided into two categories: can-
didate region-based method and location-based regression method. Since R-CNN
was proposed, target detection models based on candidate regions have achieved
great success in the field of natural images, including R-CNN [9], fast R-CNN [10],
faster CNN [11], FPN [12], HRNet [13], etc. This method divides object detection
into two phases: the first phase focuses on generating a set of candidate regions that
may contain objects; the second phase aims to further classify the candidate regions
obtained in the first phase and adjust the coordinates of the boundary boxes. The
method based on position regression is to use a single-stage position detector for
object instance prediction to simplify the detection to a regression problem. Com-
pared with the method based on candidate regions, this method is simpler and faster,
including YOLO [14], SSD [15], RetinaNet [16], etc. Among them, RetinaNet is
the state-of-the-art detector, which can guarantee speed and accuracy at the same
time. These methods can be applied to ship detection of remote sensing images and
can significantly improve the efficiency and automation level of ship recognition.
However, these methods cannot inference the angle information of the ship.

Based on the framework of target detection network RetinaNet, we proposed
an arbitrary rotated network named as rotated RetinaNet (RRNet), which is more
suitable for ship detection.

The rest of the paper is organized as follows. Section 2 introduces the details of the
dataset and the proposed method. Section 3 describes an experiment conducted on
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Fig. 1 Pipeline of RR, including FPN and Rotated Retina Head

DOTA datasets to evaluate the performance of the method. Finally, Sect. 4 concludes
the results of the method.

2 Methodology

2.1 Pipeline

Our rotationRetinaNet’s overall structure is illustrated in Fig. 1.Our network is a one-
stagemethod based onRetinaNet. By adding aRotatedRetinaHead structure tomake
the network learn target’s direction information, the final detection result changed
from the horizontal bounding box (HBB) to the oriented bounding box (OBB). We
use ResNet50 as our backbone network to generate a multi-scale convolution feature
pyramid, then we use an FPN module to fusion different scale feature maps, on each
FPN level we add two additional small FCN subnet, one for classes prediction the
other for RBox regression. After the five-parameter regression and the rotation non-
maximum suppression (R-NMS) operation for each RBox in the RBox regression
subnet, we get the final detection results.

2.2 Network Design

2.2.1 Data Augmentation and Multi-scale Training

Toensure the robustness of themodel and avoid overfittingof the network, the training
set images are randomly flipped and randomly mirrored in the pre-processing stage.
Because the proportion of ships in the image is too small and the distribution is too
dense, to ensure the accuracy of the ship detection, we will expand the image from
640 × 640 to 1024 × 1024 during the training process. Small ships are zoomed into
make them easier to detect. The experimental results show that the model can reduce
missed detection after the image is enlarged.
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2.2.2 Feature Pyramid Networks

On the one hand, because the ship’s target is usually small, the shallow network
responsible for detecting small targets usually contains less semantic information,
so the detection network cannot detect small ship targets well. On the other hand,
because the image contains a large number of ships of different scales, it is difficult
for the network to cope with the problem of multiple different scales of the same
object. Therefore, in this paper, the FPNmodule is added to the detection model, and
the FPN is used to make the detection network overcome the differences mentioned
above in scale and enhance the semantic information of the shallow network.

The basic idea of FPN: Using different scales of feature information to predict
targets of different scales, the specific structure in FPN is mainly divided into two
processes: bottom-up and top-down. Bottom-up process: The process by which a
common convolutional network extracts features through feedforward calculations.
Top-down process: Contains two steps of upsampling and horizontal join. Firstly,
the features extracted from the bottom-up process are sampled so that the scale
of the high-level features can satisfy the scale of the horizontal connection with
the features of the lower layer, and then, the obtained sampling features and the
underlying features are added to the pixels, that is, the horizontal connection gets a
multi-level feature map.

2.2.3 RBox Parameterized Description and RBox Regression

For the object detection method using the HBB to locate the target position, the
HBB is usually parameterized into four variables consisting of the coordinates of
the center point and the width and height, for example, box = (xc, yc, w, h). The
objects with arbitrary direction on the remote sensing image, such as the ship target
in the image with a tilt angle of 45°, may account for less than 40% of the mini-
mum external bounding box. The learning target of the network leads to a decrease
in the detection accuracy of the network. Therefore, this paper uses the arbitrary
quadrilateral to mark the target object. The arbitrary quadrilateral is a more accurate
definition method of the target position. The labeling of the arbitrary quadrilateral is
usually represented by a total of eight parameters of its four endpoints coordinates
(x1, y1, x2, y2, x3, y3, x4, y4), and then, in the bounding box regression, we simplify
the above-mentioned arbitrary quadrilateral to a OBBwith the following five param-
eters (xc, yc, w, h, θ). As show in Fig. 2, where the box Contains the coordinates of
the center point (xc, yc), the width w and the height h and the direction angle θ .

For RBox regression [13], the following five coordinates are used for parameter-
ization:

tx = (x − xa)/wa, ty = (y − ya)/ha (1)

tw = log(w/wa), th = log(h/ha) (2)
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Fig. 2 RBox
parameterization

tθ = sin(θ − θa) (3)

t∗x = (
x∗ − xa

)
/wa, t∗y = (

y∗ − ya
)
/ha (4)

t∗w = log
(
w∗/wa

)
, t∗h = log

(
h∗/ha

)
(5)

t∗θ = sin
(
θ∗ − θa

)
(6)

where the variables x, xa, x∗ are for the prediction box, default box, and ground truth
box (as for x, y, w, h, θ ).

2.2.4 Rotated Retina Head

Rotated Retina Head consists of two similarly structured sub-networks, one for clas-
sification and the other forRBox regression.We add this RotatedRetinaHeadmodule
on each FPN level output layer to generate a series of candidate rboxes and classes.

Classification Subnet

The class prediction sub-network discriminates the objects in each spatial position in
the feature map. The subnet attaches a small FCN to each FPN layer. The parameters
of this subnet are shared at all pyramid levels. The input feature map comes from
each FPN layer and has 256 channels. Then, four 3× 3 conv layers are applied. Each
layer has 256 filters. After each filter, ReLU is activated, and then, a 3× 3 conv layer
has two filters. Finally, the softmax activation function is used to calculate a set of
category confidence for each region to complete the classification task.
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RBox Regression Subnet

Similar to the class prediction sub-network, the position regression sub-network
adds a small FCN structure to each FPN layer to return the offset between the anchor
box and the nearest ground truth object. Each position has a 5A output. Relative to
each a anchor of each spatial position, there are 5 offsets calculate by the prediction
anchor and the ground truth box to achieve accurate positioning. Classification and
regression have the same structure and different parameters.

2.2.5 Multi-task Loss Function

In this paper, themulti-task loss functionwith angle penalty is used for the end-to-end
training of the network, and the loss function is shown as follows:

L = 1

Ncls

∑

i

Lcls(pi , li ) + 1

Nreg

∑

i

p j
(
L reg(v

∗
j , v j )

)
(7)

Here, li represents the object category, pi represents the probability distribution
of different categories calculated by softmax function, v j represents the coordinate
vector deviation of model prediction output, and v∗

j represents the real vector devi-
ation. Where classification loss Lcls is the cross entropy loss, regression loss L reg is
smooth L1 loss.

3 Experiment

3.1 Dataset and Setting

Object detection dataset of aerial remote sensing image. It contains 2806 expert
interpreting aerial images from different sensors and platforms. Each image ranges
in size from 800 × 800 to 4000 × 4000 pixels and contains a wide range of scales,
directions, and shapes. These DOTA images are then annotated by aviation image
interpretation specialists with an arbitrary quadrilateral. We selected the images con-
taining ship targets in the DOTA dataset, obtained a total of 1572 + 4902 samples,
divided the training set and test set, and obtained 4902 training set samples and 1572
test set samples. We divide the images into 640 × 640 sub-images with an overlap
of 100.

All the experimental contents in this paper were completed under the PyTorch
deep learning framework. The hardware environment is a server with four NVIDIA
GeForce TitanXPGPU (12GBmemory) and Intel Xeon E5CPUs.We use ResNet50
imagenet pre-training model to initialize the network. For the DOTA dataset, we
trained 60 epochs in total.
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3.2 Performance Evaluation

We evaluate the performance of RRNet by the ship’s validate set of DOTA. The
performance evaluation of neural network includesmean average accuracy, precision,
and recall. The classification results of each assessment can be divided into four
categories:

• True positives (TP): the number of ships correctly classified as ships.
• False positives (FP): the number of ships incorrectly classified as ships.
• True negatives (TN): the number of ships correctly classified as non-ships.
• False negatives (FN): the number of ships incorrectly classified as non-ships.

Precision is often used to measure the ability of a model to distinguish binary
classes (that is, ship or non ship). In this study, combined with TP and FP calculation:

Precison = TP

TP + FP
(8)

Recall is a commonly used method to quantify the performance of algorithms
in machine learning. It measures the proportion of correctly detected ships in all
positive samples, i.e., a missing metric.

Recall = TP

TP + FN
(9)

mAP is a specific value that can more intuitively describe the performance of the
detector, and it is the area of the precision–recall curve and the horizontal axis. The
definition is described as follow:

mAP =
1∫

0

P(R)dR (10)

3.3 Evaluation of RRNet

We use 4375 training sets and 1357 validation sets to train RRNet, where resize is
set to 640 * 640. We use the pre-training model ResNet50 to initialize the network
and train the model by using the optimizer SGD with 0.9 momentum, 0.0001 weight
decay, and batch size 8, and maximum number of epochs is set to be 50. The initial
learning rate at the beginning of training is set to be 0.01, we use the learning policy
“warm up” to adjust the learning rate, the warm-up step is set to be [10, 30, 50], and
the warm-up ratio is 1/3.
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On one hand, for the small dense ships because of its small volume quantity, in the
process of feature extraction network constantly down sampling of the figure map
will be lost in a large number of target information, thus detection model needs to be
done the ship detection task using the characteristics of the previous figure map, but
due to the characteristics of the previous figure map layer contained in the semantic
information is too shallow, it is easy to make the detection model can’t locate the
ship object precisely. On the other hand, for large ships with characteristics of strong
semantic, due to the complexity of its semantic information, so the model need
contain deep characteristic figure of high-level semantic information to complete
judgment, and high-level semantic feature maps cannot very accurately locate the
position information of large ships. The RRNet is a multi-scale detection network,
and it chooses five different feature maps to combine, the lowest layer is mainly used
for small ship detection, and the highest layer is mainly used for large ship detection.
When training RRNet on the ship datasets, the trend curve of mAP is shown as Fig. 3,
and RRNet achieves 66.8% mAP after 50 epochs. In order to prove our proposed
method is more outstanding, we compare the RRNet with other methods, and the
results are shown in Table 1. In Table 1, the SSD, YOLOv2, and R-FCN [15] are
horizontal region detectors, and the R-DFPN [16] is rotation region detector. The
result shows that the mAP of our RRNet is better.

In addition to using mAP to evaluate the detection accuracy of the model, we also
calculate the accuracy and recall rate of the model to evaluate the performance of
the model and record the accuracy and recall rate under different thresholds in the
ship validation set. Figure 4 shows the precision–recall curve, it can be seen that the
best precision rate and recall rate of our proposed method are 93.9% and 72.1%,
respectively.

Figure 5 shows some detection results in different scenes, including tightly
arranged ships and arbitrary oriented ships, ships in the harbor and on the sea. These

Fig. 3 mAP of RRNet
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Table 1 Detection
performance comparisons of
different models

Methods AP of ship

SSD 13.21

YOLOv2 7.37

R-FCN 7.45

R-DFPN 54.78

Ours 66.80

Fig. 4 Precision–recall curve of RRNet

complex scenes and various ships have a great influence on the performance of
RRNet.

4 Conclusion

In this paper, we propose a rotated neural network named RRNet to detect arbitrary-
oriented ships. We apply a rotation head to guarantee the rotation invariance of
the model and add an angular loss to the original loss so that the model can learn
the angular offset of the bounding box. The results of the experiment based on the
DOTAdataset show that our proposed RRNet has a great performance on rotated ship
detection. However, due to the difficulty of features in ship detection, our method
has a relatively low recall rate, there still exists some missed inspections, and we
need to explore how to effectively increase recall rate in the future.
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Fig. 5 Detection results of ships in different scenes. a Detection results of arbitrary oriented and
tightly arranged ships; b detection results of ships in the harbor and on the sea
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A High-Resolution Remote Sensing
Images Segmentation Algorithm Based
on PCA and Fuzzy C-Means

Chenchen Jiang, Hongtao Huo, and Qi Feng

Abstract Aiming at optimal segmentation scale for different surface features with
different features in high-resolution remote sensing images takes a lot of experiments
and exists subjectivity. This paper proposes an optimal segmentation algorithm,
a method that combines principal component analysis (PCA) with fuzzy c-means
(FCM). In this method, the initial clustering centers of FCM are generated by sorting
values after dimension reduction by PCA on high-resolution remote sensing images.
Then using fuzzy c-means algorithm merges the homogenous image units into one
object, and thus, we can gain the segmentation results which rule out influence of
subjectivity and uncertainty of initial clustering centers and segmentation scale. Our
final result, visual evaluation and clustering internal evaluation indicators and seg-
mentation evaluation indicators show that the high-resolution remote sensing images
segmentation algorithm based on PCA and FCM is better than original FCM, and
other traditional image segmentation methods mentioned in the paper.

Keywords High resolution remote sensing images · Image segmentation · PCA ·
Fuzzy c-means

1 Introduction

Image segmentation is an important step in high-resolution remote sensing images
classification and is a key factor of accuracy of images classification results, and
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thus, researching optimization segmentation scale is of great significance to high-
resolution remote sensing images object-oriented classification. Object-oriented seg-
mentation means merging neighboring pixels into an object based on specific simi-
larity detection (such as spatial characteristic [1], textural features and spectral infor-
mation et al.) [2]. Recently, researching on selection of optimal segmentation scale
in high-resolution remote sensing images focuses on three aspects including super-
vised segmentation with samples, unsupervised segmentation without samples and
semi-supervised segmentation with few samples.

Previous researches [3–7] have shown that object-oriented supervised segmenta-
tion of remote sensing images depended on the segmentation scale parameters of the
trial-and-error approaches, which had a great impact on the subsequent classification.
This trial-and-error method which based on repeated experiments and the experience
of researchers is instructive and inadvisable [8]. Therefore, many researchers have
proposed unsupervised segmentation and semi-supervised segmentation. At present,
image segmentation based on clustering is widely recognized [9], among them, FCM
algorithm is very important and widely used segmentation method [10]. Zhang et al.
[11] propose an adaptive spatially constrained fuzzy c-means algorithm (ASCFCM)
which does not require any parameter adjustment realizing unsupervised image seg-
mentation, but there are some shortcomings in the selection of initial clustering center
and the number of clustering. Fan and Wang [12] present a two-phase fuzzy cluster-
ing algorithm based on neuro-dynamic optimization. In the first stage, the method
uses the linear assignment initialization and eliminates the instability of the results of
random initialization clustering for polarimetric synthetic aperture radar (PolSAR)
remote sensing image segmentation.

Although the original FCM algorithm does not need to set samples compared
with supervised segmentation in the process of image segmentation, it also has some
shortcomings that the determination of initial clustering center and the number of
clustering.

The segmentation results of high-resolution remote sensing images are greatly
influenced by the quality of original images, the number of images bands and the
resolution of remote sensing images [13, 14], and evaluating the segmentation results
is not only an indispensable key technology in the segmentation process but also one
of difficulties in the technical field [15]. G. Meinel and M. Neubert [16] presented a
method for evaluating segmentation quality and compared the qualities in eight differ-
ent image segmentation results between presently available segmentation programs
(eCognition 2.1, eCognition 3.0, Data Dissection Tools, CAESAR 3.1, InfoPACK
1.0, Image segmentation for Erdas Imagine, Minimum Entropy Approach to Adap-
tive Image Polygonization and SPRING 4.0). In this paper, we combine qualitative
and quantitative indicators to evaluate to the segmentation results.

Aiming at above problem, we propose a high-resolution remote sensing images
segmentation algorithm based on PCA and fuzzy c-means which is an incremen-
tal approach to clustering segmentation. The sorting result of PCA is used as the
initial value of the original FCM, and it does not depend on any initial cluster-
ing centers conditions and has the more stable segmentation results. In the article,
we take GF-2 remote sensing images database, based on MATLAB2017a platform,
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through visual evaluation and quantitative evaluation evaluating the new method
segmentation results.

2 Methodology

In this paper, the methods include the machine learning such as PCA and FCM,
introducing PCA dimension reduction analysis into FCMclustering algorithm. Thus,
it is eliminating the sensitivity of the initial value of FCM.

2.1 Technical Route

This study is based on preprocessing GF-2 remote sensing images ROI using a
new object multi-scale image segmentation which is first taking PCA to reduce the
dimension of multi-band high-resolution remote sensing images and then sorting
one-dimensional array. In the second stage, the sorted PCA remote sensing images
are used for FCM clustering to get the results of object-oriented multi-scale images
segmentation. Finally, the images segmentation results are analyzed by using clus-
tering internal index and segmentation evaluation indictors. The technical route is
summarized in Fig. 1.

2.2 PCA Unsupervised Dimension Reduction

PCA [17] is generally used to replace the original more variables with fewer new
variables, and these new variables can keep all the information in the original data
as much as possible. Let X ∈ R

m×N denote a set of normalized data with m samples
and N variables.

X =

⎡
⎢⎢⎢⎣

x11 x12 . . . x1N
x21 x22 . . . x2N
...

...
. . .

...

xm1 xm2 . . . xmN

⎤
⎥⎥⎥⎦ (1)

The covariance matrix cov(X) of X derives

cov(X) = 1

m − 1
XTX (2)
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segmentation for high 
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Clustering evaluation Segmentation 
evaluation

Conclusion

Fig. 1 Technical route

where � = diag(λ1, λ2, . . . , λN ) and λ1 ≥ λ2 ≥ . . . ≥ λN ≥ 0. In PCA, calculation
of principal component contribution rate λi∑N

k=1 λk
(i = 1, 2, . . . , N ) and cumulative

contribution rate
∑i

k=1 λk∑N
k=1 λk

(i = 1, 2, . . . , N ) are taken to extract the corresponding

principal components z1, z2, . . . , zn (n < N ).
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2.3 FCM Clustering Algorithm

FCM [18] was proposed by Dunn [19] in 1973 and improved by Bezdek [20] in
1981. Let matrix X = {xi }, i = 1, 2, . . . , n denote a dataset with n samples and d
dimensions. In FCM, the matrix is divided as k clusters denote the number of groups.
Represent k clusters as:

C = {ci , i = 1, 2, . . . , k} (3)

where μk is the center of mass of ck . The objective function of FCM is

Jf(X :U, V ) =
k∑
j=1

n∑
i=1

(
ui j

)w∥∥xi − μ j

∥∥2
, 1 < w < ∞ (4)

where ui j ∈ [0, 1] is a degree to which data {xi }, i = 1, 2, . . . , n belong to cluster.
ui j is desirable to have any real number between 0 and 1, but the sum of the partition
matrix has constraint

∑k
i=1 ui j = 1. And w ∈ (1,+∞) is a fuzzification parameter.∥∥xi − μ j

∥∥2
is a Euclidean distance.

2.4 PCA and FCM Clustering Algorithm

Let initialization clustering centers of FCMbe defined as the sorting the first principal
component after PCA:

Vj = �1 + 2l

2k
m�

(
l = 0, 1, . . . ,

m

k
− 1

)
(5)

where Vj denotes the initial clustering centers, k represents the number of clustering
(Fig. 2).

2.5 Evaluation Indicators

Evaluation indicators include clustering evaluation sum of square error (SSE) [21],
segmentation accuracy [22], over-segmentation rate [22] and under-segmentation
rate [22].

As the objective function of clustering, SSE is expressed as following:

SSE =
k∑

i=1

∑
x∈ci

dist(x, vi )
2 (6)
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Fig. 2 Flowchart of FCM algorithm based on PCA
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where k is the number of clustering, and dist(x, vi )
2 means the Euclidean distance

between the sample point x which is in the cluster and its corresponding clustering
center vi .

Segmentation evaluation indicators include overall segmentation accuracy, over-
segmentation rate and under-segmentation rate. The overall segmentation accuracy
(SA) is defined as following:

SA =
(
1 − |Rs − Ts|

Rs

)
× 100% (7)

where Rs is the number of pixels of original high-resolution remote sensing images,
Ts represents the number of pixels of segmentation images. |Rs − Ts| denotes the
number of pixels of incorrect segmentation.

Over-segmentation is defined as

OS = Os

Rs + Os
(8)

where Os denotes the number of pixels that are not actually in the segmented image
but are segmented in the segmented results.

Under-segmentation rate is defined as

US = Us

Rs + Os
(9)

where Us denotes the number of pixels in a segmented image that is not in the
segmented image but is supposed to be in the segmented images.

Figure 3 shows the three indicators above all. Figure 3a divides the image into
the three clusters such as 80, 100 and 150. In Fig. 3b, pixels with a value of 100 are
not actually in the value of 80 segmented image but are segmented in the value of
80 segmented results. And Fig. 3c denotes the under-segmentation rate, and pixels
with a value of 80 are not in the 80 segmented images but are supposed to be in the
value of 80 segmented images.

3 Experiments

In this paper, the hardware environment of the experiment is ASUS FX59 Intel(R)
Core(TM) i7-9750H CPU@ 2.60 GHz 2.59 GHz RAM 8.00 GB, operation system:
Windows 10 x64, and the software environment of the experiment isMATLAB2017a
and ENVI 5.3.1.
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Fig. 3 Schematic diagram of evaluation of segmentation results a segmentation accuracy, b over-
segmentation rate, c under-segmentation rate

3.1 Data Description

The time phase and scene number of GF-2 high-resolution remote sensing image are
September 2, 2015 and GF2_PMS1_E116.3_N39.7_20150902_L1A0001015327.
Preprocessing includes radiometric calibration, atmospheric correction, orthorecti-
fication, image sharpening and ROI extraction (Fig. 4).

WuhanUniversity GaoFen image dataset (GID) [23] includes 150 high-resolution
GF-2 images acquired from more than 60 different cities in China for land-use clas-
sification. In GID label, five categories are labeled with five different colors: built-up
(red), farmland (green), forest (cyan), meadow (yellow) and waters (blue) (Fig. 5).
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Fig. 4 GF-2 high-resolution remote sensing images a panchromatic image with the resolution of
1 m, b multispectral image with the resolution of 4 m, c the fusion image after Nearest Neighbor
Diffusion pan sharpening, d ROI extract from the fusion image, e ROI after removing background
value, f ROI classification label

3.2 Segmentation Results

As shown in Fig. 6, the trial-and-error approaches experiment the segmentation and
merging scales with the values of 25, 50 and 75. The method depends on repeated
experiments which also rely on the experience of the researchers.

The methods in this paper are taking PCA and FCM algorithms for avoiding
subjective experience and sensitive initial value. The results of PCA are shown in
Fig. 7 as following:

Under the condition that other parameters are the same, it can be found in Fig. 8
by visual interpretation that the segmentation result by PCA and FCM is better than
the original method. But the segmentation of water area is under-segmentation in
both methods. Thus, the later experiment is testing with the large water area image,
as shown in Fig. 9.

The segmentation effect of the water area is poor in both methods, and algae are
mistakenly classified into other categories. The segmentation of farmland is more
obvious in PCA and FCM method than the original FCM method.
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Fig. 5 Wuhan University Gaofen image dataset (GID) a 20160912_L1A0001821711 data source,
b ROI extraction, c data source label, d ROI label

Fig. 6 Multi-scale images segmentation a the scales of segmentation and merging are 25, b the
scales of segmentation and merging are 50, c the scales of segmentation and merging are 75

3.3 Evaluation Indicators of Segmentation Results

For evaluation of segmentation results, we take four indicators that sum of square
error (SSE), segmentation accuracy (SA), over-segmentation rate (OS) and under-
segmentation rate (US).
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Fig. 7 The results of PCA a GF-2 remote sensing image, b GID

Fig. 8 The GF-2 remote sensing image segmentation result with PCA and FCM a the segmentation
result with the original FCM method, b the segmentation result with PCA and FCM, c the label of
remote sensing image

Part of GF-2 remote sensing images segmentation evaluation in Table 1 and the
class 1 of buildings are better segmented, although the runway in class 4 is in the class
1, it is also well segmented and distinguished from adjacent pixels. The segmentation
accuracy of class 2 which represents the farmland (green) reaches 99.4%. And the
segmentation accuracy of class 5 is also as high as 98.6%.
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Fig. 9 The segmentation result of GID GF-2 remote sensing image a the segmentation result with
the original FCM method, b the segmentation result with PCA and FCM, c the label of remote
sensing image

Table 1 Evaluation of segmentation results

Data set Indicators

SSE SA OS US

GF-2 Class 1 1.84e+07 0.994 0.018 0.024

Class 2 0.994 0.029 0.023

Class 3 0.126 0.018 0.876

Class 4 0.977 0.027 0.050

Class 5 0.986 0.018 0.004

4 Summary

In this paper, we have presented a new remote sensing image segmentation method
to eliminate the sensitivity of FCM initial clustering centers and avoid the selection
of segmentation scale by trial-and-error method with PCA. We gain the following
results.

1. After PCA analysis and sorting, it is found that themean center eliminating initial
value sensitivity of FCM.
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2. The traditionalmethod takes trial-and-errormethod formulti-scale segmentation,
the PCA and FCM method avoid the shortcoming.

3. In the terms of segmentation accuracy, GF-2 remote sensing image has a better
segmentation effect especially in class 1 and class 2.
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Structural Design and Analysis of a Belly
Radome

Liuqing Xu

Abstract The aircraft modification is a research hot spot in the field of general avia-
tion. It has played an important role in disaster relief, meteorological detection, ocean
monitoring, scientific experiments, remote sensing mapping and other application
fields. Radome is one of the typical aircraft modifications. In this paper, we propose
an aircraft belly radome and focus on its structural design and analysis. Firstly, a
3D model of the aircraft belly radome is constructed, and then, the aerodynamic
performances of the radome in four kinds of typical flight conditions are simulated
by ANSYS software. Next, based on the fluid-structure interaction platform, the
flight aerodynamic simulation data in various flight conditions are extracted as the
high-altitude environmental parameters to provide more realistic static force and
deformation simulations of the radome. In addition, a pressure exchanged device is
proposed to clear the pressure difference of the inside and outside of the radome.
Moreover, the static stress of the bolts fastened the radome to the aircraft is analyzed
to support the fastener material selection of the radome. The research can be as a
strong engineering reference for the structural research of the aircraft belly radome.

Keywords Belly radome · Fluid-structure interaction · Aircraft modification

1 Introduction

In order to meet the developed requirements of aerial remote sensing research, such
as surveying, mapping, exploration and so on, more and more aircrafts have been
modified as aerial remote sensing experimental platforms, loading various sensors to
carry out scientific experiments. The belly radome is one of the typical aircraftmodifi-
cations. The mainly function is to improve the aerodynamic shape of the abdominal
hanging equipment with generally thin shell type structure. Its application can be
traced back to the 1940s. With the development of computer technology, the design
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of radome has changed from the cumbersome process of experience estimation, the-
oretical validation and testing to computer aided design, manufacturing and testing,
which greatly reduces the designation cycle. The research of airborne radome began
in 1950s in our country. It also has been developed promptly in recent years with the
advance of computing performance [1, 2].

We design one aircraft belly radome and discuss its structural performance in the
paper. Firstly, a 3Dmodel of an aircraft with belly radome is constructed by software
CATIA, and the aerodynamic simulation and static analysis are comprehensively
analyzed by software ANSYS. Based on the fluid-structure interaction platform, the
aerodynamic simulation data under various flight conditions are extracted as the
environmental parameters to reach a more realistic steady-state simulation of belly
radome in flight. We also discuss the deformation and pressure relief of the radome.
In addition, the stress distribution of the bolts is simulated to assist the material
selection of fasteners. This study provides data and methods as strong structural
references for the belly radome modification.

2 Modeling

Firstly, both the geometric original model of the aircraft (Model A) and that with the
belly radome (Model B) are established. Model B is shown in Fig. 1. Considering on
the symmetry of the model, only right side of the geometric model is constructed,
and then, the spatial flow field is meshed. The length of the aircraft model is 14 m,
and the wingspan is 15 m. The shape of radome is 3.5 m in length, 0.9 m in width
and 28 kg in weight separately.

In the aspect of mesh generation in fluid field, we simulate the flight environment
of the aircraft belly radome by software ANSYS. The structural mesh generation is
applied on the flight flow field model in Fig. 2. The mesh quality of the second-order
Jacobian matrix meets the engineering requirements. For boundary conditions, the
surface of the aircraft and the radome is setting as wall. The plane of the aircraft’s

Fig. 1 Geometrical model
of Model B



Structural Design and Analysis of a Belly Radome 543

Fig. 2 Structural meshing
generation of model B

central axis is setting as symmetry, and the others are setting according to theworking
conditions [3–5]. Solution method is SIMPLEC. Under-relaxation factor is pre-0.1.
Momentum is 0.5.

In the fluid-structure interaction design of Workbench platform, the static stress
analysis of the bolts fastened the radome to the aircraft belly skin, adopts the method
of fluid-structure interaction to increase the simulating accuracy. In the meantime,
it really increases the computing complexity. The research framework of the fluid-
structure interaction of radome is presented in Fig. 3. The tetrahedral mesh model for
static research of radome is presented in Fig. 4. The material of the radome is glass
steel. The density is 1800 kg/m3. The tensile strength is 290 MPa, and the Poisson’s
ratio is 0.22.

Fig. 3 Fluid-structure
interaction platform

Fig. 4 Tetrahedral mesh
model of the belly radome
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3 Simulation Results and Discussions

Based on the simulation of aircraft in various flight conditions, the deformation and
pressure balance of the radome aremainly concerned in the paper. On theWorkbench
platform with fluid-structure interaction, the static stress analysis of bolts fastened
radome to the aircraft belly skin is also highly attentioned. According to the scheme
consideration, we set four typical steady-state conditions as Table 1.

Usually, the condition of static force simulation is simulated on ground, which
generally ignores the flight conditions, easily causing the deviation of simulation
results. Thus, we focus on the various flight conditions with high altitude and high
speed. Although it increases the computing loads, it can provide more realistic belly
radome simulation results.

3.1 Static Pressure Effect of the Belly Radome

The static pressure distribution ofModelA andModelB in the condition 3 is shown in
Figs. 5 and 6, respectively. Compared to Model A in Fig. 5, the front and rear static
pressure near the fuselage increase significantly in Fig. 6. The front-end pressure
increases due to the influence of wind resistance. The back-end pressure increases
because the air flow has been disturbed obviously in this section, which forms lots of
eddy currents. The airflow velocity decreasing on the back-end of the radome leads
to pressure rising quickly. In addition, the undersurface of the radome is in lower

Table 1 Four kinds of aircraft flight conditions

No Model Height Temperature Pressure Velocity Mach

1 A.B 11000 m 216.7 K 22,632pa 680 km/h 0.64

2 A,B 7500 m 239.4 K 38,251pa 680 km/h 0.61

3 A,B 7500 m 239.4 K 38,251pa 580 km/h 0.61

4 A,B 5000 m 255.7 K 47,305pa 680 km/h 0.59

Fig. 5 Static pressure
distribution of Model A
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Fig. 6 Static pressure
distribution of Model B

pressure than surroundings,which indicate that is subjected to greater external tension
during flight. Hence, the radome installation causes the obvious aerodynamical effect
on flight.

3.2 Pressure Difference Discussions of the Belly Radome

The static pressure difference on the radome is obvious in Fig. 6. It can lead to
structural rip. Thus, we need to consider a pressure exchange device to clear the
pressure difference between inside and outside of the radome. It is not suitable for
pressure exchanging on the windward side because of the high wind resistance. The
undersurface is also not a goodposition. Itwill affect the radomeaerodynamical shape
apparently if it is installed. Therefore, the optimum position of the pressure relief
device is the central axis area of the leeward side, which is used to keep the pressure
balance to reduce the deformation of the radome by pressure difference. Maximum
steady-state pressure difference value of 7 MPa is obtained from above four kinds of
flight condition simulations, which can be used as the pressure exchanged capability
index of the device in steady-state flight.

3.3 The Deformation of the Belly Radome

The deformations of the belly radome are discussed by Figs. 7, 8, 9 and 10 separately.
At the same flight speed, the maximum deformation of the radome is about 9 mm in
condition 1 of Fig 7. Themaximum deformation is about 13mm in condition 2 of Fig
8. The maximum deformation is about 14 mm in condition 4 of Fig 10. It indicates
that the deformation of radome decreases with the flight altitude increasing. The
flying altitude is higher, and the ambient pressure is lower. It causes that the pressure
difference is fewer between the inside and outside of radome with higher altitude. In
the same flight altitude, the maximum deformations of radome are about 13 mm and
8 mm in the condition 2 and 3, respectively, which indicates that the deformations
of radome increase with the flight speed increasing. Therefore, the elastic design
of radome shall refer to the maximum flight speed and mainly flight altitude. The
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Fig. 7 Reformation of radome in condition 1

Fig. 8 Reformation of radome in condition 2

maximum deformation data of radome are on the back of radome’s mid-axle in four
flight conditions, which also prove the rationality of the central axis area of the
leeward side as the pressure exchanged device position.
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Fig. 9 Reformation of radome in condition 3

Fig. 10 Reformation of radome in condition 4

3.4 The Static Stress Anlysis of the Bolts Fastened to Radome

Considering on configuration of the radome, a total of 23pcs bolts are designed as
fasteners connected the radome to the aircraft belly. Because the model is symmet-
rical, we only discuss the static stress of 12pcs bolts on right side. The sequence
number of the bolts is defined as 1–12 along the radome longitudinal from forward
to backward. The stress on the fastening bolts of the radome is shown in Figs. 11, 12,
13 and 14. The stresses of 12pcs bolts are similar generally shown in Figs. 11 and 12.
It is presented that the stresses of No. 1–6 bolt are slightly greater than that of No.
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Fig. 11 Static stress of 12 pcs bolts on right side of the radome in condition 1

Fig. 12 Static stress of 12 pcs bolts on right side of the radome in condition 2

Fig. 13 Static stress of No.
1 bolt in condition 3

7–12 bolt. The stress changes of bolts have a similar tendency to the deformations of
radome in various flight conditions shown in Figs. 12 and 13. According to Fig. 13,
the maximum average cross-sectional pressure of the bolt is about 6 MPa, and the
maximum force of No. 1 bolt is about 100 N. The material of bolt is recommended
to use aluminum alloy. It not only satisfies the force requirement but also has the
preferred advantage of lightweight. Next, we will have another important study to
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Fig. 14 Static stress of No.
1 bolt in condition 4

carry on the aircraft flight simulation in the various limited conditions with different
accelerated velocity.

4 Conclusions and Next Works

Wedesign a belly radome according to the scheme requirements.We propose one air-
craft belly radome and focus on its structural design and analysis. Firstly, a 3Dmodel
of the aircraft belly radome is constructed, and then, the aerodynamic performances
of the radome in four kinds of typical flight conditions are simulated by ANSYS
software. Next, based on the fluid-structure interaction platform, the flight aerody-
namic simulation data in various flight conditions are extracted as the high-altitude
environmental parameters to provide the static force and deformation analysis of the
radome. It presents the simulating results more realistically compared to that with
the ground simulating condition. From the above study, we can acquire conclusions
as:

1. The radome installation strongly effects the aircraft aerodynamics. The static
pressure has obviously changed on the belly surroundings of Model B compared
to that of Model A.

2. One pressure exchanged device is proposed. To keep the pressure balance both
inside and outside of the radome, we discuss the central axis area of its leeward
surface as the optimum position for the device installation. 7 MPa is designed as
the pressure exchanged capability index of the device in steady flight condition.

3. Total of 23 bolts fastened the radome to the aircraft skin are designed and dis-
cussed in the four flight conditions. Though the static stress generally changes a
little at high-altitude steady-state flight, the maximum stress is applied on No.1
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bolt. The maximum average cross-sectional pressure of the bolt is about 6 MPa,
and the maximum force of a single bolt is about 100 N. The aluminum alloy can
be selected as the material of the bolts.

Next works, we will carry on the radome simulation in various limited flight
conditions. Besides studying on above-mentioned steady flight condition, the limited
conditions will be considered by the accelerated velocity load of aircraft on 3 g
forward, 1.5 g backward, 2 g upward, 4.5 g downward, 1.5 g left side and 1.5 g right
side, respectively [6]. The forces will be analyzed continually in the various limited
load conditions. The simulation results will be combined with the results of this
paper to provide more comprehensive references for the designation of the pressure
exchanged device and the fastener selection.
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Cross-comparison and Analysis of SJ-9A,
SPOT5, and THEOS Based on a Satellite
Network

Fangyan Yuan, Guoqing Li, Zhengli Zuo, Quan Ran, LiDong Guo,
and Guangbin Ma

Abstract Although a number of inter-sensor comparisons have been conducted, no
comparison between the SJ-9A, SPOT5, and THEOS sensors has been conducted.
This study provides such a comparison, with the aim of evaluating the SJ-9A image
quality. A synchronized satellite network technical systemwas proposed, and a com-
parison of SJ-9A, SPOT5, and THEOS based on synchronous data was successfully
completed. Compared with previous methods, proposed method is an active mode
for quality assessment and shown to be practical and operable. The study had two
outcomes; first, a new comparison method for new sensor quality assessment was
proposed and verified, and second, the new SJ-9A sensor was evaluated.

Keywords Satellite network · Satellite synchronous observation · SJ-9A ·
SPOT5 · THEOS · Cross-comparison

1 Introduction

Optic satellite sensor imaging quality is affected by sensor design, installation, and
orbit degradation. The remote imaging process is very complex and can be affected
by the atmosphere, sun angle, cloud, terrain, and other factors. Image quality is an
important topic, especially when new satellites are launched. In the initial phase of
imaging quality research, studies focused on evaluating the quality of satellite images
[1–4]. With many earth observation satellites being launched, image quality assess-
ment methods have changed, and a popular area of research is the cross-comparison
of different satellites with similar operating parameters [5–10]. To date, studies have
used three comparisonmethods to cross-compare different satellites. Thefirstmethod
is considered a per-band-based comparison [11, 12] or a multiband-combination-
based comparison, such as the thematic-indicator-based comparison [13, 14]. The
second method is the context difference comparison. Some comparisons are made
based only on the quality of the sensor imaging process itself [15–17], including its
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attention to geometric accuracy, radiation accuracy, amount of information produced,
contrast, and other factors. Some studies have focused on satellite applications, such
as the comparison of vegetation indicators [9, 18], agricultural crops [19, 20], burnt
areas, including the severity of forest fires, and bare soil [21, 22]. The third method is
the comparison of the sensor system style. Cross-comparisons among satellite sen-
sor systems can be used for almost all the existing airborne and spaceborne sensors,
including optical and synthetic aperture radar (SAR) [23, 24].

Among the various cross-comparisons mentioned above, the synchronous image
pair-based comparison is one of the most frequently used methods and is the basis of
objective comparisons. According to the literature, simultaneous cross-comparison
images are mainly used for historical data; however, there are some limitations to this
method, due to its passive mode. This method is suitable for satellites that produce
a wide range of images and that have many applications because they have a large
amount of historical data; however, it is not suitable for more recently launched
sensors because new satellites have no historical data. To solve this problem, we
propose an active synchronized satellite networkmethod thatwill provide an effective
way to assess the quality of new satellite images.

2 Methodology

2.1 Cross-comparison of Satellites

A similar spectral band design and spatial resolution was the basis for the cross-
comparisons of SJ-9A, THEOS, and SPOT5. Table 1 shows the detailed satellite
parameters.

2.2 Test Area

To successfully collect synchronous images, the test areas used in this study were
selected based on the following criteria.

1. Test area must have low rainfall and little cloud cover. Accordingly, Zhangye
City in Gansu Province, China, was selected, and it contains regions of forest,
grassland, built-up areas, and desert.

2. Cross-comparison image pairs have as little sensor view angle as possible and a
similar solar elevation angle.

3. An abundance of different land cover types is important for good comparison
results. Summer is the best time for synchronous image collection because ground
vegetation is in the growing stage. Accordingly, we implemented a satellite
network synchronous test in June.
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Table 1 Cross-comparison satellites parameters

Orbit type Spatial resolution Orbital
inclination

Spectral type Spectral
interval

SJ-9A Sun
synchronous

Pan 2 m 97.982° Pan 0.45–0.89

Blue 0.45–0.52

Multiband 15 m Green 0.52–0.59

Red 0.63–0.69

Infrared 0.77–0.89

SPOT5 Sun
synchronous

Pan 2.5 m 98.72° Pan 0.50–0.73

green 0.50–0.59

Multiband 10 m red 0.61–0.68

infrared 0.78–0.89

Shortwave
infrared

1.58–1.75

THEOS Sun
synchronous

Pan 2 m 98.7° Pan 0.45–0.90

Blue 0.45–0.52

Multiband 15 m Green 0.53–0.60

Red 0.62–0.69

infrared 0.77–0.90

By following these rules, comparison image pairs were collected in Zhangye City,
Gansu Province, including panchromatic and multiband images, which were cross-
compared to obtain more objective comparison results. We used preliminary product
data for each satellite.

2.3 Satellite Network

A satellite network is a virtual constellation, which organizes different kinds of earth
observation satellites to serve specific purposes, after consideration of the satellite
resources, the ground system capability and its various constraints, overall time
planning, attitude control, and the selection of the ground target for observation.

Depending on the exact application required, there are three types of satellite
networks (see Fig. 1).

1. Simultaneous imaging of different satellites at the same time and place. This type
of network is the most demanding and the most basic. It is generally difficult to
achieve complete synchronization, but it can achieve near synchronization. This
type of cooperative data is mainly used for the comparison of the performance
and image quality of different satellite sensors. This type of network was used
in this study.
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Fig. 1 Satellite network type

2. Imaging of different satellites at the same (or similar) time but in a different place.
This type of satellite networking is primarily used to acquire full area coverage
as soon as possible and can be used for images of the country or even the whole
world.

3. Imaging of different satellites at different times but in the same place. Compared
with the previous two methods, this network is easier to achieve. This type of
data is primarily from data sequences with a high time frequency of observations.
Data can be acquired for specific locations frommany satellites at different times,
providing a wealth of data sources for the detection.

2.4 Synchronous Imaging

The establishment of a satellite network is restricted by many factors and is sensitive
to certain constraints, planning measures, and strategies. The network constraints
include the satellite number, number of satellite orbits, payload number, time range,
target area characteristics, and the clouddistributionwithin the optical satellite image.
Correct planning measures and strategies should provide solutions for meeting the
coverage requirements for the target area. To improve the coverage of the target area,
strict satellite conditions were planned in advance, with highly mobile satellites used
to fill vacancies.

To ensure the successful execution of synchronous imaging, before determining
the imaging area and imaging time, we used the systems tool kit (STK) to simulate
multiple simultaneous satellite trajectories. According to the orbit simulation results,
SJ-9A, SPOT5, and THEOSwere synchronized in Zhangye City, Gansu Province on
June 13, 2013. The study area included Zhangye City and the ground observation site
of theCold andAridRegionsEnvironmental andEngineeringResearch Institute,Chi-
nese Academy of Science (Fig. 2). SJ-9A, SPOT5, and THEOS synchronization tests
were performed successfully (Table 2).One scene imageof a panchromatic andmulti-
band image of SPOT5 and THEOS, respectively, was collected, and many scenes
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Fig. 2 a SJ-9A, SPOT5, and THEOS synchronous orbit simulation. b Location of the study area

Table 2 Synchronous images

Sensor Date Time
(GMT)

Incidence
angle

Image type Sun
Azimuth

Sun
Elevation

SJ-9A 6/13/2013 03:58:03 1° Pan/MS 122.5° 66.5°

SPOT5 6/13/2013 03:57:19 9.77° Pan/MS 126.3° 66.9°

THEOS 6/13/2013 03:42:29 10° Pan/MS 121.62° 64.93°

of SJ-9A panchromatic and multiband images were collected. Panchromatic (Fig. 3)
and multiband image (Fig. 4) pairs were used to conduct the cross-comparison.

Fig. 3 a One of the SJ-9A multispectral images. b SPOT5 multispectral images. c THEOS
multispectral image
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Fig. 4 a SJ-9APanchromatic image.bSPOT5Panchromatic image. cTHEOSPanchromatic image

2.5 Assessment Indicator

1. Information content

Information content is an indicator that reflects the rich degree of information
contained in images. It is always measured by the information entropy. The more
complicated the texture is in an image, the larger the amount of information it con-
tains. The entropy is large in a complicated image. It is calculated using the following
equation.

H = −
n∑

i=1

pi log pi (1)

where i is the value of pixels, n is the pixel number, and Pi is the probability of value
i.

2. Radiometric accuracy

Radiometric accuracy reflects the radiation status, and its parameters are mainly
mean (m), variance (d), skewness (s), and steepness (k). They are defined as follows:

m = 1

M × N

M×N∑

i=1

g(i) (2)

d = 1

M × N

M×N∑

i=1

[g(i) − m]2 (3)

s = 1

M × N

M×N∑

i=1

[g(i) − m]3
/
d3 (4)

k = 1

M × N

M×N∑

i=1

[g(i) − m]4
/
d4 (5)

whereM represents the line number of the image, N is the row number of the image,
i is the number of pixels, and g(i) is the gray value of pixels in the test image.
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3. Sharpness

The sharpness reflects the sensitivity of changes in the image edge. The more dis-
tinctive the color contrast of the image junction, the clearer the image. An improved
point sharpness algorithmwasused to calculate the image sharpness. Itwas calculated
using the following formula:

p =

m×n∑
i=1

8∑
α=1

∣∣d f
/
dx

∣∣

m × n
(6)

where p is the sharpness,m and n are the line and row number of pixels, respectively,
df is the amplitude of the intensity change, and dx is the distance increment between
pixels.

4. Signal-to-noise ratio

The signal-to-noise ratio (SNR) is the ratio of signal-to-noise in the image. A
variance method can determine the SNR level of sensors. It is calculated using the
following formula:

SN R = m
/
d (7)

m = 1

M × N

M×N∑

i=1

g(i) (8)

d = 1

M × N

M×N∑

i=1

[g(i) − m]2 (9)

where m is the mean, d is variance,M represents the line number of the image, N is
the row number of the image, and g(i) is the gray value of pixels in the test image.

5. Modulation Transfer Function

MTF is a function of spatial frequency, reflecting the ability of the optical system
to respond to different spatial frequencies; therefore, it is also known as the spatial
contrast transfer function. The MTF has been widely used to characterize the per-
formance of optical systems because it contains almost all of the optical information
in a system. A straightforward approach to measuring the MTF involves imaging
a known input, such as a point or a line source, to produce the point spread func-
tion (PSF) and the line spread function (LSF), respectively. However, the use of a
point or a line source requires precise fabrication and high exposure. Thus, an edge
source is imaged to yield the edge spread function (ESF) instead, which can then be
differentiated to obtain the LSF. The detailed steps are as follows:

1. According to the edge imaging, the gray distribution is used to extract the sub-
pixel edge location.
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2. The sample data is extracted based on sub-pixel edge location and is then fitted
to the ESF curve.

3. A derivation of the ESF curve can obtain the line spread function curve.
4. The MTF curve can be obtained, with the curve of the linear diffusion function

obtained by Fourier transform.
5. The MTF curve is corrected by the image width of slit imaging.

2.6 Data Processing

There were three data processing stages for an image:

1. Image registration

A SPOT-5 image was the reference image, with a no-cloud image selected as
the region of interest through the ERDAS IMAGINE 9.1 AOI (Area of Interest)
tool. Figure 5a shows a multispectral image of THEOS, SPOT-5, and SJ-9A satellite
images. Here, the THEOS and SJ-9A imageswere synthesized by 4-, 3-, and 2-bands;
SPOT-5 satellite images were synthesized by the 3-, 2-, and 1-bands. Figure 5b shows
the panchromatic image of the study area for the three satellites.

Fig. 5 Multispectral and Panchromatic study area. A Multispectral study area (a) THEOS image
(b) SPOT-5 image (c) SJ-9A image. B Panchromatic study area (a) THEOS image (b) SPOT-5
image (c) SJ-9A image
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2. Quantitative level normalization

The quantization levels of SJ-9A, SPOT5, and THEOS are 10, 8, and 8,
respectively. The quantization level was normalized to maintain them at the same
level.

3. Indicator result normalization

The indicator values cannot directly indicate if an indicator is good or bad. The
judging standard is compared with the quality value of the ideal state. To ensure that
the indicator value and the ideal value can be compared with each other, the indicator
values were normalized.

3 Results and Discussion

To obtain more objective and accurate comparison results, panchromatic images of
sandy land, urban areas, and mountains were selected as interest areas. For multi-
spectral images, sandy land, urban areas, and water were selected as interest areas.
To increase the reliability of the experimental results, for each feature object, two
sample areas were selected for information quantity, radiation quantity, and sharp-
ness of indicator comparisons. However, the SNR and MTF curves mainly reflected
the ground information, in which the result was mainly influenced by the imaging
quality of the sensor. Therefore, the SNR and MTF curves were calculated based on
the whole image, not just the interest area.

3.1 Comparison of Panchromatic Images

The SJ-9A panchromatic image information entropy indicated that the maximum
amount of information and a consistent performance were obtained for sandy land,
urban areas, and mountains. The mean of the radiation quantity was the smallest of
the parameters investigated, which means that the SJ-9A image was the darkest. The
variance was the largest of the parameters investigated, which was in good agreement
with the amount of information. The skewness of the different features was different,
and the gray value of SJ-9A was generally closer to the mean value. In the sandy
land and mountains, the steepness of SJ-9A was the largest, indicating that the gray
value distribution was concentrated in a relatively small dynamic range. In urban
areas, the steepness was the largest in THEOS and SPOT-5. In the three interest
areas, the SJ-9A image sharpness value was the largest, and the edge changes in
images were most sensitive in THEOS and SPOT-5 images. The SNRwas the lowest
in SJ-9A, indicating that the noise level was large. The MTF results show that the
spatial frequency response of SJ-9A was worse than that of SPOT-5 but better than
THEOS. The detailed results are shown in Table 3. Figure 6 shows the results of a
comparison of the MTF.
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Fig. 6 Comparison of MTF
results for panchromatic
images

3.2 Comparison of Multispectral Images

The SJ-9A multispectral image information entropy indicated that the maximum
amount of information and a consistent performance were obtained for sandy land,
urban areas, and mountains. The mean of the radiation quantity was the smallest
of the parameters investigated, which means that the SJ-9A image was the darkest.
The variance was the largest parameter, and this is in good agreement with the
amount of information acquired. Overall, the skewness was smallest for SJ9-A, and
the symmetry of the histogram was the best. In different regions, steepness was not
completely the same for the different bands and was not very stable, but overall, the
SJ9-Agradientwas the largest, and the histogramdistributionwasmore concentrated.
For all three interest areas, the SJ-9A image sharpness value was largest, and the
details of the edge changes in the images were more sensitive than THEOS and
SPOT-5. The SJ-9A SNR was the lowest, indicating that noise was large. The MTF
results show that the spatial frequency response of SJ-9A was worse than that of
SPOT-5 and THEOS. The detailed results are shown in Table 4. Figure 7 shows the
results of a comparison of the MTF.
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Fig. 7 Comparison of MFT
results for multispectral
images

4 Conclusions

In this paper, an image quality evaluation method is presented which is based on syn-
chronous observations by multisatellites. The technology of the method is described
in detail, and a comparison and analysis of the THEOS, SPOT5, and SJ-9A satel-
lites were conducted using this method. The method was shown to be practical and
operable.

Through cross-comparison, the overall quality of SJ-9A was found to be better
than SPOT5 and THEOS, in terms of the amount of information and sharpness. This
study can only make a reference to the quality of SJ-9A. As there were no ground
observations, the comparison can only be relative.

It is clear that image quality evaluation based on synchronous observation by
multisatellites is restricted by many factors, such as synchronous data acquisition,
the data product level, and the data quantization digit. This study largely solved the
problem of synchronous data acquisition, but the impact of the product level and
quantization digit was not considered. The original data received from the ground
station was the best choice for satellite comparison; however, because most original
data is not accessible for the public, a preprocessing imagewas used, and the impact of
such data on the results needs to be further studied. The quantization digit is the digital
of the amplitude axis of the analog audio signal and determines the dynamic range
of the analog signal to digital. To compare with the same level, the data level should
be normalized, but the impact of the normalization on the comparison of results
needs further verification. In addition, due to the high cost of satellite networks,
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only a synchronized test was performed. In follow-up studies, different study areas
should be selected, and pairs of multiple simultaneous images should be used for
comparison.
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Water Extraction of Airborne
Polarimetric SAR by Introducing
Eigenvalue Relative Difference

Zheng Changli, Zhang Wei, Ding Qing, Wang Xiaoxia, and Luo Jinghui

Abstract In high-resolution airborneSAR images,water bodies, paddyfields, roads,
bare soils and other ground objects exhibit similar weak scattering characteristics. At
present, the water body extraction algorithm based on the weak echo characteristics
cannot eliminate the interference of other ground objects, resulting in unsatisfactory
water extraction results. Aiming at the KU-band airborne polarimetric SAR image,
this paper proposes a fine extraction method of airborne polarimetric SAR water
with the relative difference of single-reflection eigenvalues. Firstly, the H-α Wishart
classification algorithm is used to classify the weak scattering features, and then, the
weakly scattered features are re-segmented based on the pre-classification results
to construct the object unit. Finally, based on the single-reflex eigenvalue relative
difference feature, the threshold method is used to realize the water fine extraction.
Experiments show that the relative difference of single-reflection eigenvalues can
effectively separate the water body from the rest of the weakly scattered features,
and the object unit constructed by the fractal network evolution algorithm can obtain
better water body fineness than the simple pixel-level analysis.

Keywords Polarimetric SAR · Water extraction · Object-oriented analysis ·
Speckle noise · Scattering characteristics

1 Introduction

Synthetic aperture radar (SAR) has the ability of all-day and all-weather surface
observation. It can quickly respond to the severe weather conditions of rain, snow
and fog and obtain the surface information of the target area.Water information plays
an important role in flood assessment, urban management and river management. In
recent years, with the development of airborne SAR system, UAV SAR with full
polarization earth observation capability has played an important role in disaster
prevention and mitigation. Compared with single-pol SAR system, full-pol SAR
reveals the scattering difference of ground objects and provides a new technical
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means for the interpretation, classification and information extraction of ground
objects.

At present, scholars at home and abroad mainly focus on four aspects [1–9]. (1) In
viewof theweakbackscattering intensity of calmwater surface and the characteristics
of dark pixels in the image, water extraction researchwas carried out; (2) Research on
water extraction based on the smooth texture characteristics of water body; (3) Study
on water extraction based on the polarization characteristics of Bragg scattering; (4)
Study on water extraction by mixing the bove characteristics. The above algorithms
have achieved remarkable results in water extraction of spaceborne SAR images, but
the results are not ideal for airborne SAR images. Compared with spaceborne SAR,
airborne SAR has a larger incidence angle, which makes the water, paddy field,
road and bare soil indistinguishable from airborne SAR images, and all of them
have similar weak backscattering intensity characteristics. In addition, they all have
smooth texture characteristics and odd scattering polarization characteristics, which
make use of the above spaceborne SAR algorithm. The results of water extraction
from airborne polarimetric SAR images are not ideal.

In order to eliminate the interference of low scattering intensity targets on the
water extraction of airborne polarimetric SAR, this paper proposes a method of fine
water extraction incorporating the relative difference of eigenvalues. Firstly, theweak
scattering objects are extracted based on H-α Wishart [10] classification algorithm,
and then, the weak scattering objects are segmented based on the pre-classification
results. Then, we construct the single bounce eigenvalue relative difference [11, 12]
(SERD) feature of the image and use the threshold method to screen out the water
target from the weak scattering object unit. In order to verify the validity of the
proposed algorithm, the full polarization SAR images of Nanchong City obtained
from UAV SAR system were tested.

2 Construction of Weak Scattering Object Unit

In airborne SAR images, theweak scattering objects are seriously affected by speckle
noise. If only processed at the pixel level, the resultswill be fragmented, and the image
points will be isolated. Therefore, based on H-α Wishart pre-classification results,
this paper constructs objects based on fractal network evolution algorithm.

The fractal network evolutionary segmentation algorithm is a bottom-up seg-
mentation strategy. The basic idea is to merge pixels or objects in the direction of
decreasing heterogeneity until the increment of heterogeneity after merging exceeds
the threshold, and then, the merging terminates. The traditional fractal network evo-
lutionary segmentation method uses spectral information and shape information to
describe the heterogeneity of objects. Spectral information and shape information of
various polarization features are integrated to describe the heterogeneity of objects
and are used to segment polarization SAR buildings. The principle is as follows:

Suppose that before merging, object 1 contains n1 pixels, heterogeneity is h1,
object 2 contains n2 pixels, heterogeneity is h2, and merged object heterogeneity is
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hm. The variation of heterogeneity before and after merger is as follows:

hdiff = (n1 + n2)hm − (n1h1 + n2h2) = n1(hm − h1) + n2(hm − h2) (1)

A K-dimension feature participates in the segmentation, assigns a weight wk to
each dimension feature and describes the heterogeneity with the standard deviation
of the eigenvalue in the object, and then the variation of the heterogeneity of the
object’s feature becomes as follows:

hpol =
∑

k

wk(n1(σm − σ1) + n2(σm − σ2)) (2)

Shape heterogeneity is generally defined in terms of compactness and smoothness.
If the compactness and smoothness of the segmented object are hcmpt and hsmooth,
respectively, the shape heterogeneity hshape can be expressed as follows:

hshape = wcmpthcmpt +
(
1 − wcmpt

)
hsmooth (3)

Let the weight of feature heterogeneity be wpol. Then, the similarity F of adjacent
image objects can be expressed as:

f = wpolhpol +
(
1 − wpol

)
hshape (4)

3 Fine Extraction of Water Body Integrating SERD

SERD is calculated from the average coherence matrix satisfying the assumption
of reflection symmetry. In addition to reflection symmetry, it is stipulated that for
natural media, the correlation between the same polarization channel and the cross
polarization channel can be assumed to be zero. Based on the S matrix satisfying
the reflection symmetry, the expression of the corresponding unsorted eigenvalues
is derived as follows:

λ1 =1

2

{
|SHH |2 + |SVV |2 +

√(
|SHH |2 − |SVV |2 + 4

∣∣SHH S∗
VV

∣∣2
)}

λ2 =1

2

{
|SHH |2 + |SVV |2 −

√(
|SHH |2 − |SVV |2 + 4

∣∣SHH S∗
VV

∣∣2
)}

λ3 =2|SHV |2

SERD =λs − λ3

λs + λ3
(5)
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In the formula, λs corresponds to the eigenvalue of single scattering, and αi is the
parameter α extracted from the eigenvector corresponding to λi . When α1 ≤ π

4 or
α2 ≥ π

4 , λs = λ1; when α1 ≥ π
4 or α2 ≤ π

4 , λs = λ2.
Influenced by surface roughness, the soil is characterized by low-entropy scatter-

ing in long-wavelength SAR images, while in Ku-band polarimetric SAR images, the
soil is not dominatedbyBragg scatteringbut bymedium–lowentropy. Forwater body,
paddy field and road, because the scattering intensity of each channel is relatively
low and close and affected by coherent speckle noise of the system, SAR images in
Ku-band always show high entropy scattering characteristics, while SERD parame-
ters are very useful for medium with high polarization entropy, which can determine
the characteristics and magnitude of different scattering mechanisms.

4 Experimental Results and Analysis

4.1 Experimental Data

This paper makes use of the full polarization SAR data acquired by the unmanned
aerial vehicle (UAV) airborne SAR system of Southwest China Research Institute
of Electronic Equipment to carry out experiments on the fine extraction method of
water body.

TheUAVairborneSARsystemoperates inKu-bandwith an incident angle ranging
from 20 to 60 degrees. The working mode is strip imaging mode. The resolution of
range and azimuth is 0.3 m. The maximum relative flight altitude is 3 km. The UAV-
borne SAR system can support flight at altitude of 5 km. The maximum operating
distance is 6 km, the maximum mapping bandwidth is 3 km, and it has HH. Full
polarization measurement capability of HV, VH and VV is shown in Fig. 1a.

Fig. 1 Experimental data profiles. a UAV airborne SAR system. b Pauli RGB image
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The full polarization SAR data obtained from the flight test of the UAV-borne
SAR system in Nanchong in January 2018 were used to intercept a 6200 × 5400
pixel size area in the airstrip ID5, as shown in Fig. 1b Pauli RGB image. In Fig. 1b,
in addition to water, weak scattering objects include shadows caused by houses and
vegetation during crop growth, paddy fields, suburban roads and soil.

4.2 Pre-classification and Construction of Weak Scattering
Objects

In order to satisfy the better interpretation effect, refined Lee filtering (filter window
is 7*7) is applied to the image. Then, H-α Wishart classification is carried out in
the experimental area, and the classification results are shown in Fig. 3. Even if the
anisotropy parameter is added, it is still impossible to distinguish the weak scattering
objects, and there are still a lot of weak scattering interference in the water extraction
results. This is due to the following two reasons: (1) due to speckle noise interference,
pixel-level results are difficult to distinguish weak scattering objects, but due to the
impact of echo noise, the object based on the initial image is greatly disturbed.
(2) In SAR images acquired under UAV SAR system, due to the large incidence
angle of radar wave, the weak scattering objects show similar polarization scattering
characteristics and are easy to be confused.

On the basis of the pre-classification results, this paper extracts the seventh kind of
confused weak scattering objects from Fig. 2. Because of the large incidence angle,
objects such as buildings, slopes and vegetation which are higher than the ground

Fig. 2 H-α Wishart
classification results in
experimental areas
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Fig. 3 Construction of weak scattering objects. aOverlapping Pauli RGB image of weak scattering
objects. b Vector of weak scattering object

are easily affected by shadows. Because shadows do not contain or contain a small
amount of information, shadows are often removed directly from the classification
results without considering the impact of shadows. Airborne SAR images can get
ground height by interferometry, so as to recognize and remove the shadow effects
caused by buildings and other objects. This paper does not focus on this, so the
shadow can be removed directly from seven categories. Using the extracted weak
scattering objects to construct a mask, the polarization data are segmented by fractal
network evolution under the restriction of the pre-segmentation class, and the object
unit of weak scattering objects analysis is constructed, as shown in Fig. 3.

4.3 Fine Water Extraction by Introducing SERD

There are two steps inwater bodyfine extraction: (1) initial determination of threshold
based on histogram of SERD characteristics; (2) fine adjustment of threshold based
on actual distinguishing results of objects to achieve fine extraction of water body.

The dynamic range of SERD is−1 to+1. It can be seen fromFig. 4a that the SERD
value of water body is at a lower level than other low scattering objects. Using JET
imaging, it can be seen that the color of water body region transits between yellow
and red, while the color of other roads, paddy fields and bare soil is yellow–green to
blue. There is a large SERD difference between water and non-water bodies during
the transition. In order to distinguish water from non-water from weak scattering
objects, SERD is masked by weak scattering classes, and the image shown in Fig. 4a
is obtained. The distribution of SRED eigenvalues in Fig. 4a is counted, and the gray
distribution in Fig. 4b is obtained. In Fig. 4b, there is an obvious double peak in the
gray level distribution. The SERD value at the boundary between the two peaks is −
0.3 as the initial threshold of judgment. In order to obtain a better separation effect,
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Fig. 4 SERD characteristic image. a SERD characteristics under pre-classification mask. b SERD
histogram under pre-classification mask. c Object-level SERD height image

the SERD threshold was finally determined to be= 0.35 by fine-tuning the threshold
according to the distinguishing effect between water and non-water. In Fig. 4c, the
object is imaged to the JET color bar according to the object mean of SERD, and the
object mean of SERD is also highly reflected.

On the premise of the same segmentation threshold, the precise extraction results
of water body are obtained by using the pixel as the analysis unit and the object
as the analysis unit, as shown in Fig. 5. As can be seen from the figure, the result
of pixel level is not ideal because of speckle noise. There are not only isolated and
misclassified pixel points, but also a considerable part of water body is not separated
from non-water body, which makes the boundary of water body extraction result
fragmented and confused. The results of the object as an analysis unit are not affected
by speckle noise. The classification of water body and non-water body is realized.
The boundary of the water body results is accurate and clear.
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Fig. 5 Fine water extraction results. a Pixel-level water results. b Object-level water results

5 Conclusion

In this paper, the problem of object aliasing in high-resolution Ku-band airborne
SAR system in water extraction is studied and discussed. In view of the fact that
conventional spaceborne polarimetric SAR water extraction algorithm cannot dis-
tinguish water from weak scattering objects, this paper proposes a new method of
fine water extraction incorporating SERD. Axis is pre-classified, fractal network
evolution is used to segment weak scattering objects in pre-classification to obtain
object-level analysis units; SERD eigenvalues of polarimetric SAR are calculated
under pre-classification masks, and objects are taken as analysis units, and water
body is fine extracted by threshold of SERD gray analysis, and other weak scattering
objects are eliminated. In the future, we intend to do in-depth research and analysis
on the adaptability of the algorithm with more data from different sources.

References

1. Fulong C, Hong Z, Chao W (2007) The Art in SAR Chang detection—a systematic review[J].
Remote Sens Technol Appl 22(1):109–115

2. Fan W, Chao W, Hang Z (2005) Residential area extraction from high resolution SAR images
based on texture features[J]. Remote Sens Technol Appl 20(1):148–152

3. Changli Zheng, Guoman Huang, Zheng Zhao et al (2018) Water segmentation using multi-
scale level set method based on joint distribution of G0 and Gamma [J]. Remote Sens Inf
33(1):13–20

4. Chuan Xu, Feng Hua, Haigang Sui et al (2014) Automatic segmentation of water from multi-
scale level set SAR images [J]. J Wuhan Univ (Inf Sci Ed.) 39(1):27–31

5. Xiao C (2012) Research on extraction algorithms of flood and snow disaster area based on
SAR image [D]. Univ Electron Sci Technol



Water Extraction of Airborne Polarimetric SAR … 579

6. Refice A, Capolongo D, Pasquariello G et al (2014) SAR and InSAR for flood monitor-
ing: examples with COSMO-SkyMed data[J]. IEEE J Sel Top Appl Earth Obs Remote Sens
7(7):2711–2722

7. Lu J, Li J, Chen G et al (2017) Improving pixel-based change detection accuracy using an
object-based approach in multitemporal SAR flood images[J]. IEEE J Sel Top Appl Earth Obs
Remote Sens 8(7):3486–3496

8. Cossu R, Schoepfer E, Bally P et al (2009) Near real-time SAR-based processing to support
flood monitoring[J]. J Real-Time Image Proc 4(3):205–218

9. Auynirundronkool K, ChenN, PengC et al (2012) Flood detection andmapping of the Thailand
central plain using RADARSAT and MODIS under a sensor web environment[J]. Int J Appl
Earth Obs Geoinf 14(1):245–255

10. Ferro-Famil L, Pottier E, Lee J-S (2001) Unsupervised classification of multifrequency and
fully polarimetric SAR images based on the H/A/A-wishart classifier[J]. IEEE Trans Geosci
Remote Sens 39(11):2332–2342

11. Allain S, Ferrofamil L, Pottier E (2004) Two novel surface model based inversion algorithms
using multi-frequency polSAR data[C]. IEEE Int Geosci Remote Sens Symp

12. Allain S, Lopez-Martinez C, Ferro-Famil L et al (2005) New eigenvalue-based parameter for
natural media characterization[J]



Research on Dimension Reduction
Detection Technology of Space-Borne
GPS Receiver Fault

Zhang Xiaopeng, Wang Xiaochen, Zhuang Haixiao, Guo Yongfu, Chen Xi,
Zuo Miao, Zhang Xiangyan, Wang Weiwei, and Yang Ping

Abstract In order to realize dimension reduction detection of satellite-borne GPS
receivers, the working mode and on-orbit historical fault mode of GPS receivers
are analyzed, and a dimension reduction detection method of satellite-borne GPS
receivers based on principal component analysis is proposed. The main components
of the fault alarm variables are extracted from the on-orbit fault data samples of a
satellite GPS receiver, and the fault features are effectively reduced in dimension,
which is verified by historical fault simulation. The dimension reduction detection of
satellite-borne GPS receivers is of great significance for ensuring the safe and stable
operation of satellites in orbit and effectively realizing their mission.

Keywords GPS receiver · Fault detection · Principal component · In-orbit

1 Introduction

With the increasing number of on-orbit satellites, the large amount of fault mon-
itoring and alarm and high false alarm rate become an important factor affecting
the efficiency and accuracy of on-orbit satellite fault identification. The historical
fault phenomenon of satellite-borne GPS receiver has the characteristics of large
alarm volume and high repetition rate. At present, the fault detection of satellite-
borne GPS receivers is mainly realized by threshold judgment or expert knowledge
method. Threshold judgmentmethod can detect on-orbit faults timely and accurately,
but the amount of fault alarm is large. Expert knowledge method has less alarm vol-
ume, but it needs to rely on prior knowledge input, and fault knowledge is difficult
to achieve full coverage. In this paper, the working mode and historical fault mode
of the satellite-borne GPS receiver are analyzed, and the telemetry parameters of
the GPS receiver are analyzed by principal component analysis. The dimensional-
ity reduction of the fault detection variables of the satellite-borne GPS receiver is
realized, and the redundant information of fault identification is removed.
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2 Failure Mode Analysis of Space-Borne GPS Receiver

2.1 Working Mode of GPS Receiver

Space-borne GPS receiver receives signals from GPS navigation satellite system
through GPS filter and GPS receiving antenna. GPS receiver demodulates and cal-
culates the signal, outputs positioning information, orbit determination information,
time information, original measurement data information, speed-to-height ratio and
integration time information to satellite-related subsystems. In this way, the functions
of satellite positioning, orbit determination, time service and image aided analysis
are completed. GPS receiver system is mainly composed of channel board, data
processing interface board and power board [1].

The space-borne GPS receiver has two working modes: real-time positioning and
extrapolation.

In the real-time positioning mode, the GPS receiver is turned on after power-
on, and the acquisition begins after self-check is normal. After blind acquisition,
the channel board starts to position normally, and the measurement signal is output
to the satellite-related subsystem [2]. At the same time, the channel board outputs
the original measurement data and navigation positioning data to the orbit interface
board, and the orbit determination interface board uses the filtering algorithm based
on the orbit dynamicsmodel to output the positioning data and the orbit determination
data after the solution. After the filtering solution for a period of time, the higher
precision navigation positioning information and orbit determination information
can be outputted.

Extrapolation mode means that after blind acquisition and positioning by GPS
receiver, if the channel board status changes from positioning to non-positioning,
the orbit determination interface board extrapolates and outputs positioning data and
orbit determination data based on orbit dynamics model.

2.2 Historical Failure Mode of GPS Receiver

Satellite-borne GPS receivers can achieve precise positioning, time calibration and
provide precise time reference under normal working conditions. By analyzing the
historical fault data of a LEO satellite platform, it is found that the historical fault
modes of GPS receivers can be summarized into three categories: non-positioning
of GPS receivers, autonomous reset of GPS receivers and non-updating of GPS
receivers.

Under normalworking conditions, GPS receivers of on-orbit satellites can achieve
precise positioning, time calibration and provide precise time reference. By summa-
rizing the historical fault data of a LEO platform satellite in orbit, it is found that the
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historical fault modes of GPS receiver can be summarized into three categories: non-
positioning of GPS receiver, autonomous reset of GPS receiver and non-updating of
GPS receiver data.

Non-positioning and autonomous reset anomalies of satellite-borneGPS receivers
are usually related to satellite attitude maneuver or space environment impact. This
kind of phenomenon lasts for a short time, and the non-positioning lasts for a certain
period of time can trigger the automatic restoration measures of autonomous reset.
After the autonomous reset occurs, the GPS receiver can be positioned again within
a few minutes without ground processing, and the amount of fault alarm is small,
which does not affect the normal operation of the satellite.

Space-borne GPS receivers do not update on-orbit abnormal data, mainly due to
the impact of space environment, resulting in single event latch-up.Generally, ground
commands are required to power off and re-energize the GPS receivers, which affect
the normal operation of the GPS receivers for a long time, and the alarm amount is
large when the failure occurs.

3 Principal Component Analysis

Principal component analysis (PCA) is a multivariate statistical analysis method that
transforms multiple indicators into a few comprehensive indicators. It is a method
to find independent comprehensive indicators reflecting multiple indicators. After
examining the irrelevance of these few comprehensive indicators, it is easy to grasp
themain contradictions according to the information contained. Principal component
analysis (PCA) is used to extract features of multi-telemetry parameters for fault
dimension reduction detection. The steps are as follows [3, 4]:

(1) Establishing the original telemetry parameter detection matrix.

There are p variables to represent the original index, which are recorded asX1,X2,
…, Xp, and the number of samples is n. The matrix X = (

Xi j
)
n×p is obtained from

the data of the original telemetry parameters. Among them, i = 1, 2, … n represents
n samples; j = 1, 2, …, p, Xij represents the j index value of the sample i.

(2) Standardization of original telemetry parameter data.

In order to make the principal component analysis treat each original telemetry
parameter variable equally, the original telemetry parameter data are standardized.

In order to make the principal component analysis treat each original telemetry
parameter variable equally, the original telemetry parameter data are standardized,
that is to say, changed X = (

Xi j
)
n×p into X∗ = (

X∗
i j
)
n×p.

(3) The sample co-variance matrix is calculated.

Find the sample co-variance matrix S (or S∗, or R) of the original evaluation
index.
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S = (
si j

)
p×p = 1

n − 1

n∑

m=1

(
Xmi − X j

)(
Xmj − X j

)
(1)

R = (
ri j

)
p×p = si j√

sii
√
s j j

(2)

X j = 1

n

n∑

i=1

Xi j ; i = 1, 2, · · · p; j = 1, 2, · · · p (3)

(4) Computing eigenvectors.

The eigenvalues and eigenvectors of the sample co-variance matrix S (or cor-
relation matrix R) are calculated to determine the principal components. Find the
eigenvalue λ1 ≥ λ2 ≥ λ3 · · · ≥ λp > 0 of the sample co-variance matrix S, the
default eigenvector t1, t2, · · · tp, ti = (

ti1, ti2, · · · tip
)
, i = 1, 2, · · · , p. The size

of the eigenvalue reflects the influence of each indicator. Principal components:
Fi = ti1X1 + ti2X2 + · · · tip X p. Among them, X p are the original index variables,
i = 1, 2, · · · p.

The eigenvalue of the first principal component is the variance of the principal
component. The greater the variance, the greater the contribution to the total variance.

Its contribution rate:

αi = λi
p∑

i=1
λi

(4)

It reflects the percentage of the information of the first principal component
synthesizing the original variable.

(5) Extract the principal component.

The contribution rate of variance was calculated, and the number of principal
components K was determined. The K principal component (K < p) is selected, and
the K value is determined by the cumulative contribution rate of variance. Generally,
the cumulative contribution rate is more than 85% as the basis for determining the
K value.

(6) Fault detection model F is established.

The comprehensive parameter model for calculating the final fault detection of K
principal component can be used in the formula:

F = λi
p∑

i=1
λi

Fi , i = 1, 2, · · · K . (5)
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4 Dimension Reduction Detection of GPS Receiver Faults
Based on Principal Component Analysis

In order to reduce dimension and detect the operation status of GPS receivers of
satellites in orbit, the remote measurement data of GPS receivers in orbit of a satellite
are selected for data analysis. The design life of the satellite is three years, and it has
been operated beyond its lifetime. One day, when a satellite passes through a circle,
the satellite GPS receiver telemetry parameters appear abnormal data not updated,
and there are 27 alarms. Fifty remote sensing sample data of 27 parameters from
normal period to fault period and to normal period were selected to carry out fault
dimension reduction test (Table 1).

The original variable curve of the satellite-borne GPS receiver is shown in Fig. 1.
The curve after standardizing the original variable data is shown in Fig. 2:

Through principal component analysis of 50 sample data of 27 variables, it was
found that the cumulative contribution rate of the first three principal componentswas
99.9995%(>85%).Therefore, thefirst three principal components should be retained.
The characteristic values and contribution rates of the three principal components
are as follows (Table 2):

The calculation results are as follows:
The above results show that the original 27 alarm variables are reduced to three

variables (m = 3) by principal component analysis. Figure 3 shows that the principal
component samples are abnormal at a certain time. Figure 1 shows that the original
variables should be abnormal at the same time. The curve of the original variables
in Fig. 1 verifies this inference.

Fig. 1 Original variable
curve of a GPS receiver



586 Z. Xiaopeng et al.

Table 1 Original alarm variables for GPS receivers

Serial Number Variable Name

1 X-axis position

2 Y-axis position

3 Z-axis position

4 X-axis velocity

5 Y-axis velocity

6 Z-axis velocity

7 X-axis position

8 Y-axis position

9 Z-axis position

10 X-axis velocity

11 Y-axis velocity

12 Z-axis velocity

13 Track semi-length axis

14 Orbital eccentricity

15 Orbital inclination

16 Ascending intersection red meridian

17 Perigee angular distance

18 Flat and near point angle

19 Greenwich stellar time angle

20 Half-length axis variation rate

21 Rail eccentricity variability

22 Quadratic term of amplitude and angle change time

23 Longitude

24 Latitude

25 Satellite height

26 GDOP

27 TIC count

5 Conclusion

Principal component analysis (PCA) dealswithmulti-variable parametermatrices for
complex system problems without changing the sample data structure. The principal
component obtained is a linear combination of the original variables and is not related
to each other. It can reflect the information contained in the original variables to the
greatest extent while greatly reducing the redundancy of the system variables. Good
selection of low-dimensional feature sets from the initial high-dimensional feature
sets of on-orbit satellites is an effective and simplified analysis method for on-orbit
satellite state features and fault detection.
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Fig. 2 Standardized curve
of original variables for GPS
receivers

Fig. 3 Variable principal
component curve of
space-borne GPS receiver

Table 2 Principal component eigenvalues and contribution rates of GPS receivers

Serial Number Principal
Component

Eigenvalue Contribution Rate Cumulative
Contribution Rat

1 A1 14.8152 92.5953% 92.5953%

2 A2 0.8075 5.0469% 97.6422%

3 A3 0.3772 2.3573% 99.9995%
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Establishing the Downscaling Model
of NDVI Based on the Iterated Function
System

Haijun Luan, Meng Zhang, Yunya Wan, Yuanrong He, Qin Nie,
and Xinxin Zhang

Abstract The moderate resolution imaging spectroradiometer (MODIS) normal-
ized difference vegetation index (NDVI) product plays an important role in eco-
environmental monitoring of natural disasters. However, its validation has long been
an important scientific problem that has yet to be resolved. In this study, the downscal-
ing model of NDVI was established based on the fractal Iterated Function System
(IFS), and the MOD13 Q1 product was then validated based on the model. Xia-
men was selected as the core study area, and utilizing the 30 m resolution Landsat
8 operational land imager (OLI) images as the validation data, the validation of
MOD13 Q1 was implemented. The results showed the following. (1) The overall
quality of the MOD13 Q1 product is good. While in the NDVI range of 0.2 to 0.6,
the MOD13Q1 has an overestimation and the difference recognition of the NDVI is
low, which should be paid attention to in practical applications; (2) The experiment
proved that the fractal IFS was an effective methodology to establish downscaling
models for RS land surface parameters such as NDVI. The inherent physical mean-
ing and dynamic process expression advantages of this method make it have great
application potential, which needs further digging.

Keywords NDVI · Downscaling · Iterated Function System · MOD13 Q1 · OLI

1 Introduction

As the best indicator of vegetation growth status and vegetation coverage, NDVI
is widely used in environmental (climate) changes, crop yield estimation, and other
fields. Among the existing vegetation index products,MODIS vegetation index prod-
ucts are highly valued for their unfettered use, stable supply, global coverage, and
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continuous phase. They are widely used in forest fires [1, 2], grassland vegetation
growth [3, 4], drought [5, 6], land desertification [7], and other ecological envi-
ronment monitoring research. However, the maximum spatial resolution of MODIS
vegetation index products is 250 m. The validation of this RS land surface parameter
is an important issue that cannot be avoided [8–10]. The validation of MODIS vege-
tation index products needs to be carried out by means of scale conversion. The most
representative MODIS NDVI product MOD13 Q1 will be studied in the paper. This
paper will also focus on establishing the downscaling model of NDVI and validating
the MOD13 Q1 product based on the model.

Liang [11] has reviewed some current downscaling methods, including linear
decomposition methods and nonlinear statistical decomposition methods, methods
for generating continuous regions,NDVI time series decomposition,multi-resolution
data fusion, and statistical downscaling method of Global Climate Model products
(GCM), etc. Further, Gao [12], Zhu [13], and Huang [14, 15] have done system-
atic and effective work in the spatio-temporal fusion downscaling of land surface
reflectance, which becomes a research hotspot. The spectral-spatial features fusion
by Wang [16–19] and Shi [20] also achieved good results in subpixel mapping.
However, in these studies, the scale conversion process is little considered from the
perspective of dynamics, and the research on surface parameter downscaling based
on the fractal Iterated Function System (IFS) has paid attention to it.

The use of fractals for surface parameter scale conversion modeling usually con-
tains two important research contents: (1) the performance of fractal features, that is,
fractal metrics, also the fractal dimension of the research object. For example, Zhang
[21, 22] used the information dimension method to describe the fractal dimension of
LAI scale conversion. Luan [23, 24] andWu [25] used the similar dimension method
tomeasure the fractal dimension of NDVI and LAI scale-up conversion, respectively.
Conduct a series of studies: (2) the intrinsic nature of the fractal phenomenon, that is,
the dynamics produced, which is the combined effect of multi-factor effects on the
surface. The mathematical basis of fractal generation is the Iterated Function System
(IFS); Kim [26] constructed the r function by kinetic factors (soil sediment content,
vegetation water content) of soil moisture scale conversion, and then established the
description. The soil moisture downscaling IFS has a good conversion effect. The
establishedmodel can describe the dynamic process of soilmoisture scale conversion,
which has physical significance and demonstrates the advantages of downscaling of
surface parameters based on fractal IFS. In general, there are currently few reasons
for the dynamics of fractals. The fractal IFS in mathematics is continuously itera-
tive calculation based on the whole research object [27], and the RS land surface
parameter image is performed in units of local pixels. This determines that the IFS
vertical conversion factor (r function) in mathematics is usually constant [28], while
the vertical conversion factor of RS land surface parameters (such as soil moisture)
is based on the physical elements of each pixel (such as soil sandy). The amount of
space and vegetation water content varies dynamically and temporally [26]. This is
why the IFS function can describe the scale-switching dynamics of surface param-
eters and the model has certain physical meanings. The vertical conversion factor is
used to describe the inter-scale conversion of surface parameter values and is the key
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to determine the IFS function. Different surface parameters are different due to the
spatial distribution and scale conversion factors (or dynamic factors), and the verti-
cal conversion factor (r function) contains different types of variables and function
forms. How to determine the r function is difficult in determining the IFS function,
which is also an important reason why the IFS function is less applied in quantita-
tive RS land surface parameter scale conversion description. Therefore, the NDVI
downscaling model based on the fractal IFS function can be considered to describe
the dynamics process of scale conversion. This research has a large research space
and is of great significance. The following is a preliminary implementation.

2 Study Area and Data Sources

2.1 Study Area

A rectangular area surrounding Xiamen in Fujian Province, China, was selected as
the study area. The rectangle shape facilitated the upscaling of land surface param-
eters. Xiamen is located in the southeastern part of Fujian Province and west of
Taiwan Strait. Its geographic coordinates are 24°23’-24°54’N latitude and 117°53’-
118°26’E longitude. The land area and sea area comprise 1699.39 km2 and over
300 km2, respectively. The terrain is dominated by plains, highlands, and hills. The
land inclines from the northwest to the southeast. Xiamen has a pleasant climate
and flourishing production activities. There are various ground object categories in
remote sensing images. The study area also included parts of Quanzhou, Zhangzhou,
and Kinmen islands, although these areas overall comprise a small portion. Because
of the social and natural conditions in the study area, the underlying surface exhibits
significant spatial heterogeneity, which will result in significant scale effect of the
remote sensing parameters (such asNDVI).As such, this provided a great opportunity
for the implementation of this study.

2.2 Experimental Data and Its Preprocessing

The images used in this study include Landsat 8 OLI image (track number: 119, line
number: 43) andMODIS NDVI product MOD13Q1 (row and column number: H28,
V06), collected on January 3, 2017.

For the purpose of atmospheric correction of the OLI image, basic data including
elevation andmeteorological parameterswere obtained from theXiamen government
website (http://www.xm.gov.cn) and meteorological data website.

During the study, field sampling was conducted with a uniform distribution
method. A total of 700 sampling points were obtained. Some of the sampling points
in Jimei District are shown in Table 1. On the one hand, structural features in the

http://www.xm.gov.cn
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Table 1 Examples of field sampling points

Number Sampling
time

Sampling
location

Object
category of
the sample
point

Latitude
(°.’.”)/longitude
(°.’.”)/elevation
(m)

Location of
sample point

Field image

1 2017/1/3
13:26:40

Jimei
District,
Xiamen

Road
(construction
land)

24.37.23/
118.05.25/
126.511

Intersection of
Tianma road
and
Xinglinwan
road

2 2017/1/3
14:28:17

Jimei
District,
Xiamen

Forestland 24.36.33/
118.05.07/
22.400

Intersection of
South Sunban
road and
Xiasha
Highway ramp

3 2017/1/7
15:09:25

Jimei
District,
Xiamen

Residential
building
(construction
land)

24.35.19/
118.06.23/
6.452

Between North
Xujiang road
and Zonger
road,
Quanshun
Quanshuiwan
residential
community

4 2017/1/7
15:40:31

Jimei
District,
Xiamen

Athletic field
(construction
land)

24.35.51/
118.06.35/
4.441

Intersection of
Letian road and
Fenglinsan
road, Jimei
middle school

5 2017/1/7
16:30:42

Jimei
District,
Xiamen

Forestland 24.37.06/
118.05.01/
4.912

Across
Yingcun
Elementary
school on
Ligong road

6 2016/1/7
12:31:34

Jimei
District,
Xiamen

Road
(construction
land)

24.37.10/
118.3.11/
3.655

Intersection of
Jimei road and
North Jimei
road

7 2016/1/7
13:06:43

Jimei
District,
Xiamen

Bareland 24.38.33/
118.3.55/
20.364

Yongtongchang
Square on
Yantong road

8 2017/1/7
15:07:13

Jimei
District,
Xiamen

Training
field
(construction
land)

24.35.14/
118.06.25/
13.458

Intersection of
Lehai road and
North
Xunjiang road,
Lianhuang
Driver Training
school
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Fig. 1 Preprocessed OLI
image (R:4, G:3, B:2)

sampling points (such as a road intersection) can be used for geometric correction of
OLI images. On the other hand, field measurement points can be used for accuracy
assessment of the OLI image classification.

2.2.1 Preprocessing of the OLI Image

WithXiamenas themain study area, theENVI softwarewasused to crop a rectangular
area from the original image. Atmospheric correction and anomaly processing (using
the ENVI BandMath module to modify pixels with a negative or >1 land surface
reflectance) were then carried out. In addition, based on field measurement control
points, geometric correction of the image was carried out following the atmospheric
correction. A total of 85 control points were selected. The accuracy of geometric
correction was 0.45 pixels, which met the application requirement. The OLI image
obtained after preprocessing is shown in Fig. 1. The NDVI and histogram of the
image were then calculated, as shown in Figs. 2 and 3.

2.2.2 Preprocessing of the MOD13 Q1 Product

The MOD13 product has a different coordinate system and projection method from
the OLI image. Therefore, it is necessary to carry out re-projection prior to MOD13
validation, for which the MRT software was used in this study. By referencing the
OLI image, the MOD13 product was then cropped following re-projection. For the
post-preprocessing 240 m MOD13 Q1 product, the sea area pixels were set to −
3000. These pixels should be processed before validation. The abnormal pixels were
replaced with the corresponded ones of 240 m re-sampled image of OLI NDVI.And
the 240 m MOD13 Q1 image and its histogram were obtained as shown in Fig. 4.
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Fig. 2 30 m OLI NDVI image

Fig. 3 Histogram of the 30 m OLI NDVI image

(a) 240m MOD13 Q1 image (b) Histogram of 240m MOD13 Q1 image

Fig. 4 MOD13 Q1 image of the study area and the corresponding histogram
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3 Methodology

How to build NDVI downscaling model based on fractal IFS function? This question
includes the following points: First, how to determine the sensitive factors affecting
the spatial distribution and scale effect of NDVI for NDVI; secondly, how to use
this sensitive factor to establish the vertical scale conversion factor r function in IFS,
and then determine the IFS function to achieve NDVI downscaling; finally, how to
evaluate downscaling conversion results. For these points, the solution is described
below.

3.1 Identify Sensitive Factors

According to the above description, the water body is an important parameter affect-
ing the spatial distribution and scale effect of NDVI; so, it can be determined that the
pixel water parameter is one of the important dynamic factors of NDVI scale con-
version. In addition, Wen [29] gave a method for albedo conversion from small-scale
images to large-scale images, and used the pixel topographical influence factors to
correct the converted results. The results demonstrate that the method was effective
for albedo scale conversion under rugged terrain. Considering the close relationship
between the surface reflectivity and the surface albedo, and the surface reflectance is
the basic parameter for calculating NDVI, the topographic factor parameter can be
determined as one of the important kinetic factors for NDVI scale conversion. There-
fore, it is determined that the important dynamic factors in NDVI spatial distribution
and scale conversion are pixel water parameters and topographic factors.

3.2 Determine the Vertical Conversion Factor R Function
and Establish the IFS Function

Referring to Kim [26], IFS formula (1), horizontal transformation formula (2), and
vertical transformation formula (3) for large-scale surface parameter pixel downscal-
ing are obtained as follows. The IFS formula is calculated by pixel-by-pixel sliding.
Get the full image downscaling results:

IFSi, j |n,m
(
xi , y j , si j

) = (
pn

(
xi

)
, qm

(
y j

)
, In,m
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))
(1)

{
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(
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(
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where IFSi, j |n,m
(
xi , y j , si j

)
represents the surface parameter of the pixel at the (i, j)

location when the large-scale pixel of the surface parameter is downscaled to the
small-scale image of the n × m dimension, xi , y j , and si j , respectively, correspond
to the x-direction coordinate pn

(
xi

)
, y-direction coordinate qm

(
y j

)
, and surface

parameter values In,m
(
xi , y j , si j

)
of the three-dimensional data of the pixel, xin−1

and xi0, respectively, represent the x-direction starting coordinate of the (i, j) pixel
in the n × m-dimensional small-scale image and the x-direction starting coordinate
of the large-scale pixel, α represents the downscaling ratio (small-scale/large-scale,
which is less than or equal to 1), en,m , fn,m , and gn,m kn,m are functions of the x- and y-
coordinates of the lower left corner and upper right corner of the large-scale pixel, the
downscaled surface parameter data and the vertical scale conversion surface function,
r1

(
xi , y j

)
and r2

(
xi , y j

)
, respectively, represent two different vertical conversion

factors in the vertical scale conversion surface function. The parameters or factors
not represented in the formula can be referred to the paper [26], which will not be
explained here. Generally, the pn

(
xi

)
and qm

(
y j

)
coordinates of the (i, j) pixel are

obtained by largescale divided equally to 1
α
parts, and the In,m

(
xi , y j , si j

)
calculation

is the key. In formula 3, r2
(
xi , y j

)
is the same as the r1

(
xi , y j

)
function, but their

argument coefficients are different.
For NDVI, gn,m , en,m , fn,m , and kn,m represent the functions of (n,m) pixel of

downscaled NDVI image. And based on the special downscaled NDVI 3-D values of
four-corner pixels, gn,m , en,m , fn,m , and kn,m could be calculated as formulas 4–11.

gn,m = sn−1,m−1 − sn−1,m − sn,m−1 + sn,m − Rg
1

x0y0 − xN y0 − x0yM + xN yM
(4)
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Therefore, the calculation of r1
(
xi , y j

)
function is significant, and r1(n,m)

(0 ≤ r1 ≤ 1) is used to adjust the NDVI surface roughness. The following focuses
on the establishment of the vertical transformation formula for NDVI, that is, the
determination of the r function (containing r1

(
xi , y j

)
and r2

(
xi , y j

)
).

Based on the above sensitivity factors, a vertical conversion factor r function can
be constructed:

r = γ × Swater + β × s + δ (12)

where: Swater represents the pixel water parameter, s represents the topographic infor-
mation, taking into account the magnitude of the r function, the Normalized Differ-
enceWater Index (NDWI), slope (calculated by DEM image), respectively, represent
the water body effect and topographic influence in the pixel γ and β are the coef-
ficients of two parameters, respectively, and δ represents the adjustment constant.
Two different orders of magnitude r are as follows:

r1 = γ1 × Swater + β1 × s + δ1 (13)

r2 = γ2 × Swater + β2 × s + δ2 (14)

For NDVI, the γ , β, and δ coefficients can be calculated by the linear regression
between high-resolution NDVI image and its NDWI, slope images.

After the r function is constructed, formula 1–3 can be solved in combination
with other known conditions, and NDVI downscaling can be achieved.

3.3 Evaluation of Downscaling Results

Referring to the study by Kim [26], the downscaling results accuracy will be eval-
uated using statistical indicators such as maximum value, minimum value, variance
value, and standard deviation value (compared to high-resolution NDVI images).
Besides, the histograms of downscaling NDVI and true NDVI imageries are drawn
and compared, and their correlation coefficient is calculated. With those indexes, the
accuracy of downscaling imagery and methodology could be validated.

4 Experiment and Result Analysis

4.1 Experiment

Since vegetation growth is closely related to topographic factors and NDWI, they
are used as ancillary data to estimate the r function. The estimation of the r function
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Table 2 Estimation results of
parameters (γ1, β1, δ1)

Parameters γ1 β1 δ1

Values -0.9445 0.1762 0.9834

Fig. 5 30 m downscaled image of MOD13 Q1

is based on the linear regression relationship between the auxiliary data and the OLI
NDVI image. Based on the normalization of the three image data, the estimation
results of the parameters (γ1, β1, δ1) can be obtained by linear regression calculation,
as shown in Table 2.

The linear regression results were evaluated. It was found that the significance
level index P_Value = 0 (requirement: P_Value <0.05), indicating that the linear
relationship is significant; and the correlation coefficient between the fitted line and
the actual data is 0.9925, indicating that the fitting effect is very good. Therefore,
the estimated result of the parameters (γ1, β1, δ1) is acceptable, and the r1 function
is expressed as r1 = −0.9445 × Swater + 0.1762 × s + 0.9834.

Furthermore, based on the downscaling formulas in Chapter 3.2, the MOD13 Q1
image of Xiamen was directly downscaled by 1

8 multiples, and the 30 m downscaled
NDVI was obtained as Fig. 5. Then, the histograms of processed NDVI images were
drawn in Figs. 6 and 7, and the statistics and correlation coefficient of the NDVI
images were calculated in Table 3. Based on these, the downscaled results could be
evaluated and the MOD13 Q1 image could be validated.

4.2 Result Analysis

By analyzing Figs. 2, 3, 4, 5, 6 and 7 and Table 3, it is found that:
Compared with the real 30 m OLI NDVI image, the 30 m downscaling MOD13

Q1 image has smaller differences in maximum value, minimum value, mean value,
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Fig. 6 Histogram of 30 m downscaled MOD13 Q1

Fig. 7 Histogram of the difference image between Figs. 5 and 2 (Fig. 5–Fig. 2)

Table 3 Statistics of original and processed NDVI images

NDVI images Maximum Minimum Mean Variance Correlation
coefficient

MOD13 Q1 0.999100 −0.561500 0.397400 0.001100 –

30 m downscaled
MOD13 Q1

0.999950 −0.999793 0.326412 0.206495 0.937449

OLI NDVI 0.984436 −0.961210 0.299418 0.227313

Difference image
(Fig. 5–Fig. 2)

1.672050 −1.088930 −0.029594 0.027916 –

(Note: the correlation coefficient is the one between the downscaled MOD13 Q1 and the OLI
NDVI.)
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and variance. The correlation coefficient between the two images is 0.93, which is
highly correlated. It can be considered that the overall quality of the NDVI image
obtained by downscaling ofMOD13Q1 is good, indicating that the overall quality of
MOD13 Q1 is good. Comparing Figs. 4b and 6, there is a certain similarity between
the distribution patterns of the two images, which indicates that the downscaling
image retains the spatial distribution structure of the original image well, which
proves to some extent that the original image MOD13 Q1 is of good quality. In
addition, comparing Figs. 6 and 3, it is found that the downscaling NDVI image has
higher proportion in the vicinity of the zero value (mainly artificial features) than
the real image. In the range of 0.2–0.6, the difference is larger. The downscaling
image has generally higher proportion in this value range, and the histogram is
smoother, indicating that the image recognition of the NDVI difference is not high.
Meanwhile, referring to the correlation between Fig. 6 and Fig. 4(b), it is known that
MOD13 Q1 also has these problems within the above-mentioned range of values.
Analysis of the original MOD13 Q1 image shows that the image is a 16-day NDVI
composite product, and each pixel takes the maximum value of NDVI within 16 days
as the result of the product release. Therefore, the histogram has a certain degree of
reasonableness in the larger value area. At the same time, the histogram distribution
of the difference image indicates that the pixel values are distributed in the range
of [−1,1], and the distribution pattern is low on both sides and high in the middle
(about 0 value), which also indicates the downscale image and the real image is
highly consistent.

According to the above analysis, it is considered that the overall quality of
the MOD13 Q1 downscaling image is good, indicating that the overall quality of
MOD13Q1 is good. While the NDVI ranges from 0.2 to 0.6, the MOD13Q1 has an
overestimation and the difference recognition of the NDVI is low, which should be
paid attention in practical applications.

4.3 Discussion

There are still some issues to be solved in the study:

1. The processing of abnormal seawater pixels of the MOD13 Q1 product was
relatively simple, which affected the accuracy of downscaling conversion results,
and it is necessary to find a better processing method later.

2. In the study, MOD13 Q1 image of Xiamen was directly downscaled by 1
8 multi-

ples to obtain 30 m NDVI, which may affect the quality of the results. In order to
obtain more accurate downscaling results, if the resolution of the low-resolution
image is too different from the resolution of the target resolution image (such as
downscaling from 240mMOD13Q1 to 30mNDVI), a hierarchical downscaling
method should be adopted. First, the low-resolution surface parameter image can



Establishing the Downscaling Model of NDVI … 601

be downscaled to an intermediate-resolution image, and then the intermediate-
resolution image will be further downscaled to the target resolution image, which
can largely guarantee the accuracy of the result.

3. When estimating the r function, more types of ancillary data can be considered
for inclusion to improve the accuracy of the downscaling conversion function
and to obtain higher quality downscaling products.

4. The time phase of the OLI image is not fully consistent with that of the MOD13
Q1 product. MOD13 Q1 product is a 16-day integrated image, whereas the OLI
NDVI image, as well as the upscaled NDVI image, is taken on a specific date
in the 16-day range. Thus, the OLI image is limited in time phase resolution
(16 days). To achieve more accurate validation, consideration will be given in
follow-up studies to cover the 16-day range of the MOD13 product by using
images from different sensors with different time phases.

5. There is geometric inconsistency between the OLI image and the MOD13 Q1
image. Differences in imaging geometry should be taken into account when
cross-validating the land surface parameters of different sensors if those param-
eters do not have a physical meaning, such as the NDVI. Such consideration is
not required for parameters with physical meaning (e.g., leaf area index) because
the parameter values of sensors with different spatial resolutions can be com-
pared directly in that case. Normalization can be achieved by calculating the
bidirectional reflectance distribution function (BRDF) of typical land types in
the study area and then correcting the land surface reflectance of the OLI NDVI
image (the implementation procedures was mentioned in our previous study
[30]). Follow-up research will focus on integrating this aspect.

5 Conclusions

Based on fractal IFS, the downscaling models of RS land surface parameters can
be established. The models are merged with more ancillary data, which relate to the
scale effects of land surface parameters. Therefore, they are benefit for obtaining
accurate downscaling results.

In summary, although the breadth and depth of fractal IFS application in the
establishment of RS land surface parameters downscalingmodel are still insufficient,
the inherent physical meaning and dynamic process expression advantages of this
method make it have great application potential, which needs further digging. This
method is expected to become a new universal method for quantitative downscaling
of RS land surface parameters and provide new research methods.
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An Autonomous Navigation Method
with InSAR-Aided INS

Shuai Jiang, Yalong Pang, Luyuan Wang, Jiyang Yu, Bowen Cheng,
Zongling Li, Liang Hao, and Cuilian Wang

Abstract The existing navigation systems have lots of shortcomings, the lack of
cross-line resolution lead to the low precision of terrain-aided navigation(TAN) sys-
tems. Satellite signals access is necessary for Global Navigation Satellite System
(GNSS). Scene matching-based navigation systems require optical image matching,
without all-day or all-weather features, and these navigation systems are also affected
by seasonal changes. Synthetic aperture radar (SAR) systems cannot inverse platform
attitude without three-dimensional localization. Combined with the TAN and scene
matching-based navigation systems, a method of InSAR/INS-integrated navigation
system based on the interferograms matching is proposed to solve the above prob-
lems. The proposed method will employ fundamental interferograms characteristics,
which are sensitive to terrain and platform attitude, to provide highprecision naviga-
tion. InSAR/INS-integrated navigation system is an autonomous navigation system
with high accuracy, and the efficiency, robustness, and reliability of this system are
improved compared to the traditional navigation systems.

Keywords InSAR-aided INS · Integrated navigation · Interferograms matching

1 Introduction

The technique of guiding the aircraft from the starting point to the destination is called
navigation technology, and navigation system should have the ability to provide infor-
mation such as the speed, position, attitude, and heading of the aircraft. Navigation
plays an important role in the fields of modern warfare and long-range navigation
of unmanned aircraft vehicles. In the current environment of strong electromagnetic
interference, high-precision, high reliability, high stability without interference, all-
day and all-weather working autonomous navigation system is an important research
direction in the field of navigation.

The existing navigation systems include celestial navigation system, Loran-C nav-
igation system, Doppler navigation system, satellite navigation system, and inertial
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navigation system (INS) [1]. INS has some advantages, such as extremely wide fre-
quency band, short-term stability, and it does not need to exchange information with
surroundings. Besides, INS can track and reflect anymotorizedmotion of the vehicle,
and has a very smooth output. Therefore, INS becomes an indispensable part of the
existing navigation system.However, the INS output is obtained by the accelerometer
and the gyroscope, so INS errors will accumulate over time, and the long persistence
navigation precision is poor. At present, most of the navigation systems are based
on INS and supplemented by other navigation systems. The information obtained
through multisensors is merged by kalman filtering to correct the long-term accu-
mulation error of INS and achieves the purpose of accurate navigation. At present,
the integrated navigation mainly includes terrain-assisted navigation (TAN) system,
GPS/INS-integrated navigation system, and scene matching-aided INS navigation
system.

The TAN-integrated navigation system [2] is usually applied in the middle guid-
ance stage, which has the advantages of autonomous, concealed, reliable, and all-
weather. However, this system, without cross-direction resolution, has the disadvan-
tages of low navigation accuracy, and it is not applicable when the terrain is flat.
In addition, aircraft equipped with such navigation systems requires complex path
planning to avoid fluctuate terrain areas.

The Global Navigation Satellite System-aided INS (GNSS/INS)-integrated nav-
igation system [3] has a long development time, and it has the advantages of mature
technology, high-precision, and long persistence. GNSS such as Beidou and global
positioning system (GPS) are external source guidance, both ofwhich rely on satellite
signals. Nevertheless, the satellite signals are easily susceptible to electromagnetic
interference, and a low power electromagnetic interference device can disturb satel-
lite signals. Therefore, it is necessary to study the autonomous navigation systems
that are not susceptible to external interference.

The scene matching-aided navigation system [2] is applied in the middle and
terminal guidance stage. This system needs to match the heterogeneous images,
which is greatly affected by the timeliness of the reference image. Besides, the
navigation area requires extra information such as typical landmarks. In addition,
optical imagesmatching-assisted INSnavigation systemdoes not have the all-day and
all-weather characteristics, so it is not applicable under wicked weather conditions
such as night and rainy day.

Synthetic aperture radar-aided INS (SAR/INS)-integrated navigation system [4]
is one of the scene matching-aided navigation system, and it is an autonomous nav-
igation system. Its technology is relatively mature, but the navigation accuracy is
poor; the heterogeneous image matching is not available without typical landmark;
and the matching result is greatly affected by the timeliness of the reference image.
Similar to TAN navigation system, complicated path planning is required, which is
not conducive to completing the fast launching task.

Combined with the TAN and scene-based navigation systems, this article pro-
poses a method of InSAR(Interferometric SAR) [5]/INS-integrated navigation sys-
tem based on the interferogramsmatching to solve the above problems. The proposed
method will employ fundamental interferogram characteristics, which are sensitive
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to terrain and platform attitude, to provide a high-precision navigation system. The
computational efficiency of interferograms matching will also provide significantly
improved performance compared to digital elevation model (DEM) matching. The
interferograms are sensitive to platform roll angle, and the variant of roll angle is
reflected in the interferograms, so the roll angle is inversed to modify the attitude
error and then the accuracy of navigation is improved. At the same time, the interfer-
ograms are sensitive to rugged terrains, and the variant of rugged terrain is reflected
in the interferograms, so it has advantages both in terms of robustness and relia-
bility based on interferograms matching. InSAR/INS-integrated navigation system
is an autonomous navigation system with high accuracy, and the efficiency, robust-
ness, and reliability of InSAR/INS navigation system are improved compared to the
traditional navigation systems.

2 Theory and Advantages of InSAR/INS-Integrated
Navigation System

2.1 The Introduction of InSAR-Aided INS-Integrated
Navigation System

Considering the shortcomings of the existing integrated navigation, we propose an
InSAR-aided INS-integrated navigation method based on interferograms matching.
Figure 1 shows the flowchart of InSAR/INS-integrated navigation system [6, 7]. The
steps of the InSAR/INS-integrated navigation are detailed in the following parts.
The actual and referenced interferograms are generated by the InSAR system firstly.
Secondly, the actual and referenced interferograms are matched by scale-invariant
feature transform (SIFT)algorithm, and the location shifts in azimuth and range

Fig. 1 Flowchart of
InSAR-aided INS-integrated
navigation

INS reference path

InSAR
system DEM

real-time received 
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angle and position

combined filter navigation output



608 S. Jiang et al.
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direction are obtained. Then, the position and attitude offsets are inversed according
to the inversion model. Finally, the navigation outputs are obtained according to the
combined filter of position and attitude information.

Figure 2 shows the inversion model of observations, including position and atti-
tude. Aiming at the couple of position and attitude of the platform, the attitude and
position inversion models will be established, and the inversion of position and atti-
tude are realized [8].Three inversion models are established: Yaw and pitch angles
will be inversed using the Doppler centroid estimated from the SAR image. Through
analyzing the influence of the platform position error on the location shift [9], the
inversion model of position is established; An inversion model for roll angle will be
established by analyzing the effect of roll angle on the interferometric phase.

2.2 TheAdvantages of InSAR/INS-Integrated Navigation
System

The InSAR system is sensitive to the terrain height and the attitude of the plat-
form, so InSAR/INS navigation system can avoid the unfavorable terrain fluctua-
tion, which can improve the precision of the navigation greatly. The InSAR/INS-
integrated navigation system is used in the middle guidance stage and it has the
particular advantages.

1. It has the three-dimensional positioning ability

Without other constraints and auxiliary information, a single SAR image cannot
use its own image points to achieve accurate three-dimensional positioning, but the
InSAR system is a dual-antenna system, which can observe the same regions from
different positions and different angles. The phase information of the measurement
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area is obtained by complex conjugate multiplication of the two images, and then
the elevation information in the measurement area can be obtained.

2. It depends on the interferograms matching

The interference phase is sensitive to terrain and attitude of the platform. A small
attitude angle changes and terrain fluctuations can be reflected on the fringe infor-
mation. Interferograms matching is effective with higher precision, when the DEM
is not need.

3. It can obtain the attitude information of the platform

The existing integrated navigation systems only obtain the position information
of the platform. The navigation system proposed in this article can simultaneously
obtain the position and attitude information. Interference phase is very sensitive to
the roll angle errors, so the roll angle can be accurately inverted with the interference
phase. The yaw and pitch angles can affect the Doppler center frequency, so the yaw
and pitch angles of the platform can be inverted by estimating the Doppler center
frequency of the SAR data. This navigation method increases the three-dimensional
attitude measurement and it can greatly improve the navigation accuracy.

4. It is not easily constrained by terrain and seasonal changes

The TAN systems do not have cross-direction resolution, so it is invalid with
huge terrain undulation. The scene-assisted navigation system is also unavailable in
the terrain with large relief, and it is severely affected by seasonal changes. In the
navigation system mentioned in this article, the interference phase is sensitive to the
terrain, and the terrain relief information can be well reflected in the interferograms,
so it is still available when the terrain is undulating. In addition, the interferograms
are seldom affected by the season.

5. It is an autonomous navigation system

Compared with GPS/INS-integrated navigation systems, InSAR/INS-integrated
navigation is an autonomous navigation system, which is not easily interfered by the
external environment. Therefore, it can reduce the probability of being discovered
by the enemy, and increase the penetration capability.

6. It has the all-day and all-weather features

Compared with optical scene matching-aided navigation system, InSAR system
has all-day and all-weather features, so InSAR/INS-integrated navigation can adapt
to different scenarios and weather. It can work under weather conditions such as
rainy days with better adaptability.
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Table 1 Simulation parameter list

λ/cm H/m B/m α/º R0/m h/m θ sq/º

3.125 4500 1 0 3944.78 1149.4 0

3 Experimentand Results

3.1 Simulation Parameter

The algorithms such as referenced interferograms generation, interferograms match-
ing, observation measurement inversion, and combined filtering are as shown in
Sect. 2 and Fig. 1. To verify the effectiveness of our integrated navigation method, a
brief introduction to the results of the experiment is necessary.

The simulation parameters of the InSAR system selected in this section are shown
in Table 1, where λ is the wavelength, H is the platform height, B is the baseline
length, α is the baseline inclination, R0 is the slant range, h is the average height of
DEM, and θ sq is the squint angle.

3.2 Experiment Result

Figure 3 shows the inertial measurement unit (IMU) error drift trajectory obtained
by inertial system. There is a large drift in the position and attitude of the platform;
the position errors in the three directions are more than 100 m and the three attitude
angle errors are more than 1.2 degrees.
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Fig. 3 Schematic diagram of IMU drift error
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Fig. 4 Result of combined filter a the east error, b the north error, c the up error, d the roll angle
error, e the pitch angle error, f the heading angle error

According to the navigation flowchart described in Fig. 1, the referenced and the
actual interferograms are generated and matched. The position and attitude angle
errors of the platform are inversed according to the observations inversion shown in
Fig. 2. And then, the position and attitude errors are obtained by the inversion model.
Finally, the result of the combined filter is shown in Fig. 4. Figure 4a shows the east
error, Fig. 4b shows the north error, Fig. 4c shows the up error, Fig. 4d shows the roll
angle error, Fig. 4e shows the pitch angle error, and Fig. 4f shows the heading angle
error

Figure 4 shows that the position errors in the three directions are controlled within
6m, and the three attitude angle errors of roll, pitch, and heading are controlledwithin
0.05 degrees after combined filtering. Compared with the errors without combined
filtering shown in Fig. 3, and the IMUdrift error is converged after combined filtering.
The simulation results verify the feasibility of the proposed method.

4 Summary

In this article, we introduce the state of development, advantages, and disadvan-
tages of the existing integrated navigation system firstly, and then, we propose the
InSAR/INS-integrated navigation method based on interferograms matching. The
principle and advantages of this integrated navigation system are introduced in detail.
Finally, the feasibility of the proposed method is verified by the simulation results.
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