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Preface

Welcome to Springer Book Volume Emerging Trends in Photonics, Signal
Processing and Communication Engineering from selected papers from the inau-
gural International Conference on Photonics, Communication and Signal Processing
Technologies (ICPSPCT). ICPSPCT was held from July 18 to 20 2018 in Ramaiah
University of Applied Sciences (RUAS), Bengaluru, India. ICPSPCT was jointly
organized by Centre for Signal Processing and Communication System Research
(CSPCSR) and Photonics Research Centre (PRC) of RUAS, Bengaluru, India. It is
imperative that the resulting success of technological advancements in communi-
cation technologies which has revolutionized the outlook of the standard of living of
modern era is also attributed to interleaved contemporary evolutionary progress in
Signal Processing. In the emerging Opto‐Electronics Technology, Photonics has
established itself as a prominent research domain to reckon with through multiple
conceptual breakthroughs. Therefore it is but obvious that ICPSPCT served as a
platform for students, research scholars, academicians, industry professionals and
researchers to publish their innovative research concepts as well as contributory
research findings. This conference encouraged submission of research papers
highlighting analytical formulation, solution, simulation, algorithm development,
experimental research and experimental investigations in the broad domains of
Photonics, Signal Processing and Communication Technologies. This conference
envisaged and also encouraged publication of research papers from allied fields of
science and engineering depicting multidisciplinary research and industry-academia
synergy. The theme of the ICPSPCT included Signal Processing, Image Processing,
Communication, Microwave (Antenna/Measurements), Photonics, VLSI Circuits
and Systems, Communication Networks, System Design and System Engineering.

The program of this three-day conference included a pre-conference Invited
Expert Lecture series followed by the paper presentation. In the forenoon of Invited
Expert Lecture Series, Prof. Urbasi Sinha of Raman Research Institute, Bengaluru
delivered a lecture on “Quantum Information Processing” followed by a session on
“Wireless Communication Technologies: Challenges, Future Trends, and their
Relevance to India” by Prof. K. Giridhar, IIT, Madras. Prof. Bharadwaj Amrutur,
Department of ECE, RBCCPS, IISc, delivered a talk on “Internet of Things”. In the
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afternoon session, Dr. Anil Kumar of TCS Innovation Labs, Bengaluru discussed
about the “Sparse Sensing” followed by a talk of Prof. R. Hariharan, RUAS, on “Deep
Learning Algorithms”. In the inaugural address of the conference, Dr. M. Nageswara
Rao, Director, Satellite Infrastructure Programme Office, ISRO HQ, Bengaluru,
highlighted the role of Photonics in Satellite Technology. Dr. Dipanjan Pan,
University of Illinois at Urbana—Champaign, USA, delivered the keynote address
dwelling upon the “Molecular Medicine from Advanced Imaging to Therapy”. The
first invited talk by Dr. M. Girish Chandra covered the “Graph Signal Processing”. It
was followed by the talk of Dr. Varun Raghunathan, Department ECE, IISc,
Bengaluru, on “Photonics”. Dr. Jay Gubbi of TCS Innovations Lab, Bangalore,
delivered a session on “Robotic Vision”. An invited session on “Wireless Systems”
by Prof. Jyotsna Bapat, IIIT, Bengaluru, was also a highlight of the conference. The
last invited talk was by Dr. M. R. Ananthasayanam, Professor (Retd.), Department of
Aerospace Engineering, IISc, Bengaluru, on “Kalman Filters”. Out of the 118 papers
received, 45 papers were selected for presentation after going through the specified
review procedure.

The ICPSPCT 2018 witnessed a presentation of 33 papers by the authors. When
the nature of presented papers is viewed with the perspective of a more specific
topic, 3 presented papers were under the purview of MIMO covering
MIMO-OFDM, IDMA-MIMO-OFDM and antenna design for MIMO. The con-
ference had 5 papers aligned with the broad field of Biomedical Applications and
Devices comprising the specific topics of Hand Held Device for Early Detection of
Oral Cancer, Bite force Measurement, Time Series Analysis based Body
Monitoring and Reporting System and Assessment of re-mineralization potential of
Cranberry extract and novel varnish through Optical methods and Laser
Fluorescence. Photonics and Optics attracted 7 papers with special emphasis to
Photon Counter for Silicon Carbide Ultraviolet Photometer, Detection of CO2

through Optical Micro-Ring Resonator, Optical Orbital Angular Momentum sorter,
P-cycle Based Survivable Multicast RSA in Elastic Optical Networks, Protective
Shield in Phototherapy through Photonic based crystal and Refractive Index of
Deposited Sebum by using Total Internal Reflection. There was a paper on meta-
material for high performance of microstrip antenna. The broad domain of VLSI
attracted 4 papers dealing with 32 nm CMOS SRAM cells, An approach for
3-logical input optical look up table and optical memory, Model for Tunnel Field
Effect Transistor involving two dimensional potential and Low Power Robust 9T
Static RAM using FINFETs. Four papers under IoT and Network Security dealt
with IoT based Walking Stick, IoT based Rodent Monitoring and Avoidance
System in Large Scale Grain Storages, Security System and its interconnection with
lighting and quality correlation approach for efficient Web Object Caching. Under
the purview of the communication engineering, there were 6 papers with a focus on
Neural Network for universal digital demodulator, Singer Identification using
Time-series Auto-regressive Moving Average, Routing Protocol Performance for
V2X Communication, Speech Corpus Development for Voice Controlled MAV,
ZADOFF CHU Spreading Sequence for 5G Wireless Communications and Li-Fi
Technology for Future of Smart Vehicle Communication. The paper on Half tone
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Visual Cryptography for Color Images using Error Diffusion and Direct Binary
Search constituted the lone paper under Digital Image Processing. Under
Automotive Electronics, the two presented papers had their focus on Automotive
Crash Detection using Multi Sensor Data Fusion and Monitoring system for Fuel
Efficiency. The editors would like to thank everyone at Springer for their assistance
in producing this volume.

Bengaluru, India Govind R. Kadambi
Sacramento, USA Preetham B. Kumar
Coventry, UK Vasile Palade
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Design and Development of a Bite Force
Measuring Device

P. D. Seema, V. Suchitra, Shweta S. Hooli, H. K. Pavithra, Aditi S. Nagulpelli,
Adel Khizar Hashmi, L. S. Praveen, and Preetham Shankapal

Abstract Oral condition is a general health concern that has an effect on the quality
of life. The common dental issues are bruxism andmisalignment of teeth among oth-
ers. The use of faulty prosthesis and dental implants also creates a problem leading to
discomfort and complications. In order to diagnose these, bite forcemeasuring (BFM)
device is used to measure the bite force exerted by the teeth/jaws. This information is
considered to be a significant parameter as it helps comprehend biomechanics of the
prosthetic devices and in classifying the severity of bruxism. But, the existing devices
are expensive and not available easily. In order to overcome this, a cost-optimized
BFM system has been designed and developed to measure as well as display the bite
force measurements graphically and numerically. The BFM device is indigenously
designed using sensors placed on an impression tray and is interfaced to the MyRIO
microcontroller and programmed in LabVIEW. The graphical coding ensures data
acquisition, voltage to force conversion and displays the force results in the front
panel. In addition to the software display, the code also controls the ON–OFF of
LEDs placed on an external denture model. The LEDs indicate the positions where
high bite force is exerted. The limitation of this project is that the sensors yield force
values from 0 to 10 N but human bite force is ~700 N. Hence, a sensing system could
be designed in order to measure greater force. On the bright side, the fabricated BFM
device is compact, economic and can assist dentists in understanding and diagnosing
dental problems.

Keywords Bite force measuring device · LabVIEW ·MyRIO · Flat force sensors
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1 Introduction

Dental health in humans is linked to the quality of life which in turn impacts the
day-to-day activities and overall contentment in life. Dental issues often go unno-
ticed as they do not report the problem to the dentists and in most cases even if
they do, poor diagnostic procedures are carried out. The most common dental com-
plications include bruxism which is 8–31% prevalent in the general population [1],
misalignment of teeth and inability to bite and move the masticatory muscles. The
aforementioned dental problems are accompanied by severe headache and excruci-
ating facial pain. The lack of usage of appropriate diagnostic tools and practices by
the dentists for the said problems lead to wrong diagnosis eventually giving rise to
furthermore complications. The prevalence of dental issues is significantly high and
needs proper diagnosis and the right treatment.

One of the common parameters taken into consideration for the dental diagnostic
purpose is the bite force measurements. Bite force is defined as the force exerted by
the lower mandible against the upper mandible (or vice versa) during a voluntary
dental occlusion in dentulous and edentulous people. The device used to measure
this force is known as gnathodynamometer or occlusometer or simply bite force
measuring (BFM) device [2]. The unit used for the bite forcemeasurement is Newton
(N). The device particularly works well in computing the bite force exerted by the
incisor and molar teeth since the maximum bite force is exerted by them. Knowing
the magnitude of the bite force is beneficial in comprehending the functional state
of the dental system, in diagnosing the problematic tooth/teeth and classifying the
stages of bruxism.

The fact that the existing BFM devices are not easily available and are super
expensive along with other shortcomings mentioned further has been a motivating
factor in order to design and develop a cost-optimized BFM device. One of the BFM
devices that are currently being used is the TekScan which costs a whopping amount
of 10–15 lakhs INR for the device alone and an additional cost for the tactile sensors
which costs roughly around 700–1000 INR while the other BFM devices also cost
around the same range [3]. The expenditure incurred in buying such BFM devices
is huge; thereby the demand for the same is less. Moreover, the tactile sensors used
in this device do not work standalone, they work only when fitted in that particular
device. These BFM devices are not readily available in countries like India but
are extensively used in foreign countries like USA, UK and so on. Another BFM
device—the miniature silicon bite force recorder employs a single sensor intended
to record the bite force of a single tooth at a time [4]. This process seems to be very
cumbersome and time-consuming and the material of the sensor is damage-prone.
Also, in order to counter the problem of faulty diagnosis, there is a need for a better
diagnosing tool. The BFM device that is designed and developed serves the right
purpose to counter the aforementioned problems.

The developed project of BFM device aids in diagnosing various orofacial and
dental issues. It also helps in comprehending the biomechanics of the masticatory
muscles involved in dental occlusion. The device is useful in measuring the bite
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force of edentulous patients before and after having a denture set and also for esti-
mating post-surgical evolution. The information on bite force measurements aid in
understanding the characteristics of occlusal pathologies such as bruxism. Since the
device is cost-optimized, there will be nomammoth expenses in buying the same and
thereby used by many dentists to diagnose the patients accurately. To top it all off,
proper diagnosis of dental problems will be done and also helps in the comparison
of alternative treatments to be given, thereby significantly improving the overall oral
health of the population.

2 Methodology

In order to design the BFM device, the FSR 400 series flat force sensors are mounted
on plastic full arch dental impression tray and neatly soldered, which is connected
to the potential divider circuit on PCB board. The sensors are compact in size and
the sensing region is around 7.62 mm in diameter. It is therefore apt and viable for
usage in the dental application for bite force measurement and 10 units of FSR 400
series flat force sensors were positioned on the tray juxtaposing the teeth positions
from the impression taken using dough shown in Fig. 1b and a, respectively. These
sensors can measure force range of 0–10 N. Ten units of sensors are incorporated
since the MyRIO controller can accommodate only 10 analog I/O channels.

The connections from the PCB board are given to the MyRIO microcontroller
interfaced with LabVIEW software. The output is processed and captured in the
same. The LabVIEW program receives the data from the MyRIO microcontroller
and processes it to project the force values on the user display. The other display is the
LED-affixed denture model, which indicates by the glow of LED if the force value
is exceeding the given threshold. The other part of the program verifies each sensors
value and compares it to the set maximum safe value. The sensors are virtually (in
program) given to the digital pins, acting as output from the MyRIO. The digital

Fig. 1 a Teeth impressions. b Sensors positioned accordingly
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Fig. 2 Hardware system interfacing

pins of MyRIO are connected to the LEDs through resistors. The digital pins of the
corresponding sensors go high which is measuring the force above the set value.
Fig. 2 shows the complete hardware system interfacing.

The software performs four important functionalities, namely, data acquisition,
processing, control and display. The step-by-step algorithm is elucidated as follows:

Step 1: The sensors are connected to the MyRIO microcontroller and interfaced
with LabVIEW. Through block diagram coding, these signals are received as analog
inputs. These are stored in the form of an array.

Step 2: The analog voltage values stored in the array are retrieved using a loop
and converted to the corresponding force value in Newton.

Step 3: Control action is performed by monitoring each of the acquired force
values. The array containing force values is accessed one-by-one in a For-loop. Each
element is compared with the assumed threshold value of 7 N. If the force sensed
by the sensor is greater than 7 N, then the digital output pin to which the LED is
connected is made high. If the value is less than 7 N, then digital output remains low.
Simultaneously, a software LED indicator is also used to show high and low values.

Step 4: The converted force values can now be displaced as a bar graph. Also,
these force values are numerically displayed along with the teeth positions.

3 Results and Discussion

The BFM was tested by housing it in a zip lock pouch and inserting it in the mouth
to be bitten. The sensors placed on top of the tray will come in contact with the teeth
and measure the force exerted when it is voluntarily bit. The testing of the device was
done by connecting it to the MyRIO microcontroller and LabVIEW as elucidated in
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Fig. 3 Front panel display of LabVIEW

Sect. 2. As the device is bit, the resistance of the sensors will change. The change
in resistance is obtained as a corresponding voltage by using the potential divider
circuit. The varying voltage signal is acquired by the MyRIO which acts as the data
acquisition unit. The LabVIEW code is executed and the front panel or the control
panel begins to display the force exerted at various teeth locations. This is seen as
green-colored bar graphs on the panel. The accurate force values are also displayed
on the super-imposed teeth image just above the graph, both shown in Fig. 3. The
force values are compared to the threshold and if exceeded, the green led indicator
turns ON and the LED drilled to the denture set will also turn ON.

It can be seen that the force exerted by the teeth is visualized in the bar graph. This
enables the dentists to better correlate the force value with the tooth position. The
nomenclature of the tooth position is according to the dental standards and sensor
placement and is already discussed in the earlier sections. Thus the tailored display
is intended to facilitate quicker diagnosis and comprehension.

In addition, the numeric value of force is also displayed above the graph. The
value, in Newton, will vary between 0 and 10 and displayed as numeric displays.
Since the bar graph does not give the exact value, the numeric displays are used. It
gives a more precise value of the exerted force as a floating point numeric. Wherever
the force is greater than 7 N, the LED indicator is turned on. Similarly, the LEDs
connected to the denture set will also glow.

By looking at the glowing LEDs and the force values on the display panel, the
dentists will be able to understand the jaw activities and the associated occlusal
mechanics. Also, the oral camera can be used to monitor the faulty tooth. It provides
a vivid picture of the tooth in real time. This analysis and force measurement can be
done simultaneously for accurate diagnosis.

Depending on the force of the voluntary human bite, themagnitude and position of
the force sensed by the force sensors will vary. This is carefully acquired, processed
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and captured in LabVIEW. An additional denture set model with LEDs drilled at the
tooth positions will also indicate the spots of high and dangerous force values.

Thus a cost-effective bite force measurement device is designed, fabricated and
interfaced with the microcontroller. It is then tested by actually placing it in the
mouth and visualizing the obtained force values, using graphical and using numeric
displays as well as a denture model with LEDs.

4 Conclusion

The developed BFM device is an effective cost-optimized tool to measure human
bite force. However, with a few further improvisations, the device can produce more
accurate results. This prototype incorporated only 10 force sensors owing to the
availability of analog I/O channels. Although they are strategically placed tomeasure
the major pressure teeth, however by placing more sensors, the force value at every
tooth location can be measured. By using more closely packed sensors, the BFM
device can be used on all patients with varying teeth alignment and jaw structure.
More the number of sensors, greater the number of force values acquired. Currently,
10 force values are seen, but on using more sensors, the force at other teeth like
wisdom teeth, incisors and so on can also be determined.

Since this is a prototype, signals were individually communicated using wires.
However, in real time, signals can either be transmitted using a single twisted pair
cable with appropriate protocols, or they can be transmitted wirelessly using Blue-
tooth or over Wi-Fi. These methods will still ensure cost optimization but with
superior device handling comfort and portability. The limitation of the designed and
developed BFM is that the output range varies only from 0 to 10 N. A better sensing
method can be developed in order to withstand greater force, and sensors that give
output in the range of ~700 N, which is the generic range of human biting force, can
be employed.

With the above improvisations, the BFM device can provide ultimate force mea-
surement in a patient-friendly manner. The device can become more accurate and
portable and measurements may be taken more comfortably. Thus, this device can
certainly aid dentists to reduce the instance of various dental and implant failures.
This results in healthier and happier oral conditions across masses.
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Future of Smart Vehicle Communication
by Using Li-Fi Technology

Raunak Agrawal and N. Thangadurai

Abstract Light-emitting diodes (LEDs) can be usedmuchmore than lighting. Stud-
ies show that LEDs, which have been used just for machine-to-human interface, that
is, either showing status of LED in printed circuit boards (PCBs) or illumination
purposes, can also be used for communication between one hop and another at sig-
nificantly low cost. LED has become a familiar technology for a variety of lighting
applications, such as automotive, because of their superior efficiency and quality
than halogen lamps. The process of transmission of data through light is termed as
light fidelity (Li-Fi). Unlike wireless fidelity (Wi-Fi), which uses radio frequency,
Li-Fi is a fifth-generation (5G) visible light communication (VLC) system which
provides better capacity, efficiency, availability and security than Wi-Fi. By sending
the data through light spectrum which comprises arrays of LED as an optical wire-
less medium act as signal propagation. In fact, the usage of LED eliminates the need
of complex wireless networks and protocols. Exploiting minimal effort of lightning
components and LEDs, there are a few windows of chances to utilize this medium,
from open web source to get access, vehicle correspondence through road lights,
which goes about as a free access point to self-sufficient cars that can impart through
their headlights. This paper proposes the idea for vehicle-to-vehicle communication
using light, which stimulates the way to pass data about driving conditions and driver
behavior between automobiles. This enhances safe driving and makes road use more
efficient.

Keywords Visible light communication · Light-emitting diodes · Sensors ·
Vehicle-to-vehicle communication
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1 Introduction

Wi-Fi is not used in aircrafts, healthcare, and underwater communications due to
electromagnetic waves that cause interference between the devices operating at same
frequency and disrupt the communication between radio stations. Inter-vehicle com-
munication is used to communicate between two vehicles and to analyze the pattern
of signals so that smart and secure transportation system is achieved. The vehicles
could form a mobile ad hoc network among several vehicles that have communi-
cation devices [1]. Each vehicle is equipped with a communication device within a
decentralized network and can act not only as a communication node but also as a
wireless router. The ad hoc network is a temporary network that is created by the
absence of any centralized or pre-established infrastructure. This transforms each
taking an interest vehicle into a remote wireless switch or hub, permitting vehicle,
around 100–300 m of each other to associate and, thus, make a bunch of network
system with a scenic. When the signals range is far from the network range then
current vehicle drops out of the flag range and different vehicles can participate,
interfacing vehicles to each other with the goal that a versatile web connection is
made. The advantages of using light signals over other approaches are that they don’t
need the complexmanagement and processing of signals from hundreds or thousands
of cars in the area, rather in the vicinity of the front and rear vehicle. This makes the
communication suitable for real-time control function of vehicle [2]. This innovation
attempts to create electronic security advancements, for example, vehicle-to-vehicle
separate control, helped stopping, path changing, side and back cautions, and comfort
advances, for example, all-around-perception, head-up show, and driver state check-
ing to maintain a strategic distance from impacts. Photovoltaic cells be a replacement
for windows of the cars, the system can be made to run independent with the power
being supplied with the available solar energy. Based on the LEDs ON and OFF be
responsible for the distinctive series of 0s and it is conceivable to encode information
in the light by changing the rate at which the LEDs glimmer. At the point when LED
is on, it transmits 1s and generally 0s. The LED power is regulated so quickly that
human eyes can’t see, so the yield seems steady and subsequently offering lasting
network. These quick exchanging can be accomplished by PWMmethod to transmit
computerized information stream containing strings. To get this, we are customiz-
ing the microcontroller to shift the obligation cycle of the pulse width modulation
(PWM) technique which has the assignment of directing the current in the LED.
The one-sided ebb and flow is nourished to LED driver unit. The energy of LED
is changed by the waveform of information flag. At the collector side photodiode
sensor creates a present relative to themomentary power already obtained. From this,
data can be filtered that can be used to control application systems like motor, lamp
and relay, provide internet connectivity and so on [3]. The system can be employed
using existing vehicle electronic device management such as controller area network
(CAN) bus control signals because of phase-shifting nature of LED. It is important
to manufacture the LED with proper analysis of power, control, data transmission
and detection signals for efficient performance of devices. Coordinate observable
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pathway is not essential for Li-Fi to transmit a flag signal, since light reflected off
the dividers can likewise accomplish an estimated speed of 70 Mbps.

2 Literature Review

The term Li-Fi was coined by professor Dr. Harald Hass at TED global talk in 2011,
where he surprised audience by streaming high-quality video from a standard LED
lamp. His observation alluded to this light signal as D-light that can be utilized to
create informationondata rates higher than10Mbps,which is significantly faster than
our normal averaged broadband connections. MuntazirMohd Tali et al. in their paper
elaborate about the light communication, image processing, symbol recognition and
wireless communication using Zigbee [4]. Saito et al. describe the road-to-vehicle
communication and implemented using LED transmitter and camera receiver, which
employs a special complementarymetal-oxide semiconductor (CMOS) image sensor
[5]. Vaishali et al. propose to use space–time division multiple access (STDMA) for
real-time data traffic between vehicles, which was investigated using highway road
simulation scenario with promising results [6]. Thangadurai et al. discuss about the
general working and construction of Li-Fi along with the comparisons of Wi-Fi and
Li-Fi and applications of Li-Fi [7, 8]. Jia-yuan et al. in their paper make use of certain
algorithmand show two scenarios usingNPNswitching circuit andASCII conversion
[9, 10]. Several research works have been carried out on workingmechanism of Li-Fi
onhow it provides better bandwidth, efficiency andbetter availability and security and
on how it has immense possibilities comparing with other wireless communication
mediums; but only a few researches havebeen carried out onpractical implementation
of Li-Fi. Research has been done on how Li-Fi can be used in illumination and data
transmission between devices and also for transportation. The reviewed papers depict
about the existing trends and how light fidelity can significantlymake a global impact
toward better innovation. There are many existing applications where it can be used,
such as home internet, aviation, underwater communication, medical centers, but the
research is still going on about the technology. Similarly, some papers highlight the
use of LED in traffic lights. The fundamental idea about Li-Fi comprises an overhead
light fitted with an LED and flag handling innovation which streams information
implanted in its beam at very high to the photograph indicator. A collector dongle
at that point changes over from amplitude to electrical signals with little changes,
which is then changed over once more into an information stream and transmitted to
a PC or a cell phone.

3 Working Principle

An LED light fitted with signal processing technology is used to stream data at ultra-
high speeds to the photo detector. In every vehicle the LED lights act as transmitter
and beneficiary in both rear and front sides of the vehicle. The LEDs are situated in
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Fig. 1 General working principle

both the side front and back-lights of the car which also contain the photo detector
to locate and get the light signal.

The transmitter and receiver, as shown in Fig. 1, are the two major parts in the
Li-Fi system. By using the LED array signals output in the form of 0 and 1s, when
the bulb flashes the transmitter part modulates the input signal with the required time
period. The output will be presented when the beneficiary part finds these flashes
using a photodiode and increases the flag. Consequently, all that required is a few
LEDs and a controller that is used to code information into those LEDs. Each of the
one needs to do is to fluctuate the defer rate at which the LEDs glimmer contingent on
the information need to encode. Assist improvements can be made in this technique
for parallel information transmission, or using blends of red, green and blue LEDs to
modify the light’s recurrencewith every recurrence encoding an alternate information
channel.

4 Proposed System

The existing system makes use of light detection and ranging (Lidar) and computer
vision technique to detect the information about millions of small points surrounding
the vehicle every second. Li-Fi is used because it is a fast and secured version of Wi-
Fi and it is more cost-effective and sustains life-term goal. It uses VLC channel that
has spectrum 10,000 times the entire RF spectrum. The major advantages of Li-Fi
over the existing system are better bandwidth, working in areas that are susceptible to
electromagnetic interference and offering higher transmission speeds. The vehicles
used are self-driven and the headlights which already exist can be modified a little
and can be used for communication. These schemes use less power and operate
in low cost. The system implementation consists of two vehicles in line of sight.
The implementation, as shown in Figs. 2 and 3, provides a scenario where car1 is
functioned as transmitter and car2 as receiver.
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Fig. 2 Transmitting circuit in vehicle

Fig. 3 Receiving unit in vehicle

The speed sensor senses the data to the controller, which will compare between
current and previous speed of transmitting car and if it is decreased, it has a keen
senses thatwhen brake applied in car the datawill be transmitted toLEDdriver,which
also produces constant current to protect LED. The data along with unique vehicle
id will be transmitted wirelessly to photodiode through light in the form of current
so that another vehicle can identify the source. From another vehicle, the speed
information can be received by photodiode to perform necessary action accordingly,
like decrease its speed to avoid collision. So also, trigger circuit will detect the
adjustment in path of vehicle and illuminate the transmitting circuit, regardless of
whether the car is turning left or right. The distance between two vehicles can be
calculated from ultrasonic sensor, which is used to sense the time interval to send
the signal and receive the echo for the signal. The distance between the vehicles can
be apparently calculated as:

Distance = Speed of sound × time taken/2; Speed of sound in air is 344 m/s.
The modulation technique used is on–off keying (OOK). The voltage is varying

from 0 to 5 V which represents the information from the data source. Other sensors
like infrared (IR), pressure, temperature, gyroscope, altimeter can also be integrated
accordingly. A camera can also be integrated in front vehicle as shown in Fig. 4,
which can capture traffic signals and symbols so that the required information can be
transferred to other following vehicles using Li-Fi. Autonomous vehicles can also
make use of GPS, radar and sensors to accurately measure vehicle’s orientation and
rotation of its wheels to recognize the exact location.

Because of line of sight (LOS) feature of Li-Fi, transmission of data from one
vehicle to another takes place easily.Ahuge communicationnetworkhas been formed
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Fig. 4 Real-time scenario of Li-Fi between two vehicles

when each and every single vehicle will transmit information from one to another
throughLOS.When former vehiclewants tomake a turn, it will glow its indicator and
the car behind it will capture image with camera using image processing techniques.
When any symbol is recognized, the vehicle doing so will send the message to the
other vehicles alerting them. This will assure help in maintaining road ethics and will
provide safety of the drivers giving warning to them. Similarly, other sensors such as
alcohol, eye-blink sensors can be added for piloted vehicles to sense the particular
entity and take suitable action. At the same time, if accident happens, relay is turned
off, so that ignition of the vehicle is deactivated.

Transmitter:

X (t) = Pt {1+ m0d(t)} (1)

X(t) = Pt {1+m0Σ[akp(t− kT )} (2)

where LEDpower transmitted averages is represented as Pt, m0 = optical modulation
index (OMI) of LED, X(t) = OOK signal.

Receiver:
Background noise is one of themajor noise which is received alongwith the signal

that affects it in the channel. Received light signal is given as:

Pr(t) = hX(t) + n(t) (3)

where OOK signal = X(t); DC gain of channel is represented by h; and additive
white Gaussian noise (AWGN) = n(t).

The converted electrical form signal from optical signal is

I(t) = R{hX(t) + n(t)} (4)

The ratio of the desired output signal power to the supplied input noise power is
known as signal-to-noise ratio (SNR) and is represented as
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SNR = S÷ N (5)

where desired signal power = S; total AWGN = N.

S = R2P2r (6)

where light signal received power is Pr and photo detector responsively is R
Equation (7) gives the calculated total noise as

σ 2
total = σ 2

shot + σ 2
thermal (7)

σ 2
shot = 2qγ PrB + 2q Ibg I2B (8)

σ 2
thermal = (8πkTk ÷ G) ηArI2B

2 + (
16π2kTk� ÷ gm

)
η2A2

r l3B3 (9)

where 1.602× 10−19 C is constant electronics charge q; bandwidth of the system B,
Boltzmann’s constant k, absolute temperature Tk, voltage gain G, h = fixed capac-
itance of PD per unit area, � = field effect transistor (FET) channel noise factor,
gm = FET trans-conductance, area of the PD is Ar, noise bandwidth factor I2 for
background noise and I3 = 0.0868.

5 Limitation and Future Scope

The signal can be blocked because of fog or there may be too much light ‘noise’
in summer, making camera difficult to pick up the signals. One of the issues the
researchers are facing is to make system perform effectively in all lighting and
weather conditions. As the LED is an opto-electronic device, other instruments also
need to be deployed to measure and manage these effects. Some exceptions could
be managed in software used for the control functions being fed by the signals.
The system could be further enhanced for autonomous vehicles. VLC seems like a
pragmatic and relatively straightforward technology to adopt across the automotive
market, allowing some of the benefits to be introduced at an early stage as it is in fact
complimentary to these approaches. It seems there is a great opportunity to improve
road safety, vehicle efficiency and traffic management by simply extending the capa-
bilities and features that already exist on many current vehicle designs, while other
vehicle-to-vehicle (V2V)-enabled driver aids will come later as more complicated
systems are developed.More refined procedures could significantly build VLC infor-
mation rates. Concentrating on parallel information transmission utilizing varieties
of LEDs like arrays or blend of LEDs to change light’s frequency, Li-Fi will make
our lives innovative urge in the near future. Li-Fi technology is more costly at initial
stages that can be minimized to some extent, and then this concept can be widely
used for auto-piloted vehicles.
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6 Conclusion

We have presented characteristics and capacities of V2V applications which mainly
focused on Li-Fi transmitter and recipient. In rush hour gridlock signals, Li-Fi can
be utilized to communicate with the LED lights of the cars, and mischance accidents
can be diminished. Li-Fi is perfect for high thickness scope in a restricted area. It
is trusted that the innovation can yield a speed which exceeds 10 Gigabits for each
second (Gbps). It is the quickest and least expensive remote correspondence which
is reasonable for long separation correspondence. Li-Fi will make all lives more
innovation-driven sooner rather than the later. Eco-friendly transmission is feasible
through light fidelity.
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Detection of Fingerprint Pattern
and Refractive Index of Deposited Sebum
by Using Total Internal Reflection

Tania Das

Abstract The conventional and well-established technique of fingerprint recording
is to record the intensity distribution of the fingerprint through total internal reflection
(TIR). The presentwork proposes a polarization-based non-interferometric technique
based on total internal reflection for a quantitative assessment of the refractive index
of the sebum associated with the fingerprint as well as its unique pattern. Although
the conventional technique of TIR is employed, two polarization-shifted intensity
data frames are recorded and combined to arrive at the desired result. It is expected
that this additional information may yield a new dimension to forensic science.

Keywords Total internal reflection · Phase difference · Fingerprint · Refractive
index

1 Introduction

Analysis of fingerprints has been extensively used for the past fewdecades in different
fields, especially in crime investigation. Fingerprints are also used in biometrics for
identity verification [1, 2]. Although different types of patterns and ridges are seen
on a fingerprint, it is the presence of minutiae, which are abrupt changes in the ridges
that are vitally important to fingerprint detection [3, 4]. Minutiae detection is solely
based on the quality of the fingerprint image [5]. Analysis of fingerprints is essentially
a pattern recognition system based on acquiring data from an individual. A set of
features are extracted from the acquired data [6, 7]. This paper proposes a simple
polarization-based setup for high-resolution detection of not only the fingerprint
patterns and its analysis but also a quantitative evaluation of the refractive index
associated with the sebum, through a simple two-frame algorithm. The sebum that
oozes out from the pores is a mixture of water, potassium, urea, lactate, amino acids
and bicarbonate, and an over-abundance of one of these constituents is reflected in
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the evaluated refractive index of the sebum islands, which in some cases may be
indicative of the pathological condition of the individual as well. In this paper four
different sets of fingerprint are taken from two different people and hence refractive
index of sebum is evaluated. Accordingly, different sets of fingerprints are recoded,
analyzed and reported in this work.

2 Theoretical Background

If a light beam is totally internally reflected at the interface of two different dielectric
medium of refractive indices n1 and n2, (n1 > n2), as shown in Fig. 1, then phase
ϕs and ϕp for transverse electric (s-polarized) and transverse magnetic (p-polarized)
polarized light can be expressed as [8]:

φp = −2 tan−1
n1

√
n21 sin

2 θ1 − n22

n22 cos θ1

φs = −2 tan−1

√
n21 sin

2 θ1 − n22

n1 cos θ1
(1)

The phase difference ϕdiff between p and s components may be expressed as:

ϕdiff = ϕp − ϕs = 2 tan−1

⎛
⎝−

cos θ1

√
n21 sin

2 θ1 − n22

n1 sin2 θ1

⎞
⎠ (2)

The variation in this evaluated phase difference with refractive index n2 is shown
in Fig. 2. This serves as the calibration curve for evaluating n2 from ϕdiff.

θ1
n1

n2

exp (iφs)

exp (iφp)1
1

Fig. 1 For a ray of light with normalized s and p amplitude components incident on interface of
denser and rarer medium at an angle θ1 greater than the critical angle, the phases introduced in these
components after total internal reflection ray are ϕs and ϕp, respectively
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Fig. 2 Calibration curve:
Variation in phase difference
with respect to change of
refractive index of rarer
medium for θ1 = 64.8° and
n1 = 1.518
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3 Experimental Setup

Figure 3 presents the proposed experimental setup. An isosceles prism with apex
angle 120° is chosen to ensure that light is total internally reflected from the detection
surface. The fingerprint is taken on the prism surface. Circular polarizer (CP) and
linear polarizer (LP1) combination is so oriented that the light from the LED source
(S) entering the prism is linearly polarized at 45°. This ensures that both the s and
p polarized states are present in equal magnitude in the input beam. Two intensity
data frames are recorded on a CCDwith the transmission axis of the output polarizer
(LP2) oriented along 45° and 135° so that the s and the p components are added
in-phase and out-of-phase, respectively. The phase of the fingerprint may hence be
evaluated as [9]:

φdiff = cos−1

(
I45◦ − I135◦

I45◦ + I135◦

)
(3)

where

I45◦ = 0.5r2
∣∣eiφs + eiφp

∣∣2 = r2(1 + cosφdiff)

I135◦ = 0.5r2
∣∣eiφs − eiφp

∣∣2 = r2(1 − cosφdiff) (4)

Fig. 3 Schematic diagram of the experimental in-line setup Source = LED, CL = Condenser lens,
N = pin hole, L = Lens, CP = Circular polarizer, LP1 = linear polarizer with 45° angle, LP2 =
Linear polarizer, CCD = Charge coupled device
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4 Results and Discussion

Figure 4 shows the evaluated results of a sample fingerprint. The recorded frames
I45 and I135 are shown in Fig. 4a and b, respectively. Figure 4c presents the 3D phase
difference φdiff profile, and Fig. 4(d) presents the variation in 2D phase difference
along a particular cross-section. This is repeated for three more samples as shown in
Figs. 5, 6 and 7. A summary of the fingerprint pattern in the different samples taken
from two different persons, as well as the average refractive index of the sebum
islands, is presented in Table 1.
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Fig. 4 a and b Represent intensity data frames for I45° and I135°. c and d Represent 3D and 2D
phase profile for fingerprint
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Fig. 5 a and b Represent intensity data frames for I45° and I135°. c and d Represent 3D and 2D
phase profile for fingerprint

5 Conclusion

It has been shown that from the optical phase of the sebum islands left by the finger-
print impression, the refractive index of the sebum can be evaluated. This is expected
to add a new dimension to forensic science since the pathological condition of the
person may as well have a bearing on the evaluated refractive index.
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phase profile for fingerprint
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Table 1 Comparison of refractive indices of deposited sebum and fingerprint patterns between two
different persons taking as a sample

Set number Fingerprint types Phase associated with
fingerprint (degree)

Refractive index

Person-1 Figure 4 Whorl pattern −14.57° 1.344

Figure 5 Loop pattern −14.78° 1.342

Person-2 Figure 6 Whorl pattern −12.86° 1.350

Figure 7 Arch pattern −12.36° 1.352
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Zadoff Chu Spreading Sequence for 5G
Wireless Communications

Vanita B. Kaba and Rajendra R. Patil

Abstract In recent years, fifth-generation (5G) is receiving attention in wide
research and progress efforts from the wireless communication society. 5G provides
a new frequency bands alongside amid the wider spectral bandwidth per frequency
channel. To solve the new challenges in 5G, different kind of new modulation tech-
niques and multiple access (MA) schemes have to be adopted. To increase spectral
efficiency new techniques called orthogonal multiple access (OMA) and nonorthog-
onal multiple access (NOMA) techniques are used in 5G wireless system. Here, we
propose a class of polyphase sequences called Zadoff Chu sequences which have uni-
form amplitude, and these sequences bear good correlation properties. Since these
sequences are also identified as constant amplitude zero autocorrelation (CAZAC)
sequences, Zadoff Chu sequences are used to spread data in OMA and NOMA
schemes for 5G networks. The simulation result shows that Zadoff Chu sequence
has good correlation properties, and ZCT precoded-based OFDM system is capable
of reducing the PAPR significantly.

Keywords NOMA · OMA · Precoding · Zadoff Chu sequence · ZCT

1 Introduction

The demand for wireless communication is growing steadily in the last few years.
The increased popularity and usage of wireless multimedia applications have led
to the evolution of cellular systems, which include 1G, 2G, 3G, 4G and the next-
generation 5G till date [1]. For a wireless communication scheme, a primary issue
exists of how to provide user data demands for mobile communication by means of
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limited network resources. These circumstances necessitate enormous connectivity
amid high-scheme throughput and enhanced spectral effectiveness and oblige major
challenges to the design of common 5G networks. A 4G system is predictable to
offer a widespread and secure-based result to laptop and mobile devices [2]. The
knowledge similar to orthogonal frequency divisionmultiplexing (OFDM),multiple-
input multiple-output (MIMO) and link adaptation are used in fourth-generation
wireless scheme [3]. In order to bear superior throughput and massive heterogeneous
connectivity for 5G networks, a novel modulation method with much lesser out-of-
band (OOB) leakage is required. OFDM provides high spectral efficiency, small
realization complexity, less weakness to echoes and nonlinear distortion. One of the
most important disadvantages of OFDM is lofty out-of-band leakage (OOB) which
increases the complexity and reduces the efficiency of OFDM system.

Initiating precoding to transmit data earlier than OFDM modulation is also a
successful approach to diminish leakage. Precoding-based OOB leakage reduction
technique is a simple linear technique. Precoding is applied to the OFDM transmit-
ting symbols earlier than inverse fast Fourier transform (IFFT) process to improve the
OOB leakage. Precoding is performed by applying Zadoff Chu matrix transforma-
tion (ZCT) to constellation symbols before IFFT. Zadoff Chu matrix transformation
(ZCT) precoder matrix is formed by reshaping the Zadoff Chu sequence [7].

Nonorthogonal multiple access (NOMA) uses power and/or code fields in mul-
tiplexing to bear added users in the similar resource block [4] in order to support
enormous connectivity for 5G networks NOMA schemes multiplexing in multiple
domains, that is, spatial domain [6]. Zadoff Chu sequences are used to spread and
generate code domain nonorthogonal multiple access for 5G networks [8]. The rest
of the manuscript is prepared as follows: Sect. 2 anticipated model, Sect. 3 presents
properties of Zadoff Chu series, Sect. 4 presents simulation outcome, and Sect. 5
conclusion.

2 Proposed Scheme

2.1 Zadoff Chu Sequence

Zadoff Chu sequences are a set of complex exponential polyphase progressions with
stable amplitude. The autocorrelation of a major span Zadoff Chu series has a nil
autocorrelation, that is, it is non-zero only at one instant corresponding toward the
cyclic change. Therefore, this series is also known as zero autocorrelation series [8].

Zr(n) = e−j 2πN ∗ rn(n+2q)
2 for N even

e−j* 2π
N ∗ rn(n+1+2q)

2 for N odd (1)
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where N = Length of sequence r = root index of sequence relatively prime to N and
q = arbitrary integer, n = 0, 1 . . . N − 1, = √−1. Zadoff Chu sequence has good
periodic correlation properties. Zadoff Chu matrix transformation (ZCT) precoder
is used to reduce OOB leakage of OFDM system. The precoding matrix Z of size N
× N is applied to QAM constellation points of complex vector X = [X0, X1, X2 …
XN−1]T , which transforms X into new vector Y = ZX = [Y0,Y1,Y2 … YN−1]T [1].
By reordering n = mN + l matrix Z with row-wise reshaping is given by

Z =
⎡
⎣

z00z01 · · · z0(N−1)

z10z11 . . . z1(N−1)

z(N−1)0 z(N−1)1 · · · z(N−1)(N−1)

⎤
⎦ (2)

where m = 0, 1, 2 . . . N − 1, Zm,l mean mth row lth column of precoder matrix ym
represents the ZCT precoded constellation symbols.

3 Properties of Zadoff Chu Sequence

3.1 Periodicity Property

They are periodic with period N, where N is the length of the sequence, r is the root
index and n varies from 0 to N–1

Zr (n + N) = Z(n) (3)

3.2 Correlation Property

The autocorrelation of a prime length Zadoff Chu series with a periodically shifted
form of its own has zero autocorrelation, meaning that it is nonzero only at one
moment which corresponds to the cyclic shift [9]. Here autocorrelation is defined as

Rx,x[n] =
∞∑

k=−∞
x[k]x[n − k] (4)

Cross-correlation describes the relationship between two sequences. The cross-
correlation stuck amid two prime lengths Zadoff Chu series is a correlation between
sequences of same length but with different root value r. The cross-correlation
function of any two sequences is given by
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Rx,y[n] =
∞∑

k=−∞
x[k]y[n − k] (5)

3.3 Fourier Duality Property

Zadoff Chu sequences can be generated directly in frequency domain exclusive of
any DFT operation. Here Zr[n] represents N-point DFT of a time-domain Zadoff
Chu series zr[n]

Zr[n] = Z0 × z∗
r

[
r′n

]
where n = 0, 1 . . .N − 1 (6)

For odd length sequence expression for Zadoff Chu using Eq. (1), specifying
q = 0 is given by

Zr(n) = e−j 2πN ∗ rn(n+1)
2 (7)

For Zr(n) in time-domain representation, the case is θn = 2πN∗rn(n + 1)/2 and
for z∗

r

[
r′n

]
in frequency-domain representation, the case is represented as θ[n] =

2π
N ∗ rr,n(r,n+1)

2

4 Simulation Results

4.1 Zadoff Chu Sequence Generation

Figure 1 shows the MATLAB simulation for Zadoff Chu sequence that is generated
with length N = 257 and root index r = 1

Autocorrelation property
Figure 2 shows autocorrelation of Zadoff Chu sequence, Gold sequence and M

length sequence of length N = 256 and root index r = 1. We can see that for Zadoff
Chu sequence there is maximum peak value that occurs at zero and all other samples
are zero values.

4.2 Cross-correlation

Figure 3 shows the MATLAB simulation for cross-correlation of two Zadoff Chu
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Fig. 1 Zadoff Chu sequence

Fig. 2 Autocorrelation
property

Gold sequence and M length sequence of length N = 256. As cross-correlation
value is less, there is more similarity between the sequences.
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Fig. 3 Cross-correlation
property

4.3 ZCT Precoded-Based OFDM

Figure 4 shows CCDF comparison of PAPR of higher transmitting bits of OFDM
system and Zadoff Chu matrix transformation precoding-based OFDM. The PAPR
of OFDM system is high compared to precoded OFDM system.

Fig. 4 ZCT precoded-based
OFDM system
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5 Conclusion

In this paper a spreading sequence for OMA and NOMA for 5G wireless scheme
is projected. Zadoff Chu series is the subcategory of polyphase series. Zadoff Chu
sequences are complex-valued sequences which have constant amplitude and zero
autocorrelation; that is maximum peak value occurs at zero time lag. Using ideal
autocorrelation properties, reshaping of the Zadoff Chu matrix transform is carried
out for precoding. Hence by observing Matlab simulation results, we can conclude
that PAPR of conventional OFDM is high compared to ZCT precoding-based OFDM
system. OFDM systems with 16-QAMmodulation have clip rate of 10−2, the PAPR
is 11.0 dB and ZCT precoding-based OFDM system is 8.9 dB.
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An MIMO–OFDM System
Implementation Using Visible Light
Communication

R. Sindhuja, Arathi R. Shankar, and Subhashini Gopinath

Abstract In recent years, the demand for data has exponentially increased by a
considerable rate which increases the dependency of bandwidth in the RF spectrum.
So there is a need to look for an alternate spectrum which can serve the purpose
and facilitate the customer with better quality of service. In order to achieve this
performance, visible light spectrum is considered for communication purposes. An
attempt has been made by the authors to simulate visible light communication based
on MIMO–OFDM system. OFDM provides better spectral efficiency as compared
to any other single-carrier modulation techniques.

Keywords Multiple input multiple output (MIMO) · Orthogonal frequency
division multiplexing (OFDM) · Visible light communication (VLC)

1 Introduction

The motivation for usage of VLC was provided by the evolution in the solid-state
lighting. This leads to the replacement of florescent lamps by LEDs. It is challenging
to achieve high data rate transmission, though the visible light spectrum has a wide
range of frequency of about THz due to the limited bandwidth of the off-the-shelf
LED [1]. To overcome this drawback in a single room multiple LEDs are installed.
Therefore to boost the data rate the MIMO techniques are employed in indoor atmo-
sphere and investigation of various MIMO techniques is undertaken. In this paper,
the primary concern is to achieve better performance in indoor environment using
VLC. It has been shown in the paper that combining OFDM and MIMO fading can
be largely reduced and yields frequency-flat MIMO channel by spatial diversity [2].
The effect of increasing the number of LEDs on the fixed-sized environment is also
analysed.
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2 Methodology

2.1 MIMO–OFDM Transreceiver System Using VLC

Figure 1 presents the block diagram of the proposed transmitter. The proposed
transmitter is a combination of three technologies, namelyMIMO, OFDM and VLC.

The data to be transmitted over the visible light is in binary format. Binary data
is represented by series of 0s and 1s. The output binary data is the input to the
serial/parallel (S/P) block. S/P block converts the data in serial format into parallel
format. The resulting signal is given as input to the OFDM modulator. Within the
OFDM modulator the data is mapped using different mapping techniques such as
BPSK, QPSK or QAM. According to the analysis, 16-QAM gives a better perfor-
mance for OFDM. So QAM is selected as the mapping technique. Further cyclic
prefix (CP) is added to the signal. Now to make the signal compatible for VLC the
negative parts of the signals have to be removed. So the signal is DC-biased. Only
the positive and real part is retained for further communication. DC-biased optical
OFDM (DCO-OFDM) is the modulation technique used. The electrical signal is
converted into optical signal using LEDs. LEDs are the transmitters in case of VLC.
The data is transmitted in the form of light [3].

In VLC the medium of propagation is light. MIMO configuration is incorporated
based on the number of LEDs used. Multiple LEDs are used to improve the perfor-
mance of the system. The MIMO configuration at the front end of the receiver is
maintained by incorporating multiple LEDs.

Figure 2 presents the block diagram of the proposed receiver. Photo detector (PD)
is used for the reception of light. It converts the optical signal into electrical signal.
In VLC system PD is the receiver. Number of PDs at the receiver depends on the
number of LEDs. The output of the analogue to digital converter (ADC) is fed as

Fig. 1 MIMO–OFDM VLC transmitter
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Fig. 2 MIMO–OFDM VLC receiver

input to the demultiplexer. The further processing of the signal is performed by giving
the output of the demultiplexer as input to the OFDM demodulator.

Figure 3 explains the block diagram of OFDM. The incoming serial data is con-
verted to a block of specific size to process it block by block. Serial to parallel
converter is used, which will be mapped using signal mapper corresponding to the
chosen modulation technique. IFFT is carried out on the output of signal mapper and
ISI cyclic prefix is added to the IFFT output. After adding cyclic prefix the output
data is serialized using parallel to serial converter, which can be up-converted and
transmitted to the wireless channel. Information signal will be affected depending
on channel noise. At the receiver the incoming serial data is converted to a block
of specific size that was followed during modulation. The cyclic prefix which was

S/P Signal 
Mapper IFFT

Add cyclic
Prefix P/S

Channel 

S/PFFTP/S
Signal 

Demapper
Remove
Cyclic 
Prefix

Data

Data

Noise

Fig. 3 OFDM block diagram
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added during modulation is removed for further processing. The FFT is carried out
on the data block and applied to signal de-mapper. The de-mapped data symbols are
converted from parallel data to serial data using serial to parallel converter.

Amulticarrier system, such asFDM, is used to transmitmultiple carriers in parallel
to the total available bandwidth in the spectrum into sub-bands. By placing carriers
closely in the spectrum high data rate can be achieved. However, due to lack of
spacing separating the carriers leads to inter-carrier interference (ICI). Guard bands
need to be placed in between any adjacent carriers in order to reduce ICI, which
results in lowered data rate.

2.2 Software Specifications

An indoor room environment is simulated usingMATLAB and the room dimensions
and other specifications are listed in Table 1.

The user can decide the number of LEDs to be placed in the specified dimension.
DCO-OFDM is simulated for 16-QAM and the output of this is given as the input to
VLC. Here LEDs are the transmitters and PDs are the receivers. From the received
input, the received power, intensity of LEDs and effect of reflectivity are calculated.
These parameters are further used to calculate the performance parameters like SNR
in dB, capacity of the channel and received power. Here, the information carrier is a
light wave whose dimensions are in the order of thousands of wavelengths, leading
to spatial diversity, which prevents multipath fading. For these reasons multipath
fading can be ignored and only AWGN channel is considered. Based on the SNR
values 3D plots are generated and the results are analysed.

Table 1 System model
specifications

Specifications Value

Room size (meters) 5 × 5 × 3

Distance between Tx and Rx (meters) 1.5

R (photodiode responsivity) 0.4 (A/W)

Single LED power 50 mW

Ba (amplifier bandwidth) 4.566 (Hz)

Reflectivity due to ceiling 0.8

Reflectivity due to floor 0.15

Reflectivity due to wall 0.9
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Table 2 SNR values for
different number of LEDs

No. of LEDs SNR value (dB)

4 9.202

32 45.33

128 69.41

Table 3 AWGN channel
value for different number of
LEDs

No. of LEDs AWGN channel capacity (bits/s/Hz)

4 0.9694

32 4.533

128 6.941

3 Results and Discussions

3.1 Analysis of SNR Value

The spectrum infers that at 0.5 m2 the value of SNR is high around 69.41 dB for
128 LEDs. At the corners of the room the value of SNR decreases and this mainly
depends on the distribution of LEDs.

From Table 4 it is shown that by analysing different SNR spectra for different
number of LEDs in an indoor environment, it can be observed that as the number of
LEDs increases the SNR value increases.

3.2 Analysis of Capacity of AWGN Channel

From Table 3, by analysing different channel capacity spectrum for different number
of LEDs in an indoor environment, it can be observed that as the number of LEDs
increases the value of channel capacity also increases.

3.3 Analysis of Received Power

From Table 4, it can be analysed that as the number of LEDs increases the value of

Table 4 Receiver power for
different number of LEDs

No. of LEDs (in Tx and Rx) Receiver power in dB

4 −31.81

32 −11.02

128 −2.846
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received power increases and for lesser number of LEDs the difference between the
received and transmitted power is high.

4 Conclusion and Future Scope

VLC is considered advantageous than the existing RF communication because of
the abundant range of spectrum available. As per the result obtained in this paper,
multicarriermodulation technique likeOFDMshows better performance than single-
carrier modulation. To attain high spectral efficiency 16-QAM is used as themapping
technique over QPSK. To check the performance of VLC for indoor environment
different parameters like SNR, channel capacity and received power is analysed. As
per the results obtained, as the number of LEDs increases in a closed room, SNR,
channel capacity and received power show better performance. In this paper binary
data is considered for communication and it can be further analysed for QoS of audio
and voice data. This paper explores only spatial diversity of MIMO. Spatial multi-
plexing ofMIMO is yet to be explored. Performance analysis in outdoor environment
is to be simulated.
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Photonic Crystal Based Protective Shield
for Medical Treatment with
Phototherapy

S. Amuthavalli , Manisha Chakraborti (Manisha Chattopadhyay)
and Tapanendu Kundu

Abstract Photonic crystals are optical materials with repeating structures that have
specific filtering characteristics, among other properties. The impact of materials,
periodicity, and thickness of one-dimensional photonic crystal layer on modeling
of light is analyzed using Comsol simulations which are based on Finite Element
Method (FEM). The influence on the behavior of light transmission characteristics
by breaking the periodicity is also observed. In this paper, narrow transmission of
photons selectively in the range 311–313 nm is obtained by appropriate inclusion
of defect. And also blockage of remaining Ultra Violet (UV) radiation is attained.
Phototherapy requires this radiative property for the treatment of Psoriasis. Photonic
crystal as a protective shield for psoriasis phototherapy to make it safe and effective
is proposed in this paper.

Keywords Periodicity · Radiative · Phototherapy

1 Introduction

Psoriasis is a prolonged inflammatory skin condition instigated by an overactive
immune system. Most dermatologists prescribe phototherapy for psoriasis since it
is a safe and effective therapy for psoriasis that can be favored for more extreme
cases. Phototherapy remains a mainstay treatment in which it operates on the basis
of exposure of skin to light.

There are three types of phototherapy applied for the treatment of psoriasis: Broad-
band Ultraviolet B (BB-UVB), Narrowband Ultraviolet B (NB-UVB), and Psoralen
in addition to Ultraviolet A (PUVA). BB-UVB radiates wavelengths of light between
290 and 313nm whereas NB-UVB uses between 311 and 313nm. UVA, with wave-
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lengths of 320 to 400nm, is utilized as a part of psoralen, which is taken orally prior to
UVA exposure in systemic PUVA. In spite of the fact that PUVA is extremely effec-
tive, it is utilized less regularly because of its intense side effects, such as nausea
from psoralen ingestion and cutaneousmalignancies. Also, studies demonstrated that
wavelengths around 311nm have more impact than broad-spectrumUVB in clearing
psoriasis. Hence NB-UVB is the most commonly preferred phototherapy modality
today as it has more extensive application across various dermatologic conditions.
And also, in comparison with BB-UVB or PUVA, NB-UVB has lesser side effects
[1].

Designing of NB-UVB lamps with narrow band is troublesome. In the meantime,
UV lamps or tubes emit UVA radiation along with the required NB-UVB. Since such
radiation can cause unfavorable impacts in the skin. Hence only required wavelength
should be permitted by blocking the hazardous wavelength to pass through the skin.
Solid state approaches also find applications to UV shield in the field of skin protec-
tion. The radiation blockage can be achieved as a result of strong reflectance by the
optical interference effects.

For this reason, Photonic Crystal (PC) is proposed due to its flexibility in design-
ing for an appropriate wavelength. Photonic crystals are a periodic arrangement of
materials with alternate refractive indices. This difference in refractive index denotes
the periodic potential that a photon experiences when propagating through this peri-
odic structure. If the difference in refractive index between the two layers is large,
then more photons will be confined within the optical material. This confinement
brings about the formation of photonic bandgap. The patterned material will block
light with wavelengths in the photonic bandgap, while enabling other wavelengths
to pass through. And if the periodicity of PC is destroyed by introducing a defect
factitiously, a defect mode with a very narrow bandwidth will appear in the photonic
bandgap. The photons whose wavelength coincides with the defect mode will be
transmitted inside the bandgap. The remaining will be attenuated immediately as
long as the wavelength departs from this location. On choosing different materials
and by adjusting geometrical parameters and structures, the propagation of light in
the PC can be controlled.

The observation of one-dimensional (1D) PC was reported in [2] that the width
and position of the band gap depend on the index difference, number of layers, layer
thickness. The impact of defect layers in one-dimensional (1D) photonic crystal and
accordingly, the spectral characteristics changes of photonic crystal due to the defect
was also presented in [3, 4]. 1D photonic crystals can be used as frequency selective
filters in thermophotovoltaic system which was proposed in [5].

In this paper, we proposed that the photonic crystal can be used as a protective
shield from hazardous wavelength and passing a certain wavelength for Psoriasis
treatment. Instead of fabricating UVB lamps, any UV lamps such as Mercury and
Xenon lamps with photonic crystal shield can be preferred.
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2 Designing Methodology

The behavior of light in PC are investigated by means of FEM which is utilized to
obtain the approximate solution for any given physical phenomenon. It is compared
with other methods (Bloch Wave Method) in order to validate the modeling pro-
cess. To simulate the wave propagation, it is required to solve these equations with
appropriate boundary conditions [6].

∇ × (∇ × E) − k20εr E = 0 (1)

E(x, y, z) = E(x, y)e−ikz z (2)

3 Experimental Results and Discussion

3.1 Description of the Structure

The structure is composed of two layers: A and B with refractive indices n1 = 1.36
and n2 = 2.4 with repeating structures of N = 10 periodsMgF2 (Magnesium Fluoride)
and TiO2 (Titanium di oxide). The central wavelength λ is located in 350nm. The
thickness of the first layer and the second layer is a = λ

4∗n1 and b = λ
4∗n2 in Fig. 1.

Figure2 depicts the defect (D) by replacing material in the periodic structure which
is examined in Sect. 3.2 with the light transmission characteristics.

Fig. 1 Structure of 1D PC

Fig. 2 Structure of 1D PC
with defect
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3.2 Behavior of Light Characteristics of 1 D PC Without
Defects

Influence of Refractive Index Contrast: By changing n1 = 1.36, 1.46, 1.76, 2.2, it is
observed in Figs. 3 and 4 that both the reflection coefficient and bandwidth increase
with the increase in refractive index contrast.

Influence of No of Periods: Due to the increase in layer, the structure experiences
increase inmultiple reflections and transmissions caused by the variation of refractive
index. Hence it leads to increase in the reflection coefficient. In Fig. 5, it is clearly
shown that the reflection reaches to unity as the no of period increases but band-
width reduces. In Fig. 6, the transmission rapidly falls on the bandwidth when period
increases. Hence the number of periods should be optimum for the structure.

Fig. 3 Comparison of
reflection characteristics for
different materials

Fig. 4 Comparison of
transmission characteristics
for different materials
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Fig. 5 Comparison of
reflection characteristics for
different periods

Fig. 6 Comparison of
transmission characteristics
for different periods

Influence of Thickness of the layer: Figures7 and 8 show the shift in the reflection
and transmission characteristics of 1D PC that occurs by varying the thickness of the
layer.

3.3 Behavior of Light Characteristics of 1 D PC with Defects

Influence of Defect Position and Material: Analysis is done by inserting defect
material (ZnO) in different positions. From the Fig. 9, it is evident that the resonant
transmission that occurs in the photonic bandgap is maximum when the defect is
placed in the middle of the structure. It is observed that the position of the defect is
responsible only for the depth of the resonant transmission and not for the position
of the resonant transmission. The response is observed for various materials as a
defect in the middle of structure by replacing the material in the periodic structure
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Fig. 7 Comparison of
reflection characteristics for
different thicknesses

Fig. 8 Comparison of
transmission characteristics
for different thicknesses

in Fig. 10. The resonant transmission occurs in different positions as the material of
the defect changes. This helps in fixing the position of the resonant transmission.
Similarly by changing the thickness of the defect, the depth of resonant transmission
can be achieved more.

Similarly the analysis is done by placing the defect in two positions in the
periodic structure with respect to the center. The wavelength range is observed
in the entire UV range between 280 and 400nm. Based on the range of wave-
length to be blocked, the material A and B should be selected. The structure
Air/ABmDBxABnDBxABm /Substrate with different cycles (i.e. m, n, x = 1, 2, 3)
is analyzed. It is concluded that by choosing appropriate material combination with
suitable defect and placing in an appropriate position, 100% transmission in the range
311–313 nm can be achieved which is shown in Fig. 11a. The glass substrate coated
with this PC acts as a shield for any UV lamp to transmit the specified wavelength.
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Fig. 9 Comparison of
transmission characteristics
for different positions of the
defect

Fig. 10 Comparison of
transmission characteristics
for different material defects

Similarly, by changing the center wavelength with the same structure and material,
it is possible to shift the radiation to any wavelength range is shown in Fig. 11b.

4 Conclusion

The behavior of light reflection characteristics in UV range is evaluated with the
variation of structural parameters. The analysis on the insertion of defect provides
information about the resonant transmission in the photonic band gap. It is concluded
that narrow transmission gap can be achieved by placing two defects in an appropriate
position. This is done in accordance with the results obtained by Vladimir et al. [3].
Also, 100% transmission is obtained with the narrow bandgap in the range 311–
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Fig. 11 a Result of photonic crystal as protective shield for psoriasis treatment λ = 350nm, b
impact of center wavelength λ = 1500nm

313nm. The glass substrate coated with this PC can be used as a protective shield in
phototherapy treatment. This protective shield blocks all UV radiations completely
in the range 280–400nm and it transmits only the required wavelength in the range
311–313nm which is the requirement for NB-UVB Phototherapy. It is clear that
instead of fabricating NB-UVB lamps for the treatment of Psoriasis which makes it
expensive, any UV lamp can be preferred. By providing a shield over the UV lamp, it
allows only a required wavelength and reflects the unwanted harmful UV rays which
makes the Phototherapy treatment as more feasible and effective.
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Simulation Study and Performance
Comparison of Various SRAM Cells
in 32nm CMOS Technology

R. Krishna and Punithavathi Duraiswamy

Abstract Cell stability and leakage power consumption are major concerns in
SRAM cell design in deep submicron technology due to a decrease in DC sup-
ply voltage and variability in technology. This paper presents a simulation study
and performance comparison of four SRAM cells, which include the traditional 6T,
7T, 8T and 9T cell implementations. In particular, the Static Noise Margin (SNM)
and leakage power of each cell are analyzed in 32nm technology. The 9T SRAM
cell provides 1.05 times stronger write ability and 1.65 times stronger read stability
compared to traditional 6T SRAM cell. The leakage power of 7T SRAM cell and 9T
SRAM cell is 2.3% and 1.11% less compared to standard 6T SRAM cell. The effect
of DC supply and temperature on SNM is also analyzed and simulation results are
presented.

Keywords CMOS · Stability · Noise margin · Leakage power · SRAM

1 Introduction

The continuously growing demand for low power, high speed embedded memory
has been a driving force in the development of new Static Random Access (SRAM)
designs techniques [1]. In deep submicron regime, design of stable, robust and low
leakage SRAM cell becomes a challenging task. In memory circuits, a significant
portion of the total power consumption is mainly due to leakage or static power.
Because of low threshold voltage and ultra-thin gate oxide, the leakage current in the
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transistor is increased as it cannot be turned off completely. Also, the read and write
margins of the SRAM is affected by the supply voltage and temperature variations
and threshold voltage. In higher threshold voltage SRAM circuits, SNM strongly
depends on supply voltage and temperature [2].
In this paper, we compare four different SRAM cells (6T, 7T, 8T, 9T) on the basis of
performancemetrics like read stability, write ability and leakage power consumption.
The effect of temperature and power supply variations on the noise margins is also
studied. The simulations are performed in 32nm CMOS technology using HSPICE
tool and the results are presented.

2 Static Noise Margin

There are three states in SRAM cell; read, write and hold state. Static Noise Margin
(SNM) is an important parameter in SRAM design as it is used to measure the cell
stability. It is the maximum value of a dc disturbance that the cell can withstand
before changing state. Graphically, the SNM is represented by the largest square box
that can be fitted in the butterfly characteristic curves of the SRAM cell. SNM of
SRAM depends on cell ratio, pull-up ratio, supply voltage and temperature [3]. Read
Static Margin (RSNM) is the maximum DC noise voltage that the cell can withstand
without losing data during the read operation. Similarly, write ability is measured in
terms of Write Static Noise Margin (WSNM) and it is the maximum noise voltage
present at the bit lines during a successful write operation [4, 5]. Lower values of
RSNM and WSNM indicates poor ready stability and write ability. Both read and
write margin of SRAM can be improved by read and write assist techniques [6, 7].

3 Leakage Power

Leakage power also called static power is the power consumed when a circuit is in
sleep mode or standby mode. Leakage power reduction has become very important
in high-performance, portable and embedded applications [2, 8]. In MOSFET, the
leakage current is due to various components, such as sub-threshold leakage, gate
leakage and junction tunneling effect. Among these, sub-threshold leakage is the
most dominant [9] and for a MOS device with a channel width of W and length of
L, it can be expressed as follows:

Ileakage = Ioe
Vgs−VT

nVth
(1 − e − Vds

Vth
) (1)

Io = µoCox
W

L
V 2
th (2)

where µo is the electron mobility, Cox is the gate capacitance per unit area, Vth is the
threshold voltage, n is the sub-threshold swing co-efficient, VT is the thermal voltage,



Simulation Study and Performance Comparison of Various SRAM … 49

(a) 6T SRAM cell (b) 7T SRAM cell

(c) 8T SRAM cell (d) 9T SRAM cell

Fig. 1 SRAM cell implementations

Vgs is the gate to source voltage of MOS and Vds is the drain to source voltage of
MOS [10]. In SRAM, leakage power originates from various sources. They are bit
line leakage, word line and cell array leakage. The leakages arising from the the bit
line (BL) and word line (WL) are less compared to SRAM cell leakage. However, it
affects the reliability of the SRAM. Here, we focus on sub-threshold leakage power
calculation of the SRAM cell. The next section presents the simulation results and
comparison of 6T, 7T, 8T and 9T SRAM cells in Fig. 1.

4 Simulation Results

The simulations were carried out using HSPICE tool in 32nm CMOS technology.
The simulation parameters used for noise margin analysis are cell ratio used is two
and pull-up ratio used is one. The temperature and the supply voltage used are
100 ◦C and 1V, respectively. The butterfly curves for RSNM and voltage transfer
characteristics for WSNM are shown in Fig. 2 and Fig. 3, respectively, for the four
SRAM cells. From Table1, it is seen that the increase in RSNM is higher compared
to WSNM with increase in the number of transistors. Simulation results also reveal
that the RSNM of 9T cell is 1.65 times better than the conventional 6T SRAM
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(a) 6T (b) 7T

(c) 8T (d) 9T

Fig. 2 Butterfly curves for measuring RSNM

cell. Even though the stability of 9T SRAM cell is better than the other cells, it
leads to extra area overhead and a complex layout. Supply voltage dependence of
RSNM andWSNMwas investigated by varying supply from 0.6 to 1.3V at constant
temperature of 100 ◦C. Figure4 shows the impact of supply voltage over RSNM and
WSNM values. Simulation results shown in reveals that, with the increase in supply
voltage, Read/Write SNM increases. The increase in RSNM andWSNM is higher in
7T and 8T cell, respectively, as compared to other cells. Similarly, the temperature
dependence of RSNM andWSNMwas investigated by varying temperature from 40
to 100 ◦C at constant supply voltage of 1V. From the results shown in Fig. 4, it is clear
that RSNM and WSNM decrease as temperature increases. The decrease in RSNM
and WSNM is higher in 7T and 8T cell, respectively, as compared to other cells.
Sub-threshold Leakage power consumption for all the four types of SRAM cells
were measured by making the word line (WL) zero and disconnecting the bit line
(BL) and bitline bar B̄L from the inverter circuit. The leakage power of 7T SRAM
cell and 9T SRAM cell is 2.3 and 1.11% less compared to standard 6T SRAM cell.
Table1 gives the sub-threshold leakage power measured from HSPICE simulation.
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(a) 6T (b) 7T

(c) 8T (d) 9T

Fig. 3 Voltage transfer characteristics curve for measuring WSNM

Table 1 Comparison of SNM and leakage power for various SRAM Cells

SRAM cell RSNM (mV) WSNM (mV) Leakage power (nW)

6T 208 447 181

7T 219 459 177

8T 327 463 180

9T 342 470 179

5 Conclusion

Ananalysis on the stability performances of four SRAMcell (6T, 7T, 8T, 9T) has been
presented in 32nm technology. With the advancement in process technologies, the
speed of SRAMs will increase, However, it will be more susceptible to mismatches
affecting the stability of the SRAM. The 7T, 8T and 9T SRAM cells offer greater
data stability compared to the conventional 6T SRAM cell as it employs separate
read and write ports. The 9T SRAM cell provides 1.05 times stronger write ability
and 1.65 times stronger read ability compared to traditional 6T SRAM cell. The
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Fig. 4 Effect of supply
voltage and temperature on
SNM

(a) Supply voltage dependency

(b) Temperature dependency

leakage power of 7T SRAM cell and 9T SRAM cell is 2.3 and 1.11% less compared
to standard 6T SRAM cell. From the simulation study, it can be concluded that 9T
SRAM cell is more desirable for low power applications where data stability and
leakage power are critical.
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Planar Waveguide Bragg Grating
Pressure Sensor—Design
and Applications

Madhuri R. Kulkarni, B. R. Manoj Kumar, Mayur Mohan Malghan,
G. Mohamedarif, and Rajini V. Honnungar

Abstract We design and simulate the waveguide Bragg grating pressure sensor on
Boro float glass substrate. Rib waveguide structure is used for the design of pressure
sensor, centered at 632.8 nm. The pressure sensor is simulated for a range from 5
to 80 MPa. Poly(methyl methacrylate) is used as the waveguiding material and air
as the cladding surface. The rib waveguide is designed in RSoft tool using beam
propagation method, and GratingMOD is used to create periodic perturbations on it.
The pressure sensitivity as observed after simulation is 0.074 nm/MPa.

Keywords Waveguide Bragg grating · Pressure sensor · Rib waveguide ·
Poly(methyl methacrylate)

1 Introduction

An optical waveguide is being designed for many applications such as medical assis-
tance, communication and hydraulics. The sensor is designed for the unique needs of
extreme endurance, high-power hydraulic cylinders and accumulators, such as those
used in offshore oilfield mining and drilling operations or heavy-duty construction,
pipeline pressure measurement, oil reservoir monitoring, radar applications, down-
hole pressure monitoring and military vehicles. An optical integrated circuit is a
thin film type optical circuit designed to perform a specific function by integrating
optical waveguides and other functional components all on a single substrate. The
basic structures of optical waveguide consist of core and clad. In a nonplanar waveg-
uide, the core is surrounded by the cladding in all transverse directions. For device
applications, extensively used waveguide is the nonplanar waveguides [1]. We use
rib waveguide for this design and its structure is shown in Fig. 1.
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Fig. 1 Rib waveguide

2 Theory

2.1 Fiber Bragg Grating Principle

In principle, the FBG reflects particular wavelengths of light near Bragg resonance
and the rest of the spectrum is being transmitted.

Figure 2 shows the core of a single-mode fiber exposed to periodic pattern of
intense ultraviolet light. A permanent increase in refractive index of the core is
produced by the exposure, creating a fixed periodic grating. A small amount of light
is reflected at each periodic refraction change.

When the grating period is approximately half the input light’s wavelength, all
the reflected light signals combine coherently to one large reflection at a particular
wavelength. This is known as the Bragg condition, and the wavelength at which this
reflection occurs is called the Bragg wavelength. Wavelengths that satisfy the Bragg
condition are affected and strongly back-reflected. The reflected component’s central
wavelength satisfies the Bragg relation:

λre f 1 = 2× n × Λ (1)

where n is the refractive index of the core, and � is the grating period.
Since n and � are temperature and strain dependent, as temperature and strain

vary, the wavelength of the reflected component will shift by a particular value
proportional to the temperature/strain.

Fig. 2 Fiber Bragg grating
principle
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2.2 Waveguide Bragg Grating Principle

The optical waveguide consists of core, clad and substrate. The materials used in our
work are PMMA, air and Boro float glass, respectively.

Bragg grating is an opticalwaveguide formed by creating periodic perturbations or
refractive indexmodulation. Light ismade to propagate through the core. A particular
wavelength, that is, the centre wavelength will be reflected due to the presence of
grating [2].

When there is an application of pressure there is a shift in the wavelength of light.
This shift in wavelength is calculated using the Bragg’s law,

λnew = 2× n × Λ (2)

2.3 Materials Used for the Design

PMMA. Poly(methylmethacrylate) or poly(methyl 2-methylpropenoate) is the poly-
mer of methyl methacrylate, with chemical formula (C5H8O2)n . It is also known as
acrylic glass or simply acrylic.

Properties of PMMAmaterials. PMMA is a linear thermoplastic polymer. PMMA
has high Young’s modulus, high mechanical strength and low elongation at break. It
does not shatter on rupture. It is one of the hardest thermoplastics and is also highly
scratch-resistant. It exhibits good water-absorbing capacity and low moisture, due to
which products produced have good dimensional stability. As the temperature rises,
both of these characteristics increase.

Why PMMAmaterial. Due to low cost, ease of fabrication and assembly, and com-
patibility with other materials, polymer materials provide a potent alternative to con-
ventional optical materials. One of the important characteristic of polymeric optical
materials is their relatively high light absorption rates, at approximately 0.2 dB/cm,
as compared to 0.2 dB/km for glass fibers at wavelengths of 1550 nm.

3 Design of Waveguide

3.1 Rib Structure

In multimode waveguides that support more than two guided modes, power gets
distributed to the clad and substrate regions causing losses. To avoid this, most
waveguide devices consist of single-mode 3D waveguides [3].
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Rib waveguide is a waveguide in which the guiding layer basically consists of the
slab with a strip superimposed onto it. Rib waveguides provide confinement of the
wave in two dimensions. The optical losses are lower for rib waveguides than for
strip ones. For the simulation of the rib waveguide, the following parameters were
considered:

a. Waveguide model dimension: 3D
b. Simulation tool: BeamPROP
c. 3D structure type: Rib
d. Free space wavelength: 632.8 nm
e. Background index: 1.4699
f. Index difference: 0.0207
g. Waveguide width: 5 µm
h. Waveguide height: 5 µm
i. Profile type: Step-index

The background index is the refractive index of the substrate and the index
difference is the difference between the refractive index of the core and the substrate.

3.2 RI Profile

A refractive index profile is the distribution of refractive indices of materials within
an opticalwaveguide [4]. It signifies the light distribution in the optical fiber. Figure 3
shows the RI profile in which the low index value indicates the refractive index of
the substrate and the high index value indicates the refractive index of the core.

Fig. 3 RI profile of the rib
waveguide



Planar Waveguide Bragg Grating Pressure Sensor—Design … 57

Fig. 4 Mode profile in the
rib waveguide

3.3 Mode Profile

The mode profile represents the light confinement in different regions of the
waveguide. Figure 4 shows the mode profile in the rib waveguide.

3.4 Principle of Pressure Sensing

The effective index of refraction and the periodicity of the grating determine its center
wavelength. When the pressure is applied, the grating period changes and hence
wavelength shifts according to the Bragg’s condition given by Eq. (2) (Tables 1 and
2).

Table 1 Comparison of analytical and practical values of wavelengths

Pressure (in MPa) Pressure sensing

Eps = p×[1−[2×ν]]
E

λnew = �λ + λc
in μm

λ

RSoft in μm

5 0.653061× 10−3 0.6331701 0.635

7 0.9142857× 10−3 0.63331825 0.6351

10 1.3061224× 10−3 0.63354036 0.6353

15 1.959183673× 10−3 0.63391055 0.6357

20 2.6122448898× 10−3 0.6342807 0.6361

40 5.2244897× 10−3 0.6357614 0.6376

60 7.836734× 10−3 0.6372421 0.639

80 10.44897× 10−3 0.6387229 0.6405
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Table 2 Comparison of
effective refractive index
values by analytical method
and RSoft tool

Waveguide width (μm) neff
Analytical method

neff
RSoft

2 1.47200 1.482553

4 1.48900 1.487608

6 1.49013 1.488621

8 1.49038 1.488992

10 1.49048 1.489167

λnew = 2× n × Λ (3)

Pressure sensing equation by analytical method:
Poisson ratio, ν = 0.34
Strain optic coefficients: P11 = 0.3; P12 = 0.297
Effective index of refraction, nef f = 1.489
Young’s modulus, E = 2.45 GPa
Pressure sensing equation,

Eps = pressure ×
[
(1− 2× v)

E

]
(4)

Strain optic constant,

PE = n2e f f
2

× [P12 − (v × {P11 + P12})] (5)

Shift in wavelength:

�λB = λ × (1− PE ) × Eps (6)

λnew = centerwavelength + �λB (7)

4 Result and Discussions

Table 3 shows the sensitivity of different FBG pressure sensors with different center
wavelengths.

On collation of Figs. 5, 6 and 7, the shift in wavelength spotted identical.
Figures 8 and 9 illustrate that pitch period and shift in wavelength vary linearly

with pressure applied.
Figure 10 outlines the rise in waveguide width and the rise in effective RI. From
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Table 3 Summary of FBG pressure sensors in order of sensitivity [5]

Sensitivity Range Wavelength FBG type novelty

3 pm/MPa 70 MPa – Standard/bare

7 nm/MPa – – Standard/diaphragm

1.57 pm/kPa 0–1 MPa – Standard/diaphragm

51 pm/MPa – – Long period grating

265 pm/kPa – – Photonic crystal fiber

28 nm/MPa – – Standard/temperature insensitive

0.116 nm/kPa 15 kPa 1550 nm Standard/rubber diaphragm

1.32 pm/kPa – – Polymer fiber/vinal diaphragm

Fig. 5 Plot of maximum
reflectivity as function of
wavelength (MATLAB)

6 µm RI becomes constant. Thus optimization of waveguide width dimensions is
achieved.
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Fig. 6 Grating spectral
response with apodization
(RSoft)

Fig. 7 Grating spectral
response without apodization
(RSoft)
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Fig. 8 Plot of pitch period
and wavelength as function
of pressure

Fig. 9 Plot of pitch period
as function of new shift in
wavelength
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Fig. 10 Plot of effective
refractive index as function
of waveguide width

5 Conclusion

The waveguide Bragg grating sensor has been designed and simulated in this work.
The sensor is observed to have the sensitivity of 0.074 nm/MPa. This sensor can be
used for hydraulic applications. The sensor can be further used for similar kind of
pressure-sensing applications in industries.
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Two-Dimensional Potential-Based Model
for Tunnel Field-Effect Transistor
(TFET)

Netravathi Kulkarni and P. Vimala

Abstract In this paper, we propose a two-dimensional analytical model of silicon-
on-insulator tunneling field-effect transistors (SOI TFETs) by applying the superpo-
sition principle. By solving 2D Poisson’s equation with the help of boundary con-
ditions of channel region and gate oxide region, we calculated the surface potential
and electric field for both lateral and vertical directions. Here, we have demonstrated
the results obtained from an analytical expression which has been compared with
TCAD 2D simulator for some parameters, like gate oxide thickness, by varying the
channel length with different Vgs and Vds values.

Keywords TFET · Analytical modeling · Poisson’s equation · Surface potential ·
Electric field

1 Introduction

The nanoscale CMOS performance has degraded due to their aggressive scaling. Due
to this, the metal-oxide semiconductor (MOS) device was strictly affected by short-
channel effects (SCEs) such as drain-induced barrier lowering, hot carrier effects,
reduced ION/IOFF ratio and wide increase in leakage current. A reduced gate length
leads to a reduced gate capacitance; therefore, the switching speed of the circuit
increases [1]. Thus, the voltage scaling is an essential part of device miniaturiza-
tion that also helps in the reduction of power consumption of the device. Moreover,
the sub-threshold swing of the MOS is limited to 60 mV/decade at room temper-
ature. So it is difficult to scale down the supply voltage in order to realize a large
ION/IOFF ratio [2–5]. To overcome these problems, some novel engineering solutions
have been proposed to achieve a sub-60 mV/dec sub-threshold swing (SS) such as
impact-ionization MOS devices [6], nano-electromechanical FETs [7], suspended
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gate MOSFETs [8] and tunneling FETs (TFETs) [9–12]. Among these, we consid-
ered the TFETs in this paper, because of the following advantages: (1) lower leakage
current and (2) provide a steep sub-threshold swing (SS). The analytical model for
the SOI TFET has been already developed by using parabolic-approximation tech-
nique. Here we applied the superposition principle, to get accurate results compared
to parabolic-approximation method.

In this paper, a 2D analytical solution of silicon-on-insulator (SOI) TFETs has
been presented. In order to derive the analytical expressions for surface potential
and electrical field, a two-dimensional Poisson’s equation has been solved. This
paper is described as follows: The device structure of TFET and its working function
is explained in Sect. 2. By using 2D Poisson’s equation, analytical solutions for
surface potential and electric field in the channel are derived in Sect. 3. In Sect. 4 the
model is validated by comparing it with TCAD 2D simulation results for different
parameters, like channel length, gate oxide thickness (tox) and thickness of silicon
(tsi) with different voltages.

2 Device Structure

The schematic of SOI TFET is shown in Fig. 1a. In this figure, tox is the thickness
of gate oxide, tsi is the silicon thickness, LCH is the length of the channel. If the
bottom of the buried oxide (BOX) layer is grounded, the BOX layer thickness (tBOX)
becomes small. Hence the voltage drop across BOX region will be negligible.

Here the TFET is operated in sub-threshold region, where it reduces the minority,
carries and abrupts the source channel and drain channel regions. By assuming that,
in the source and drain region there is no depletion. The band diagram of the ON and
OFF state of n-channel TFET is shown in Fig. 1b. Since the potential barrier between
channel and source region is too wide, tunneling does not occur in the OFF state.
Therefore, there exists too small leakage current. When the gate voltage is more than

Fig. 1 a Schematic of SOI TFET b band diagram of n-channel TFET
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the threshold voltage, the potential barrier between the source and the channel region
becomes narrow, so that it allows a substantial tunneling current in the ON state.

3 Analytical Model Derivation

The surface potential in the channel and gate oxide region of TFET is given by the
two-dimensional Poisson’s equation:

∂2ϕ

∂x2
+ ∂2ϕ

∂y2
= 0 (1)

By solving (1), the silicon material is used instead of gate oxide region where
permittivity difference is considered. Hence, the thickness of oxide (tox) is converted
by t1ox which is given as:

t1ox = εsi

εox
tox (2)

where εsi is the relative permittivity of silicon and εox is the relative permittivity of
silicon dioxide. The boundary conditions for channel region are:

ϕ(0, y) = −ϕbi = − Eg

2q
= ϕAB (3)

ϕ(Lch, y) = ϕbi + Vds = ϕCD (4)

ϕ(x, tsi) = 0 = ϕBC (5)

The boundary conditions for gate oxide region are:

ϕ(x,−t1ox) = Vgs − Vfb = ϕFE (6)

ϕ(0, y) = ϕAB − ϕFE

t1ox
y + ϕAB = ϕFA (7)

where Vgs is the gate voltage, Vfb is the flat band voltage, ϕbi is built in potential, q
is the elementary charge and Eg is the band gap energy. The general solution of (1)
is written as:

ϕ(x, y) = V (y) + uL(x, y) + uR(x, y) (8)

where uL(x, y) and uR(x, y) are the solutions of (1).
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V (y) is the solution of one-dimensional Poisson’s equation in y-direction as
follows:

V (y) = −ϕs

tsi
(y − tsi)in the channel region (9)

V (y) = ϕs − ϕFE

t1ox
y + ϕs in the gate oxide region (10)

where ϕs is the surface potential, which is given as:

ϕs = Vgs − Vfb

1 + t1ox
/
tsi

(11)

By separation of variables, uL(x, y) and uR(x, y) can be rewritten as follows:

uL(x, y) =
∞∑

n=1

b∗
n

sinh
(
nπ(LCH−x)

β

)

sinh
(
nπLCH

β

) sin

(
nπ(y + t1ox)

β

)
(12)

uR(x, y) =
∞∑

n=1

c∗
n

sinh
(
nπx
β

)

sinh
(
nπLCH

β

) sin

(
nπ(y + t1ox)

β

)
(13)

where β = tsi + t1ox.
The coefficient b∗

n and c∗
n values has been taken from [12]. Hence (8) can be

rewritten as:

ϕ(x, y) =
⎧
⎨

⎩
−ϕs

tsi
(y − tsi) +

∞∑

n=1

b∗
n

sinh
(
nπ(LCH−x)

β

)

sinh
(
nπLCH

β

) sin

(
nπ(y + t1ox)

β

)

+
∞∑

n=1

c∗
n

sinh
(
nπx
β

)

sinh
(
nπLCH

β

) sin

(
nπ(y + t1ox)

β

)
⎫
⎬

⎭
(14)

The total electric field (E) is given as:

E =
√
E2
x + E2

y (15)

where Ex (x, y) is the lateral electric field calculated by Ex (x, y) = −∂ϕ(x, y)
/

∂x
and Ey(x, y) is the vertical electric field calculated by Ey(x, y) = −∂ϕ(x, y)

/
∂y
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4 Results and Discussion

The surface potential and electric field are calculated from 2D Poisson’s analytical
expression. The performance of derived analytical model has been verified and ana-
lyzed by TCAD 2D simulator. By changing the value of channel length (LCH) and
voltages (Vgs and Vds), the surface potential and electric field graphs are plotted.

Figure 2a, b shows the plot of surface potential versus channel location with a
channel length kept as 50 nm and 30 nm, respectively. The surface potential varies
with different gate voltage Vgs (0–0.5 V) by keeping the drain voltage Vds as a
constant (0.1 V). When the channel length is 50 nm, the gate voltage is applied from
initial 0 V, and the surface potential rises. By keep on increasing the gate voltage, the
surface potential also increases, which is shown in Fig. 2a. By changing the channel
length LCH value as 30 nm, the surface potential linearly increased as compared to
LCH = 50 nm, which is shown in Fig. 2b. Thus the drain potential affects the entire
channel region less in the long-channel TFETs than the short-channel TFETs.

Figure 3a, b shows the graph plotted as total electric field E and the channel
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Fig. 2 Surface potential versus channel location for different Vgs. a LCH = 50 nm b LCH = 30 nm
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Fig. 4 a Surface potential versus channel length and b electric field versus channel length

location with channel length kept as 50 nm and 30 nm, respectively. Based on incre-
ment in the channel location, electric field E linearly decreases. After a particular
point, the drain region along the electric field E values linearly increases for different
LCH values. This Fig. 3 also shows the variation in the Vgs along with total electric
field E, and on increment of Vgs values (say 0.2, 0.4 and 0.6 V) the electric field E
also increases. Thus the electric field in the whole-channel region of short-channel
TFETs becomes higher than those of long-channel TFETs. Since the channel length
is smaller, it causes the unwanted band to band tunneling through whole-channel
region and off current will raise.

Figure 4a, b shows the plot of surface potential and total electric field versus
channel length, respectively. Here tox, Vgs, Vds are kept as constant value. When
channel length is small, we have higher surface potential and higher electric field.
Hence the surface potential and electric field both were linearly increased in the
short-channel TFETs as compared to long-channel TFETs.

5 Conclusion

This paper presents an analytical model for the surface potential and electric field of
SOI TFETs. The derivation is done by using 2D Poisson’s expression alongwith suit-
able boundary conditions by applied superposition technique. The surface potential
and electric field (E) varies with different parameters such as gate oxide thickness, by
varying the channel length with different voltages (Vgs, Vds) which are validated in
TCAD 2D simulator. This potential-based analytical model can further develop for
the parameters like the drain current, sub-threshold swing (SS) and threshold voltage
of SOI TFET.
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Efficient Web Object Caching Through
Query Correlation Approach

T. S. Bhagavath Singh and S. Chitra

Abstract Web object search engines are a new breed of Web Information Retrieval
systems, wherein, the focus is to provide relevant results, such that, the result set has
a limited influx of unnecessary information. To achieve this said goal, the document
information is extracted and reorganized in the Web object repository, wherein, Web
objects are logical entities such as cities, authors and stadiums. Caching has become
an integral part of modern Web search engines. Many efficient caching schemes
have been proposed for this domain. However, the same attention is lacking for Web
object search engines. The contemporary solution in the literature is quite primi-
tive and lacks the required effectiveness. In this work, a new caching mechanism
based on query clustering is presented. The proposed caching mechanism is evalu-
ated empirically along with the contemporary technique. Empirical results exhibit
superior performance of the proposed scheme in terms of cache hit ratio and query
execution time.

Keywords Web object search · Caching · Query clustering

1 Introduction

Overview

Modern Web search engines focus on retrieving the relevant Web documents for
the user query. However, the Web documents might contain numerous Web object
information, and the user might require information for only a single or few Web
objects. In such situation, the user has to browse manually to search for the specific
object information in the retrieved Web documents, which can decrease the overall
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effectiveness of the Web search engine. To circumvent this issue, a new breed of
IR systems called Web object search engines has been proposed. Here, the required
objects are first identified, the relevant information for the corresponding objects are
extracted from different Web documents and stored in object repository. The object
information is structured in terms of tuples and attributes.

Overview on IR Caching

Generally, Caching refers to storage of query accessed objects—which have high
potential to be retrieved large number of times by the future queries—inside fast
access storage system.This strategy aids in quicker response time for query execution.
If the desired result for a query is not found in the cache, the corresponding data
repository is accessed, and this situation is denoted as CacheMiss. The ideal caching
strategy must minimize cache miss ratio.

Reserving component have become a significant part of numerous contemporary
IR framework [1–4], in order to improve their reaction time. Most of these caching
mechanisms store queries which are submitted with high frequency and their corre-
sponding result set.

Contributions

In this work, the following contributions are made:

1. A new distributed Web object caching mechanism is proposed; wherein, queries
which have high potential to be submitted in future and their corresponding result
set are stored in query cache. The cache queries are selected through the aid of
a scoring function. These selected queries are grouped based on their similarity
w.r.t result sets. The queries in each group are likely to have good number of
overlapping results. This grouping is achieved through correlation coefficient
function. Each group is again scored w.r.t the number of high potential queries
present in it. The highest ranked groups are selected to be placed in the cache
storage.

2. The proposed caching mechanism is implemented in a custom-built Web object
search engine. The object repository is created by using real-worldWikipedia data
set. The empirical results demonstrate orders of magnitude improvement in query
response time and superior cache hit ratio when compared with the contemporary
caching technique [5].

2 Query Correlation Oriented Web Object Caching
Technique

Architecture

The architecture of the proposed Web object search engine is illustrated in Fig. 1.
The query processing component is responsible for performing pre-processing on

the user query and to identify the different object data sources, which can provide
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Fig. 1 Web object search engine architecture

the required results. Distributed architecture is utilized for achieving the required
scalability in Big Data environments. Each object data source also contains a cache
storage system.

Since the result set of many queries might contain Web objects which belong
to different object data sources, and due to the availability of excellent bandwidth
facility in today’s systems, it is assumed that the cache corresponding to a specific
object data source can store Web objects which might belong to other object data
sources.

The Web object search engine is composed of m object data sources indicated
by D1, D2, . . . , Dm . The cache system for the Di (1 ≤ i ≤ m) object data source
is indicated by Ci . The storage capacity of Ci is indicated by si ze(Ci ). The cache
capacity of the entire Web object search engine is indicated by si ze(C), where C
indicates the cache for the entire Web object search engine which includes all the
individual caches of different Web object data sources, and si ze(C) is represented
in Eq. (1).

si ze(C) =
m∑

t=1

si ze(Ci ) (1)

Query Score Function

In this section, scoring function to decide the potential of a query to be submitted in
future is presented. Let, there be k queries present in the query log, and these queries
are indicated by Q1, Q2, . . . , Qk . The queries which are present in the query log for
a defined time interval T are selected, in order to obtain the recent submitted query
statistics. The score for the query Q j (1 ≤ j ≤ k) is represented in Eq. (2). Here,
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score(Q j ) indicates the score of Q j , larger score indicates higher potential of Q j

being submitted in the future, f req(Q j ) indicates the frequency Q j in the extracted
section of the query log and hot time(Q j ) indicates the difference between T and
the last time Q j has appeared in the query log.

score(Q j ) = f req(Q j )

hot_time(Q j )
(2)

Consider a query group Gb which contains Q|Gb| number of queries indicated
by Q1, Q2, . . . Q|Gb|. The score for this group is represented in Eq. (3). Here, group
score(Gb) indicates the group score of Gb, and higher group score indicates that
this group contains queries which have high potential to be submitted in future.

group_score(Gb) =
|Gb|∑

j=1

score(Q j ∈ Gb) (3)

Query Feature Vector

In this section, the feature vector required for detecting query correlation is presented.
Let, nWebobjects be present in the object repository,which includes all the individual
object data sources. These Web objects are identified as O1, O2, . . . , On . The query
feature vector for Q j is represented in Eq. (4). Here, Vj indicates the query feature
vector for Q j and v(Oi )(1 ≤ i ≤ n) is represented in Eq. (5).

Vj =

⎡

⎢⎢⎢⎣

v(O1)

v(O1)
...

v(On)

⎤

⎥⎥⎥⎦ (4)

V (Oi ) ==
{
1, if Oibelongs to the result set of Q j

0, Otherwise
(5)

The group feature vector represents a query group. The group feature vector ofGb

is represented in Eq. (6). Here, it represents the logical or operator, wherein the com-
ponents in a specific position for two vectors are subjected to the logical or operation,
group_vector(Gb) indicates the group feature vector of Gb and V1, V2, . . . , V|Gb|
indicate the query feature vectors of all the queries Q1, Q2, . . . , Q|Gb|, which ∈ Gb.

group_vector(Gb) = V1||V2|| . . . ||V||Gb|| =

⎡

⎢⎢⎢⎣

VG(O1)

VG(O2)
...

VG(On)

⎤

⎥⎥⎥⎦ (6)
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The size of si ze(Gb) is represented in Eq. (7). Here, si ze(Oi )(1 ≤ i ≤ n) indi-
cates the size of Web object Oi and si ze(Gb) indicates the size of Gb. The Eq. (7)
indicates that if anyWeb object Oi is part of the result set of many queries that ∈ Gb,
then only a single copy of Oi will be considered inside the group Gb.

si ze(Gb) =
n∑

t=1

vG(Oi ) × si ze(Oi ) (7)

Query Correlation Function

In this section, the correlation function to detect similarity or distance betweenqueries
is presented. The correlation function for the queries Qi and Q j , where, i f = j is
represented in Eq. (8). Here, corr(Vi , Vj ) indicates the function value, var(Vi ) and
var(Vj ) indicate the variance of the values present in Vi and Vj , respectively, and
they are represented in Eqs. (9) and (10), respectively. Here, Vi and Vj indicate the
sample mean of Vi and Vj , respectively, and which are represented in Eqs. 11 and
12, respectively. The function covar(Vi , Vj ) indicates the covariance of the values
present in Vi and Vj , and it is represented in Eq. (13).

corr(Vj , Vj ) = covar(Vi , Vj )√
var(Vi )var(Vj )

(8)

var(Vi ) = 1

n − 1

n∑

r=1

(v(Or ) − vi )
2 (9)

var(Vj ) = 1

n − 1

n∑

r=1

(
v(Or ) − v j

)2
(10)

Vi =
∑n

r=1 v(Or )

n
(11)

Vj =
∑n

r=1 v(Or )

n
(12)

covar(Vi , Vj ) = 1

n − 1

n∑

r=1

(v(Or ) − vi )
(
v(Or ) − v j

)
(13)

The distance between 2 queries Qi and Q j is calculated through the distance metric
represented in Eq.14. If the value of corr(Vi , Vj ) is high, it indicates that there is
significant overlapping in the corresponding result sets of Qi and Q j . Equation14
ensures that the query pairs which have significant overlapping in their result sets
are considered closer to each other in distance.
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distance(Vi , Vj ) = 1

corr(vi , v j )
(14)

Algorithm

TheproposedWebobject caching technique is outlined inAlgorithm1.The technique
involves two stages. In the first stage, cohesive query clusters are created so that
intra cluster queries have significant result set overlapping in order to maximize
space efficiency inside cache; p clusters are created for the k query feature vectors
by using Cluster_Create(V1, V2, . . . , Vk). The functioning mechanism of refine
cluster(clusterp) is as follows: initially, p clusters are created randomly, and each
cluster is associated with a centroid, which is calculated by using the corresponding
query feature vectors. For each query, the distance between the query and other
cluster centroids is calculated by using the distancemetric represented inEq.14. If the
centroids of other clusters are nearer to the query compared to the existing centroid,
then the query is migrated to the nearest centroid represented cluster. The new cluster
centroids for all p clusters are recalculated. The query cluster reorganization process
is again repeated multiple times until cohesive clusters are formed.

The second stage is responsible for storing the selected queries and their corre-
sponding result set inside the cache. The queries that are stored in the cache will only
store a single copy of the non-unique result set Web objects in order to maximize
space efficiency.

3 Results and Discussions

Experimental Setup

To perform empirical analysis on the proposed caching system, custom-built Web
object search engine is utilized, because the available Web object search engines
cannot be accessed in open source format. The Wikipedia data set is utilized for
building the object repository. The size of the data set is around 50 GB. The number
of test samples performed on the cache queries were around 100.

Web objects were created using theWikipedia data set. The cache size was varied
between 1 and 5 GB. The queries used for executing caching mechanism are termed
as cache queries. The subset of cache queries is stored in the cache. The queries
which are used for analyzing the performance of caching mechanism are termed as
test queries.

Totally, 10 users were asked to submit their queries on the custom-built Web
object search engine. The queries submitted by the users over a period of 3–5 days
were collected and used as cache queries. After executing the caching mechanism,
the users were asked to again submit queries, which were used as test queries.

The number of cache queries varied between 500 and 1000. The number of test
queries was around 100. Themetric cache hit ratio is the portion of test queries which
are located in the cache. The metric average execution time refers to the average time
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Fig. 2 Cache hit versus cache capacity

taken to execute all the test queries. The number of query groups used to perform
caching is varied from p = 5 to p = 15.

The proposed cachingmechanism is termed as new-cache for the ease of reference.
This proposed caching mechanism is compared with contemporary technique [5],
which is termed as old-cache. The old-cache does not perform query caching, but
it performs Web object caching. So, a test query is considered to be located in the
cache, only if the entire result set of the query is found in the cache.

Empirical Result Discussions

The first experiment analyzes the performance of old-cache and new-cache when
the cache capacity is varied. The result w.r.t cache hit ratio is illustrated in Fig. 2.
The increase in cache capacity provides an opportunity to store more queries and
their corresponding result set in the cache, which results in better cache hit ratio.
Since old-cache only stores the Web objects, and due to its primitive design, new-
cache outperforms old-cache. The result w.r.t average execution time is illustrated in
Fig. 3. Due to superior cache hit ratio of new-cache, the average execution time also
improves.

The second experiment analyzes the performance of old-cache and new-cache
when the number of cache queries is varied. The result with respect to cache hit
ratio is illustrated in Fig. 4. As the number of cache queries increases, the query
distribution information becomes more precise, which in turn helps in identifying
queries which have high potential to be submitted in future. Hence, cache hit ratio
improves with the increase in number of cache queries. The result with respect to
average execution time is illustrated in Fig. 5. The new-cache outperforms old-cache
for the same reasons explained before.

The third experiment analyzes the performance of new-cache when the parameter
p is varied. The old-cache is ignored in this experiment, because the parameter p has
no influence on it. The result with respect to cache hit ratio is illustrated in Fig. 6.
Large values of parameter p indicates that more number of query groups, which
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Fig. 6 Cache hit versus p
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exhibit high intra query and low inter query cohesiveness, are created. Lower values
of p indicate that small number of groups, which have good intra query cohesiveness,
are created. For higher values of p, more number of query groups get opportunity to
be considered for being stored in the cache. Since inter group cohesiveness is limited,
only few queries get an opportunity to be stored in the cache because of minimal
overlapping between the result sets of inter group queries. Hence, the cache hit ratio
reduces. The result with respect to average execution time is presented in Fig. 7.

4 Conclusion

In this work, the importance of caching in Web object search engines was described.
The limitations of the contemporary caching technique [5] were highlighted. A new
caching mechanism based on query correlation approach was presented. This pro-
posed caching technique achieves dual goal of storing querieswhich have high poten-
tial in being submitted in future, and more number of queries which have significant
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Algorithm 1Web Object Caching Technique
[Stage 1: Query Clustering]
clusterp = Cluster_Create(V1, V2, . . . , Vk)
re f ine_cluster(clusterp)
[Stage 2: Cache storage]
[Gs

1,G
s
2, . . .G

s
p] = sort_group_clec_score(G1,G2, . . . ,Gp)

calculate_group_si ze(Gs
1,G

s
2, . . .G

s
p)

[Case 1]
if si ze(Gs

1) > si ze(C) then
pivot (Gs

1) = sort_query_inc_score(Gs
1)

while si ze(Gs
1) > si ze(C) do

extract_query(pivot ((Gs
1)))

pivot_increment (pivot (Gs
1))

end while
store_cache(Gs

1)

end if
[Case 2]
if si ze(Gs

1) < si ze(C) then
LG = create_empty_list ()
group_pivot = create_group_pivot ([Gs

1,G
s
2, . . .G

s
p])

while si ze(LG) < si ze(C) do
add_list (LG , group_pivot)
pivot_incrernent (group_pivot)

end while
Gt = select_group(LG , last)
pivot (Gt ) = sort_queries_inc_score(Gt )

while si ze(LG) > si ze(C) do
extract_query(pivot (Gt ))

pivot_incrernent (Gt )

end while
store_cache(LG)

end if
[Case 3]
if si ze(Gs

1) = si ze(C) then
store_cache(Gs

1)

end if

overlapped result set are selected for storing in cache. The empirical results demon-
strate the improved effectiveness of the proposed technique over the contemporary
technique [5] w.r.t cache hit ratio and execution time.

In future, dimensionality reduction techniques need to be explored for their effec-
tiveness in designing Web object caching mechanism. The contemporary technique
[5] has a different caching approach than the proposed caching mechanism, wherein,
instead of queries and their result set, the Web objects are stored in the cache. New
mechanisms which can improve the results for this caching approach also need to be
explored.
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Speech Corpus Development
for Voice-Controlled MAV

D. K. Rahul, S. Veena, H. Lokesha, and P. Lakshmi

Abstract The main idea of this paper is to bring out the uniqueness of the speech
corpus required for development of command and control applications such as voice-
controlled MAV. Since MAV finds application in adverse environments, the effect of
noise degrades ASR performance. Since English words uttered are greatly influenced
by user’s mother tongue, there is a necessity to create a customized speech corpus.
The corpus creation is accomplished by a NALVoiceCorpus tool, which is designed
to capture the specific requirements of the corpus. The tool is quite generic in nature
and it can find application in development of any ASR system.

Keywords Acoustic model · Language model · Speech corpus for MAV · HMM
training · Voice-controlled mission planner GCS

1 Introduction

Themicro air vehicles (MAVs) can be deployed for numerous applications, spanning
both civilian and military roles. MAVs are remote controlled using a portable ground
control station (GCS) or radio controlled (RC). To fly MAV using RC requires skill
in handling the controls on RC to realize a perfect flight. Even though GCS offers
auto mode, configuring this mode requires knowledge about flight operations. GCS
features multiple menu pages accessed by keyboard and/or mouse button presses,
which are very tedious and time-consuming [1]. But to realize successful MAV
applications, untrained personnel should also be able to fly and control the MAV
operations. Voice commanding can be a convenient mechanism in such a scenario
[2].

The heart of any voice-commanding system is an automatic speech recognition
(ASR) block which recognizes the commands textually. ASR is basically a pattern
recognition problem which requires large amount of voice/speech data for training.
The database used for training is referred to as corpus and contains speech audio
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files and its text transcriptions. Even though there are plenty of corpora available
for general-purpose speech applications, in the case of MAV there is unavailability
of any such standard corpus and it is very much essential to build a good corpus to
achieve accurate speech recognition. Further, the existing speech corpora are unable
to cater for Indian accents [3].

This paper proposes a scheme to effectively capture the relevant speech data in a
corpus through a developed tool named NALVoiceCorpus tool.

2 Speech Corpus for ASR Application

In an ASR, the feature extraction is done for the command uttered and these features
are used to arrive at the best matching speech text corresponding to the uttered
speech based on the three models, namely the acoustic model, language model and
the lexicon/pronunciation model (see Fig. 1).

An acoustic model is used in ASR to represent the relationship between an audio
signal and the phonemes or other linguistic units that make up speech. The model is
learned from a set of audio recordings and their corresponding transcripts. Pronunci-
ation model defines the probability of the phone states given the words. A statistical
language model describes the probability distribution over sequences of words. All
these models are developed based on the speech corpus.

In general the speech corpora can be broadly classified as the read speech, which
includes book excerpts, broadcast news, lists ofwords and sequences of numbers, and
the spontaneous speech, which includes dialogs, narratives, map tasks and appoint-
ment tasks. Further, they are classified as native (English) and non-native speech

Fig. 1 Block diagram of
ASR
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databases that contain speech with foreign accent. The Google [4] and Apple [5]
clouds have very rich corpus, however, they are of not much use to the application
under consideration as they heavily depend on the availability of data network. Since
MAVs operate in remote areas the availability of network cannot be ensured.

There are special speech corpora for command and control applications which
fall under the category [6] of key word spotting (KWS) that is capable of identifying
specificwords or phrases from a list of items in the language being spoken. Reference
[6] also emphasizes the need to create an ASR technology capable of accurately
determining speech activity regions, detecting key words, identifying language and
speaker in highly degraded, weak and/or noisy communication channels. To meet
such requirements there is a necessity to have an application-specific speech corpus.
Under this category, the ATCOSIM, air traffic control simulation speech corpus is
a speech database of air traffic control (ATC) operator speech. It consists of speech
data, which were recorded during ATC real-time simulations and the utterances are
in English language and pronounced by ten non-native speakers [7]. Some works in
the field of voice-controlled UAVs are available [8], but information about the speech
corpus used is not available. Hence, there is a necessity to develop a MAV-specific
speech corpus.

Even though speech corpus collection is only a procedure, it decides the quality
and efficiency of the ASR system. Therefore, the production procedure of speech
corpus should be standardized [9].

3 Corpus Design for Voice-Controlled MAV

The MAV speech corpus development is done around mission planner [10], which
is an open source ground control station for MAVs. However, the corpus generated
can be used for any MAV GCS.

Abrief explanation regarding the functionality ofGCS leading to command identi-
fication is given in this section. In anMAVoperation, the first step is the establishment
of connection between the MAV and GCS. Once the connection is established, the
next task is to plan the course of MAV flight. This is done using the FLIGHT PLAN
window. Another important window is FLIGHT DATA, which gives all the infor-
mation related to the current flight/mission (see Fig. 2). These screens are accessed
continuously during MAV flight and hence are considered for voice activation. Fur-
ther, the MAV mission from takeoff to landing can be activated through speech.
Table 1 lists command candidates to be replaced by speech commands. This list is
not exhaustive and commands can be added based on the user requirement.
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Fig. 2 GUI of flight data in mission planner

4 NALVoiceCorpus Tool

The “NALVoiceCorpus” tool is developed in C# to generate theMAV-specific corpus
in a systematic way such that it can be accessed directly by acoustic and language
modeling tools such asHTK toolkit andCMUSphinx. The front end of the application
(see Fig. 3) collects the speaker information and creates the file path as per the
predefined directory structure. The tool records speech at 16 bit, 16000 Hz. The
commands in Table 1 is saved to a text file and loaded into the workspace. These
command sentences appear one by one in the box and the user has to utter the same. To
precisely capture only the speech part, the tool incorporates a voice activity detector
(VAD). Once the VAD is done, a green tick mark appears and the next sentence to be
uttered is displayed. The captured speech waveform is stored as a wave file (wav).

In an ASR, the accuracy of the models can be improved by training the models
with data collected from realistic environments [11]; however, collection of corpus
in realistic environments may not be feasible. To address this, the tool simulates
realistic environments, such as traffic, wind, forest and battle field, while recording
the corpus speech. This feature is activated by selecting field option (see Fig. 3).

Further, ASR performance gets affected by user mood such as anxiety, haste and
fatigue [12]. While flying an MAV, the user is bound to get anxious and may issue
some commands in haste to take control of the situation. The tool has a facility to
simulate a MAV flight-like scenario while uttering voice commands. This is accom-
plished by integrating mission planner [10] to flight gear [13] simulator. This option
can be invoked by clicking mission option of the tool.



Speech Corpus Development for Voice-Controlled MAV 87

Table 1 List of voice commands

Operation Voice command Action

Initiation Get ready MAV connects to GCS
HUD displays MAV status

Mission commands Take off Arms and takes off

Move up/Go up/come down by
$number meter/feet/foot

Change in the altitude

Slow down/Go faster Change in speed

Go forward/backward Moves forward/backward

Go/turn left/right Turns left/right

Loiter Circles around current location

Stop/I say stop/Stop there MAV stationary/hovers

Come down/come down by
$number meters

Slowly comes down

Land Landing

Display Show map Displays map

Zoom in/zoom out Enlarges/condenses the map

Unable to find you Sets panning area

Requests Battery level Displays battery status

Altitude Displays altitude information

Where you are Displays location information

Menu commands Flight data Displays “FLIGHT DATA”

Flight plan Displays “FLIGHT PLAN”

Actions Displays issued mission
commands

Fig. 3 Front end of GUI of
the NALVoiceCorpus tool
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Table 2 ASR performance
comparison

Commands uttered Recognition accuracy

CMU Sphinx
model

NALVoiceCorpus
model (%)

Actions 95% 92

Flight data 90% 93

Flight plan 80% 95

Takeoff 0 100

Goto Waypoint
One

0 90

5 NALVoiceCorpus Evaluation

TheNALVoiceCorpus was evaluated by collecting speech from 25 users with varying
accents for commands given in Table 1. The acousticmodel and languagemodelwere
created using CMUSphinx tool box.

The ASR capability of these models was compared with Indian English model
available in CMUSphinx for some of the commands. The models developed with
NALVoiceCorpus give superior performance compared to existing model (Table 2)
as the training data is MAV-specific. From the table it is observed that “Takeoff”
and “Goto Waypoint One” are not recognized as language model based on standard
English treats takeoff as two separate words and the word waypoint are not present
in standard dictionary.

6 Conclusion

This paper proposed the development of dedicated speech corpus for voice control
of MAV. The specific command list was formulated based on the functionality of
MAV ground control station. Further, a tool named NALVoiceCorpus, specifically
developed for corpus collection, was used for corpus generation and models were
created using this corpus. The ASR performance was found to be superior compared
to usage of general-purpose models. Even though the tool was developed for this
application, it can be easily extended for any other application.

Acknowledgements The authors would like to thank SIGMA panel, AR & DB for funding this
activity.
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Single-Ended Low Power Robust 9T
Static Random Access Memory Using
FinFETs

Pavankumar R. Vijapur and B. V. Uma

Abstract Advancement in CMOS technology has made the Static Random Access
Memory (SRAM)design to beverydemanding.Thedesigners face several challenges
in improving the performance by improving read stability, write ability and leakage
power. The design in the proposed design uses power gating strategy to lower leakage
power. It is known that for 2 bit-line scheme of SRAM, some amount of power is
wasted in the formof charging or discharging the bit-lines. The design in the proposed
cell dissipates 67.7% less leakage power, 58.18% less writing power and 70.78% less
reading power when compared to the double bit-line SRAM at 1 V of supply voltage.
In addition to it, the design has good read stability, write ability and better read/write
performance.

Keywords N-curve · Low leakage current · FinFETs · SRAM

1 Introduction

The performance of any system greatly depends on SRAM as it is the key contributor
to the area in any system. In addition to it, the demand for mobile gadgets and
also various applications such as wireless body sensing networks that is due to the
tremendous growth in technology has led to the need for low power SRAM designs.
Hence, the research in the area of SRAM towards developing the designs that are of
high speed and low power has gained importance in recent years [1–3]. The designer
will face many challenges while designing the low power SRAM as it is known that
at deep sub-micrometer technology, the design margin and process variation makes
it very difficult for subthreshold operation. The amount of leakage power in total
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power dissipation is also increasing with technology node [4], [5] and this leads
to an enormous expansion in Read Static Noise Margin (RSNM) that might lead
to increase in the read failure rate [4]. Fin Field Effect Transistors(FinFET) are the
promising technology that can replace the conventionalMetal-Oxide-Semiconductor
Field Effect Transistors (MOSFET).

The read stability and write ability of 6T SRAM cell degrades with Vdd scaling
and these degrade to undesired levels with very low supply voltagewhich has become
quite common due to advancement in CMOS processes. Several designs have been
already proposed to overcome the problems explained before. Some of them are 7T
[6], 8T [7], 9T [8], 10T [9]. In all these proposed designs, the core of the cell is
isolated from the read path so that the read-write disturbance that was faced by 6T
SRAM cell can be eliminated. There are separate bit-lines for reading and writing
and read path consist of two extra transistors and this makes 8T SRAM [7] structure
which increases the (Static Noise Margin) SNM but will also increase leakage power
due to the use of two transistors in read path and moreover this increase with Vdd

scaling.A differential scheme that uses differential read andwritewas proposed in [8]
wherein more number of transistors are attached to the bit-lines. Due to the increase
in the number of connections to the bit-line, the parallel use of the SRAM bit-line is
limited and this affects the array that is to be implemented using this structure. In [9],
a new structure that uses 10T which is very suitable for bit interleaved architecture
was designed. The buffers were used to decrease the leakage power but due to the use
of two transistors in the write path, the write margin was decreased which reflected
the difficulty in write operation.

Looking into above-specified constraints and solutions, we have proposed a new
SRAM structure that consists of 9T and this will consume less power and also
dissipate low leakage power. The proposed design is robust as it takes less time for
both read and write operations when compared to other existing designs.

2 Proposed 9T SRAM Cell Design

The design of the proposed 9T SRAM design is shown in Fig. 1. There are two
isolated bit-lines for read and write operations and these are termed as Read-bit-
line (RBL) and Write-bit-line(WBL). The other control signals are write word-line
(WWL), read word line (RWL) and SLEEP control signal. The SLEEP control signal
is provided as a part of power gating strategy. Except for hold operation, for all the
other operations, the circuit will be connected to full power supply and for the hold
operation, it will be connected to half of the power supply. This will help to decrease
the leakage power during the standby mode of operation.

Since the proposed design has single-end write, to facilitate the write operation,
Virtual Ground (VGND) pin is provided. The condition of different control signals
is shown in Table 1.
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Fig. 1 Schematic of the proposed design

Table 1 Operation table of
the proposed 9T SRAM cell

Signal Hold Read Write

WBL – – VDD/GND

WWL GND GND VDD

RWL GND VDD GND

VGND GND GND FLOAT

SLEEP VDD GND GND

3 Simulation Setup

The proposed cell is simulated for its functionality and different performance mea-
sures are calculated using Cadence Virtuoso tool. The technology used is FinFET
based and is of 18 nm. The different parameters considered for comparison are read
stability, write ability, read and write access time, read and write power and leakage
power.

The stability of any SRAM design is decided by the Static Noise Margin (SNM).
The noise margins must be measured to confirm that there is no destruction of data
stored in the cell takes place. Static noise margin is usually measured with the help
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of butterfly curve [10]. It is already shown that N-curve gives better information
regarding stability [11].

• Read Stability and Write Ability: As explained earlier, the static power noise
margin gives information regarding the read stability. More the SPNMmore is the
read stability. Write Trip Power (WTP) acts as a parameter to compare the write
ability of different cells.

• Read and Write Access time: It is the time taken for the activation of the word-
line responsible for the read operation to the change in the bit-line value to reach
the stored bit value. The thresholds considered for this operation were 10% of
the low voltage value to 90% of the high voltage value. Write access time ‘1’ is
described as the time required for writing, logical ‘1’ is the time duration between
the activation of the word-line responsible for the write operation to that of the
time taken to change the output node ‘Q’ to ‘1’. Similarly, write access time ‘0’ is
described as the time required for writing, logical ‘0’ is the time duration between
the activation of the word-line that is responsible for the write operation to that of
the time taken to change the output node ‘Q’ to ‘0’.

• Read/Write Power: The amount of power dissipated for successful write operation
is known as write power and the amount of power dissipated doing a successful
read operation is known as read power.

• Leakage power: The subthreshold leakage at deep sub-micrometer technology
nodes in embedded cache is a very serious issue [12]. The major source for the
leakage power is the cross coupled inverter which is the core of any SRAM cell
that helps in storing the data of interest indefinitely given that the power supply is
present. For the proposed design, the transistors are maintained to be of minimum
size. Since the proposed design uses power gating strategy, the leakage power
dissipation should be minimum.

4 Results

The simulation is done to validate the functionality of the proposed cell. The graphs
of various simulation results are shown in the following figures. Figure 2 shows
the simulation of write, hold and read operation in the proposed design. As shown
in Fig. 2, all the operations can be performed successfully in the proposed design.
Table 2 shows the comparison of physical features that are considered for comparison.

Table 3 shows the comparison of performance parameters between SRAM cells.
If SVNM and SINM are considered that tells about the read stability, it can be
observed that for SVNM the proposed design has the least value but for SINM it has
the highest value. Thus, to overcome this confusion, SPNM can be considered and it
can be observed that the proposed cell has the best read stability. For write ability, the
WTV andWTI must be minimum and it can be observed that for WTV, the proposed
cell has very high value and WTI is very less thus to actually determine the write
ability, we need to consider the WTP and it can be seen that the proposed cell has
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Fig. 2 Write, hold and read operation

the lowest value thus showing that the proposed cell has the best write ability. The
read and write access time are comparable with the existing designs. For the read and
write power although the proposed design doesn’t consume the least power but will
consume very less power compared to [9]. The leakage power is reduced to greater
extent due to the use of the power gating strategy.

5 Conclusion

A robust single-ended low power 9T SRAM cell is designed and is tested for its
operations. Further, the designed SRAM cell is correlated with the existing designs
and it is observed that the proposed cell has good read stability and write ability. Due
to the use of transmission gate in the read path, the read access time is reduced to
a greater extent. Due to the use of power gating strategy, the leakage power is also
reduced to a greater extent. If the proposed is compared with the dual bit-line scheme
of SRAM that has same number of transistors, i.e. [9] then it can be said that the
proposed cell dissipates 67.67% of less leakage power and consumes approximately
26%, 43.42% less power for reading and writing data ‘0’and 70.8%, 58.18% less
power for reading and writing data ‘1’. The access time to read ‘0’ is little high due
to the use of single-ended scheme but it is compensated in the form of less power
consumption for read and write operations.

Thus it can be said that the designed 9T single bit-line cell while maintaining the
performance measures shows very low power consumption with less leakage power
dissipation.
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Halftone Visual Cryptography for Color
Images Using Error Diffusion and Direct
Binary Search

Sandhya Anne Thomas and Saylee Gharge

Abstract Visual cryptography is a cryptographic technique which enhances the
security of the image and uses the characteristics of human vision to decrypt
encrypted images. Halftone Visual Cryptography uses halftoning techniques for con-
verting the color image into binary images. The problemof encoding color image into
n shares of meaningful halftone images is considered in this paper. The halftone tech-
niques used are Error Diffusion and Direct Binary Search. Using these techniques,
a secret pixel of a color image can be encoded into shares. These two techniques are
compared on the basis of Peak to Signal Noise ratio (PSNR), Correlation, Universal
Quality Index (UQI) and Structural Similarity (SSIM).

Keywords Visual cryptography · Halftone · Error diffusion · Direct binary
search · Extended visual cryptography

1 Introduction

With the rapid development and increased need of computer and communication
technology, more secret information are transmitted through the Internet. Therefore,
protecting the secret information from being suspected and decrypted has become
critical task. In 1994, a new information security technique called Visual Cryptog-
raphy (VC) [1] was invented. VC is a cryptographic scheme in which decrypting
of hidden images is done using human eyes. No previous knowledge of cryptogra-
phy or computation is required for decoding which is the advantage of using in this
technique along with high security offered using this technique. Visual cryptography
scheme (VCS) [2] is a scheme which allows the encryption of a secret image into
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n shares that is given to n participants. These n participants are called the qualified
shares. VC works on binary image only. Images are not only monochrome format
but in grayscale and color. For converting a grayscale [3] and a color image to binary
image, halftoning techniques are applied. Commonly used halftone techniques for
color image encryption are Error diffusion and Direct Binary Search (DBS) which
is implemented in this paper.

To explain the basic principle of VC, consider a (k, n) VC scheme which encrypts
a secret image into n shares to be distributed among n participants. Each share shows
a random noise pattern of black and white and doesn’t disclose any information on
the secret image by itself. In a (k, n) VCS, k is the minimum qualifying participants
required to decode the secret image. Fewer participants that is k-1 will be forbidden
which will not decode the secret image even if infinite computational power is avail-
able. Qualifying share will be stacking/superimposed to decrypt the secret image.
Researches have developed several methods for VC in literature. An optimal contrast
k, nVCSwas proposed to analyze the contrast of the reconstructed image for a (k, n)-
threshold VCS [4]. Blundo [5] developed VCS with general structure for grayscale
images. To generate a halftone share, Hou [6] transformed a gray level image into
halftone images and then applied to VC. Extended visual cryptography (EVC) was
developed by Ateniese [7] in which shares carry not only secret image information
but meaningful images also. Meaningful images have a higher security rather than
random noise shares. Hypergraphy color is used in constructing meaningful binary
shares. Image quality was improved by Nakajima [8] by extended EVC with natural
grayscale images. Halftonemethods are used to generate good quality halftone shares
in VC [9]. Meaningful Halftone image using threshold array was proposed in [10].
Meaningful images using error diffusion [11] was developed for producing halftone
shares. Color Extended Visual Cryptography using error diffusion was developed
by Inkoo [12] and Halftone visual cryptography using Direct Binary Search (DBS)
[13].

In the abovementionedmethods, the shares that are produced have lowvisibilities.
The different types of halftoning methods are point process, neighborhood process
and iterative process. Neighborhood processing (Error Diffusion) and iterative pro-
cess (DBS) of halftoning are implemented and compared. Halftone is applied on
both the secret images and cover images.

2 Methodolgy

Encryption In this paper, encryption for a (2, 2) VC scheme is done using EVC using
halftoning techniques for color images. A secret image of size m × m is taken and
halftone is applied. The methods implemented for halftoning are Error diffusion or
DBS. In Error diffusion halftoning, the quantization error is distributed to the nearby
pixels which are unprocessed. Also the Visual information pixels position is retained.
Whereas, in DBS which is a iterative search, a binary image is taken and a template
is saved. It is then processed depending on the given iterative value. Each time when
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the process gets completed, error is calculated and the least error found is selected as
a DBS halftoned share. Share images taken for producing meaningful share of size
n× n has to be double in size in comparison with the secret image. Here also halftone
techniques are applied in the same manner as explained above to get two meaningful
halftone shares. Encrypted share 1 and share 2 is now generated which carries both
secret information and meaningful images. Now the share is ready to be given to the
as qualified shares to the participant.

Decryption The qualified participant on stacking/superimposing will recover the
original secret image. The stacking/superimposing is executed using the ⊗ the ‘OR’
boolean function.

DBS uses theminimumperceived error obtained by searching for the best possible
binary value in the halftone image iterations. This gives DBS much better halftone
image quality than error diffusion. This is further verified using various parameters.
The parameter metrics used for analyzing the encrypted shares with the original
halftoned share are PSNR, Correlation UQI and SSIM. PSNR is a measure to find of
quality of recovered images and actual image. Correlation extracts the information
of a image, then the encrypted share is compared with the halftoned image. UQI [14]
is the ability to measure the information loss occurred during the image degradation
process and SSIM [15] measures the similarity between reconstructed images and
original image. By considering more parametric measures, a better understanding of
the quality of the desired image can be achieved.

3 Result and Discussion

In this section, a 2-out of-2 Halftone VC is constructed using error diffusion and
DBS. The secret image to be encoded is Lena. Two color images Earth and Baboon
are taken as meaningful images. The size of the share is 256 × 256 and the size of
the secret image is 128 × 128.

In Fig. 1, Fig. 1a is the original secret image which has to be encoded. Figure1c
and d are original cover images. Figure1b, d, f are halftoned images using error
diffusion. Encrypted shares generated are shown in Fig. 1g and h. Figure1i shows
the reconstructed image when encrypted shares 1 and 2 are stacked together using
OR operation.

In Fig. 2, Fig. 2a is the original secret imagewhich has to be encoded. Figure2c and
d are original cover images. Figure2b, d, f are halftoned image usingDBS. Encrypted
shares generated are shown in Fig. 2g and h. Figure2i shows the reconstructed image
when encrypted shares 1 and 2 are stacked.
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Fig. 1 Illustrative results of visual cryptography using Error Diffusion. a Original secret image
lena, b halfone lena c and e original cover share image respectively, d halftoned earth, f halftoned
baboon, g encrypted share 1, h encrypted share 2, i decrypted image

Table1 shows PSNR, Correlation, UQI and SSIM of Encrypted Share 1 for 10
color secret images. The average value using Error Diffusion of PSNR is 51.41,
Correlation is 0.3105, UQI is 0.1315 and SSIM is 0.0408. Using DBS, the average
value of PSNR is 51.646, Correlation is 0.3027, UQI is 0.1331 and SSIM is 0.0843.

Table2 shows PSNR, Correlation, UQI and SSIM of Encrypted Share 2 for 10
color secret images. The average value using Error Diffusion of PSNR is 51.291,
Correlation is 0.2609, UQI is 0.0693 and SSIM is 0.0398. Using DBS, the average
value of PSNR is 51.482, Correlation is 0.2788, UQI is 0.1066 and SSIM is 0.0647.

4 Conclusion

Visual Cryptography provides one of the secure ways to transfer images on the Inter-
net. Images in color have been encoded and decoded using both Error diffusion and
Direct Binary Search. Various parameters have been taken like PSNR, Correlation,
UQI and SSIM. The proposed UQI model performs well without any Human Visual
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Fig. 2 Illustrative results of visual cryptography using direct binary search. aOriginal secret image
lena, b halfoned lena c and e original cover share image respectively, d halftoned earth, f halftoned
baboon, g encrypted share 1, h encrypted share 2, i decrypted image

Table 1 Encrypted share 1

Secret Error diffusion Direct binary search

Image PSNR Correlation UQI SSIM PSNR Correlation UQI SSIM

Image text 51.411 0.3187 0.0678 0.0426 51.651 0.3066 0.1326 0.0889

Baboon 51.412 0.3188 0.6799 0.0436 51.662 0.3074 0.1350 0.0900

Barbara 51.405 0.3184 0.0665 0.0407 51.655 0.3069 0.1335 0.0883

Fruit 51.391 0.3177 0.0635 0.0382 51.653 0.3071 0.1329 0.0893

Peppers 51.417 0.3191 0.0691 0.0444 51.646 0.3062 0.1317 0.0872

Earth 51.405 0.3185 0.0665 0.0411 51.652 0.3069 0.1327 0.0880

Lena 51.368 0.2367 0.0957 0.0275 51.569 0.2642 0.1318 0.0455

Tulips 51.411 0.3188 0.0678 0.0420 51.663 0.3072 0.1350 0.0903

Vegetables 51.416 0.3190 0.0690 0.0439 51.655 0.3069 0.1334 0.0880

Space 51.416 0.3190 0.0689 0.0439 51.651 0.3070 0.1326 0.0870

Average 51.405 0.3105 0.1315 0.0408 51.646 0.3027 0.1331 0.0843
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Table 2 Encrypted Share 2

Secret Error diffusion Direct binary search

Image PSNR Correlation UQI SSIM PSNR Correlation UQI SSIM

Image text 51.266 0.2666 0.0615 0.0428 51.46 0.2826 0.1003 0.0696

Baboon 51.383 0.2377 0.0989 0.0264 51.586 0.2654 0.1353 0.0483

Barbara 51.393 0.2382 0.1010 0.0294 51.582 0.2652 0.1344 0.0478

Fruits 51.283 0.2676 0.0652 0.0464 51.45 0.2813 0.0983 0.0684

Peppers 51.236 0.2649 0.0551 0.0358 51.451 0.2820 0.0987 0.0678

Earth 51.286 0.2677 0.0659 0.0474 51.458 0.2824 0.0998 0.0690

Lena 51.271 0.2669 0.0627 0.0439 51.452 0.28204 0.0986 0.0677

Tulips 51.276 0.2672 0.0636 0.0444 51.467 0.2828 0.1019 0.0707

Vegetables 51.257 0.2661 0.0596 0.0412 51.437 0.2813 0.0956 0.0646

Space 51.259 0.2662 0.0599 0.0404 51.474 0.2832 0.1034 0.0730

Average 51.291 0.2609 0.0693 0.0398 51.482 0.2788 0.1066 0.06468

System model. Also algorithm supports not only monochrome images but grayscale
and color images, even pixel expansion have been minimized. Correlation value is
decreased in Encrypted share 1 but in the case of share 2, all the parameter measured
value of DBS is better than Error Diffusion. The percentage of variation in PSNR,
Correlation and UQI among these two methods is very small whereas improvement
in SSIM is 50 percent in case of DBS. Visually also direct binary search gives us
better results than Error Diffusion.
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Designing of p-Cycle Based Survivable
Multicast RSA in Elastic Optical
Networks

Susmita Das, Joy Halder and Uma Bhattacharya

Abstract Nowadays, Elastic Optical Network (EON) has attracted a lot of attention
due to its efficient spectrum allocation. The popularity of different multicast applica-
tions is on the rise and survivability against single link failure has become a crucial
issue. Our proposed scheme has considered pre-configured cycles or p-cycles for
the protection of multicast sessions. Simulation shows quite good results in terms of
blocking probability while ensuring survivability.

Keywords Elastic optical network (EON) · Orthogonal frequency division
multiplexing (OFDM) · Dynamic · Multicasting · Distance adaptivity

1 Introduction

In present day, the demand of large data transmission is on the rise which has led to
intensive research in the area of optical networks. In order to overcome the draw-
backs of the under-utilization of a wavelength in Wavelength Division Multiplex-
ing (WDM), Orthogonal Frequency DivisionMultiplexing (OFDM) technology was
introduced in optical networks. This OFDM-based Elastic Optical Networks (EONs)
have brought high scalability and efficiency to the utilization of spectrum [1]. Protec-
tion ofEONs is very significant, as any failure in the networkmay cause severe disrup-
tion in data transmission. An efficient Routing and Spectrum Allocation (RSA) has
been designed for optimization of network resources [2]. For dynamic environment,
the requests are handled as they arrive. Distance adaptive spectrum resource alloca-
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Table 1 Modulation formats ith FS capacity and transparent reach

Modulation format FS capacity (Gb/s) Transparent reach (km)

BPSK 25 4000

QPSK 50 2000

8-QAM 75 1000

tion is an efficient attribute of EON that can lower the spectrum utilization, based
on the distance between the source-destination node pair [3] (Table 1). Recently, the
applications of multicasting such as medical imaging and teleconferencing are being
widely used and have eventually garnered some attention [4, 5]. Formulticast session
protection in EONs, different protection schemes such as Dedicated Path Protection
(DPP) scheme and Shared Backup Path Protection (SBPP) scheme have been pro-
posed [6, 7]. Pre-configured cycles (p-cycles) scheme is an approach which can be
implemented to protect failure of links in EONs [8, 9]. The p-cycles provide a short
recovery time along with spectrum efficiency compared to other protection schemes.
Path-length-limited p-cycle design has been considered for this approach [10]. For
the placement of subcarriers, the first fit and the exact fit policies have been consid-
ered [11]. In this paper, we have proposed Online p-cycle based First fit Multicast
Routing and Spectrum Allocation (O-PFM-RSA) heuristic and Online p-cycle
based Exact fit Multicast Routing and Spectrum Allocation (O-PEM-RSA).

The problem definition has been illustrated in Sect. 2 with proposed work and
complexity analysis. In Sect. 3, the simulation results have been explained. The con-
clusion has been drawn in Sect. 4 along with references.

2 Problem Definition

A directed graph G = (V, E) is considered as the EON network in this paper, where
V is the set of nodes present in the network and E is the directed fiber links set.
We denote a multicast request as r(s, D, B), where s is the source node, D is the
destination nodes set for the multicast request and B is the total traffic demand
to be transmitted. Our main objective is minimization of the blocking probability
and protection of the network against single link failure using p-cycle in dynamic
environment.

A. Proposed Work

In this paper, we have proposed two similar schemes; O-PFM-RSA which is based
on the first fit policy and O-PEM-RSA which is based on the exact fit policy. In first
fit policy, a request is placed on the first available free block of subcarriers, which
can accommodate it. While in case of exact fit, find a free block which is exactly the
size of the required number of subcarriers. In case of not finding such a block, use
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the first free block available which can satisfy the request.
The scheme is described in the following steps:

1. All the cycles in the graph are enumerated.
2. For each set of node pairs, we calculate the first k shortest paths from the source
node to the destination node.
3. All the blocks which are available are calculated for each fiber link.
4. A primary light tree is formed for a multicast request r(s, D, B) by combining
the available shortest path for each sub-request of the multicast request.
5. Check whether the new primary light tree is link disjoint with all the links which
are already in use.

5a. If the primary light tree is link disjoint with all the links which are being
used, then check whether an already existing cycle in the network can be extended
to protect this new multicast request.

5b. If the primary light tree is not link disjoint with the links already occupied,
then obtain a completely new cycle which can protect this new multicast request.
6. Obtain the modulation format for the multicast request depending upon the dis-
tances of the paths chosen. Calculate the number of subcarriers required to fulfill the
traffic demand of the multicast request.
7. Search the available free blocks on the chosen paths for the primary light tree and
the p-cycle protecting the request.

7a. In case of O-PFM-RSA, place the required subcarriers on the first free block
encountered.

7b. In case of O-PEM-RSA, obtain the block whose size is same as the required
subcarriers. If such a block is found, place the subcarriers. If no such free block is
present, place subcarriers in the large enough block encountered first.
8. If the subcarriers cannot be accommodated in the links, then the request is blocked.

The maximum number of subcarriers present in each fiber link in the network
has been considered as 258. There has been no use of spectrum converters for this
approach. Hence, the non-overlapping constraint, spectrum continuity and spectrum
contiguity constraints have been maintained.

Let us consider the network shown in Fig. 1a and there are already some mul-
ticast requests present with subcarriers (1 − 6) and a p-cycle is already protect-

(a) The network considered (b) Requests already placed in the
network from earlier

Fig. 1 Initial network condition
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(a) One new request placed in the
network

(b) Another new request placed in
the network

Fig. 2 Placement of requests in the network as they arrive

ing them as illustrated in Fig. 1b. One new multicast request (2, {6, 5} , 124) needs
to be placed on the network. The primary light tree for this multicast request has
been chosen as 2 → 6 and 2 → 5. It is observed that the already existing p-cycle
2 ↔ 3 ↔ 4 ↔ 5 ↔ 2 can be extended to protect the newmulticast request. The new
p-cycle after including the new multicast request is 2 ↔ 3 ↔ 4 ↔ 5 ↔ 6 ↔ 2 as
shown in Fig. 2a. The highest number of subcarriers required is calculated taking
the appropriate modulation format and placed in each link of the new p-cycle. Let
us consider a new request (3, {4, 5} , 129). The primary light tree for this multicast
request has been chosen as 3 → 4 and 3 → 5. The new primary light tree is not link
disjoint with the previous primary light trees and also the p-cycle which can protect
them cannot be extended. Hence, a new p-cycle 3 ↔ 4 ↔ 5 ↔ 3 is used to protect
the new multicast request as shown in Fig. 2b. Now, for provisioning the previous
multicast request, assume that (1 − 6) subcarriers has already been reserved. So, for
this multicast request, the next index will be considered.

B. Complexity Analysis

For cycle enumeration in the graph, time complexity is O(V + E). The k shortest
paths for each multicast sub-request has time complexity of O(kV (E + VlogV )),
where E is the amount of edges which are present in the graph, V is the number
of nodes in the graph and k is the number of paths to be computed. For finding the
free blocks in each link, the time complexity is O(S|E |), where S is the number of
subcarrier in each fiber link. The time complexity for formation of a primary light
tree and placement of subcarriers is O(n|E |). The run time complexity is O(kV (E +
VlogV ) + (V + E) + n|E | + S|E |) which is polynomial time.

3 Performance Evaluation

In this section, the performance ofO-PFM-RSAandO-PEM-RSAhas been evaluated
with the simulations being performed on COST239 network.We have varied the size
of the destination node set for each multicast request as 2, 4, 6, 8 and 10. For each



Designing of p-Cycle Based Survivable Multicast RSA in Elastic Optical Networks 111

Table 2 Simulation setup for heuristic algorithm

Parameters Values

Link-disjoint paths computed(k) 5

Guard bands considered 1, 2, 3

Request demand range 100–200 GB

Number of destinations 2, 4, 6, 8, 10

Total requests for each number of destination 50

(a) Performance for varying guard
band size in O-PEM-RSA

(b) Performance for varying guard
band size in O-PFM-RSA

Fig. 3 Performance on COST239 network for different guard band sizes

(a) Performance comparison for 50
requests

(b) Performance comparison for
different guard band size

Fig. 4 Performance comparison of O-PEM-RSA and O-PFM-RSA on COST239 network

size of destination node set, we have considered 10 different iterations of each set of
50 requests. The number of guard bands is also varied as 1, 2 and 3 (Table 2).

The graphical results for O-PEM-RSA when the size of the guardband is varied
are illustrated in Fig. 3a and that for O-PFM-RSA is shown in Fig. 3b. It is observed
that with the increase in size of guardband, the blocking probability increases. This
is because more number of subcarriers are being used as guard in between two
multicast requests, due to which some of the requests cannot be accommodated in
any free block. The results of the performance comparison of the O-PFM-RSA and
O-PEM-RSA for 50 requests and different guard band sizes have been illustrated
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in Fig. 4c and b, respectively. As per the calculated results, it is observed that the
blocking probability for O-PEM-RSA approach is less compared to that of O-PFM-
RSA. This is due to the fact that, with the selection of perfect sized free blocks,
the number of free blocks which can satisfy a request is more compared to the case
in O-PFM-RSA. As p-cycle is used as the protection scheme in both the proposed
methods, the recovery time is short in case of any single link failure.

4 Conclusion

We have proposed a novel scheme O-PEM-RSA, where we have addressed the prob-
lem of ensuring survivability of EON against single link failure using p-cycles in a
dynamic environment. It is anNP-Hard problem and the solution becomes intractable
in case of larger sized networks. The heuristic O-PEM-RSA runs in polynomial time.
In the design process ofO-PEM-RSA, another schemeO-PFM-RSAhas been consid-
ered. Performance evaluation of the two schemes has been carried out on COST239
network for 50 multicast requests. The comparison shows that O-PEM-RSA gives
better results in terms of blocking probability. This scheme being based on p-cycles
also gives better recovery time.
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Design and Development of Metamaterial
Based High Performance Microstrip
Antenna

N. Subramanyam Mahesh and D. Varun

Abstract The primary objective of this paper is to design a high performance meta-
material antenna and benchmark the performance with a microstrip antenna. A cir-
cular microstrip patch antenna is considered for demonstrating the performance of
the antenna with and without the metamaterial structures. This paper clearly brings
out the advantages of the metamaterial circular patch antenna as compared to the
standard circular microstrip antenna. Simulations and measurements are carried out
for comparison purpose. The developed metamaterial based patch antenna shows a
significant reduction in size by 25% when compared to a circular patch antenna. It
has been found that reduction of size in developed metamaterial based antenna does
not degrade the directivity performance which is found to be 6.5 dB. Further, the
bandwidth of themetamaterial based antenna is found to be same as that ofmicrostrip
antenna. RCS simulation has shown reduction in RCS by 9 dBsm.

Keywords Metamaterial · Microstrip patch antenna · Radar cross section · Return
loss

1 Introduction

Recent trend towards miniaturization and devices with RF technologies, antenna size
reduction, efficiency play a very vital role. Size, weight, ease of installation, cost and
performance are critical parameters. Microstrip antennas meet the said requirements.
The microstrip patch antenna is also well suited for MMIC designs. Depending on
the shape of the patch structure and mode selected, patch antennas are very versatile
in terms of resonance, polarization, pattern and impedance. There have been several
attempts to reduce the size of the microstrip patch antenna by using aperture stacked
sheets and other variations. It has been found that the use of metamaterials results
in size reduction in antenna. A comparative study in [1, 2] depicts the advantages of
circular patch antenna when compared to rectangular patch. It is found the circular
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patch antenna uses a lesser surface as compared to a rectangular microstrip antenna.
There are a significant number of papers that elaborate on metamaterial based rect-
angular patch antenna. However, there are not many papers in the open source that
have included circular patch antenna in the studies. The paper by [3–5] delve into the
metamaterial based circular patch antenna but does not deliberate at size reduction.
The paper [4] highlights the different methods to incorporate metamaterial structures
in the antenna design such as the superstrate based antenna design or the CSRR per-
forated ground plane based design. The literature [6–9] shows that there is a size
reduction in the patch array with the use of CSRR in the ground plane. However,
the study in [5] has not simulated the performance of the antenna with the CSRR
loaded and the antenna tuned to the original frequency for which it was designed. It
is found that the intended frequency of antenna design increases and the dimensions
of the resonator structures decrease. The interaction between the resonators also play
a very critical role and this is dictated by the distance between the resonators which
is again a function of the frequency [4]. As a result of the dimension restrictions,
the fabrication of these materials requires a complex photo lithography mechanism.
From the above observations based on the literature survey, it can be inferred that
the circular patch antenna offers some inherent advantages. It is also seen that there
are not many literature that have carried out a detailed analysis of the circular patch
antenna with metamaterial structures. Hence there is a motivation to look into the
behaviour of a circular microstrip antenna with metamaterial structures in the ground
plane and compare its performance with a circular microstrip antenna. In this paper,
an attempt has been made to develop a metamaterial specifically aimed at an X band
circular path antenna and reduce the size of the said patch. It is also to be noted that
the gain of the antenna is not reduced.

2 Antenna Modelling, Simulation and Optimization

The antenna has been developed by selecting X band frequency. X band is the chosen
frequency due to the antenna aperture size restrictions for RADAR applications. The
modelled antenna has been further optimized for its performance. The design goals
for the high performance metamaterial antenna are as follows:

• Frequency Range: X—Band
• Resonant frequency: ~10 GHz
• Directivity(Goal): >4 dBi
• Input return loss < −14 dB
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2.1 Design of the Circular Patch Antenna

An appropriate substrate suitable for 10 GHz has been selected with negligible (tan
δ) losses. Based on a survey, it has been identified that the substrate material RT5880
from Rogers or the Arlon Diclad880 is suitable for X-band low loss applications.
Arlon Diclad880 substrate has been selected for all simulation and fabrication pur-
poses. Based on the antenna specifications and the substrate chosen, the following
data is necessary for antenna development.

• F0 = 10 GHz
• Substrate permittivity, εr = 2.17
• Loss tangent(D) = 0.0009

The Shen formula for computing the radius of the microstrip patch antenna is
given by Eqs. (1) and (2).

a = F√{
1 + 2h

πεF�ln(πF|2h) + 1.7726�}
(1)

F =
8.791 ∗ 109

f0
√

ε
(2)

a = radius of the circular patch
μ = permittivity of the substrate
ε = permittivity of the substrate
h = thickness of the substrate in cm
f0 = Resonant frequency of antenna

On substituting the values for the resonant frequency and the permittivity, the
radius of the circular patch was found to be 5.9 mm. The antenna has been modelled
and simulated with a radius of 6 mm for the said frequency.

2.2 Design of the Metamaterial Square Split Ring Resonator

A rectangular split ring resonator has been designed using empirical equations in
[10]. One of the important assumptions is that the resonator must be lesser than λ

10 .
The split ring resonator resonates at a frequency determined by the total distributed
inductance and capacitance provided by the inner and outer rings. The split ring
resonator has a stop band around the desired resonant frequency of the antenna with
split ring resonator in the ground plane.

The average loop length is computed as given in the Eq. 3.

L = 4X − S − 4W (3)

where X is the length of the ring, S is the spacing and W is the width.
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Fig. 1 Tuned circular patch
with CSRR structures

Table 1 Tuned patch dimensions with CSRR loaded

Parameter Dimension (mm) Parameter Dimension (mm)

Radius of the patch 6 Length of outer ring (X1) 3.0

Inset length (Lo) 3.936 Width of outer ring (W1) 0.33

Length of microstrip feed
line (L2)

5.47 Spacer (S1) 0.57

Length of microstrip feed
line (L1)

5.47 Length of inner ring (X2) 1.95

Width of microstrip (W1) 1.1 Width of outer ring (W2) 0.31

Width of microstrip (W2) 1.67 Spacer (S2) 0.21

2.3 Design of Circular Patch Antenna with Square CSRR

Once themetamaterial structure is loaded in the ground plane, the resonant frequency
of the patch antenna shifts to a lower frequency. This indicates a reduction in the
size of the antenna. So to tune the antenna back to 10 GHz resonance, the antenna
needs to be designed for a higher frequency than 10 GHz which is the design goal.
The antenna simulation has to be performed and an iterative optimization has to be
done. Figure 1 depicts the circular patch antenna loaded with square metamaterial
structure. Table 1 shows the dimensions of the antenna.

3 Results and Analysis

Antenna with and without the CSRR structures has been fabricated to compare the
results of the simulation. The antenna return loss has been measured using a network
analyser and results are validated. The simulation results in Fig. 2a depicts the return
loss for the circular patch antenna with PEC ground. The simulation results depict
the resonance at 10 GHz with a return loss of—15 dB. Similarly Fig. 2b depicts the
simulated return loss for the optimized antenna with CSRR in the ground plane.
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Fig. 2 Simulated return loss results for circular patch antenna a without CSRR b CSRR loaded

Comparison of simulated results depicts similar return loss results between PEC
loaded and CSRR loaded antenna. It is pertinent to note the CSRR loading results
in a 25% reduction in size. The CSRR loaded antenna fabricated is shown in Fig. 3.
The return loss is measured to be at—12.33 dB from Fig. 4a in case of PEC ground

Fig. 3 Fabricated circular patch antenna (CSRR loaded)

Fig. 4 Measured return loss for circular patch antenna a PEC Ground b CSRR Loaded
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plane. Figure 4b shows the measured return loss of—18.5 dB for antenna loaded
with CSRR. The error between the simulated and the fabricated antenna is less than
5%. The error can be attributed to the fabrications techniques that were used and
also SMA connectors that were used at the feed point has not been modelled in the
simulation. The antenna with the square CSRRs loaded in the ground plane was
simulated for its directivity performance. The directivity is 6.26 dBi and is 1 dB
lower than the circular patch antenna with PEC ground. The reduction in directivity
is attributed due to reduction in the aperture size after CSRR loading.

4 Computation of Radar Cross Section (RCS)
of the Antenna

The developed antenna with PEC ground and antenna with CSRR structures have
been further simulated for its RCS performance. The layout of the antenna is devel-
oped, modelled and simulated using Method of Moments. The antenna under test is
excited by a point source that produces a planar wave front to excite the antenna. The
simulation setup has been configured for a monostatic radar configuration at θ = 0°
and φ = 0°. The reflections from the antenna under test have been captured by the
sensor and the RCS plots are plot. The analysis has been carried at 10 GHz excitation
frequency. Figure 5a shows the RCS for the patch antenna with PEC ground. The
maximum RCS is at 0° theta and is—23 dBsm at 10 GHz. Figure 5b shows the RCS
performance with CSRRs loaded on to the patch antenna. The RCS at 10 GHz is
found to be—32 dBsm with the CSRRs.

The results in Fig. 5 shows a reduction in RCS as compared to the patch antenna
with PEC ground. There is a reduction of 9 dBsm in the RCS. This clearly shows that
using metamaterial structures, there is a reduction in the RCS and also a considerable
reduction in the size of the metamaterial antenna.

Fig. 5 Simulated RCS results—circular patch antenna (10 GHz) a PEC ground b CSRR loaded
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5 Conclusion

This work attempts to highlight the advantages of two split ring resonators (CSRR)
in an antenna. The CSRR results in size reduction, improved gain and decreased RCS
based on simulation and measured results. A circular patch antenna with and without
metamaterial structures has been simulated using EM solvers. It has been found the
antenna size has been reduced by 25%. The Directivity and gain performance of
the antennas are also validated. The circular patch antenna with CSRR structures is
simulated and fabricated for the given design criteria.Developedmetamaterial loaded
antenna has a gain of 6.4 dBi and directivity of ~6.4 dBi. The RCS computation
has also been carried out by simulating the antenna in the far field using a point
source in an EM solver. RCS simulation shows a considerable reduction in RCS
(~9 dBsm) for developed antenna with metamaterial structure. RCS reduction is due
to the application of metamaterial structure in the ground plane of the antenna. The
importance of usingmetamaterial structures in the design ofmicrostrip circular patch
antenna with a reduced size and RCS without altering the gain and directivity has
been exemplified.
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IoT-Based Walking Stick

S. Nagarajan and Sanket Dessai

Abstract People with limited mobility like elderly, physically challenged, vision
impaired and orthopedic patients need support to move around. They depend on
walking sticks or other such devices. Even if they fall accidently, it is difficult for
them to seek for help. Automatically assessing such a situation and alerting their
near and dear ones will be an ideal solution to this problem. In case of emergency, it
is preferred that they stay connected to their family members and friends. To address
this issue, we can add intelligence in the walking stick and walking stick will act as
an IoT device. This paper aims to develop basic infrastructure for IoT-based walking
stick, on which further sensors and analytics can be extended seamlessly.

Keywords IoT ·Walking stick · IoT platform · RTOS

1 Introduction

This document describes design and development of IoT-based walking stick.
Assisted walking needs can be addressed with advancement in sensor technologies,
low cost, light weight, low power, networking capable chipsets and cloud infrastruc-
ture [1]. An effective solution can be worked out that can fit within the size of the
walking stick.

“Walking stick” application as-a-service can be rolled out with IoT device and
IoT platform combination. Figure 1 provides the pictorial representation of IoT-based
walking stick.
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Fig. 1 Introduction to cloud-based walking stick

2 Design of IoT-Based Walking Stick

The entire walking stick solution has been partitioned into two layers:

1. Walking stick (IoT device end application)
2. IoT platform application.

Three axes angle sensors are connected to IoT device. The data from sensors are
acquired at regular required intervals. This data is posted to IoT platform for further
analysis and action. The architecture of the system is shown in Fig. 2.

2.1 Design of an IoT Device for Walking Stick

As an IoT controller, “ESP8266” low-cost SoC having Wi-Fi module is selected.
This SoC is having, Wi-Fi station, Wi-Fi access point capability and digital IOs, I2C
interfaces and low-power 32-bit MCU [2].

An angle sensor is interfaced to IoT controller, to derive the position of angle
of the walking stick. Walking stick uses MQTT protocol to communicate to IoT
platform (IBM Watson). IoT platform is being hosted in cloud, and services like
MQTT broker are used to retrieve and store the data from IoT devices.

For panic button input from the user, digital input should be connected to a button
switch.

“NodeMCU” development boards based on ESP8266 are chosen, as it provides
inbuilt power modules, serial interface and other general-purpose IOs.

The IoT device (walking stick, Fig. 3) should periodically publish the angle data to
the IoT platform. It should acquire data from the sensors. It should use the industry
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Fig. 2 System architecture of cloud-based walking stick

standard protocols to exchange information to IoT platform such as MQTT. The
application should be flashed in the device. Any further firmware uploads should be
possible.

2.2 Design of IoT Platform End Application

IoT platform should provide device management capabilities such as creat-
ing/deleting an IoT device for subscription management. Additionally, platform
should support authenticating a device to the service deployed in the IoT platform. It
should be possible to simulate devices and to verify the platform, even if the actual
device is not available.

Data visualization should be possible for the sensor data. It should be able to plot
the data inmultiple formats like XY graphs, bar charts. All alarms should be captured
and it should be possible to view in table formats.

For the demonstration of this solution, IBM’s IoT platform has been selected
[3]. In IoT platform the MQTT broker services are enabled. MQTT works in
publish-subscribe model. It simplifies the connectivity between devices. MQTT is
a lightweight protocol designed for connecting over low-bandwidth networks. It
becomes more preferred protocol for IoT communications.
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Fig. 3 Block diagram of IoT device for walking stick hardware

In the IoTplatform, IoTdevice has been provisioned, so that it can perform specific
device operations. Device operations like remote reset can be performed from IoT
platform. The device statistics can be monitored and any number of devices can be
added, without much programming effort.
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3 Construction of IoT-Based Walking Stick Solution

Construction of IoT-based walking stick solution involves: (a) To design an IoT
device to periodically publish the angle information to IoT platform; (b) To host
application in IoT cloud, to retrieve data from IoT device and to manipulate; and (c)
To integrate the system and to test against the requirements mentioned.

3.1 IoT Device Implementation

Angle sensor interface: For measuring angle information of walking stick in all three
axis, the “x”, “y” and “z” position of MPU-6050 sensor is used. The InvenSense
MPU-6050 sensor contains an MEMS accelerometer and an MEMS gyro in a single
chip. It is very accurate, as it contains 16 bits analog to digital conversion hardware
for each channel. It captures the x, y and z channel at the same time. The sensor uses
the I2C-bus to interface with the controllers. GY-521 is the sensor board, which has
MPU6050 and has a voltage regulator (refer Fig. 4).

Fig. 4 Fabrication of the
IoT-based walking stick
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ESP8266 has inbuilt I2C controllers, which connects to MPU6050 to get data
from the sensor. MPU6050 has the address of 0× 68. The device register 0× 3B to
0 × 40 contains the X, Y and Z angle data (each 2 register location).

Configuring Wi-Fi Module: In this application Wi-Fi module is configured both as
Wi-Fi access point and Wi-Fi station.

a. Wi-Fi Access Point

Providing Wi-Fi-AP support on the walking stick allows other Wi-Fi devices to
connect to the stick. With the webserver running on the stick, mobile devices can
access the webpage to collect the data from the walking stick. Typical data will be
from the angle sensor.

Typical Wi-Fi stations may be smartphones. Smartphones can be connected
through Wi-Fi interface to the stick. Browsers in the smartphones can be invoked to
read the data from the walking stick.

b. Wi-Fi Station

The Wi-Fi module in the walking stick can also be configured as a wireless station.
It can connect to the Wi-Fi access point and to the local network (or) to the internet.
It fetches contents from the internet. Wi-Fi modules are assigned to an IP by external
access point.

Webserver Implementation: ESP8266 SDKs are used to handle http request and
response. The sensor data is read and formatted with http response, so that it can be
accessed through any browser from laptop/smartphones. The Wi-Fi devices that are
part of the network created by the device (walking stick) can access these webpages.

Requests are coming as part of the web address, “192.168.1.4/read”. This address
is parsed to know the kind of request. Based on the request, webpages are formed
to provide the response. Angle sensor data is read from sensor and sent in the http
response.

Also the number of times the switch pressed input is also sent.
X:<value>, Y:<value>, Z:<value>.

Panic Button Implementation: To help in emergencies panic button is interfaced.
It is connected to GPIO as an input. Interrupt service routine is registered to take an
action instead of button is pressed. Firmware maintains the counter for number of
times switch pressed. Also, the firmware maintains the flag “switch_pressed”; this
flag is cleared only when user reads via http request.

3.2 IoT Platform End Application

For demonstration of the solution, IBM’s IoT platform has been selected. In the IoT
platform the MQTT broker services are enabled. MQTT works in publish-subscribe
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model. It simplifies the connectivity between devices. MQTT is a lightweight proto-
col designed for connecting over low-bandwidth networks. It becomesmore preferred
protocol for IoT communications.

In IoT platform, IoT devices have been provisioned, so that it can perform specific
device operations. Device operations like remote reset can be performed from the
IoT platform. The device statistics can be monitored and any number of devices can
be added, without much programming effort.

Device Management: In the IoT platform, new devices types are created (type as
“WalkingStick’), and then device instances (device serial numbers) are added to
represent the real hardware. Each device has authentication token to communicate
with IoT platform. If numbers of devices are more, the devices can be added with
the APIs.

It is also possible to simulate the IoT device from the provisions provided in
IoT platform. From the simulated IoT device, it is possible to send sensor data for
integrating IoT device and IoT platform.

MQTT broker is hosted in IoT platform. Publish/subscribe topics are created
to publish (to push the data to platform) and manage (to manage the device, like
rebooting the device).

Visualize Data from Devices: Boards are configured to visualize the required data
in the desired format (refer Fig. 5). We can configure multiple boards based on the
requirement. In each board the desired data can be plotted as tables and charts. Boards
are also configured to have the statistics of data usage by each device.

Fig. 5 Visualising device data on the IoT platform
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Fig. 6 E-mail and Twitter updates from IoT platform

Rebooting Walking Stick from IoT Platform: Reboot of the device is possible
from IoT platform. The desired device needs to be selected from the IBM-Watson
GUI, to reboot. The messages will be published in reboot topic.

The devices are subscribed to reboot topic, and on receiving the reboot message,
the device invokes restarts. Debug console outputs print the boot up messages.

Alerts through SMS, E-mail and Twitter: When the threshold limit exceeds the
configured parameters, alerts are triggered. These alerts are in the form of updates
via SMS, E-mail and Twitter (social media). These alerts are also archived in the IoT
platform for any further debugging. Fig. 6 shows the updates made to Twitter (social
network), Gmail from the IOT platform.

3.3 Major Constraints, Future Directions

For the sensitive applications, data acquisition from the sensors at a guaranteed
interval is must. Assuming for the given walking stick application, to effectively
calculate the number of steps, minimum of three gyro/accelerometer readings are
required per second. These requirements should be enforced only with the use of
RTOS [4].

Linux also is not a suitable OS, compared to RTOS [5]. Though Linux can be
customized, memory footprint still will be an issue, for micro-controller series. Even
if ported, Linux itself will occupy large portion of memory, when compared to the
actual application. Also RAM requirement for running Linux cannot be met with
simpler embedded system. The IoT controllers may have few hundred kilobytes of
on-board memory. Therefore, Linux won’t be a choice.

Future enhancement may include:

(a) Voice Input: Interfacing voice codec hardware to the system will enable the
natural language processing in the cloud platform.

(b) Feedback/Alert: Interfacing vibration and audible sensors serves as a feed-
back mechanism to the user. This will be useful in alerting the user in case
of abnormality.
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(c) Geo-LocationFeatures: Implementation of features like routemap, broadcasting
our location to other users [6, 7].

(d) Obstacle Detection: Interfacing additional proximity sensors will enable obsta-
cle detection. This will help in finding immediate obstacle (like walls and
lampposts).

(e) RTOS-based software implementation.
(f) Connectivity: InterfacingGSMmodule ensures that there is 2Gdata connectivity

regardless of internet availability. SinceGSMcoverage iswidely available, SMS
alerts can be sent on any panic situation.

4 Conclusion

The hardware module in walking stick acts as an IoT device and it is interfaced to IoT
platform, to help people with mobility needs. IoT device has been interfaced with
required sensors.Data fromsensors are pushed to IoTcloudplatform for analysis. The
application hosted in the IoT platform performs actions like alerting the stakeholders
in case of abnormalities via messaging (SMS, mail, social media, etc.).

Being a low-cost solution, the cost/benefit ratio provided by the system is very
high. As entire solution can be fitted in the existing walking stick, with little engi-
neering effort, its benefits can be immediately derived. The solution can be more
reliable/robust for the people with the limited mobility.

The technologies used in the system are highly proven, open source and confirms
to standards. This ensures robustness and reliability of the product and will not
obsolete in near feature.
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Design and Implementation of Universal
Digital Demodulator Using Neural
Network Approaches

J. Hariprasad , Ugra Mohan Roy , and Hariharan Ramasangu

Abstract Universal digital demodulator (UDD) is capable of demodulating more
than one type of digital modulated signal. The existing universal demodula-
tors/modulators demodulate the signal based on the input given to the select lines of
the demodulator by the user. There is no inherent ability to detect the demodulation
scheme. In this paper, a neural network-based universal demodulator for detection as
well as demodulation of the received signal is proposed. The use of neural network
enables the automatic identification of the demodulation scheme and minimizes the
hardware redundancy. This paper presents the implementation of the probabilistic
neural network-based universal demodulator for the demodulation of binary phase
shift keying (BPSK), frequency shift keying (FSK) and amplitude shift keying (ASK)
modulated signals. The functionality of the algorithm is validated by implementing
it in MATLAB software. The designed algorithm is ported to Raspberry Pi hard-
ware and it is found that the receiver works up to a signal-to-noise ratio (SNR) of
15 dB. Time taken to process a pair of bits is found to be 0.162 µs. Overall power
consumption including the RF section of the design is found to be 2.5 W.

Keywords Universal demodulator · Probabilistic neural network · Artificial
intelligence

1 Introduction to Universal Demodulator

Themodern communication systemdemands forminimal radio frequency (RF) hard-
ware, zero intermediate frequency (ZIF) signal processing and programmable archi-
tecture. The universal demodulator is a kind of demodulator which is capable of
demodulating frequency shift keying (FSK), phase shift keying (PSK) and amplitude
shift keying (ASK) signals.

In the universal demodulator, the RF signal from the antenna is fed to the mixer
circuit. The RF frequency is converted to IF frequency using the mixer. The phase
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locked loop (PLL) helps to generate the local carrier for down conversion. The
down-converted signal is digitized by using the analog to digital converter (ADC).
The digital signal is processed either using a processor, field programmable gate
arrays (FPGA) or application-specific integrated circuits (ASIC).

The sampled data from the ADC is given to the Costas-based detector for PSK
demodulation, voltage-controlled oscillator (VCO) for FSKdemodulation and square
law detector for ASK demodulation. The demodulated data from each path is given
to a 3:1 multiplexer. The output of the Mux depends on the user selection input. In
order to get the correct data at the output, the user must have prior knowledge about
the modulation scheme which is applied to the received signal.

In case the user does not know the modulation scheme which is used to modulate
the signal, then the user cannot decide the selection ofMux [1]. Hence, there is a need
to design a universal demodulator architecture which is capable of identifying the
modulation scheme and demodulate the data according to the identified scheme. A
neural network is capable of identifying the demodulation scheme based on the priory
training and demodulates the signal according to the identified class of demodulation.
The processing speed of probabilistic neural network provides an advantage over
other neural networks, since there is no back propagation in the network.

In the universal demodulator, for each demodulation scheme, there is a separate
hardware path to demodulate the signal. Due to the redundant hardware, there is loss
of power in the receiver. If the architecture is implemented on the processor, because
of the redundant processing, there is a possibility of delay in the processed bit [2]. By
implementing the architecture using neural network, the receiver is provided with the
ability to identify themodulation scheme, reduce the power by eliminating redundant
hardware and also reduce latency of bit calculations.

2 Design of Universal Demodulator Using Probabilistic
Neural Network

2.1 Proposed Architecture of the Universal Demodulator

In the proposed architecture of the universal demodulator, the incoming analog radio
frequency signal is down converted and sampled using the ADC. The ADC samples
are converted to frames of size 200k samples each, using FIFO, and fed to the
probabilistic neural network, where it identifies the modulation scheme. Based on
the class of the sample modulation scheme, a pair of data bits is identified [3]. These
data bits are serially sent out of the hardware. The specifications of the universal
demodulator are shown in Table 1.

The performance of the designed algorithm is evaluated by implementing it on
Raspberry Pi hardware. Based on the hardware implementation, power, time taken for
the computation and area of the hardware are analyzed. The top-level block diagram
of the universal demodulator using probabilistic neural network is as shown in Fig. 1.
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Table 1 Universal
demodulator specifications

Modulation scheme Data rate (kbps) Carrier frequency

BPSK 38 50 kHz

FSK 38 F1 = 45 kHz, F2 =
48 kHz

ASK 38 50 kHz

Fig. 1 Universal demodulator using probabilistic neural network

2.2 Probabilistic Neural Network Design

2.2.1 Training Vector Generation

The training set must represent the actual data set corresponding to the classification.
Adding a training set is equivalent to adding a neuron to the pattern layer. As the
training set increases, the estimated probability density function (PDF) reaches to
the actual value. In the universal demodulator design, the training sets are the data
bits, modulated with different modulation schemes [4].

Identification of the data bits embedded inside the incoming signal is possible only
when there is a transition in the carrier wave. By using only one bit for the pattern
layer, it is difficult to classify the data bits. Hence, in the proposed design, two data
bits are used for the classification. Two data bits and three modulation schemes form
12 combinations. Hence, there are 12 classes for the classification with vector size
of 200 samples for pair of bits.

To generate the training sets with the above parameters, transmitters are designed
to modulate the data using the carrier of the required frequency and the generated
signal is then stored as the training set. The required transmitter architecture for the
training vector generation is designed using MATLAB software and samples are
stored to train the neural network.
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2.2.2 Designing the PNN Architecture

Theprobabilistic neural network has four layers: input layer, pattern layer, summation
layer and output layer. The input layer consists of an array of 200k samples of the
incoming signal to the demodulator. This input has to be passed to all the neurons
of the pattern layer. The pattern layer consists of PDF estimator with respect to each
class and various signal-to-noise ratio (SNR). The training vectors are generated
corresponding to three different SNRs, which enable the classifier to handle the
worst noise scenario [5].

The equation to estimate the PDF is given by Eq. 1.

yik = e−‖x−x2k‖
σ2 (1)

where σ is the smoothing parameter, yik is the output of the ith class—kth training
set [each class has three different training sets], xk is the kth training set and x is the
input vector.

In the summation layer of the neural network, all the samples corresponding to
the same class are averaged to get the precise value corresponding to that sample.
General equation for the summation layer is given by Eq. 2

fi (x) = 1

nσ

n∑

k=1

yik (2)

where f i(x) is the probability density function, n is the number of training vectors
corresponding to same class; here n = 3.

In the output layer, the output corresponding to each class from the pattern layer
is compared. The highest value among the pattern layer is declared as the class of
the input vector [5].

The general architecture of the probabilistic neural network is as shown in Fig. 2.

2.2.3 Hardware Implementation of the Universal Demodulator

In order to validate the hardware performance of the designed universal demodula-
tor, the algorithm implemented in MATLAB software is converted into equivalent
python code for Raspberry Pi hardware. The hardware architecture of the universal
demodulator on Raspberry Pi platform is as shown in Fig. 3.

3 Results

The BPSK, ASK and FSK modulated test signals, each containing 100 bits are gen-
erated using MATLAB software. The test sample is combined with Gaussian noise
at various SNR levels and fed to the designed universal demodulator architecture.
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Fig. 2 Deep neural network
architecture for the universal
demodulator

Fig. 3 a Top-level block diagram and b hardware setup for testing of the UDD

The demodulated data is compared with the original data to estimate the bit error
rate (BER). It is found that the universal demodulator is able to demodulate the data
without any error up to 15 dB SNR. The test result for the ASK, BPSK and FSK
signals at various SNR levels is as shown in Figs. 4, 5 and 6. From the MATLAB
results, it is found that the estimated time to compute 1 bit is 0.162µs. The developed
algorithm is implemented on the Raspberry Pi platform, the power consumption of
the overall architecture, including ADC and down converter, is found to be 2.5W and
time taken to process a pair of bit is found to be 0.162 µs. Performance comparison
of proposed architecture with respect to existing architectures is shown in Table 2.
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Fig. 4 ASK simulation result for demodulated data bits using UDD

Fig. 5 PSK simulation result for demodulated data bits using UDD

Fig. 6 FSK simulation result for demodulated data bits using UDD

Table 2 Performance
comparison of various
architectures

Bit calculation time 0.162 µs (UDD) <1 s [6]

SNR 15 dB (UDD) 20 dB [6]

Power consumption 2.5 W (UDD) 25 W [7]

4 Conclusion

We have proposed a neural network-based universal demodulator for the detection
as well as demodulation of the transmitted data. The use of neural network enables
the automatic identification of the demodulation scheme and minimizes hardware
redundancy. The simulation of the neural network-based universal demodulator for
the demodulation of BPSK, BFSK and BASK has been carried out. It is concluded
that the proposed neural network-based architecture is able to demodulate the data
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without error, up to a SNR of 15 dB for ASK, PSK and FSK. From the hardware
implementation, it is found that power consumption for the universal demodulator
is 2.5 W and the time required to calculate the pair of bits is 0.162 µs.
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Design Approach Toward
the Development of Three Logical Input
Optical Look-up Table (OLUT)
and Optical Memory

Durgaprasad Bhat , Ugra Mohan Roy , and Abdul Imran Rasheed

Abstract Look-up table (LUT) (Jiangt et al. in system on programmable chip
research department, IEEE [1]) is the basic element used in field programmable
gate arrays (FPGAs). These LUTs are implemented in optical domain called OLUT.
Conventional three-input LUT has eight 1-bit SRAMs and seven 2:1 multiplexers
connected in three layers. This design has an approach toward the development of
OLUTwith all the components as purely optical, including SRAM. Ring resonator is
the basic component used in the development of 2:1 multiplexer and 1-bit SRAMhas
been developed by using Mach-Zehnder interferometer. 1-bit SRAM has been sim-
ulated separately, but during the integration of optical 2:1 MUX into OLUT, optical
switches replace the actual 1-bit SRAM.

Keywords Optical look-up table (OLUT) ·Wavelength division multiplexing
(WDM) · Static random access memory (SRAM) · Ring resonator

1 Introduction

In twenty-first century, technology is rapidly growing in all domains. High-speed
communication and data transfers are playing a key role in growing technologies,
such as medical, aerospace and defense. Very large-scale integration (VLSI) plays a
major role in terms of manufacturing high-speed low-power processors, system-on-
chips (SOCs) and programmable integrated circuits (ICs). Existing CMOS transistor
technology has upgraded till 7 nm to reduce the power and increase the speed and
performance. Even though the emerging technologies such as Fin-FET and CNT-
FET can still improve, the speed and performances are limited due to speed and
power boundaries. Photonics is the state-of-the-art technology to satisfy the above-
stated constraint of the existing technology. Integrated photonics technique has been
used to develop an optical look-up table (OLUT), inherited from the Xilinx FPGA
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architecture [1, 2]. LUT is part of Slice, which is an intern part of configurable logic
blocks (CLBs).

The three-input OLUT has three levels of 2:1 multiplexer (MUX), which is built
into an 8:1 MUX with eight single-bit SRAMs to store the input weights at input.
The same LUT architecture [1] is inherited into OLUT in a different manner using
optical ring resonators. Symmetry and change in refractive index property of the
micro-ring resonator (MRR) to build multiplexers is used to develop an OLUT [3].

2 Background and Related Works

2.1 Electro-optic Effect

Electro-optic is a phenomenon in which application of electric field changes the
frequency response due to the property change in the optical material, also causing
the change in refractive index. There are few theories and model with respect to
electro-optic effect, like free carrier effect, and Soreff and Bennett model [4].

According to the Soreff and Bennett model [4] and Kerr’s effect, the change in
the electric field causes the change in refractive index, and depends on the Kerr’s
constant. Eq. 1 is given as:

�neff = λK E2 (1)

where λ is the wavelength, E is the electric field, �neff is change in the effective
refractive index and K is the Kerr’s constant (2.7 × 10−9 m V−2).

2.2 Micro-Ring Resonator and Silicon Photonics

Micro-ring resonator (MRR) works on the basic two concepts: (i) constructive inter-
ference and (ii) total internal reflection. MRR has four ports: input, through, add and
drop ports, as shown in Fig. 1. Add-drop filtering, symmetry of ring resonators will
be an advantage during the integration of optical devices.

In silicon photonics, a concept called silicon-on-insulator (SOI) is used, in which
silicon is placed on the top of silica layer. Placing the optical components over the
SOI has advantage that it will be less sensitive to noise. This arrangement can be
easily fabricated by available semiconductor fabrication method [5].
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Fig. 1 Micro-ring resonator
(MRR)

Fig. 2 8:1 Optical multiplexer forms three-input OLUT

3 Design and Implementation of OLUT and Optical
Memory

Optical memory has been developed for replacing the SRAM part of conventional
LUT during the development of OLUT. Existing OLUT has been designed using
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2:1 optical multiplexer and opto-electric switch. Opto-electric switch replaces the
SRAM part, since optical memories integration with developed 2:1 multiplexer has
a challenge in simulation.

3.1 Ring Resonator Design

Designing of the optical components is very challenging, since small modification
effects cause larger change in terms of output behavior. Relation between the ring
radius, wavelength and neff is given by the formula:

mλ = 2πneffR (2)

where m is the mode number, λ represents the wavelength to be used for the design
(1.55µm), neff is the effective refractive index depending on the material and dimen-
sions (measured index is approx. 2.65) and R is the radius of the ring. Micro-ring res-
onator is designed using lumerical finite-difference time domain (FDTD). In FDTD
wavelength can be found using frequency monitor. The laser input to the ring is
ranging from 1.45 to 1.65 µm.

3.2 Design of PN Micro-Ring Resonator

According to the opto-electric effect when the voltage is applied there is a change in
refractive index which in turn causes the shift in wavelength. As shown in Fig. 3, PN
junction [6] is developed around the ring with p substrate (cathode) and n substrate
(anode). The p and n substrates use the Al (aluminum) as the material. A voltage of
0.5 V causes the change in refractive index.

neff = F(V ) (3)

Equation (3) can be written as:

Fig. 3 MZI-based flip-flop [7]
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Fig. 4 a Default wavelength measured. b Shifted wavelength due to change in refractive index.
c Change in refractive index measured

�neff = λK E2 (4)

In Eq. (3) neff is a function of applied bias, which can be represented in terms of
electric field (E) as in Eq. (4). In Eq. (3), K is the Kerr constant (2.7× 10−9 m V−2)
[4], λ is the wavelength and �neff is the change in refractive index. PN junction [6]
MRR is placed on silicon, and the SiO2 layer is placed above the Si, and this forms
SOI. These substrates are used with thickness of around 8–10 µm.

3.3 Development of 2:1 Multiplexer and 8:1 Multiplexer
to Form Three-Input OLUT

Digital equivalent of multiplexer has one select line and two inputs. When select line
is at logic state ‘0’, then first input is selected; when select line is at logic state ‘1’,
then second input is selected. In case of optical 2:1 MUX select line is considered as
external voltage input and different wavelength is considered as logic state ‘1’ and
‘0’, as shown in Table 1 (Fig. 3).

Refractive index measured before applying the bias is 2.65113, and change in
refractive index of 2.65365 is measured after applying the bias voltage.

Developing 8:1 MUX involves integrating the developed 2:1 MUX according
to the proposed architecture. Different waveguide structures are used to reduce the
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Table 1 Interpretation of
wavelength into logic states

Wavelength Voltage input Logic states

λ1 (1.54355 µm) Without bias voltage (0 V) ‘0’

λ2 (1.49531 µm) Voltage (V1) ‘1’

transmission loss. The three main waveguide structures used are: (i) bent waveguide;
(ii) S waveguide and (iii) Y Combiner. Figure 2 shows the integrated 8:1 multiplexer
into OLUT. The S1, S2 and S3 are three select lines that chose the one input out of
eight inputs. These select lines are the voltage inputs indicating the logic states as
per Table 1.

3.4 Design of Optical Memories (Flip-Flops)

Flip-flop is the basic element of the memory. It is used to store single-bit data.
The digital flip-flop should be realized in optical domain to develop OLUT using
all optical components. Optical flip-flop development can be explored in two ways,
either by usingMach-Zehnder interferometer (MZI) or micro-ring resonator (MRR).

In this paper flip-flop using MZI has been simulated. MZI is developed using
optical components such as semiconductor optical amplifier (SOA) couplers [7].

This MZI-based optical flip-flop is developed and simulated in Opti-system and
the results are observed and shown in Fig. 5.

Fig. 5 a Under reset with default wavelength (1.5525 µm). b Under set condition with shifted
wavelength (1.4947 µm)
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Table 2 Comparison between existing OLUT and developed OLUT architecture

Properties Existing OLUT [3] Developed OLUT

Material used Silicon (Si) Silicon (Si)

Basic component Micro-ring resonator Micro-ring resonator

Power 10 mW [3] 5.3 × 10−10 W

Speed Can able to achieve till 100 GHz
with few limitations due to
electrical components [3]

Can achieve speed up to 500 GHz,
since it has optical waveguides

Wavelength As the number of input to the LUT
increases wavelength will increase
accordingly

Only two wavelengths are used to
interpret the logic states even when
the number of input to the LUT
increases

3.5 Comparison of Existing OLUT and Developed OLUT

See Table 2.

4 Results and Discussions

Ring resonator is designed for wavelength of 1.55 µm with input ranging from 1.45
to 1.65 µm. As shown in Fig. 4a, the default wavelength measured is 1.54355 µm
with the refractive index as 2.65113, which is considered to be in logic state ‘0’ when
bias voltage of 0.5 V (logic ‘1’) is applied, which produces the change in refractive
index of 2.65365; hence wavelength gets shifted to 1.49531 µm is considered to be
in logic state ‘1’, as shown in Fig. 4b. Figure 4c shows measured refractive index for
default condition and change due to the applied bias.

MZI-based optical memory has been simulated, and change in the state with
respect to reset and set inputs is as shown in Fig. 5a and b, respectively. Under the
reset condition output wavelength is found to be 1.5525µmwith logic state ‘0’; when
the set input is given to the design, output wavelength is found to be 1.4947 µmwith
logic state as ‘1’.

5 Conclusions

In this paper, we proposed an OLUT architecture and memory design, which can be
fabricated with existing semiconductor foundry. The designed OLUT consumes very
less space (approx. 20,000µm2) and less power (around 5.3× 10−10 W).MZI-based
optical memory has been simulated, and set and reset conditions have been observed.
Future development involves integrating optical memory into OLUT. Opto-electric
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switch can be replaced with optical memory to have better performance, and optical
pump beam-based flip-flop can be developed using micro-ring resonators.
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Automotive Crash Detection Using
Multi-sensor Data Fusion

M. S. Supriya and N. D. Gangadhar

Abstract The focus of this paper is the early detection of the frontal crash in auto-
mobiles, for the purpose of effective Airbag deployment decision, using information
frommultiple sensors deployed on-board, specifically accelerometer sensors located
on the vehicle engine and on the driver’s seat-belt. Measured acceleration signal data
streams from the sensors are fused, based on principles of Multi-Sensor Data Fusion
(MSDF), for faster detection of a crash. Adaptive Kalman filtering is employed
for simultaneous estimation of individual sensor data and their signal level fusion.
The proposed crash detection system is simulated in MATLAB and validated using
US-NHSTA (National Highway Safety Traffic Administration) automotive crash
datasets. For comparative evaluation, crash detection algorithms for individual sen-
sor data are also simulated and tested on the same datasets. The MSDF based system
resulted in faster crash detection when compared to single sensor systems.

Keywords Crash detection · Airbag deployment · Sensor fusion ·MSDF ·
Accelerometer · Automobile · Kalman filter · Adaptive Kalman filter · Change
detection

1 Introduction

Automobile accidents are an important socio-economic problem, they cost human
lives [1].Hence, theVehicle Safety System (VSS) is subject to increased attention and
has become prominent research area [6]. One of the challenges of VSS is the quick

The work reported here formed the basis for a Patent Invention Disclosure filed with India Patent
Office.

M. S. Supriya · N. D. Gangadhar (B)
Computer Science and Engineering, Faculty of Engineering and Technology,
M. S. Ramaiah University of Applied Sciences, Bengaluru, India
e-mail: gangadhar.cs.et@msruas.ac.in

M. S. Supriya
e-mail: supriya.cs.et@msruas.ac.in

© Springer Nature Singapore Pte Ltd. 2020
G. R. Kadambi et al. (eds.), Emerging Trends in Photonics, Signal Processing
and Communication Engineering, Lecture Notes in Electrical Engineering 649,
https://doi.org/10.1007/978-981-15-3477-5_19

149

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-3477-5_19&domain=pdf
mailto:gangadhar.cs.et@msruas.ac.in
mailto:supriya.cs.et@msruas.ac.in
https://doi.org/10.1007/978-981-15-3477-5_19


150 M. S. Supriya and N. D. Gangadhar

deployment of the airbag by detecting the crash early and accurately considering the
crash severity [2, 6, 10]. In airbag deployment systems, sensors play a vital role in the
evaluation of the crash severity for the arriving at the decision when and whether to
deploy the airbag [10]. The associated control system should recognise crash severity
and deploy the airbags during emergency within time [2, 10].

In recent past, Multi-Sensor Data Fusion (MSDF), wherein data from more than
one sensor is employed, has seen tremendous progress and application to a wide
variety of fields as it leads to improved measurement accuracy even in the presence
of severe interference noise [11].MSDF can be developed at signal or decision levels.
In signal level fusion, the sensor data is fused using the signals before being used for
control or decision making, whereas in decision fusion, independent control deci-
sions arrived using individual sensor data are combined. In the automotive domain,
MSDF based multiple object tracking and detection has been proposed for collision
or crash avoidance [8]. MSDF for crash detection (or crash sensing) has hardly
been investigated; to the best of our knowledge [6, 16], are the only works which
employed MSDF for decision level data fusion. Majority of crash detection/sensing
algorithms employ single sensor, mostly an accelerometer. When single sensor is
located on vehicle to detect the crash, there are chances of sensor sensing resulting
in wrong crash detection or failure to detect the crash. In order to predict or detect
crash more effectively, more than one sensor may ben employed. Hence, MSDF has
the potential to increase the efficiency of the crash detection by using more than one
sensor. The sensormeasurements can be fused to detect the crash early and accurately
to deploy the airbag in time.

Research on Crash Sensing/Detection [2, 9], Collision Sensors [4, 13], Airbag
Deployment [2, 7, 10], Adaptive Kalman Filtering for MSDF [5, 15] and Multi-
Sensor Data Fusion [4, 8, 15] laid the foundation for this work. References [2, 3]
discuss different automotive crash sensing techniques and airbag deployment. In [5],
an Adaptive Fuzzy Logic System is developed to tackle the divergence of a Kalman
filter under coloured noise used for robot navigation. Kalman gain fusion using
Adaptive Kalman Filter is shown to be efficient compared to data fusion under data
loss by [15]. Reference [8] demonstrates that signal level fusion of the sensor data
resulted in improving the overall tracking accuracy by decreasing the false positives.
In [6], decision level fusion for frontal crash detection for airbag deployment deci-
sion is proposed. Sangorrin [14] presents an automatic emergency braking system
used during frontal collision avoidance and shows that high robustness in object
detection can be achieved using MSDF. This work shows the potential of MSDF for
situational awareness and decision fusion. MSDF using the Magneto-Resistive and
Sonar sensors for imminent collision detection in cars to measure velocity, position
and orientation in [17] shows that MSDF can be employed for reliable proximity
estimation. Time-to-collision estimation prediction is carried out by using different
out-of sequence algorithms in [18], wherein crash prediction is carried out using
MSDF.

It can be concluded that most of the implemented crash sensing systems use single
sensor (accelerometer), MSDF has potential to improve the accuracy and efficiency
of automotive control system. With almost all of the papers employing MSDF focus
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on crash prediction or collision avoidance, estimating the time to collision, there is
a need for investigating its use in improving crash/collision detection performance.
In the present work, signal level MSDF is developed for efficiently detecting the
crash in automobiles for early airbag deployment in the event of a crash. It deals with
frontal crash detection to help in the rescue of the driver by faster airbag deployment
during crash.

The rest of the paper is organised as follows: Sect. 2 presents the development of
the crash sensing system. Results from the validation of the system are presented in
Sect. 3. Finally, the Conclusions section draws pertinent conclusions based on the
work and discusses potential future directions.

2 MSDF Based Crash Detection System Development

The block diagram of the proposed crash detection system is shown in Fig. 1.

Sensors The electronic sensors used to develop the system are

1. Accelerometer on vehicle measuring vehicle acceleration or deceleration
2. Accelerometer on seat-belt, measuring acceleration or deceleration of human

(driver).

System Dynamics The evolution of the position, velocity and acceleration of the
automobile is given by (with the time step being normalised to unity)

pk+1 = pk + vk + 0.5ak, vk+1 = vk + ak, ak+1 = 1.5ak (1)

where the last equation is empirically derived based on the deceleration dynamics
from crash test data. With the state defined as xk = (pk, vk, ak)T , the linear dynamic
model of the system is given by xk+1 = A xk , with A being the State Transition
Matrix. Since the accelerometer sensors measures only the acceleration part of the
state, the output/measurement equation is yk = Cxk, C = (0, 0, 1)T . The system
evolutionary process noise and measurement noise are assumed to be zero mean
additive white Gaussian whose variances are, respectively, Q and R.

Kalman Filter Design and its Tuning Owing to the linearity and additive white
Gaussian noises, Kalman Filter is the optimal filter to estimate the system state. The
Kalman Filter is tuned by choosing the process and measurement noise co-variances

Fig. 1 Block diagram of sensor data fusion system
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using test data. Due to the high uncertain dynamics during crash, the process noise co-
variance Q is to be set a high value (equal to 6.5) and measurement noise co-variance
R is relatively set a low value (equal to 1).

Crash Detection Algorithm using Sensors Individually The measured crash test
data of the sensor will be passed to theKalman Filter tuned for that sensor. The output
of the Kalman Filter is the estimated values of position, velocity and acceleration of
the vehicle. The estimated acceleration is then passed to change detection algorithm.

Crash Detection Algorithm using Signal Level Multi-Sensor Data Fusion The
crash detection algorithm using signal level fusion of accelerometer measurements
using MSDF. The measured crash test data of accelerometer sensors on the vehicle
and the seat-belt of the driver are passed to individual Kalman Filters to filter the
noise and estimate the state of the vehicle. A Kalman filter based MSDF [15] is
employed for signal level fusion of the accelerometer measurements to obtain a
single acceleration sequence data. This is achieved by subtracting the estimated
vehicle acceleration from the estimated acceleration of the driver seat-belt. This
difference gives the error which is then used to correct the measured crash test data
of the vehicle acceleration by a multiplication factor based on the prediction of co-
variances of both the sensors. The corresponding Kalman update equation, adapted
from [15], is

X fused = (P1(P1 + P2)
−1)(X1,estimated − X2,estimated) (2)

The resultant fused acceleration is then passed to the change detection algorithm
setup to detect the crash based on the threshold fixed.

ChangeDetectionAlgorithmCUMSUM(Cumulative Sum) algorithm is used as the
change detection algorithm to detect the change in the estimated state of the system.
The output of the Kalman Filter estimation of the signal is passed to the CUMSUM
with an appropriately chosen threshold to detect the crash. TheCUMSUMrepeatedly
checks if the signal crosses the threshold set, given the time at which the crash is
detected. The airbag control unit must be triggered or signalled to be deployed to
protect the driver during crash. The time at which the signal changes is the time the
crash is detected. If crash is detected, airbag control unit can be triggered to deploy
the airbag immediately. As long as the crash is not detected, airbag is not deployed.

Crash Detection Thresholds The deceleration ranges employed in some real-life
vehicle models for crash detection [10] are used to determine the thresholds for the
crash detection algorithms. The thresholds fixed are tabulated in Table1.

ImplementationAll the algorithms anddata processing functionality is implemented
and simulated in MATLAB.
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Table 1 Crash detection thresholds

Sensor Threshold g units (m/s2)

Accelerometer on vehicle −7.85g (−76.93)

Accelerometer on seat-belt (Driver) −1g (−9.8)

Fused sensor acceleration −2.85g (−27.93)

3 Results and Discussion

The validation is carried out for two measured frontal impact collision crash test
datasets from National Highway Traffic Safety Administration (NHTSA), the gov-
ernment agency of U.S. [12]. The results of MSDF obtained from one of the datasets
are shown in Figs. 2 and 3. The plots contain measured and estimated data from
vehicle accelerometer, driver seat-belt accelerometer and the acceleration estimated
using MSDF, CUMSUM of the fused acceleration for crash detection and airbag
deployment decision.

The time taken for crash detection using the measurements of accelerometer on
the vehicle, accelerometer on the driver seat-belt and fused acceleration are tabulated
in Table2. The table also gives the relative gain in efficiency (in %) of the MSDF
algorithm with respect to the fastest single sensor based crash detection time. It can
be observed that the MSDF based crash sensing algorithm provides faster detection
of the crash when compared to vehicle accelerometer based on its performance
on the crash datasets tested. From the plots, it is clear that the CUMSUM based
change detection helps in more reliable detection in the presence of high noise clutter
accompanying the accelerometer measurements during the crash.

-0.02 -0.01 0 0.01 0.02 0.03 0.04
-200

-150

-100

-50

0

50

100

150

Time (s)

Ac
ce

le
ra

tio
n 

(m
/s

^2
)

Measured
Estimated

Dataset2: Vehicle Acceleration

-0.02 -0.01 0 0.01 0.02 0.03 0.04
-15

-10

-5

0

5

Time (s)

Ac
ce

le
ra

tio
n(

m
/s

^2
)

Measured
Estimated

Dataset2: Driver Acceleration

Fig. 2 MSDF based crash detection: individual sensor estimation
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Fig. 3 MSDF based crash detection: fused signal based detection

Table 2 Crash detection performance

Measurement Detection time (s)

Dataset2 Dataset1

Accelerometer on vehicle 0.0345 0.0235

Accelerometer on seat-belt 0.0310 0.0320

Fused sensor acceleration 0.0140 0.0222

Relative gain 59.42% 5.53%

4 Conclusion

An automobile crash detection algorithm using Multi-Sensor Data Fusion is devel-
oped which combines data from accelerometers on the vehicle and driver’s seat-belt.
Kalman filters are employed for estimation of the measurement values from noisy
data as well as for signal level fusion. CUMSUMbased change detection is employed
for reliable change detection. MSDF based crash sensing using signal level fusion
of two accelerometers reduces the crash sensing time when compared to the sensing
using only one accelerometer. The work can be used as a basis for the development
of a new class of crash detection systems for automobiles and other vehicles based on
Multi-Sensor Data Fusion which has the potential for efficient and reliable detection
of a crash.

The work can be extended in several directions: The fusion algorithm can be used
to develop an embedded system incorporating actual sensors and actuators. The
trade-off between the crash efficiency and reliability needs to be investigated. The
paper deals with the frontal crash which can be extended to determine the side impact
by using suitable sensors. To increase the system accuracy in detecting automobile
crash, more than two sensors can be fused.
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Optical Micro-ring Resonator
for Detection of Carbon Dioxide Gas

Karanam Pallavi Koushik and Sathish Malathi

Abstract A simulation model of a polymer clad micro-ring resonator gas sensor is
proposed. The designed sensor detects carbon dioxide gas. Ring resonator of 11 µm
radius is designed with strip waveguide on SOI substrate. Sensitivity of the sensor
is calculated and ppm levels are validated with an existing fabricated sensor. The
resonant wavelength shift is observed as 0.96 pm with the designed specifications
wherein the range of ppm levels is 200–500. Based on the wavelength shifts, the ppm
levels are validated with the existing fabricated sensor.

Keywords Micro-ring resonator · Resonant wavelength shift · Silicon on insulator
(SOI) · Sensor

1 Introduction

In recent years, integrated optical sensors emergedwith an immense usage due to var-
ious reasons such as their immunity to electromagnetic interference, high sensitivity,
compactness, and compatibility for fiber networks [1]. Detection of gases using a
sensor is a challenging task. The basic gas-detecting methods include Metal Oxide
Semiconductor (MOS), carbon nanotubes, conducting polymers,moisture-absorbing
materials, optical methods, calorimetric, etc. [2]. Conventional MOS sensors require
pre-heating to sense gas molecules. Hence a conducting polymer-based gas has been
chosen for the simulation of the proposed work. Similarly, the sensing methods used
in optical sensors are classified as refractive index sensing, absorption sensing, and
fluorescence sensing, and out of these the most commonly used method is refractive
index sensing [3]. In this paper, we propose a compact Silicon-On-Insulator (SOI)
micro-ring resonator-based gas sensor. The sensor is designed to detect the carbon
dioxide gas with the chosen conducting polymers.
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2 Theory

2.1 Micro-ring Resonator

Micro-ring resonators are optical structures having numerous applications such as
add-drop filters, optical switches, WDM multiplexers and also have attractive fea-
tures toward sensing applications. A basic micro-ring resonator consists of a ring
waveguide as the resonant cavitywhich is closely coupledwith one or two straight bus
waveguides which are serving as input and output [4]. Integral multiple of input opti-
cal signal referred to as the resonantwavelength (λr ), that satisfies the condition given
in (1), gets coupled into the ring through evanescent coupling phenomenon. Optical
signal undergoes light enhancement due to constructive interferences appearing only
at these wavelengths [5].

mλr = 2πηeffR (1)

where m = order of resonance, λr = resonant wavelength, ηeff = effective refractive
index of the mode, and R = radius of the ring.

The simulated model of the sensor ring-resonator consists of polymer-sensing
layers to sense chemical compounds in a gaseous environment.

2.2 Choice of Material

The principle involved in sensing the gas is when the gas is passed then there will
be a change in the refractive index of the coated polymer which results in shift in
the resonant wavelength. A change in the refractive index of the medium of the
waveguide is a must when it interacts with the analyte, which can be achieved by
the suitable selection of functional material which hence exhibits the property of
change in refractive index upon interaction with physical or chemical properties.
The functional material also imparts selectivity to the sensor if it reacts only to the
target analyte [6]. Suitable polymer which is compatible is chosen for the gas and is
coated upon the ring resonator with few nm thickness.

Conducting polymers such as Poly Aniline (PAni), polypyrrole, Poly Methyl
MethAcrylate (PMMA), Poly Hexa Methylene Biguanide (PHMB), and polythio-
phene have been extensively studied and used for fabrication of chemical sensors as
well as detection of toxic gases. The polymer selected for detection of CO2 gas is
PHMB [6].
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3 Design

The waveguide selected for designing both bus/straight and ring waveguides is strip
waveguide.

3.1 Strip Waveguide Design

The strip waveguide has a dimension of (W × H) 500 nm × 220 nm that supports
single mode at a wavelength of 1550 nm. The silicon and silicon dioxide form the
core and cladding whose refractive indices are 3.467 and 1.44, respectively. The
single-mode condition of strip waveguide is given by (2)

W× H < 0.13µm2 (2)

3.2 Ring Resonator Design

The ring resonator designed has a radius of 11 µm. The ring resonator is coated
with polymer of 240 nm thickness and the gap between ring and bus waveguide is
maintained as 50 nm. The schematic of an optical micro-ring resonator is as shown
in Fig. 1.

The simulations are carried out in LumericalTM FDE solver. Evanescent field of
an integrated optic bent waveguide is essential for sensing application [7]. The simu-
lation model of a ring resonator has been shown in Fig. 2a. The output is measured at
the port. The resonant wavelength shift without andwith polymer coating is observed
and tabulated, and the shift is shown in Fig. 2b.

Fig. 1 Schematic of optical
micro ring resonator

radius (R)

input throughgap (g)
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Fig. 2 a Simulation model of an IOMRR. b The resonant wavelength shift with/without polymer
coating

4 Results and Discussion

The values are tabulated for wavelength shifts, and the ppm levels are validated with
the reference paper [6]. Based on the resonant wavelength shift, the ppm levels are
calculated by varying the refractive index of the coated polymer (Tables 1 and 2).

The developed simulation model serves as a reference for MRR-based gas sensor
with a polymer coating. By extrapolating the results, one can determine the change
in the refractive index of the polymer which reacts with gas molecules. Comparison

Table 1 The resonant wavelengths and shift in the ring resonator

Radius (µm) Resonant wavelength (nm) Resonant wavelength
(�res) shift in (pm)Without polymer coating With polymer coating

11 1.51327 1.51321 0.96

Table 2 Resonant wavelength shift with respect to refractive index change of the material and gas
concentration

S. No. Refractive index (ï) Resonant wavelength shift
(��res) in pm

CO2 concentration levels
(ppm)

1. 1.48 1.91 524

2. 1.49 1.72 434

3. 1.50 1.53 366

4. 1.51 1.53 366

5. 1.52 1.34 328

6. 1.53 1.15 262

7. 1.54 0.96 215
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Fig. 3 Plot of calculated resonance wavelength shift versus CO2 gas concentration. Blue line
represents experimental results where red line represents simulation results

between the developed sensor’s response and a published experimentalwork is shown
in Fig. 3.

Acknowledgements This research publication was supported by funding from Space Applications
Centre (SAC) ISRO under RESPOND scheme. Authors extend their gratitude to Dr. Parul Patel,
Mr. Dheeraj Adlakha, and Ms. Ankita Patel of SAC-Ahmedabad for the support.

References

1. PassaroV,Dell’Olio F,DeLeonardis F (2007)Ammonia optical sensing bymicroring resonators.
Sensors 7(11):2741–2749

2. Liu X, Cheng S, Liu H, Sha H, Zhang D, Ning H (2012) A survey on gas sensing technology.
Sensors 12(7):9635–9665

3. Sathish M, Raghunath U, Srinivas T (2010) Ultra-compact SOI micro rings for sensing
applications. In: 2010 photonics global conference

4. Chao C-Y, Jay Guo L (2006) Design and optimization of microring resonators in biochemical
sensing applications. J Light Technol 24(3):1395–1402

5. MezianeF,RaimbaultV,HallilH, Joly S,ConédéraV,Lachaud J-L,BéchouL,RebièreD,Dejous
C (2015) Study of a polymer optical microring resonator for hexavalent chromium sensing. Sens
Actuators B Chem 209:1049–1056

6. Mi G, Horvath C, Aktary M, Van V (2016) Silicon microring refractometric sensor for
atmospheric CO 2 gas monitoring. Opt Express 24(2):1773–1780

7. Aditya V (2007) Analysis of integrated optic micro ring resonators and arrays



Design and Development of Fuel
Efficiency Monitoring System

S. Raval Parth and D. Sagar

Abstract Automotive Research Association of India (ARAI) is one of the pioneer
testing bodies administered by Indian government to evaluate the emissions and fuel
efficiency using empirical formulas through Indian Driving Cycle (IDC) test. But
based on real-time environment testing, the values rarely match; in this work, fuel
efficiency monitoring system is being developed to calculate: fuel efficiency based
on load applied on vehicle, speed of the vehicle, tire pressure, road type, road traffic
conditions, power management system, and possible distance coverable, based on
the fuel level. Developed system is the result of fusing software simulation and
hardware components in LabVIEW graphical coding language where Arduino UNO
is embedded into the system as hardware data acquisition component. The function
of fuel efficiency-monitoring system is to monitor the fuel present in fuel tank and
based on the input from load sensor, type of road conditions, traffic conditions, power
management, calculate the efficiency of the fuel, and mileage of the vehicle at given
instance of time. Based on the results obtained, calculated value from simulation
setup deviates by 5.49% by set standard values. And comparative analysis of derived
value from simulation and real-time tested values acquired from the Honda Jazz vx
(diesel) gives the results with an accuracy of 94.51%.

Keywords Fuel efficiency · LabVIEW simulation · Real-time environment

1 Introduction

More demand for the vehicles with new features as well as good fuel efficiency also
affects the market value of the vehicles. By introducing new techniques for improve-
ment to existing systems, it includes more parameters to get reviewed. Calculating
exact fuel efficiency and improved mileage is not easy to define. Without testing new
methods in simulation, it is not a realistic approach to implement directly in real time.
From the problems and challenges introduced in previous works and existed systems,
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it is necessary to come up with newmethods which can focus on fuel efficiency from
the parameters which mainly affect the performance of vehicle like total load, speed
of the vehicle, tire pressure conditions, road conditions, etc. Instead of focusing on
the hardware changes by analysis of existed system performance, it is possible to
improve the fuel efficiency and can predict the mileage of the vehicle at that instance
of time. Analysis can be done by measuring all parameters and readings of some test
results.

2 Background

Fuel efficiency of vehicle needs to be improved for today’s era due to less amount of
fuel available compared to the number of vehicles in the world [3, 5]. Some of the
researchers also did some study on different factors which affect fuel efficiency at
some significant level. As given in [1], author studied existed methods to measure
wheel slip for off-road vehicles only. In that author used hall sensor and magnetic
rings to improve efficiency and achieved 32% of improvement in fuel efficiency.

Relationship between speed of vehicle and fuel consumption will be directly
proportional [2]. If speed is S, fuel consumption is Fc, and fuel efficiency is Fe, then
it will give

S ∝ Fc ∝ 1/Fe

Load on the vehicle plays an important role in varying the fuel efficiency. As
more amount of load is applied on the vehicle, the fuel consumption increases [4].
Therefore the relation between load on the vehicle (L) and fuel consumption can be
defined as follows:

Fc ∝ L

Driving strategy also affects the efficiency to some extent [6]. As driver should
maintain his behavior during driving the vehicle, it is more important to switch
between gears and apply brakes or clutch at correct time of action.

Efficiency of fuel is not easy to define. The traditional approach to calculate fuel
efficiency is just based on the distance traveled by the vehicle in the unit amount of
fuel that can be either gallon or liter. It can be defined as follows:

Fuel efficiency = Distance (kms or miles)/(liter or gallon)
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Fig. 1 Low level block diagram of the system

3 Design of the System

To design the system proposed based on defined specifications, it is required to
design block diagrams, system flow charts, and schematic diagrams for hardware
connections.

Fuel efficiency-monitoring system block diagram shows basic idea about how
subsystems are connected with each other. Fig. 1 shows block diagram with subsys-
tems. All concerned parameters taken for the calculations of fuel efficiency of the
vehicle are displayed in the diagram.

Based on designed block diagram as shown in Fig. 1, hardware components are
selected and schematic is drawn as shown in Fig. 2.

4 System Implementation

After designing the system, it is implemented with designed setup of hardware and
selected software tool. In this section, hardware setup and software scripting with
required GUI is implemented.

4.1 Hardware and Software Implementation Setup

Fig. 3a shows the hardware setup for the proposed system, based on the proposed
design, giving a clear idea about how system hardware is connected with different
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Fig. 2 Schematic diagram of the system

Fig. 3 a Hardware setup of fuel efficiency monitoring system. b GUI for Load and Speed sensor
results. c GUI for PMS sensor results
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sensors. In this system, to get analog inputs continuously, potentiometers and load
sensors are connected with Arduino UNO.

Based on the designed system and hardware schematics, GUI is developed to
represent the sensor data flow, and subsequently results are generated based on the
individual input.

GUI is designed on the LabVIEW platform. Fig. 3b represents the subsystem
that can acquire the data from two sensors mentioned in the model developed, and
Fig. 3c represents the subsystemwhich can simulate andmonitor PowerManagement
System (PMS).

4.2 System Logic Implementation

Based on the literature survey and background study, the logic of the system is being
developed. Fig. 4a represents the logic schematic that handles ports and opens the
channel for interaction between the software and hardware, in addition, initiates
hardware to connect and transfers collected data from serial port to LabVIEW.

Figure 4b shows the logic for power management and tire pressure influence on
fuel efficiency of the vehicle. And Fig. 4c shows the logic to calculate the efficiency
of the vehicle based on load of the vehicle with an appropriate scale down ratio.

Fig. 4 a Logic for data collection using LINX. b Power management and Tire pressure. c Fuel
efficiency for Load applied on the vehicle
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Fig. 5 a and b Load and tire/power management based fuel efficiency output graph. c and d Force
resistive load and speed based fuel efficiency output graph

Fig. 6 Comparative analysis
of standard and actual
mileage graph

4.3 Real-Time Date Log

Snippet 1 shows the data collection from the real-time testing in different scenarios.
Nine hundred and seventy-two different test cases were conducted to get the closest
real-time fuel efficiency of the mentioned model.
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Snippet 1 Data log for real time fuel efficiency of a vehicle

5 Results and Discussion

To calculate theoretically the readings for comparative analysis consider load sensor
fuel efficiency and speed sensor efficiency obtained from the system simulated in
LabVIEW. Final fuel efficiency for the maximum speed and load can be given as
follows:

Fuel efficiency = ((18.2 + 12.74))/2 = 15.47 km/ltr.

Fig. 5a–d shows the fuel efficiency of the vehicle based on the given parameters
and how this parameter influences the efficiency of the fuel for a given model.

6 Conclusion and Future Work

The fuel efficiency got reduced and actual fuel efficiency is less than standard defined
fuel efficiency. The comparison graph is shown in Fig. 6 for the real-time acquired
data and standard mileage data defined by companies. It shows the deviation of the
obtained result from the standard values by 5.49%. So the accuracy matches the
standard calculation by 94.51%.

It is an important aspect to consider the future expansion of any developed work
and to concentrate on future scope of the implemented work. Some future extensions
can be considered for the developed fuel efficiency system as follows:

• More parameters can be considered to improve the accuracy of the system.
• In real time, data like angle of road can be considered by using more appropriate

sensors to make system prototype more real time.
• As no data were fetched from the engine, which can be acquired from On-Board

Diagnostics (OBD), integrating these data with the developed system will result
in better results for fuel efficiency monitoring.

• In this paper, the scope was restricted to the monitoring of fuel efficiency which
can be further extended for actuation process for improving the fuel efficiency.
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Design and Development of Prognosis
Based Body Monitoring and Reporting
System Using Time Series Analysis

Pari Patel, D. Sagar , and Nithin Rao

Abstract In today’s increasingly busy world, people hardly have any time to look
after their health conditions which leads to ignoring routine checkups which help
in diagnosing the health conditions and keeping updates on current condition of the
body.Day by day, death ratio is at a high pace because of delay in treatment due to lack
of infra-structure in science and technology to identify and take corrective action for
any disease, one of the paradigms that can use the IoT to improve the human lifestyle.
This proposed work presents that IoT-based system is able to collect the sensors data
of user’s heart rate and from that it will help in predicting the value for prognosis
usingARMAmodel time series analysis. Based on prognosis, condition, abnormality
and criticality rates are calculated and notified through E-mail to personnel health
consultant.

Keywords Body monitoring and reporting system · IoT · Time series analysis ·
Prediction · Embedded system · Cloud

1 Introduction

Health monitoring plays an important role in e-health care system [1]. Body mon-
itoring system deals with the body parameter and vital signs of patients with the
help of biomedical sensor. Sensor-based embedded system measures different body
parameters like heart rate (HR), blood glucose, blood pressure (BP), temperature,
etc. Body diagnosis is the method of understanding diseases, disorders, or problems
by detailed analysis of the background history with the currently achieved results [2].
Prognosis in the system comprises the situation where the patient’s vital signs are
monitored and based on the reading acquired, predictions are done on whether the
patients is going to continue to be in healthy condition or detroit to critical condition
within the predicted duration of time. The data collected through the experiment can
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be used for better analytical accuracy, prior notification or detection, and reducing
cost in overall health care.

2 Background Theory

2.1 Internet of Thing (IoT)

Internet of Things is a concept in which various devices are connected with each
other by different available resources and techniques to exchange the real-time data
[3]. Internet of things integrates hardware and software platforms to allow full com-
munication between M2M (machine to machine) and M2C (Machine to Cloud) for
transferring the data which improves health care for patients. Health monitoring sys-
tem based on IoT enhances the performance of biomedical instrument by allowing
real-time sensor data which leads the system to reduce the error in the process of
diagnosis and prognosis treatment of a patient.

2.2 Cloud Storage

Cloud storage service is mainly used to effectively manage huge real-time data and
decide upon the ownership of data, real-time response, stored large amount of struc-
tured and unstructured physiologicalmedical history data of the patient with a precise
database concerning each patient [4]. Data storage and analysis will be a challenge
when the whole world will be connected with Internet of Things technology [5].

2.3 Embedded System

System integrated with software to control the hardware to perform specific objec-
tives is term as embedded system. In healthcare center, embedded system helps in
accurate diagnosis of disease symptoms. Smart, trivial, and powerful monitoring
devices ambitious by embedded technology and connected with the help of IoT are
helping these people monitor and treat their health conditions. Embedded systems
have managed to revolutionize the healthcare industry.
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2.4 Time Series Analysis

Time series analysis is collection of huge number of data within a uniform time
interval and analyses of the same to predict the change that will happen in future
condition. It is used in copious field such as economics, pattern recognition, biomet-
rics, etc. This process is applied in a wide range of spheres where the predicted value
is helpful in many ways to take future decision.

In this proposed developed prognosis based body monitoring and reporting
system, choose Autoregressive–moving-average (ARMA) model for analysis and
prediction to get accurate predicted data [6].

The data series of patient’s concentration over a time is considered as a random
time series.

Xt =
p∑

j=1

a j Xt− j +
q∑

j=1

b jεt− j + εt

Current and future reading of pulse rate can be expressed as a previous pulse rate
data with ARMA model [1].

Xt indicates the pulse rate at current time instant t, Xt−k is the previous reading of
k time-units before current time t, a1, a2, a3,…, ap are the p order of autoregressive
coefficient and b1, b2, b3,…, bq are the q order of moving average coefficient, and Et
is the white noise.

3 System Design and Architecture

Figure. 1a, b represents the system level block diagram and flow chart of the system
which measure the data from user’s body with different biomedical sensors attached
as an input stage. Furthermore, the datawill get fetched and sent over cloud to create a
history of data. If the user is encompassed inWi-Fi range of raspberry pi connectivity,
it will transmit the data directly to Raspberry Pi board through NodeMCU v0.9. In
the next stage, ECU as a Raspberry Pi board is configured using LINX toolkit with
IP address with LabVIEW. Control unit of the system fetches data and feeds it to
LabVIEW for further analysis and predicts the future condition of users. All history
of the patient data will be stored over a cloud. From the predicted value and prognosis
condition of the patient, we can identify the abnormality of the disease and calculate
the criticality data rate and notify the user and their relatives and also alert themedical
health care consultant for the criticality issue through E-mail.

Important tools required for Software Simulation Setup are as follows:-

• Python Language
• Embedded C with Arduino IDE
• LabVIEW (Laboratory Virtual Instrument Engineering Workbench).
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(a) (b)

Fig. 1 a System block diagram. b Flowchart of system design

4 System Implementation

4.1 Hardware and Software Implementation Setup

Figure 2a, b shows the overall physical model of the system that the user will be
working within this experiment.

Fig. 2 a Hardware setup. b Software setup of system developed
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(a)

(c) (d)

(b)

Fig. 3 a–d System implementation code

4.2 System Logic Implementation

Figure. 3a–d shows the logic design of the system designed in LabVIEW, GUI
designed for ARMA modeling, and prediction for heart rate analysis. Reverse and
forward coefficient used for the IIR filter will be set according to our real-time data
series for filter design. Filter X shows the array of filtered samples as output. High-
order AR method is used in ARMA modeling and prediction analysis because it
gives high accuracy than Yule–Walker and polynomial methods for univariate time
series data. ARMA order is a combination of AR and MA coefficients and it can
be set according to our application requirement of prediction series. AR and MA
coefficient values should be greater than or equal to zero and AR coefficient order
is greater than MA coefficient order. Estimated AR and MA coefficients are used
for predicting future value of prognosis condition. Standard deviation gives the error
between original data and each predicted value.

5 Results and Discussion

Figure. 4a, b shows the results obtained from analog signal collected from pulse
sensor. Real-time data feed to LabVIEW for analysis through NodeMCU module.
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Fig. 4 a Pulse sensor values. b Prediction series result

6 Conclusion and Future Work

The system is able to identify the disease issue by analyzing collected real-time data
from sensors using ARMA model and detect the critical condition of a particular
disease and notify patients and registered medical experts as shown in Fig. 5.

It is an important aspect to consider the future expansion of any developed work
and to concentrate on future scope of the implemented work. Some future extensions
can be considered for the developed prognosis and diagnosis based body monitoring
and reporting system as follows:

• System can import more than one vital sign parameter included in the developed
system.

• In future work, system can provide solution for the avoidance of the critical state.
• Scalability and accuracy can be improved by implementing new algorithm for

gateway medium.

Fig. 5 Comparative analysis between ARMA model and real-time data log
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Analysis of Routing Protocol
Performance for V2X Communication

R. Priya, R. Nithin Rao , and K. R. Narasimha Murthy

Abstract Exchange of data from a vehicle to another object/personwhich affects the
vehicle is known as vehicle-to-everything (V2X) communication. One of the major
decisions that has to be taken during the design of new routing protocols for V2X
is whether the route discovery will be done reactively or proactively. We envisage
that specialized routing protocols will be able to use the special features of V2X
more effectively. This paper compares the proactive and reactive approaches to route
discovery in V2X communication. We have performed this comparison using two
well-known protocols used extensively for mobile ad hoc networks (MANETs): Ad
hoc on-demand distance vector (AODV) protocol, which is a reactive protocol and
direct sequence distance vector (DSDV) protocol, which is a proactive protocol. Both
of these compute routes based on distance vector principles. Based on the results of
the simulation presented previously, it is evident that DSDV is a better choice than
AODV for V2X communication. While it may not be feasible to use DSDV directly,
it may serve as a good starting point for developing routing protocols exclusively for
V2X communication.

Keywords Routing in V2X · Vehicular ad hoc networks · Proactive and reactive
route discovery

1 Introduction

Vehicular ad hoc networks (VANETs) are ad hoc networks where the communicating
nodes are vehicles. This application has been made possible by the tremendous
development in the electronics of a typical automobile, right from multiple sensors
to powerful processors. This development has enabled a plethora of applications
such as safety, traffic efficiency, driver assistance, infotainment, and urban sensing
[1]. However, it is worth noting that in most cases VANETs are restricted to vehicle-
to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication. Because of
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this, generic ad hoc routing protocols such as those presented in [2, 3] can be a good
starting point for development.

Exchange of data from a vehicle to another object/person which affects the
vehicle is known as vehicle-to-everything (V2X) communication. It can be fur-
ther distributed into explicit types centered on the requirements such as vehicle-to-
infrastructure (V2I), vehicle-to-vehicle (V2V), vehicle–to-pedestrian (V2P), vehicle-
to-device (V2D), and vehicle-to-grid (V2G) communication [4]. V2X plays a vital
role in autonomous driving; earlier it was implemented using wireless access in
vehicular environments (WAVE) later on IEEE 802.11p was set for the local wireless
communication.

1.1 Routing in V2X Communication

For a typical V2X system, the routing protocol is of tremendous significance because
of the inherent heterogeneity involved. Typically for ad hoc networks, routing can
be broadly classified as proactive or reactive, based on the time at which routes
are discovered. There are other classifications too, but we choose to ignore them to
restrict the scope of our work.

The remainder of this paper is organized as follows. The next section presents the
related work done in this domain while the subsequent section details the formation
of a V2I network using network simulator-2 (ns2) and introduces the different types
of communication links it has. Section 4 details the results of the simulation analy-
sis and Sect. 5 concludes our paper, making recommendations and suggestions for
enhancement.

2 Related Work

This section presents an overview of the quantum of work done with respect to
routing in VANETs. Most V2X communication uses the same protocols; this is
because VANETs can be envisaged as a subset of V2X communication.

One of the important areas of research in routing protocols for VANETs has
been the performance analysis of ad hoc routing protocols for VANETs. Some of
the literature such as [5–7] talk about the comparison of AODV with other routing
protocols and also enhance the AODV protocol to increase its efficiency in VANET
scenarios.
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One of the major distinguishing characters of VANETs is the somewhat pre-
dictable nature of the road and the availability of geographic information. From this
starting point, many geo-location-based and road information-based protocols were
proposed for VANETs. Some examples of such protocols are presented in [8–10].

2.1 Trends in V2X Communication and Theme of Paper

An overview of the research in V2X communication throws up an interesting aspect.
Most of the work done in V2X is focused on the applications of it, such as congestion
avoidance, intersection safety, and reduced traveling time. This is shown in Refs.
[11–13].

Even though, as stated previously, VANETs are considered a subset of V2X, it
is our opinion that there can be specialized routing protocols for V2X. One of the
major decisions that has to be taken during the design of new routing protocols is
whether the route discovery will be done reactively or proactively. We envisage that
specialized routing protocols will be able to use the special features of V2X more
effectively, such as V2P, V2D, and V2G. As it stands, such efforts are few and far in
between, as shown by the work done in [14–16].

This paper compares the proactive and reactive approaches to route discovery in
V2X communication. We have performed this comparison using two well-known
protocols used extensively for mobile ad hoc networks (MANETs): Ad hoc on-
demand distance vector (AODV) protocol, which is a reactive protocol, and direct
sequence distance vector (DSDV) protocol, which is a proactive protocol. Both of
these compute routes based on distance vector principles.

3 Design of the V2X System

This section presents the design of the V2X system created using ns-2 [17]. We have
also indicated the types of applications the V2X system can be used for and the
simulation parameters.

3.1 Design of the V2X System

Figure 1 demonstrates the network setup for the V2X communication in network
simulator. In this scenario, a route is assumed which has several different vehicles
moving to the desired destination. These vehicles will be equipped with an on board
unit (OBU) which helps in communicating with the corresponding vehicle, road side
unit (RSU), devices, or pedestrians.
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Fig. 1 The V2X system

A normal traffic condition is assumed in the scenario where the vehicles deliver
their information to the nearby RSU which will have all the details regarding the
vehicle.

3.2 Flowchart

Figure 2 shows the flowchart that represents the different types of messages that the
V2X system can handle. Table 1 presents the various simulation parameters.

4 Simulation Results

This section presents the results of the simulation.Wehave evaluated the performance
of the protocols based on packet delivery ratio (PDR) and the number of packet drops.

Figure 3 presents the performance of the protocols as mobility increases. We can
see here that DSDV outperforms AODV by delivering more packets. DSDV suffers
from more packet drops.

Figure 4 presents the performance of the protocols as the size of the packets
transmitted increases. Here too, DSDV is more efficient than AODV, delivering a
comparatively higher PDR.
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Fig. 2 Flowchart showing the different messages

Table 1 Simulation
parameters

Routing protocol AODV, DSDV

Number of nodes 19

Simulation time 20 min

Packet size 250–1024 bps

Mobility 0–20 Kmph

Traffic CBR

MAC layer IEEE 802.11p

5 Conclusion and Future Work

Based on the results of the simulation presented previously, it is evident that DSDV
is a better choice than AODV for V2X communication. While it may not be feasible
to use DSDV directly, it may serve as a good starting point for developing routing
protocols exclusively for V2X communication.

As a continuation of this research, we propose to test the performance similarly
for more varied types of messages. Also, the latency of message communication
merits further investigation.
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Fig. 3 Performance of AODV and DSDV with varying mobility

Fig. 4 Performance of AODV and DSDV with varying packet size
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Assessment of Remineralisation Potential
of Cranberry Extract and Grape Seed
Extract Dentifrice on Primary Teeth
Using Laser Fluorescence Device

C. Pushpalatha, N. Sneha, R. Deveswaran, and Latha Anandakrishna

Abstract Early detection of dental caries with optical instruments and promoting
remineralisation is one of the measures in the prevention of early carious lesion.
The present study was conducted to assess and compare the remineralisation poten-
tial of cranberry extract and grape seed extract dentifrice on primary teeth using
DIAGNOdent pen. 20 over retained non-carious primary teeth with intact crown
were extracted and sectioned into coronal and root part at cementoenamel junc-
tion. They were placed in demineralising solution for 96 h. The demineralized teeth
were randomly divided into the following four groups. Group 1 was control group,
Group 2 was Cranberry extract dentifrice, Group 3 was Grape seed extract dentifrice
and Group 4 was Fluoridated dentifrice. Demineralised enamel blocks were then
brushed with their respective dentifrice twice daily at an interval of 12 h for 2 min
using soft bristle toothbrush over the demineralised area for 7 days. Remineralisa-
tion was assessed using DIAGNOdent pen after 7 days and subjected to statistical
analysis using one-way ANOVA test and Tukey’s HSD Post Hoc analysis. Results
revealed that cranberry extract dentifrice (4.2± 0.4) had maximum remineralisation
of demineralised primary enamel followedbygrape seed extract dentifrice (4.8±0.8)
and then fluoridated dentifrice (5.0 ± 1.2). Hence cranberry and grape seed extract
dentifrice are promising novel natural non-fluoridated remineralizing dentifrice for
primary teeth.
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1 Introduction

Fluoride in the form of dentifrice, rinses and varnish has declined dental caries by
promoting remineralisation of tooth structures by utilizing calcium and phosphate
ions present in the saliva. Fluoride in the early stages of caries development reduces
demineralization and enhances remineralisation by crystal growth and formed crystal
is more resistant to acid attack. However, the ingestion of fluoride in preschool chil-
dren and in children with special health care needs is used in caution due to inability
to expectorate as a result of poor development of oralmusculature, this leads to exces-
sive fluoride in the blood plasma resulting in dental and skeletal fluorosis where the
outer portion (enamel) of the teeth and bones in the body becomes brittle and weak if
consumed over a long period of time [1–3]. Therefore, several new non-fluoridated
remineralising agents have been studied since last decade [4]. Literature supports
that herbal extracts rich in proanthocyanidins are gaining a lot of attention in the pre-
vention of dental caries especially grape seed extract and cranberry extract. These
proanthocyanidins rich extract are reported to possess antibacterial, antioxidant, anti-
adhesion and anti-inflammatory activities. Grape seed extract has remineralisation
properties on both enamel anddentine in primary andpermanent teeth [4–7].Whereas
remineralisation potential of cranberry extract is still not explored either in primary
or permanent teeth. There are no study reports of grape seed extract and cranberry
extract in dental formulation like dentifrice. Hence the present study was designed
to assess and compare the remineralisation potential of cranberry extract and grape
seed extract dentifrice on primary teeth using DIAGNOdent pen (KaVo Germany).

2 Materials and Methodology

2.1 Materials

Cranberry extract powder and Grape seed extract powder were procured from
HerboNutra, Delhi. Carbopol 140 and Xanthan gum were purchased from Micro-
master Pvt Ltd., Mumbai. Ethanol was purchased from Rankem, Mumbai. All other
reagents used were of analytical grade.

2.2 Preparation of Enamel Blocks

The current in vitro study was approved by institutional ethics committee. The teeth
samples of 20 over retained non-carious primary teeth with intact crown which were
extracted after informed consent from patient for therapeutic purpose were collected.
Teethwith any dental anomalies and crackswere excluded from the study. Teethwere
sectioned into coronal and apical halves. The coronal part of the tooth was used for
the study. The teethwere cleaned and polishedwith pumice using prophylactic brush.
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The teeth were then randomly divided into 4 experimental groups of 5 teeth in each
group. The groups were Group 1 (Control), Group 2 (Cranberry extract dentifrice),
Group 3 (Grape seed extract dentifrice) and Group 4 (Fluoridated dentifrice). The
samples were covered with two coats of acid resistant nail varnish except for a
window of 3 × 3 mm on the buccal surface [8, 9].

2.3 Preparation of Demineralization Solution

The demineralizing solution of pH 4.5 was prepared by dissolving one pH buffer
capsule of pH 4.0 in 100 ml of deionized water by stirring until the capsule got
completely dissolved. Digital pH meter was used to check the pH value.

2.4 Demineralization of the Samples

Baseline values of all the samples were assessed with DIAGNOdent pen. Sam-
ples were then immersed individually into four separate 500 ml circular polyvinyl
containers each containing 100 ml demineralizing solution for a period of 96 h at
37 °C.

2.5 Preparation of Cranberry Extract and Grape Seed
Extract Dentifrice

Required quantity of xanthan gum was mixed with glycerine and water, stirred for
5 min and set aside for 30 min. Grape seed extract powder and cranberry extract
powder were taken separately in a pestle and mortar. Calcium carbonate and Dical-
cium phosphate was added to this and triturated till fine powder was obtained. To
this fine powder, glycerine mixture was added and blended evenly to form a paste.
Methylparaben and flavouring agent were added to the paste and mixed thoroughly.
Required quantity of glycerine was added to obtain desired consistency. A total of
6 formulations were prepared for both cranberry and grape seed extract and the one
that had better consistency was chosen for further studies.

2.6 Remineralisation of Teeth

The demineralized samples were mounted on the acrylic resin blocks. The readings
of demineralised blocks were examined using DIAGNOdent pen. Enamel blocks
were brushed with their respective toothpaste twice daily for 2 min at an interval
of 12 h using soft bristle toothbrush in a circular motion over the demineralised
area. Dentifrice was washed from the sample thoroughly with water. The samples
were dried. This procedure was carried out for 7 days. At the end of the 7th day,
remineralisation was checked using DIAGNOdent pen for all the groups.
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3 Statistical Analysis

Statistical analysis was done using Statistical Package for the Social Sciences (SPSS)
ofWindows Version 22.0. One-way ANOVA test followed by Tukey’s HSD post hoc
analysis was used to compare the mean moment values between the study groups.
The level of significance was set at P < 0.05. Bonferroni’s Post hoc Analysis was
used to compare the mean moment values between different time intervals in each
study group.

4 Results and Discussion

See Tables 1, 2 and 3.
Formulation F3 of Cranberry and F6 of grape seed extract were chosen for the

study as they had better consistency in comparison to other formulations. To detect
and quantify the carious lesions on occlusal and smooth surface, the in vitro studies
have shown that original laser device (DIAGNOdent 2095) has good performance
and reproducibility [10]. The literature review on Laser fluorescence device sug-
gests that sensitivity values for detection of caries ranged from 0.19 to 1.0 which is
high. Whereas, the sensitivity values ranged from 0.52 to 1.0 have shown that laser
fluorescence device exhibited almost high sensitivity and almost low specificity in
comparison to visual assessment method. The latest version of laser fluorescence
pen (DIAGNOdent pen) showed sensitivity value of 0.67 and specificity was 0.79
for enamel and dentinal caries at cut-off value of 25 which was a threshold value.

Table 1 Composition of formulations

Ingredients Grape seed extract dentifrice Cranberry extract dentifrice

Qty in g Qty in g

F1 F2 F3 F4 F5 F6

Grape seed
extract powder

10.0 10.0 10.0 – – –

Cranberry seed
extract powder

– – – 10.0 10.0 10.0

Xanthan gum 1.0 1.25 1.5 1.0 1.25 1.5

Calcium
carbonate

5.0 5.0 5.0 5.0 5.0 5.0

Glycerine (ml) 5 5 5 5 5 5

Flavour 0.5 0.5 0.5 0.5 0.5 0.5

Methyl
paraben

0.5 0.5 0.5 0.5 0.5 0.5

Dicalcium
phosphate

q.s to 50 g q.s to 50 g q.s to 50 g q.s to 50 g q.s to 50 g q.s to 50 g
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Table 2 Mean DIAGNOdent pen moment values for different study groups at different treatment
procedures

Time Groups N Mean ± SD P-value

Baseline Group 1 5 6.6 ± 1.7 0.689

Group 2 (F3) 5 6.2 ± 1.6

Group 3 (F6) 5 7.0 ± 2.1

Group 4 5 5.8 ± 0.8

After demineralisation Group 1 5 12.2 ± 2.6

Group 2 (F3) 5 10.4 ± 1.3 0.529

Group 3 (F6) 5 11.4 ± 2.3

Group 4 5 10.8 ± 1.5

After remineralisation Group 1 5 10.2 ± 0.4 <0.001*

Group 2 (F3) 5 4.2 ± 0.4

Group 3 (F6) 5 4.8 ± 0.8

Group 4 5 5.0 ± 1.2

*Statistically significant

Table 3 Comparison of DIAGNOdent pen moment values for all the three groups at baseline, after
demineralization and after remineralisation

Group Time N Mean ± SD P-valuea Sig. diff P-valueb

Group 1 BL 5 6.6 ± 1.7 0.03* BL versus AD 0.11

AD 5 12.2 ± 2.6 BL versus AR 0.04*

AR 5 10.2 ± 0.4 AD versus AR 0.39

Group 2 (F3) BL 5 6.2 ± 1.6 BL versus AD 0.001*

AD 5 10.4 ± 1.3 <0.001* BL versus AR 0.14

AR 5 4.2 ± 0.4 AD versus AR 0.001*

Group 3 (F6) BL 5 7.0 ± 2.1 BL versus AD 0.003*

AD 5 11.4 ± 2.3 <0.001* BL versus AR 0.12

AR 5 4.8 ± 0.8 AD versus AR 0.003*

Group 4 BL 5 5.8 ± 0.8 BL versus AD 0.006*

AD 5 10.8 ± 1.5 0.001* BL versus AR 1.00

AR 5 5.0 ± 1.2 AD versus AR 0.01*

BL: Baseline, AD: After Demineralisation, AR: After Remineralisation
*Statistically significant

These laser devices are used to supervise the carious lesion and to check the effect of
preventive interventions [11]. Hence for the present study, the latest version of laser
fluorescence device, i.e. DIAGNOdent pen was used to assess the outcome of the
remineralisation potential of novel dentifrices on initial caries lesion. In the present
era of minimal intervention of dentistry, a variety of natural compounds have been
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refined to develop remineralizing agents in prevention of caries. Proanthocyanidins is
a natural plant metabolite present in fruits, vegetables, nuts, seeds, flowers and barks.
Proanthocyanidins have been certified to be safe as a dietary supplement and in dif-
ferent clinical applications. Proanthocyanidins from cranberry extract and grape seed
extract have shown to have antibacterial, anti-inflammatory and antioxidant proper-
ties [5]. Grape seed extract also exhibits remineralizing action on the superficial layer
of the lesion through mineral deposition by combining with the calcium at pH of
7.4 leading to the formation of insoluble complex [7]. Since there were no studies
on remineralisation of potential of cranberry extract. Hence in the previous study,
the concentration of cranberry extract and grape seed extract in intracanal medica-
ment was determined and assessed for antibacterial and surface microhardness. The
results showed 95% bacterial reduction in cranberry and grape seed extract groups
where chlorhexidine group (control) showed 99% bacterial reduction. There was an
increase in microhardness in both cranberry extract and grape seed extract intracanal
medicament groups in comparison to chlorhexidine group showing no change [12]. In
the present study, the same concentration of cranberry extract and grape seed extract
was used to formulate novel dentifrices. In the present experimental study, DIAGN-
Odent measurement was obtained at three different time intervals before deminer-
alisation, after demineralisation and after remineralisation. The baseline data using
DIAGNOdent pen the mean moment value for Group 1 was 6.6 ± 1.7, Group 2 was
6.2 ± 1.and Group 3 was 5.8 ± 0.8 showing statistically no significant difference
(P < 0.05). Whereas in Group 1, there was no statistical significance difference (P <
0.05). The results of the present study suggest that after 7 days of application of cran-
berry extract dentifrice, Grape seed extract dentifrice and fluoridated dentifrice onto
the tooth surface, there was a noticeable remineralisation of initial carious lesion.
This suggests that cranberry extract dentifrice andGrape seed extract dentifrice helps
in mineral deposition on the superficial layer of the lesion. The present study corre-
lates with our previous study in which there was a 95% increase in microhardness
in both intracanal medicaments containing cranberry extract and Grape seed extract
[12]. The results of the present study indicate that both cranberry extract and grape
seed extract dentifrices can be used for enamel remineralisation in the case of initial
caries lesion. However, these novel dentifrices should be used with caution clinically
since in vitro remineralisation is different when compared with dynamic complex
biological system.

5 Conclusion

In conclusion, this work assessed and compared the remineralisation potential of
cranberry extract and grape seed extract dentifrice on primary teeth using DIAGN-
Odent pen. Both cranberry extract dentifrice and grape seed extract dentifrice are
promising alternatives to enhance the remineralisation of artificially induced enamel
caries lesion in primary teeth. These novel dentifrices might be an effective natural
dentifrice for non-invasive therapy for the reduction of initial enamel caries.
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Assessment of Remineralization Potential
of Novel Varnish on Early Enamel
Lesions Using Different Optical Methods

C. Pushpalatha, Swaroop Hegde, R. Deveswaran, and Latha Anandakrishna

Abstract The aim of the present study was to assess the remineralization poten-
tial of novel varnish on early enamel lesions created artificially using laser induced
DIAGNOdent pen and optical based Vickers microhardness. 45 extracted, sound,
caries free premolars were selected. The initial baseline data and after demineral-
izing the selected tooth, the readings were recorded. The demineralized teeth were
treated with three different remineralization groups. The three remineralizing groups
were Group 1 (Commercial 5% NaF varnish), Group 2 (Novel varnish) and Group
3 (Placebo varnish). After 28 days of pH cycling regimen daily, the readings were
recorded for mineral content and microhardness of the tooth using the DIAGNOdent
and Vickers hardness test. Statistical analysis revealed that using the DIAGNOdent
pen, Group 1 (6.00 ± 0.00) and Group 2 (5.27 ± 0.46) had high amount of rem-
ineralization than Group 3 (8.3 ± 0.35). In both Group 1 and Group 2, there was a
decrease in mean moment value after remineralization suggesting there is a mineral
gain in both groups. Vickers microhardness test indicated significant (P < 0.001)
remineralization in both Group 1 and Group 2, whereas Group 3 had no significant
difference. The results confirmed that novel varnish containing cocoa compounds
has almost similar remineralizing effect in comparison to commercially available
fluoride varnish.

Keywords Cocoa · Theobromine · Fluoride varnish

1 Introduction

Dental caries in early stages can be reversed through the process of remineralization
using fluoride agents delivered in the form of dentifrice, mouth rinses and varnishes
[1]. Of these, varnish is effective in reducing early enamel lesions due to better
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adhesion, longer retention time and availability of drug for a long duration for its
action. The major drawback associated with the use of fluoride is dental fluorosis
[2]. Hence there is a paradigm shift towards the use of natural products with reminer-
alization potential. Among the natural products, extensive study was carried out on
the effect of cocoa on mineralization of the teeth. The results of the previous study
demonstrate that cocoa containing theobromine enhanced the remineralization of
the teeth in comparison to that of fluoride [3]. Studies also reported that polyphenols
present in cocoa are effective in antibacterial activities [4, 5]. To reduce the risks
associated with synthetic fluoride, a natural novel varnish was formulated contain-
ing cocoa compounds like theobromine, catechin and epicatechin along with other
natural ingredients like agarose and benzoin. The developed varnish was assessed for
remineralization potential using optical device considering the mineral loss during
early enamel lesion.

2 Materials and Methods

2.1 Materials

Cocoa seeds were procured from Puttur, Mangalore and subjected to isolation using
Reverse HPLC to obtain phytochemicals such as theobromine, catechin and epicate-
chin. Agarose, benzoin powder and ethanol were purchased from HiMedia Pvt Ltd.,
India.

2.2 Preparation of Varnish

The 25 ml of novel varnish was prepared by adding 1.8% theobromine, 0.005%
catechin, 0.005% epicatechin, 0.3% agarose, 2% benzoin powder and 2% ethanol.
The 25ml placebo varnishwas prepared by adding 0.3%agarose, 2%benzoin powder
and 2% ethanol without theobromine, catechin and epicatechin.

2.3 Preparation of Demineralization Solution

100 ml of demineralized solution was prepared by adding 32 mg of CaCl2·2H20,
303 mg of KH2PO4 and 450 mg of lactic acid in 100 ml of deionized water. The pH
of the demineralized solution prepared was adjusted with 1M sodium hydroxide to
a pH of 4.5.
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2.4 Preparation of Artificial Saliva

1L of artificial saliva was prepared by adding methyl-p-hydroxybenzoate (2.00 g/l),
sodium carboxy methyl cellulose (10.0 g/l), Mgcl2·6·H20 (0.29 mM), Cacl2·2H20
(1.13 mM), potassium dihydrogen phosphate (2.40 mM) and Potassium chloride
(8.38 mM) in 1000 ml of distilled water. The pH of the solution was adjusted to 6.75
by adding 1 M potassium hydroxide.

2.5 Sample Selection

The present studywas approved by the institutional ethics committee. After informed
consent from the patient, 45 freshly extracted human first premolar teeth for
orthodontic purpose were collected from the Department of maxillofacial and oral
surgery, FDS,M.S.R.U.A.S. Teeth with caries, cracks and enamel deformations were
excluded from the experimental study. The tooth was thoroughly cleaned for debris
or stains with a ultrasonic device. The tooth with a moment value of 2 or 3 on the
digital display of the DIAGNOdent was used for the study. The randomly selected
teeth were sectioned into two halves mesio-distally using water cooled saw, each
group containing 15 tooth blocks. The three groups were Group 1 (5% NaF, Voco-
Profluor), Group 2 (Novel varnish) and Group 3(Placebo varnish). The sectioned
enamel samples were cut into 4 mm in lengthX2 mm in widthX1.5 mm in thickness
using low speed saw with a diamond disc. The enamel samples were made flat using
water cooled silicon carbides discs of varying sizes of 320 grade paper followed
with 600 and 1200 grade paper. Enamel samples were cleaned with deionized water
for 5 min and completely air dried. The enamel blocks were then coated with acid
resistant nail polish except the buccal surface. The baseline data was obtained using
the DIAGNOdent pen and Vickers hardness test.

2.6 Preparation of Artificial Enamel Lesions

Each tooth of all three groups was immersed in a beaker containing 4 ml of deminer-
alizing solution for 96 h at 37 °C. After 96 h, the reading of demineralized tooth was
observed using the DIAGNOdent pen and Vickers microhardness indenter. These
demineralized enamel samples were mounted on acrylic blocks which were later
subjected to remineralization process.
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2.7 Treatment Procedure

Themounted acrylic enamel blocks were subjected to remineralization process using
28 days pH cycling model that simulates the oral environment. The treatment pro-
cedure involves 3 steps for three times per day. On the first day, all the groups were
stored in artificial saliva. From 2nd day to 28th day, the regimen is shown in Table 1.

After the treatment of enamel blocks of all the groups, the readings were recorded
using the DIAGNOdent pen and Vickers microhardness indenter.

Table 1 Daily regimen of pH
cycling from 2nd day to 28th
day

Time Treatment procedure

At 8.00 a.m. • Acid challenge for 1 h—all groups

• Storage in artificial saliva for
1 h—all the groups

• Rubbing with varnish for 2 min

Group1: Rubbed with Placebo
varnish

Group 2: Rubbed with Novel Varnish

Group 3: Rubbed with commercial
Varnish

At 11.00 a.m. • Acid challenge for 1 h—all groups

• Storage in artificial saliva for
1 h—all the groups

• Rubbing with varnish for 2 min

Group1: Rubbed with Placebo
varnish

Group 2: Rubbed with Novel Varnish

Group 3: Rubbed with commercial
Varnish

At 2.00 p.m. • Acid challenge for 1 h—all groups

• Storage in artificial saliva for
1 h—all the groups

• Rubbing with varnish for 2 min

Group1: Rubbed with Placebo
varnish

Group 2: Rubbed with Novel Varnish

Group 3: Rubbed with commercial
Varnish

Till 8.00 a.m. next day Stored in artificial saliva
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3 Statistical Analysis

SPSS statistical software version 22 was used at 0.05 level significance and 95%
confidence interval. ANOVA followed by post hoc multistep comparisons (Tukey
HSD) was used to compare between and within the groups.

4 Results and Discussion

The results of the DIAGNOdent pen and Vickers microhardness test revealed no
statistical significance from baseline to after demineralization data in all the three
groups (P > 0.005). But there was a noticeable change in mean values from base-
line data to after demineralization between all the groups suggesting that there was
a subsurface lesion formation (demineralization) on the enamel block. The mean
value change after remineralization process evaluated using DIAGNOdent pen in
Group 1 was 6.00 ± 0.00, in Group 2 it was 5.27 ± 0.46 and in Group 3 it was
8.3 ± 0.35 and it was statistically significant (P < 0.001). The Vickers microhard-
ness test data also revealed a significant increase in microhardness after remineral-
ization in Group 1 (280.48 ± 3.91) and Group 2 (284.3 ± 7.47) compared to Group
3 (261.02 ± 8.05). On comparison of Group 1 and Group 2 with DIAGNOdent pen
moment values after remineralization, the statistical analysis showed significant dif-
ference(P < 0.001), whereas Vicker’s microhardness test values showed no statistical
difference (P > 0.005). The values of Group 2 suggested that it is slightly better than
Group 1whereas it is not statistically significant. Thus statistical analysis showed that
Group 1 andGroup 2 hadmaximum remineralization potential compared to Group 3.
The data revealed that Group 3 had no significant change in values after remineraliza-
tionwith both DIAGNOdent pen andVicker’s microhardness test thereby confirming
the absence of remineralization. The results demonstrated that Group 2 containing
theobromine, catechin and epicatechin was effective in depositing the mineral thus
increasing the enamel hardness. Thus developed varnish was equally effective in
remineralizing the enamel surface compared to commercially available varnish. The
present observation can be correlated with previous studies in both in-vitro and in-
vivo animal models, where the addition of theobromine led to increased crystallite
size and increased surface recrystallization suggesting increased mineral deposi-
tion [6]. A study regarding remineralization by theobromine suggested that regular
exposure of demineralized enamel surface increases the surface microhardness and
induces recrystallization of enamel in comparison with sodium fluoride. The surface
microhardness of enamel treated with theobromine is much harder and resistant to
dissolution when compared to fluoride [7]. The enhanced hardness of enamel surface
was noticed with a concentration of 200 mg/L of theobromine which is much lesser
than fluoride [8]. In the present study also, Group 2 containing 1.8% theobromine
showed increased microhardness values compared to Group 1 with 5% Sodium flu-
oride. The theobromine promotes remineralization by bringing mineral changes in
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Table 2 Comparison of DIAGNOdent moment values at different experimental phases between
the groups at baseline, after demineralization and after remineralization

One way ANOVA test Significance
value

Tukey’s HSD post hoc test

Experimental
phases

Group 1 Group 2 Group 3 G1
versus
G2

G1
versus
G2

G2
versus
G3

Mean ± SD Mean ± SD Mean ± SD P value P value P value P value

Baseline 2.54 ± 0.52 2.53 ± 0.52 2.60 ± 0.51 0.92 1.00 0.93 0.93

After
demineralization

8.53 ± 0.52 8.40 ± 0.51 8.40 ± 0.51 0.71 0.76 0.76 1.00

After
remineralization

6.00 ± 0.00 5.27 ± 0.46 8.3 ± 0.35 <0.001* <0.001* <0.001* <0.001*

*Statistically significant
G1—Group 1, G2—Group 2, G3—Group 3

the superficial enamel layer which increases the surface microhardness, crystal for-
mation and crystal size. Theobromine also inhibits the dissolution of enamel thus
increasing remineralization. The increase in mineral gain and surface microhardness
of enamel using novel varnish in this work could be due to the promotion of calcium
deposition leading to increased crystal formation and crystal size. Thus the results of
the present study suggest that novel varnish is superior to fluoride in the prevention
of early enamel lesions (Tables 2 and 3).

5 Conclusion

The novel varnish developed in this study demonstrated enhanced mineral gain and
surfacemicrohardness of demineralized enamel suggesting satisfactory remineraliza-
tion potential of early enamel lesions. The findings of the study show that developed
novel varnish is a promising alternative for remineralization of early enamel lesions.
Furthermore, assessment of antibacterial activity of the novel varnish is desirable
and a further clinical trial on remineralization of enamel lesions using novel varnish
is necessary.
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Development and Validation
of an Innovative Hand-Held Device
for Early Detection of Oral Cancer
and Oral Potentially Malignant Disorders

Shwetha Venkataramana and Preetham Shankapal

Abstract Delay in diagnosis of oral precancers and oral cancers is increasing the
burden of this disease in India. There is a need for early chairside detection of these
precancerous lesions. This paper presents an innovative hand-held mobile phone
device exploiting the properties of tissue autofluorescence for the early detection of
these lesions.

Keywords Oral cancer · Precancer · Autofluorescence

1 Introduction

Oral cancer is the sixth most common cancer reported globally with an annual inci-
dence of over 300,000 cases, of which 62% arise in developing countries. There is
a significant difference in the incidence of oral cancer in different regions of the
world, with the age-adjusted rates varying from over 20 per 100,000 populations in
India to 10 per 100,000 in the U.S.A, and less than 2 per 100,000 in the Middle
East. Age-adjusted rates of oral cancer in India are high and account for over 30%
of all cancers in the country [1]. Use of tobacco in the form of cigarettes, smokeless
tobacco, betel nut chewing, alcoholism, and Human Papilloma Virus (HPV) are the
most common risk factors for oral cancer [2, 3].

Oral cancer affects people from the lower socioeconomic status of society and
people in rural areas due to a higher exposure to risk factors such as the use of
tobacco, poor diet, and poor oral hygiene [3]. In rural areas, patients have inadequate
access to trained healthcare providers with very limited health care services, leading
to delayed presentation at advanced stages of oral cancer. Hence early detection of
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oral cancer offers the best chance for long-term survival and has the potential to
improve treatment outcomes and make healthcare affordable.

Oral squamous cell carcinoma or oral cancer usually originates from oral poten-
tially malignant lesions like—hyperplasia, increasing the degree of dysplasia (mild,
moderate, and severe) into Carcinoma In Situ (CIS), and finally to invasive squa-
mous cell carcinoma. Oral potentially malignant lesions are present in sites that are
easily accessible for visual inspection. However, the diagnosis of these lesions is
challenging even for experienced oncologists [4].

A Conventional Oral Examination (COE), using normal (incandescent) light, has
been the standard method for oral cancer screening for many decades but has limi-
tations on detecting early premalignant lesions. Its utility for detecting early precan-
cerous lesions is controversial, as it does not accurately detect the small proportion
of biologically relevant lesions that are likely to progress to cancer [5].

Autofluorescence is an established method proposed for early detection. There
are many devices like the VELscope, Vizilite, and others which use autofluorescence
technique which costs around $1500–3000 and turns out to be expensive with respect
to population-based oral cancer screening in India as seen in Fig. 1. Also, these
devices may indicate the presence of cancer but not really validate the malignancy
by means of automated analysis of the images obtained on initial screening [6].

The proposed paper aims to develop a very cost-effective hand-held camera like
device with blue light source and filters to detect early onset oral cancer using tissue
fluorescence techniques. The blue light filters will clearly identify the presence of
malignancy based on images obtained from the camera. When viewed through the
device, malignant and potentially malignant tissues will appear as dark spots indi-
cating the absence of autofluorescence. While normal oral mucosa will appear green
and inflammations and plaque are always observed as red fluorescence.

On being positively classified as malignant through tissue fluorescence tech-
nique, patient would undergo an incisional biopsy with appropriate protocols at

Fig. 1 VELscope device
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the screening site and the tissue will be subjected to histopathology for validation
purposes.

2 Device Development

2.1 Device

An innovative hand-held mobile device was designed using the principle of wide-
band imaging and autofluorescence. Wideband here means viewing the image at
all the wavelengths of visible light except blue, i.e., imaging will be performed at
500–700 nm filtering out 400–500 nm of the visible range [7].

This hand-held camera like device as seen inFig. 2with blue light source andfilters
is being used to detect early onset oral cancer using tissue fluorescence techniques
[7]. The blue light filters will clearly identify the presence of malignancy based
on images obtained from the camera. When viewed through the device, malignant
and potentially malignant tissues will appear as dark spots indicating the absence of
autofluorescence as seen in Fig. 3.

The lesion, when viewed under normal visible light, appeared innocuous as a
cheek bite but when viewed through the device, however, revealed dark areas which
indicate the invasive fronts of the lesion as well as the site to be chosen for biopsy,
since loss of fluorescence is an indicator for malignancy as seen in Fig. 4. While
normal oral mucosa will appear green and inflammations and plaque are always
observed as red fluorescence.

Since this device can be easily fitted over to anymobile phone camera, data storage
and communication are very easy. This feature helps health care workers situated
at remote health care centers to communicate with specialists at urban health care
setups via mobile applications easily avoiding unnecessary delay in diagnosis.

Autofluorescence uses naturally occurring fluorochromes that are located in the
epithelium and submucosa and which are irradiated with different excitation wave-
lengths [8]. A portion of photons is absorbed by fluorophores present in oral mucosal

Fig. 2 The hand-held device which can be fitted onto any mobile phone camera
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Fig. 3 The innovative device at use

Fig. 4 Images of oral potentially malignant disorders using the device

molecules when the mucosa is illuminated at blue and UV visible wavelengths (375–
400 nm). The fluorophores emit photons with lower energy, and subsequently, the
photons can be viewed as fluorescence from the oral mucosal surface in the green
spectral range [8, 9].
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Abnormal mucosa appears dark due to the reduction or change in the quantity and
quality of the fluorophores in the mucosa [10]. The reduced fluorophores include
nicotinamide adenine dinucleotide and flavin adenine dinucleotide in the epithelium,
and collagen and elastin crosslinks in the stroma have been associated with the
development and progression of oral neoplasia [9].

3 Materials and Methods

Sixty patients werewith potentiallymalignant disorders (16with oral leukoplakia, 24
with oral lichen planus and 20 with oral submucous fibrosis). Of the 60 patients, 40
were male and remaining 20 were females. Patients in the age range between 30 and
70 years of agewere included in the study.An informed consentwas obtained fromall
participants of the study. Patients unwilling for biopsy were excluded from the study.
The study was approved by the institutional ethics committee and review board. The
oral cavity was examined under conventional visible light (white light/yellow incan-
descent light of the dental chair) initially and then a blue light from aLED light source
was used to illuminate the oral cavity. All clinical examinations were performed by
one clinician. First, all patients underwent a visible/white light examination and based
on the clinical evaluation the findings were classified as (a) grade 1: clinically normal
mucosa; (b) grade 2: abnormal but innocuous lesions like inflammation, cheek bite;
and (c) grade three: possibly premalignant or malignant.

Following the visible light examination, the oral cavity was irradiated with the
blue light source and viewed through the blue light blocker device fitted on to the
mobile phone camera. The images were viewed and imaged simultaneously with
the click of a camera. When illuminated through the blue light and viewed through
the blue light blocker/filter, because of the property of tissue autofluorescence the
normal oral mucosa emits various shades of pale green autofluorescence. The aut-
ofluorescence images were classified as (a) Normal-green areas exhibiting no loss
of autofluorescence, (b) Inflammatory-areas appearing pink/red, and (c) Dysplastic-
DarkGray or black areas showing loss of fluorescence.One control biopsy per patient
was obtained from a distant site, preferably on the contralateral or on the same side
away from the lesion proper.

Since histopathology is considered the gold standard for confirming any malig-
nancy, the areas appearing dark due to loss of tissue autofluorescence were involved
in the incisional biopsy for histopathological evaluation. All biopsied specimens
were fixed in 10% buffered formaldehyde, paraffin embedded, cut as 4 µm sec-
tions, and stained with Hematoxylin and Eosin. The pathologist was blinded to the
clinical impression, patient history, visible light, and autofluorescence image find-
ings. Histopathological evaluation was performed and a histological diagnosis was
assigned for each lesion as seen in Fig. 5.
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Fig. 5 Histopathologic images of the dysplastic areas detected by the device confirming the
diagnosis

4 Results

Of the samples chosen, a total of 80 lesions were biopsied including the normal
controls. The biopsies were obtained from various sites like buccal mucosa, gingiva,
vestibule dorsolateral tongue, etc. Two-thirds of the patients enrolled were males and
the overall mean age was 60 years.

Of the 80 biopsy samples, 35 samples showed loss of autofluorescence, while 45
samples showed retention of pale green autofluorescence. Of the 45 samples which
showed pale green autofluorescence, 40were fromnormal tissue samples and 5 tissue
samples were from the oral submucous fibrosis patients.

Using histology as the gold standard, the device achieved a sensitivity of 100%and
specificity of 100% in detection of oral leukoplakia. The device achieved a sensitivity
of 50%and specificity of 100% in the detection of oral submucousfibrosis. Sensitivity
of 100% and specificity of 50% were achieved in detection of oral lichen planus. In
case of normal controls, both sensitivity and specificity were found to be 100%.

5 Discussion

These results suggest the potential of this simple low-cost innovative device for the
early detection of oral potentially malignant disorders. This device works on the
principle of tissue autofluorescence and can be snuggly fitted over to any mobile
phone camera for easy operation. The proposed device has inbuilt filters and is
easily operable and does not require a skilled professional for identification of the
lesions; whereas theVELscope system requires the expertise of a skilled professional
who will require an external filter to view the existing lesions. Also, the VELscope
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systems are more expensive than this device, and they have no scope for any image
data storage or communication unlike this device.

Oral cancer is one of the most common malignancies worldwide, and carries
one of the lowest overall survival rates. Despite the easy accessibility of the oral
cavity to examination, most patients present to the clinician at advanced stages,
when treatment is associated with higher morbidity, is more expensive, and less
successful than earlier interventions [4]. Early detection of oral cancer can greatly
improve treatment outcomes. Unfortunately, there has been no method till date to
adequately screen and diagnose early oral cancers and precancers because detection
still relies on the clinicians’ ability to visually identify subtle neoplastic changes,
and to distinguish these changes from more common inflammatory conditions.

Also considering the painful and invasive nature of the biopsy procedures, patients
may be reluctant to undergo a biopsy for the diagnosis of lesions. In such cir-
cumstances, noninvasive diagnostic methods like autofluorescence imaging pro-
vide promising results, especially in mass screening or population-based screening
programmes [4, 11].

A single-blind evaluation study conducted by Henning et al. in Germany to assess
the suitability of autofluorescence as an adjunct in screening for oral cancer and oral
potentially malignant disorders concluded its sensitivity to be 97% against 75% and
specificity to be 41.4% against 33.3% for the autofluorescence and white light group,
respectively. They concluded autofluorescence to be a simple noninvasive test which
could be used by a trained personnel to find oral precursor malignant lesions and
also serve as a guide to locate the area to obtain biopsy tissue. However, the authors’
opined human bias to be a limitation as the analysis solely depended on physician’s
experience [8].

A studywas carried out to examine the autofluorescence status of lesions suspected
to be Oral Squamous Cell carcinoma (OSCC) under ultraviolet light and to correlate
it with the clinical diagnosis made visually on standard white light inspection and
histopathological diagnosis by Kriti et al. In addition, the fluorescence status was
correlated with the rate of cell proliferation using Argyrophilic Nucleolar Organizer
Region (AgNORs) analysis. The importance of autofluorescence as a screening tool
was further supported by a statistically significant correlation between autofluores-
cence status and cell proliferative rate. The study proposed that autofluorescencemay
be used as a guideline while taking an incisional biopsy, to avoid underdiagnoses of
lesions [12].

The proposed device could easily be used by any health care worker at rural out-
reach center for mass screening purposes. Routinely after screening at rural outreach
centers, patients are referred to urban health care setups for further investigations and
follow-ups. Thus patients are lost to follow up resulting in patients reporting only at
advanced stages of the disease. The images obtained by this device could be easily
shared via mobile applications to oncologists who could opine and advise biopsy
looking at the images obtained; thus addressing the diagnostic delay associated with
this disease. We at our institution have implemented the same in the rural outreach
centers of Kaiwara where the device has been brought to use, thus benefitting the
rural population.
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Moreover, the cost of this device is very less (~Rs 1000/per piece) when compared
to the VELscope device in market which costs ~Rs 1,50,000–Rs, 3,00,000. Thus this
device can be easily distributed at various rural health care setups connecting the
health care workers and oncologists and improve the awareness, pick-up rates, and
thus long-term survival of patients.

Autofluorescence imaginghas beenused successfully to rapidly andnoninvasively
distinguish malignant oral lesions from surrounding tissue in several pilot studies.
The proposed device could thus bring a paradigm shift in early diagnosis of oral
cancer and oral potentially malignant disorders, thereby improving the survival rates
and quality of life of the people.
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Singer Identification Using Time-Series
Auto-Regressive Moving Average

Ananya Bonjyotsna and Manabendra Bhuyan

Abstract Singer Identification (SID) is one of the major interests in the field of
Music Information Retrieval (MIR). The researches in SID in the last decade have
been primarily focused in improving the identification accuracy by using better fea-
tures in addition to Mel-frequency Cepstral Coefficients (MFCC). This work pri-
marily attempts to explore a time-domain feature from the model parameters of the
time-series Auto-regressive-Moving Average (ARMA) model to be used as one of
the features for SID. The ARMA features are also combined along with MFCC to
compare the results and observe its performance in SID. The MFCC and ARMA
features are trained and classified using the Gaussian Mixture Model (GMM). Most
of the literature deals in the spectral domain for feature extraction. Therefore, this
paper mainly seeks to find the scope of using time-domain model parameters as one
of the features in decision-making problems in the field of MIR.

Keywords Singer identification ·MFCC · ARMA · GMM ·MIR

1 Introduction

Singer Identification (SID) is the process of retrieving the identification of the singer
in a song through extraction of the most efficient and robust features from the singers
voice and their processing. This interest in identifying the singer is motivated by the
growing amount of music exchange using the internet and the need to categorize the
songs based on the singer. One of the method of characterization of most audio sys-
tems, music servers and online music stores is by the name of the singers. For content
basedMIR, it is necessary to represent the singing voice by its characteristics. Gener-
ally the process of SID can be divided into three steps—(i) Locating vocal/non-vocal
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segments in the song and extracting the vocal segments, (ii) Feature extraction of the
vocal segments and (iii) Statistical Classification. If the data used are monophonic,
the first step may not be taken into consideration. Some of the commonly used fea-
tures in SID are Mel-frequency Cepstral Coefficients (MFCC), Linear Predictive
Coefficients (LPCs), Perceptual Linear Prediction Coefficients (PLPs) and the Har-
monic Coefficients. Similarly, most common classifiers that are seen to be used in
SID are GaussianMixtureModels (GMM), HiddenMarkovModel (HMM), Support
Vector Machines (SVMs) and Multilayer Perceptrons (MLPs). Kim and Whitman
[6] used traditional LPC features for speech coding to extract singing voice features.
They used two different classifiers GMM and SVM to model their feature vectors
using established pattern recognition algorithms. Zhang [10] computed the LPCC to
extract the audio features of each audio frame which form the feature vectors of the
audio frame and used a GMM classifier classify singers. Tsai andWang [9] and Nwe
and Li [7] have also employed MFCC and another feature called Octave Frequency
Cepstral Coefficient (OFCC), respectively. Bartsch and Wakefield [1] proposed an
algorithm for identifying the singing voice in a song with no accompaniment using
the spectral envelope of the signal to build a composite transfer function as the feature
and have used a standard quadratic classifier for classification. Cai et al. [2] proposed
a new auditory feature calledGammatoneCepstral Coefficient combinedwithMFCC
and LPCC to represent different singing voice features. Patil et al. [8] used Cepstral
Mean Subtraction (CMS) based MFCC (CMSMFCC) feature vectors for SID and
compared the result with MFCC using second-order polynomial classifier. Johnson
et al. in [5] analysed the Long-term Average spectrum as an objective measurement
for singing voice classification. Deshmukh et al. [3] worked only on timbre features
in SID applied to North Indian classical singers. Devaney in [4] has also used similar
features like pitch, timing, dynamics and timbre descriptors and implemented them
on western classical trained singers for intra and inter-singer similarity.

The existing research works mentioned above have mostly considered the
frequency-domain auditory features for characterizing the singing voice signal. And
also it is seen that time-domain stochastic methods were only used in speech signals
and not in singing voice yet. In this work, time-domain approach is directly applied
to singing voice and explored to find a new feature of the singing voice signal. The
model builds a transfer function model of the framed input signal and the coefficients
of the polynomial transfer function are used to form the feature vector of the signal.
This work finally compares the performance of SID using MFCC and ARMAmodel
coefficients as the primary features.

2 Methodology

The SID technique is performed using the conventional system as in [9]. The singing
voices of the singers are the signals that are fed to the system. There are two phases in
the system, i.e. Training phase and Testing phase. In the training phase, the Feature
Vectors (FV) formed from the feature extraction are fed to the training block to
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Fig. 1 Feature extraction for
SID

build GMM model for each singer. In the testing phase, the FVs extracted from the
unknown sample are then subjected to the classifier block to classify the given test
signal to one of the trained singer models.

2.1 Feature Extraction

Prior to training the singer models, the singing voice waveforms are converted
to MFCC frame by frame and ARMA model functions are computed frame by
frame. The computation of ARMA model functions is described in Sect. 2.2. The
block diagram for the feature extraction process is shown in Fig. 1. Let FV 1 =
{X1,X2, . . . ,XL}T and FV 2 = {Y1,Y2, . . . ,YL}T be the M-dimensional MFCCs and
N-dimensional ARMAcoefficients computed, respectively, for each signal where ‘L’
is the total number of frames. The combined FV is then given asFV = {FV 1,FV 2}.
The experiment is conducted at first by taking MFCC features only, then the com-
bined FV and lastly by taking ARMA features alone. And the results are compared
thereafter.

2.2 Time-Series ARMA Modeling

Generally inARMAX(Auto-regressive-MovingAveragewith eXogenous input), the
present output has a relationship with the previous values of the inputs and outputs.
Moving average denotes the noisemodel used in the system. The system also depends
not only on the present inputs but also the previous inputs, i.e. the exogenous inputs.
Considering a linear time-invariant system with an input signal u(n), output y(n) and
disturbance e(n), first we define the univariate time-series ‘y’ into delay coordinates
Y(n)= y(n−1), y(n−2), …, y(n−na); ‘u’ into U(n)= u(n−1), u(n−2), …, u(n−na)
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and ‘e’ into E(n) = e(n−1), e(n−2), …, e(n−nc) which is given by a difference
equation,

y(n)+ a1y(n− 1)+ a2y(n− 2)+ · · · + anay(n− na) = b1u(n− 1)+ · · ·
+bnbu(n− nb)+ e(n)+ c1e(n− 1)+ · · · + cnce(n− nc)

(1)

Equation1 can be written as

y(n)+
na∑

k=1

anay(n− k) =
nb∑

k=1

bnbu(n− k)+ e(n)+
nc∑

k=1

cke(n− k) (2)

Expressing Eq.2 in discrete domain, we get

y(n)

[
1+

na∑

k=1

akq
−k

]
= u(n)

nb∑

k=1

bkq
−k + e(n)

[
1+

nc∑

k=1

ckq
−k

]
(3)

where ‘na’ is the order of the polynomial A(q), ‘nb’ is the order of the polynomial
B(q) and ‘nc’ is the order of the polynomial C(q).

Now, the singing voice as a time-series model without any input to the system is
expressed as

y(n)

[
1+

na∑

k=1

akq
−k

]
= e(n)

[
1+

nc∑

k=1

ckq
−k

]
(4)

3 Experiments and Results

The SID accuracy is evaluated first by usingMFCC alone, then by using bothMFCC
and ARMA features and lastly by using only ARMA features. The method is imple-
mented in MATLAB platform. 10 monophonic songs of duration 30–50s were con-
sidered for each of the 7 singers. The recording is done in the recording setup by using
condenser microphone under a noise-proof environment. The sampling frequency of
all the audio segments is 44.1KHz of 16-bit mono tracks. A total of 35 songs with
5 songs from each singer were used for training and the rest 35 songs are used for
testing. The extracted features from the audio segments are subjected to the training
phase to build GMM model for the singers. 12 MFCC coefficients are considered
for the experiment and the FV1 is a 12-dimensional matrix L×12 where ‘L’ is the
total number of frames computed from the segment. The frame size in samples is
considered to be 1024 and the moving window size is taken to be half of the frame
size, i.e 512 samples. In order to find the ARMA model parameters, the AIC values
were calculated for different orders and the minimum AIC value was found for the
order(4, 2). So the fourth-order transfer function was computed for each frame of
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Fig. 2 Scores of absolute Max log-likelihood of the three cases

the audio segment. For each frame, the fourth-order polynomial transfer function is
expressed as

G(q) = 1+ c1q−1 + c2q−2

1+ a1q−1 + a2q−2 + a3q−3 + a4q−4
(5)

The coefficients of the polynomial transfer function a1, a2, a3, a4, c1 and c2 are
used to form the feature vector. The 12 MFCC coefficients and 6 coefficients of
the ARMA model are combined to form an 18-dimensional Feature Vector FV for
modeling the GMM. For each class, 8 mixture Gaussian model is built. The feature
vectors of the testing class is then matched to the already built GMM singer model.

Considering only MFCC and both MFCC and ARMA, the testing accuracy came
out to be 100% for both the cases which means that all the audio segments were
correctly identified to the respective singers. In case of only ARMA, FV2 is trained
instead of FV. It has been observed that testing resulted is 94.28% accuracy, i.e. 33
audio segments out of 35 have been identified correctly. According to the results, the
percentage accuracy of ARMA is less than MFCC. Now, in order to compare which
method performs better, the maximum log-likelihood score is used as the metric.
The higher the value of this metric, the closer the test signal is to the target singer.
In Fig. 2, the absolute values are taken which means the smaller values denote the
higher probabilities of matching. It could be seen that the combined Features showed
increase in the absolutemaximumlog-likelihood score compared to onlyMFCC.This
shows that adding the ARMAparameters as the feature decreases the performance of
SID compared to only MFCC. However, another observation that is worth analysing
is that the maximum log-likelihood scores in case of ARMA shows much smaller
values than the other methods. It has been observed that in case of ARMA, the values
are considerably less than the other two cases.
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4 Conclusion

The objective of thisworkwas to explore the possibility of using time-domainARMA
model parameters as a characteristic feature for classification of singers in the appli-
cation of SID. The research works of the existing literature mentioned in Sect. 1
have been trying to improve the percentage accuracy of SID by adding new features
in addition to MFCC. However, it is seen that no work has been done to inspect
the applicability of time-domain features in SID. From this experiment, it is found
that ARMA alone or when combined with MFCC could not perform better than
MFCC in SID accuracy. But we cannot nullify the time-domain approach right away
based on the accuracy results alone. The scores of the max log-likelihood of the
ARMA case contradicts the accuracy performance. The reason for this should be
because of considering the time-domain signal directly and applying to modeling
without any transformation. Since we know that voice signals are quasi-stationary in
nature, therefore such short-time modeling may further be investigated to improve
the accuracy of SID. Therefore, the work in this paper could lead the research toward
analysing the applicability of ARMA model coefficients as a feature in applications
of SID or other identification applications of MIR.
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Design and Development of Photon
Counter for Silicon Carbide Ultraviolet
Photometer Used in Space Instruments

Praveen Kumar Mogre, S. P. Karanth, M. A. Sumesh, Vijay, Dilip Yadav,
and K. Sreelakshmi

Abstract Photon counting is one of the advanced methods of measurement, and
this type of measurement is required when the measuring signal is very small and
accuracy requirement is large. Photon counting methods are most commonly used
in medical UV imaging, missile seeker system, ozone emission study, and dosime-
ter applications. Photon counting methods can be carried over a complete spectrum
of light, but mostly done on a selective band of light like UV, IR, X-rays, or visible
light, to analyze the intensity variation of light. UVphoton counting is analyzed using
silicon carbide (SiC) detector which was developed at LEOS and was designed to
operate at a wavelength of 200–300 nm (solar blind). Design and implementation of a
UV photon counting electronics is developed for the solar-blind on-board UV inten-
sity measurement. This work deals with the design of essential readout electronics
required to support the measurement of signals detected by SiC detectors developed
by scientists at LEOS. LEOS detector and SGLUX detector (imported) are compared
and performance analysis is carried out. The responsivity of both detectors is mea-
sured with the change in wavelength and also the quantum efficiency of the detector
is measured over a solar-blind UV-C band. The number of photons present in the
detected signal has been calculated and also the obtained results are matched with
the solar photon count per second in space.

Keywords Solar blind · Silicon carbide (SiC) · Readout electronics · Solar
irradiance
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1 Introduction

Sun is the source of electromagnetic radiations; of which UV electromagnetic radia-
tions are of great interest to developUV instruments, for space,military, and domestic
applications. UV radiations are produced from various man-made sources like the
missile launch site, missile plume, and welding flames. The UV signals produced
from the above-mentioned sources are measured with instruments like UV radiome-
ter or UVmeter which are equipped with UV detector and electronic readout circuits
for measuring the signal. Ultraviolet light comprises high photon energy as approx-
imately 9 % of emitted energy by the sun lies in UV range, which covers the wide
wavelength range of 400 nm down to 10 nm [1].

UVdetectors are used in awide range of applications likeUVdosimetry and imag-
ing, including solar UVmeasurements, astronomical studies, spacial optical commu-
nications (intra and inter-satellite secured communication), and military applications
like missile warning, missile plume sensing, etc. [2].

The ultraviolet (UV) region is commonly divided into the following subdivisions
and is commonly named according to thewavelength regions asmentioned inTable 1.

Silicon carbide (SiC) is one of the most promising candidates for the next-
generation semiconductor material. The major advantages include a wide bandgap,
high critical breakdown voltage, high saturation drift velocity, and high thermal con-
ductivity [3]. Photon counting/detection involves the detection of photoelectrons
released by light over a photosensitive surface of a photomultiplier tube, avalanche
photodiode, and semiconductor photodiode.

Photon counting technique is employed to count a number of photons present
in weak light signals generated from a distant light source. The number of photons
generated from the light source depends on the wavelength of the light source, as it
was observed that photon generation rate follows Planck’s curve.

2 Theoretical Solar Photon Count Analysis

Planck’s blackbody radiation distribution, Sλ, is given by Eq. (1)

Table 1 Classification of UV
band

Name of
Ultraviolet
subband

Band abbreviation Wavelength range
(nm)

Ultraviolet A UVA 400–320

Ultraviolet B UVB 320–280

Ultraviolet C UVC 280–220
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sλ = 2hc2

λ5
(
e

hc
(λkT ) − 1

) w/m2/sr−1/nm, (1)

where h is Planck’s constant (6.626×10−34 J/s), T is the temperature of the blackbody
in Kelvin (K), k is the Boltzmann constant (1.381 × 10−23 J/K), C is the speed of
light (3 × 108 m/s), and λ is the wavelength.

Spectral intensity of radiation from blackbody can be calculated using Eq. (2)

I = sλ × Area of Blackbodyw/sr/nm, (2)

where area of blackbody is given by Eq. (3)

A = π × R2, (3)

where R is the radius of the blackbody, i.e., sun (R = 6.98 × 108 m).
Power of blackbody radiation in space per unit area is given by Eq. (4)

P = I

r2
W /mm2, (4)

where r is the distance between blackbody (sun) and the earth, also known as
astronomical unit (r = 1.5 × 1011 m).

The power of the incident radiation falling on the area equivalent to detector area
in space is calculated by Eq. (5)

P0 = P × Detector area , (5)

where the area of the detector is 4 × 4 mm (LEOS Detector).
The number of photons generated per second from blackbody can be calculated

by using calculated detector power Po as shown in Eq. (6).

Number of photons per second (N) = P0
E

, (6)

where E is the energy of photon at particular wavelength. Energy can be calculated
by using the Planck Einstein relation given by Eq. (7)

E = hc

λ
. (7)

The number of photons is calculated for a wavelength band of 200–600 nm and
the response is plotted, as shown in Fig. 1.
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Fig. 1 Photons emitted per
second from a blackbody at
5782 K

3 Design and Analysis

Signal readout electronics play a major role in any of the UV detection applications.
Information is extracted from UV signal and projected on to the interfacing device
with the help of processing electronics, as it acts as a central processing unit of
the system. The basic requirements of the electronics are it should be a standalone,
compact, fast, user-friendly, and simple system. The main intention while designing
processing electronics was to have a basic functional design, and then peripherals
are added to it, so as to make it more user-friendly and customized system.

In this paper, the photon countingmodule is equippedwith silicon carbide detector
which is designed and fabricated at LEOS (ISRO). The output from the detector is
current with very low amplitude; the current has to be converted to voltage so it
requires an I-V converter (trans-impedance amplifier) and there should be an ADC
to convert the analog voltage into digital. The digital values are further processed
using a controller, and the required data are to be displayed to 16 × 2 LCD display
and PC simultaneously. Figure 2 shows the schematic diagram of proposed photon
counter system. The controller used here is a 8-bit ATMEL microcontroller. In an

Fig. 2 Schematic diagram of Photon counting system
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attempt to make the interpretation of data user-friendly, a graphical user interface
(GUI) application is developed using Python-Tkinter software, and a live graph of
the real-time photon values is plotted and data log is created to trace the received
data over a period of time. The data log is stored on the computer.

4 Results and Discussions

The results of photon countingmodule obtained are discussed in this section. Spectral
responsivity and the quantum efficiency of LEOS UV detector and standard SGLUX
detector are being measured and compared. The number of photons that are falling
on the detector is measured and compared with the standard photon number emitted
from the surface of the sun.

4.1 Detector Performance Analysis

LEOS and SGLUX detector performance is analyzed and it is observed that the
LEOS detector has a maximum spectral response and quantum efficiency at 260 nm
as shown in Fig. 3 and SGLUX detector has maximum spectral responsivity, and
quantum efficiency at 280 nm as shown in Fig. 4. From the comparative analysis,
it was concluded that SGLUX was designed for a UV-C spectral band and LEOS
detector was designed for a single wavelength monitoring applications.

Active area of LEOS detector is 4 × 4 mm, dark current is 1 pA, and breakdown
voltage ≤ 100 V. Active area of SGLUX detector is 7.6 mm2, darkcurrent is 25.6 fA,
and breakdown voltage is 20 V.

A number of photons falling on the single detector for different intensity of UV
LED light of 260 nm wavelength was measured over a period of 5 min, and graph

Fig. 3 Responsivity
comparison of LEOS and
SGLUX detectors
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Fig. 4 QE comparison of
LEOS and SGLUX detectors

was plotted from collected data. A number of photons calculated from LED was
compared with the theoretical calculation of photons generated from the sun over
solar spectrum.

Figures 5, 6, 7, and8 show thefluctuation in photons detected for different intensity
of UV LED light like 20 mA, 10 mA, 5 mA, and 1 mA, respectively. The time of
measurement is 5 min of duration and X-axis shows the actual time at measurement.

Fig. 5 Photon count at
1 mA current drive to LED
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Fig. 6 Photon count at
5 mA current drive to LED

Fig. 7 Photon count at
10 mA current drive to LED

5 Conclusion

The photon-counting system has been proposed for SiC UV detector. A comparative
study of LEOS detector and SGLUX detector performance has been carried out,
and it is observed that LEOS detector has maximum responsivity at 260 nm and the
quantum efficiency of both the detectors is measured and compared. The number of
photons generated from the UV source for different intensity of light is characterized
and analyzed. We observed a two-order increase in photon count as we increase the
intensity of UV source.
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Fig. 8 Photon count at
20 mA current drive to LED

Agraphical user interface has beendevelopedusingpython script. ThisGUImakes
characterization and analysis of different detectors more effective and convenient,
as we have made a provision for logging the detector data over a period of time into
the computer.
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Design of an Optical Orbital Angular
Momentum Sorter

E. S. Shivaleela, Shreya Jaiswal, and Shweta Katti

Abstract Optical orbital angular momentum has caught the attention of researchers
from various fields due to its wide range of applications. For use in quantum com-
munications, a photon has to be prepared in a state of orbital angular momentum
(OAM). As photons in a light beam with distinct angular momentum are orthogonal
to each other, we can use them to represent different data symbols. Thus it is possible
to carry a large number of bits on a single photon. In this paper, we report the design
of a sorter for 16 OAM helices, which involves simple signal processing techniques.

Keywords Quantum communications · Optical orbital angular momentum · OAM
sorter

1 Introduction to Optical Orbital Angular Momentum

Light wave has associated with it various parameters like polarization, fre-
quency/wavelength, and amplitude. When it is required to use light wave as a carrier
for communication applications, we can use any one or combination of the above
parameters for modulation purpose in accordance with the variation of the message
signal. As there is ever increasing demand to carry data at higher speeds, in addition
to wavelength-time division multiplexing, space division multiplexing using fibers
with multi-core and multi-modes has been explored in the past. OAM is exploited
as another dimension, along with other dimensions to enhance the data carrying
capacity of fibers, for short reach and high data density applications like data centers
[1, 2, 3].

In 1992, Les Allen observed that photon has OAM [1]. Earlier to this, the photon
was known to have Spin Angular Momentum (SAM), s = ±1 which describes the
right or left circular polarization, respectively. If the E-field vector of the light beam
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Fig. 1 a OAM modes � = –1, 0, 1, 2, and 3 b spin conversion c OAM conversion

is in a constant plane as it propagates, then the phase plane is stationary, it is linearly
polarized and when the E-vector rotates around the propagation axis, it is circularly
polarized, and the Poynting vector is parallel to the axis. A photon can have OAM
of � = 0, ±1, ±2…, (�, an integer) denotes the number of inter-wined helices, with
each of them orthogonal to the other. The OAM beam has the phase term exp(i � ϕ),
where ϕ is the azimuthal co-ordinate. The OAM carried by a photon is equal to ��.
The total angular momentum of a photon is the sum of spin and orbital momentum,
(s + �) �.

Figure 1 shows OAM beams for � = –1, 0, 1, 2, and 3; the spin conversion of a
linearly polarized light to circularly polarized light using quarter wave plate (QWP)
placed at 45° with respect to the incident wave polarization; and OAM conversion
achieved using spiral phase plate (SPP) from a circularly polarized light [1]. The
total phase change for an OAM beam with � is equal to �ϕ. A circularly polarized
light has no OAM, i.e., � = 0. An OAM with � > 0 has a helical phase front. Under
the paraxial limit, both SAM and OAM are attributed as independent properties of
light. An OAM beam for � may be expanded into a group of Laguerre–Gaussian
(LG) beam (each with the same � but with a different p index, for radial distribution)
[1].

Along with LG beams, other beams that carry orbital angular momentum are
Bessel beams, Mathieu beams, and Ince–Gaussian beams [4]. A mode converter
such as a pair of cylindrical lenses can be used for the production of higher order LG
modes. The same is being achieved using holograms much more easily.
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Fig. 2 Mach–Zehnder interferometer sorts odd and even OAM modes to different ports

2 Generation and Detection of OAM

OAM beams can be obtained from different methods, (1) directly from a laser cavity
(2) by converting fundamental Gaussian beam into an OAMbeam outside a cavity. In
the latter case, the converter could be a SPP, diffractive phase hologram also known
as forked hologram, cylindrical lens pairs, etc. OAM can be detected by using a
converter that creates a conjugate helical phase or a plasmonic detector.

2.1 Mach–Zehnder Interferometer for Sorting OAM of Odd
and Even Modes

Wedescribe amethod of sorting ofOAMusingMach–Zehnder (M-Z) interferometer,
with Dove prism in the second arm rotated by α/2 with respect to the Dove prism in
the first (reference) arm [5], as shown in the Fig. 2. When passed through the rotated
Dove prism, the phase of the beam undergoes a phase change α equal to twice the
rotation angle of the prism (w.r.t. to the prism in the first arm). In [6], a detailed
analysis of dove prism is given. OAMmodes with even values of � are sorted to port
A1 and those with odd values of � to port B1.

The beam after passing through the rotated Dove prism in the second arm has
phase exp(i � (ϕ + α)), which corresponds to a phase shift of �α w.r.t. the original
beam. By choosing particular combinations of the values of � and –α, we can get the
rotated beam to be in phase or out of phase w.r.t. to the original beam (or the beam
in the first arm if the path length is the same). By adjusting the path lengths in the
two arms of the M-Z interferometer, photons with even �, at port A1 and with odd �,
at port B1 can be ensured [5]. We propose to extend this principle to sort 16 OAM
states, when the input beam consists of mixed odd and even � OAM, ranging from 0
to 15, by cascading four stages of M-Z interferometers. The sorter consists of four
stages of Mach–Zehnder interferometer as shown in Fig. 3. The I stage of the sorter
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Fig. 3 A cascaded four-stage M-Z interferometer sorts mixed OAM modes. � = 0–15 to different
output ports

is as described earlier (Fig. 2) with all even � OAMs appearing at the port A1, and
odd values of � at the port B1. The rotation of the phase of the beams in the upper
arm of each of the M-Z interferometer in I, II, III, and IV stages are π, π/2, π/,4
and π/8, and the corresponding prism rotations angles are π/2, π/4, π/8, and π/16,
respectively. Since there is no scheme to separate the OAMS for odd � value OAMs
in the same fashion, odd � values are incremented by 1, 2, and 4 in the II, III, and IV
stages, respectively, as shown in the Fig. 3, so that they are converted to even values
and sorted as described earlier. Table 1 shows the flow of signals through the four
stages of M-Z interferometer for 16 OAM modes.

In the stage I of the sorter, all the even � OAMs are sorted to the port A1 and
the odd � OAMs to the port B1. Port A1 outputs further get sorted in the second
stage as follows, with � = 4n to port A2 and � = 4n + 2 to port B2. However, since
there is no method which sorts the odd � value OAMs in the same fashion, outputs
corresponding to B1 are incremented by 1, � = 1, and then sorted to the ports C2
and D2 in the lower branch of the second stage. A2, B2, C2, and D2 correspond to

Table 1 Signal flow through four stages of M-Z interferometers
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the outputs of stage II. Similarly, port A2 outputs further get sorted in the third stage
as follows, with � = 8n to port A3 and � = 8n + 4 to port B3 and in the fourth stage
with � = 16n to port A4 and � = 16n + 8 to port B4. The sorting process continues
with �� = 2 and 4 in the lower branches of stage III and stage IV, respectively. The
mixed 16 OAM modes are thus sorted as shown in Table 1 and appear at distinct
ports of the fourth stage M-Z interferometer.

3 Conclusions

OAM has a wide spectrum of applications such as wired communication, free
space communication, quantum communication, RF communication, imaging, non-
invasive detection, and many more. The photons prepared in distinct OAMs can be
used as different states in quantum communication or in space division multiplexing
to multiply the data carrying capacity for short range-high data density applications
such as data centers. We have designed a sorter for mixed 16 OAM modes, by cas-
cading four stages of M-Z interferometer. Unlike multi-input-multi-output (MIMO),
a space division multiplexing scheme, this method does not involve complicated
digital signal processing.
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Design and Implementation of IoT Based
Rodent Monitoring and Avoidance
System in Agricultural Storage Bins

Rohini M. Kariduraganavar and S. G. Shivaprasad Yadav

Abstract India is one of the largest producers of agricultural products having diverse
agro-climate zones across the country with a vast range of agricultural products This
paper is oriented to accentuate the methods to solve the problems of monitoring
the rodents and to take the suitable actions to avoid the rodent’s movement. The
real-time implementation was based on the image segmentation using an Embedded
DSP processor. Several algorithms were reviewed for identifying the rodents using
the vision-based techniques and optimized the solutions. The proposed system is
used to monitor the attack of rodents and avoid large-scale grain storages such as in
warehouses, go-downs, and agricultural grain storeswithout any human intervention.
The implementation was made based on IoT approach for communicating the data
onto the server and maintained the database.

Keywords Embedded DSP processor · IoT · Rodent

1 Introduction

Agricultural sector being the backbone of the Indian economy is one of the key
areas in the development of the country. India is one of the largest producers of
agricultural products having diverse agro-climate zones across the country with a
vast range of agricultural products. The storage is an important marketing function,
which involves holding and preserving goods from the time they are produced until
they are needed for consumption. The reprehensible storage results in high losses in
grains as per 20% agriculture, 30% of fruits and vegetables grown [1]. Thus, there
are several challenges to be addressed in these storages. Some of the challenges are
attacks of rodents or insects, worms, and so on, which may result in heavy losses.
The safety of grain storage is a significant thing that concerns people’s living quality
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Fig. 1 Agricultural grain stores

and national economic development. It is exceedingly important to monitor the grain
storage condition periodically. Improving the automation level of monitor system is
the key to assure the safety of grain storage.

Rodents are the best and inexhaustible mammalian gathering on earth to offer
human natural surroundings and nourishment. A colossal measure of grain and nour-
ishment is lost to the pests, especially rats and environment is tainted because of uti-
lizing the pesticides. Rodents includingmice, rats,moles, rabbits, raccoons, squirrels,
and voles are the most various and boundless of all warm-blooded animals. Figure 1
shows the agricultural grain store.

Creation of monitoring and avoidance systems on embedded platforms includes
selection of appropriate platform, and the corresponding tracking algorithm able to
provide acceptable reliability and speed.

For our study, we used a digital signal processor (DSP) oriented to video image
processing. Particularly, we considered the DSP, type TMS320DM6437, and used
as a basis for the debugging means called Spectrum Digital DM6437 EVM—in
accordance with the task to be solved.

2 Proposed System

The developed algorithm in this paper is tomonitor and avoid the rodent in large-scale
storage of grains without human intervention. The algorithm is used in MATLAB
R2013b and used to interface with DSP processor kit, i.e., TMS320DM6437 EVM.

Using MATLAB, we proposed two algorithms; One is Background Subtraction
Method and the other one is Feature Extraction method. In Background Subtraction
Method, we detected the motion of the rodent [2]. We captured the image of rodent
and subtracted with current image and if it is similar to rodent, then rodent has
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Fig. 2 Basic block diagram

been detected or else rodent has not been found. In Feature Extraction Method,
we took predefined image of rodent and compared with the current image of any
moment captured in the camera may be it is rodent or human [2]. We compared with
13 features namely Contrast, Correlation, Energy, Homogeneity, Mean, Standard
Deviation, Entropy, RMS, Variance, Smoothness, Kurtosis, Skewness, and IDM [9].

After debugging the algorithm, it was ported to DSP TMS320DM6437 EVM kit.
To implement this, we used the Code Composer Studio v4 IDE.

We employed two methods in our algorithm for rodent detection and avoidance
in large-scale storage of grains like in warehouses or in go-downs. They are sensor-
based algorithm and vision-based algorithm. For sensor-based algorithm, we used
PIR SENSORS/IR SENSORS to capture the image as input. PIR sensors were used
to classify the moving object with high precision and localize the moving object
[3]. For vision-based algorithm, the image and video processing were employed. To
implement the data from PIR sensors which are used to capture the image from those
inputs, we can detect the rodents [4].

As we have used both the techniques in our work to implement the IoT based
Rodent Monitoring and Avoidance for Large-Scale Storage of grains in warehouses
as well as in go-downs, we can detect rodent and avoid using repeller.

The basic block diagram for implementation of IoT based rodent monitoring and
avoidance in large-scale storage of grains is illustrated in Fig. 2.

3 Design and Development of the System

The design and development of the proposed system is implemented using software
and hardware.

3.1 Software Implementation

The implementation of software was done using two techniques. They are Back-
ground Subtraction Method and Feature Extraction Method [8]. The operation of the
proposed system in the software part is shown in Fig. 3.



236 R. M. Kariduraganavar and S. G. Shivaprasad Yadav

Fig. 3 Operation of the proposed system

Fig. 4 Block diagram using edge detection

The rodent monitoring and avoidance is implemented by capturing the data from
the camera and processed using segmentation method. We can detect rodent and
avoid turning on the buzzer.

Using Edge Detection method, we can detect the rodent by its edges. By its
shape, we can determine the rodent and if it is, we can turn on the buzzer to avoid
it. Figure 4 shows the block diagram of rodent monitoring and avoidance using
Edge Detection method which is implemented in MATLAB R2013b [5]. The same
software is converted to Code Composer Studio to integrate with DSP processor, i.e.,
TMS320DM6437 EVM.

3.2 Hardware Implementation

The software was integrated to hardware using two different IDE. We used two
hardware for our proposed work, i.e., DSP processor and Raspberry Pi 3.

Using Edge Detection method, we integrated to DSP Processor TMS320DM6437
EVM. The hardware implementation is displayed in Fig. 5.

Using Python language, we implemented on Raspberry Pi 3 module. Here the
movement of Rodent was sensed by IR or PIR sensor. If the movement is detected by
IR sensor, theRaspberry Pi 3 senses send themessage to the client usingGSMmodule
[6]. The client canmonitor the live video anywhere sitting in anyplace using IP camera
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Fig. 5 Implementation of TMS320DM6437

placed in warehouses or in go-downs. The client if observed the rodent movement
can turn on the buzzer [7]. Figure 6 shows the implementation of Raspberry Pi 3.

4 Results and Discussion

The hardware used to interface with CCv4/CCv5 is DSP Processor which is
audio/video processing, i.e., TMS320DM6437 EVMmodule. Here the rodent move-
ment is determined by Edge Detection Technique. If any movement of the rodent is
found by its edge, we can determine whether it is Rodent or not. We can determine
the edge of human being or any animal which is moving in the storages or go-downs
or warehouses.

The rodent movement using Edge Detection is displayed using Projector. The
snapshot of the output is given in Figs. 7a–e. The rodent movement is captured by
the camera and displayed using projector. Here the edge detection of the movement
can be seen whether if it is Rodent or not [10]. So the rodent has been captured and
by its edge, we can determine that is Rodent which is illustrated in Fig. 7c, d.
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Fig. 6 Implementation on Raspberry Pi 3

Fig. 7 Output displayed from projector using TMS320DM6437

The hardware which is used to detect the rodent and send a SMS to client via
Python language is Raspberry Pi 3. Here if the rodent movement is observed, then
the IR sensor detects and sends a message to GSMmodule. The GSMmodule sends
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Fig. 8 Output displaying on terminal of Python language using Raspberry Pi 3

the SMS to client that Rodent is detected and the client observes it from IP camera.
He turns on the buzzer or repeller to avoid the Rodent. The snapshot of the output
displaying Rodent Detected is shown in Fig. 8. The terminal window displaying
Rodent has been detected when it observes the rodent movement in storages which
is illustrated in Fig. 7.

The SMS that is generated by GSM module is displayed in Fig. 9. Here if the
movement is observed by the IR sensor, it enables the GSM module and sends an
SMS to clients mobile saying that Rodent has been detected. This has been illustrated
in Fig. 9. If the client sees the message displayed in his android mobile, then he can
turn on the buzzer to avoid it.
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Fig. 9 SMS generated by
GSM module using
Raspberry Pi
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Implementation of Security System
and Its Interconnection with Lighting

K. M. Akshay, Rahul Hebbar, R. Harshavardan, Roshan,
and P. S. Manjunath

Abstract Nowadays like home security, building security is also becoming promi-
nent since the possibilities of intrusion and other kinds of security threats are growing
day by day. For an organization, safeguarding their assets is of utmost importance.
Thus, with the help of latest technology, our project aims to design and implement the
highest level of security that an organization can have in order to protect and control
the assets of the organization. The work focuses on constructing a state-of-the-art
security for buildings which includes integrating four different types of securities
which are access control, surveillance, geofencing, intrusion detection and asset
management. This system can alert the authorized persons by sending SMS/email to
their mobile phones. An alarm is also raised if required. The advantage of using this
system over the existing ones is that the current security systems are all stand-alone
systems. The surveillance, intrusion detection, access control, and asset management
are not integrated into the existing system. Our work focuses on integrating these
into a single microcontroller. First stage of the work consists of building a prototype
by using different sensors such as ultrasonic sensor, IR sensor, radio frequency iden-
tification card reader, GSM module, etc. The main controller used for the prototype
is ATmega 2560. Second stage consists of implementing it in real time. According
to the company’s requirement different brands such as DSC, Bluvision, and Zavio
were used. These stand-alone systems were integrated into Vantage lighting system,
which is themain controller used for real-time implementation. Both in prototype and
real-time implementation of the work, the security system is completely automatic
and it will enable the authorized persons to remotely control and monitor the areas
of the building from any place. The result of the project shows that whether there
is an intrusion and security breach from one’s own employees of an organization,
they are all monitored and controlled automatically through different systems which
in turn are integrated into a single system so that immediate action can be taken to
prevent such breaches.
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1 Introduction

In this twenty-first century, the crime rates are ever increasing; everybody wants
to safeguard one’s own assets. Thus, the security system plays an important role.
Suppose a CEO of an organization is away from the building and he/she needs to
ensure that the building is secured. The CEO can use anyone of the stand-alone secu-
rity systems in the market. But in today’s world everything is becoming automatic.
Hence, it is important to have an automatic security system which inculcates various
categories of security like intrusion, access control, asset management, surveillance,
etc. All these types of security need to be integrated into one stand-alone system
fromwhich it can be monitored and controlled. An automated security system which
integrates different types of security into a single system provides an additional layer
of security. The security might comprise of user verification to prevent break-ins
at entry points and also to track unwanted activities or illegal intrusions within the
locality of the building.

The stand-alone system that is used in the real-time implementation of the project
includes DSC, Bluvison, and Zavio. These systems are integrated into a microcon-
troller, which is the lighting system of the building. The provision to send alert mes-
sage to security guard during security breaches is also built into this system. Also if
the employees of the organization are deceptive in nature, they can be monitored and
controlled through this system. Thus, the building security system proposed in the
project provides the state of security for the CEO and the employees of an organiza-
tion. The rest of the paper is organized as follows. The literature survey of this paper
is described in Sect. 2. Section 3 lists the architecture design for security. Sections 4
and 5 describe prototype and real-time implementation of the work, respectively. The
conclusion and future work of this project is described in Sects. 6 and 7, respectively.

2 Related Work

Office or building security is one of the important issues where crime rates are
increasing day by day and due to this the organization faces a huge loss. In order to
have a sustainable growth in the organization, proper security measures have to be
incorporated. The security system should be able to identify the intruder and not an
employee of an organization. And if there is attempt for breaking in, the owner or
the required person should be alerted so that he/she can take immediate action. Also,
there should be a device for recording in order to trace what is happening, and this
can be used as an evidence to help the police to identify the intruder and to be able
to search the misplaced or stolen object [1].

Earlier research about building security was conducted by Aditya Shankar where
the security system included fingerprint activation for access control and a camera for
surveillance [2]. Another study that was conducted about building security systems
included using LabVIEW for face detection. Their technology uses histogram as a
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feature for face detection [3]. One more study by Alvin Kabir, where he designed a
system which could send the alerts to a cellular device like a portable mobile phone
of the required person. GSM technology was used in this system so that an SMS was
used to alert the individual. This setup used three components: a GSM module, PIC
microcontroller, and one or more sensors to detect the intrusion [4]. This method
which uses portable mobile handsets to receive warning or alert messages is very
helpful since the user need not hold any additional piece of equipment to receive the
warning messages, because most of the people already have a handset that supports
GSM technology. But this system does not include surveillance and measures to
monitor the assets. The prototype of the automatic security system was designed and
developed using Arduino mega [5]. This included using different sensors for motion,
intrusion detection, etc. A motor was used to integrate the camera into the existing
system. Alert messages are sent to the owner via SMS using GSM technology. The
main idea of using wireless technology was to send alerts and to make sure that the
owner is alerted even if he is away from the office. There were different types of
wireless technologies such as Bluetooth, CDMA, etc. but we choose GSM since we
compared it with other techniques and found out that it is more efficient and cheaper
and also we were more familiar with it than other technologies [6].

The microcontroller that we use to build the prototype was ATmega 2560 [7].
We used this since it simplifies the amount of software and hardware development
needed to get the system working and also in the hardware platform reset and power
circuit setup are readily available. It also supports circuits through which we can
directly program and communicate with the microcontroller using USB. On the
software end, Arduino Mega 2560 provides a number of different libraries so that
the microcontroller can be programmed effortlessly [8]. The prototype design of the
security system consisted of using Radio Frequency Identification (RFID) cards and
reader for access control. It is basically a wireless technology which works on radio
waves. The tags and the RFID reader will be emitting these waves and are picked
up by the reader when these cards come near it. The tags/cards consist of microchip
ID data, which stores the UID of different employees of the organization [9]. The
electronic circuits of RFIDTags havememory and because of this they can store data.
This memory is divided into different cells. Some cells can store only read-only data,
such as UID number, rest can store UID, major and minor together [10]. These IDs
are generated at the time when the tag is produced.

3 Architecture Design

Security is a strategy bywhich something is secured through an arrangement of inter-
working components and gadgets. All security systems deal with a similar essential
guideline of securing entry points, like the main building door and windows, and
in addition inside space of an office/building containing assets. The building/office
security system consists of networks of integrated devices which are all working
together with a central controller in order to protect against intruders and burglars
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Fig. 1 Architecture of intrusion detection

Fig. 2 Architecture of surveillance

and other potential threats. Mainly a security system has four domains: surveillance,
intrusion detection, access control and geofencing and asset management.

A simple architecture was designed for each part of the security system as shown
in Figs. 1 and 2.

3.1 Intrusion Detection Surveillance

See Figs. 1 and 2.

4 Prototype Implementation

The block diagram of the prototype is shown in Fig. 3. The main controller used
for the prototype is ATmega 2560. In this prototype, ultrasonic sensors are used to
detect any motion or intrusion and RFID-based access control to provide access to
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Fig. 3 General block diagram of prototype

authorized users. IR sensor is used to detect if the asset is moved or not. The control
of camera is done through a motor. There is a main door through which a person
can enter by scanning the RFID cards. Each room consists of LED’s to which the
security system is integrated.

The implemented circuit is shown in Fig. 4. The prototype requires a power
supply of 12 V. There are two modes defined for the prototype, Intrusion ON mode
and Intrusion OFF mode. When a supply of 12 V is given to the Arduino Mega
controller, the prototype will start with Intrusion ON mode. This mode is to detect
any unwanted or unauthorized entry. If any movement or presence is detected in this
mode, alarm will go on and an alert text is sent to authorized mobile phones via
a GSM module. Along with this, a camera model, which is controlled by a motor,
tracks the intrusion. Also if an asset is moved which is kept in the asset room, alarm
and text message are sent to the authorized person.

The Intrusion OFF mode is activated by scanning an authorized RFID card on the
RFID reader near the door. Any unauthorized card is rejected by the controller and an
authorized card is accepted and acknowledged with a short beep sound. As soon as
an authorized card is accepted, the door automatically opens and closes with a slight

Fig. 4 Implementation setup
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Fig. 5 Layout of prototype

delay to allow a person to enter. The opening and closing of a door are controlled by
a motor. Once an authorized person enters any cabin, the LED in that cabin will turn
on by detecting the presence of that person. Later, the LED automatically turns off
when there is no one present in the cabin. When there is no movement or presence of
anyone in any of the cabins, then the prototype switches to Intrusion ONmode. Then
any movement before scanning an authorized card will be treated as an intrusion.
The layout for the prototype is shown in Fig. 5 (Fig. 6).

The brand selected for intrusion detection system is DSC which is shown in
Fig. 7. Different sensors that were used are motion sensor to detect motion, glass
break sensor to detect breaking of a glass, contact sensor to detect opening and
closing of a door or window, flood sensor to detect any water leakage, and smoke
sensor to detect smoke caused by fire in the building. These sensors are wireless
sensors and communicate with a DSC control panel, PC-1864, at 433MHz; the DSC
panel PC-1864 is a hybrid panel which supports both wired and wireless sensors.
This stand-alone system is integrated into Vantage controller through an interface
module, IT-100, via RS-232 cable. Interfacing module IT100 converts the signals of
the DSC control panel to a format which is compatible with Vantage and vice versa.
So one can arm or disarm the intrusion system through mobile phone.

5 Conclusion

The designed automatic building security system was tested a number of times and
it can be certified as a completely foolproof system. The chief executive officer can
remotely monitor how each employee is spending their time in office as well as
control certain restricted areas to manage assets. The Vantage system to which we
have integrated provides both security and building automation. Finally, theworkwas
designed and implemented in such a manner so as to make it user-friendly and also
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Fig. 6 Working flowchart

Fig. 7 DSC intrusion
detection system
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to set it up in different offices with ease and convince. Thus, the required objectives
and goals of our work have been accomplished.

As of now, the system is dependent on the employees of the building. As soon as
the employees leave the building the systemwill be in “armed”mode. If a guest wants
to visit the building, it will lead to security breach. This can be improved by having
a camera which can send pictures of the person who wish to enter the building to the
CEO and he/she can remotely disable the security system to welcome the guest.
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