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Preface

This book collects the papers presented at the 4th Space Information Network
Conference (SINC 2019), an annual conference organized by the Department of
Information Science, National Natural Science Foundation of China. SINC is supported
by the key research project of the basic theory and key technology of space information
network of the National Natural Science Foundation of China, and organized by the
“space information network” major research program guidance group. The aim is to
explore new progress and developments in space information networks and related
fields, to show the latest technology and academic achievements in space information
networks, to build an academic exchange platform for researchers at home and abroad
working on space information networks and industry sectors, to share the achievements
and experience of research and applications, and to discuss the new theory and new
technologies in space information networks. There were two tracks in SINC 2019:
Architecture and Efficient Networking Mechanism and Theories and Methods of High
Speed Transmission.

This year, SINC received 118 submissions, including 83 English papers and 35
Chinese papers. After a thorough reviewing process, 23 outstanding English papers
were selected for this volume (retrieved by EI), accounting for 27.7% of the total
number of English papers.

The high-quality program would not have been possible without the authors who
chose SINC 2019 as a venue for their publications. We are also very grateful to the
Academic Committee and Organizing Committee members, who put a tremendous
amount of effort into soliciting and selecting research papers with a balance of high
quality, new ideas, and new applications.

We hope that you enjoy reading and benefit from the proceedings of SINC 2019.

November 2019 Quan Yu
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Throughput Evaluation and Ground Station
Planning for LEO Satellite Constellation

Networks

Shuaijun Liu1(B), Tong Wu2, Yuemei Hu1, Yichen Xiao1, Dapeng Wang1,
and Lixiang Liu1

1 Institute of Software Chinese Academy of Sciences (ISCAS), Beijing, China
shuaijun@iscas.ac.cn

2 China National Institute of Metrology (NIM), Beijing, China

Abstract. With the development of satellite networks, new generation of low
earth orbit (LEO) satellite constellation network composed of mega satellites has
emerged. The ground stations (GS) deployment has the key impact on the system
throughput for LEO satellite constellation network. However, the GS deploy-
ment planning is challenging due to the spatial and temporal distribution of traf-
fic demands and the time-varying topology of the LEO satellites. To solve this
problem, an iterative GS deployment based on marginal revenue maximization
(IGSD-MRM) is proposed. The key idea is to select the geographical location,
which can achieve the maximum marginal revenue, as current GS deployment
location in each iteration. The simulation results show the effectiveness of the
proposed IGSD-MRM algorithm in throughput improvement under different GSs
numbers and feeder link antennas.

Keywords: LEO satellite network · Ground station deployment · System
throughput · Iterative method

1 Introduction

With the rapid development of LEO satellite communication networks and on-board
processing (OBP) technologies, the new generation of LEO satellite constellation net-
work composed of mega LEO satellites such as OneWeb has emerged and become a
development trend [1, 2]. Compared to geostationary earth orbit (GEO) satellites, LEO
satellites have smaller propagation loss and end-to-end delay, facilitating user terminals
(UTs) miniaturization and real-time service transmission. Compared to the Iridium and
Globalstar systems appeared in the 1990s, the new generation of LEO constellation
network has more advanced OBP capabilities, higher-order modulation schemes, lower
manufacturing and launch cost [3, 4]. To provide the worldwide service, distributed
ground stations are needed to implement the network management and data switching
operation. To further improve the system throughput, the GS needs to fully consider

This work is supported by the project “Study on the Inter-satellite Networking and Data Sharing
Technologies,” National Key Research and Development Plan 2016YFB0501104.

© Springer Nature Singapore Pte Ltd. 2020
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the characteristics of satellite constellation operation, traffic demands and wireless link
quality. How to evaluate the system throughput and make the ground station planning
has key meaning and motivates this paper.

Many researchers have made works on throughput evaluation and ground station
planning for LEO constellation networks [5–9]. Xiao et al. [5] proposed a LEO satellite
network capacity model focusing on the influence of topology and routing strategy on
throughput capacity. Qonita et al. [6] made the designation and analysis on multibeam
satellite capacity for Indonesia. Arifn et al. [7] analyzed the achievable capacity of the
Telesat system to provide service for Indonesian. del Portillo et al. [8, 9] compared the
Telesat, OneWeb and Starlink networks and proposed a preliminary GS deployment
solution based on non-dominated sorting genetic algorithm II (NSGA-II). Although the
proposed NSGA-II based ground station planning scheme performs well, the NSGA-
II method has quite high computational complexity. What’s more, no interference is
assumed, where the interference between multiple feeder links of same GS should not
be ignored.

To solve this problem, this paper analyzes the influence of GS deployment on sys-
tem throughput with interference considered. Meanwhile, a simple but effective itera-
tive ground station deployment based on marginal revenue maximization (IGSD-MRM)
algorithm is proposed to optimize ground segment. The main contributions of this paper
are summarized as follows: (1) This paper considers the mutual interference between
feeder links as the non-ideal characteristics of the antenna radiation will affect the capac-
ity of the feeder link. (2) This paper no longer uses the metaheuristics algorithm (such
as GA or NSGA-II) in GS planning, but designs an iterative method by exploiting the
relationship between throughput and GS locations.

The rest of the paper is organized as follows: Section 2 describes the system model
for LEO constellation scenario and formulates the optimization problemwith the goal of
maximizing system throughput. Section 3 presents the proposed IGSD-MRMalgorithm.
Section 4 describes the simulation parameters and results analysis. Section 5 concludes
the paper.

2 System Model and Problem Formulation

2.1 System Model

For the LEO satellite constellation network, denote the number of LEO satellites, the
number of orbital planes and the number of LEO satellites per plane as M , No, Np,
respectively. For each satellite, the position can be represented by the latitude and lon-
gitude of its sub-satellite point (SSP) and the orbital height. The SSP is defined as the
intersection of the line linked the satellite and the center of the earth and the earth’s sur-
face. Considering that the existing LEO satellites are mostly circular orbits, the position
of the satellite nodes is determined only by the latitude and longitude of the SSP. Since
the satellite orbits the earth around the orbit and the earth is also rotating, the trajectory
of the SSP will change with time. The longitude λ and latitude φ of the SSP is calculated
through Eqs. (1) and (2), respectively:

λ = λp + arctan(cos i tan u) − wet (1)
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φ = arcsin(sin i sin u) (2)

Where λp is the ascending longitude of the LEO satellite, i is the orbital inclination,
we is the earth rotation angular velocity. Parameter u is the orbital angle during time t ,
u = ws × t , where the ws is the satellite orbital moving angular velocity.

Forward Link

Return Link

Downlink

Uplink

Inter-Satellite Links

Fig. 1. The illustration of different links in LEO satellite networks

For each satellite, multiple beams are often generated in the coverage to achieve
the spatial division gain, which has been proved great effectiveness in performance
improvement [10–12]. The number of beams for each satellite is denoted as N. The
links are mainly of the following three types: (1) User link (UL): the link between the
satellite and the UTs; (2) Feeder link (FL): the link between the satellite and the GSs; (3)
Inter-satellite link (ISL): the link between satellites. Meanwhile, the link can be divided
into forward link and return link depending on the direction of service. The forward
link refers to the link from the GSs to the UTs while the return link refers to the link
from the UTs to the GSs. Figure 1 illustrates the aforementioned links taking OneWeb
as example:

The achievable capacity of links is determined by two parameters, the link bandwidth
and the spectrum efficiency (SE). The SE is mainly determined by link quality which
further influences modulation and coding scheme (MCS). As an efficient transmission
scheme in satellite communication systems, the Digital Video Broadcasting through
Satellite Second Generation Extended (DVB-S2X) [13] adopts adaptive MCS and high-
order modulation to cope with time-varying channel conditions. Figure 2 shows the SE
of the DVB-S2X transmission scheme under different signal to interference plus noise
ratio (SINR) with filter roll-off factor α = 0.1.

From Fig. 2, we know that the SE varies with the receiving SINR. For LEO
constellation network, the SINR can be calculated by Eq. (3):

SI N R = E I RP − PL + G/T − I (3)

Where the EIRP is the effective isotropic radiated power (EIRP) of the transmit-
ting signal, PL is the propagation loss between the transmitter and the receiver (mainly
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Fig. 2. The relationship between SE and SINR for DVB-S2X transmission scheme

includes free space propagation loss, rain attenuation and atmosphere absorption, etc.)
[14], G/T is the quality of the receiving antenna. It should be noted here that the
parameters in Eq. (3) are in form of dB.

Thus, the link achievable capacity can be calculated as Eq. (4):

C = Bc × SEdvb−s2x (SN R) (4)

Where Bc is the link bandwidth, SEdvb−s2x (·) is the spectrum efficiency mapping
the SNR to SE under the DVB-S2X transmission scheme.

2.2 Problem Formulation

This paper aims at planning the ground station deployment so that the total system
throughput is maximized. Without loss of generality, this paper considers the for-
ward link. The system throughput is calculated and then the optimization problem is
formulated.

For the LEO satellite constellation networks, the system throughput is the sum of
capacity of each LEO satellite. In this paper, the bent-pipe mode is supposed for each
LEO satellite, which is the same as OneWeb. The achievable capacity of LEO satellite is
determined by the traffic demands, the capacity of feeder link and user link. Following
is the method to calculate the aforementioned three factors:

(1) User link capacity
The user link capacity for satellite is the sum of all user links to multibeams, where
user link capacity for each beam can be calculated through Eq. (4). Denote the user
link capacity for beam bn of satellite sm as CUL

sm ,bn
.
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(2) Feed link capacity
The feeder link capacity can be calculated as Eq. (4), where the EIRP refers to
the GSs transmitting EIRP, the G/T refers to the feeder receiving antenna of LEO
satellite. Denote the feeder link capacity for beam bn of satellite sm as CFL

sm ,bn
. It

should be noted here that the interference I is mainly caused by the adjacent feeder
links.

(3) Traffic demands
Traffic demands for beam bn of satellite sm mean the sellable capacity of LEO
network, which is denoted as Dsm ,bn .

Then, the total system throughput for LEO satellites constellation network is
calculated as Eq. (5):

Ctot =
M∑

m=1

N∑

n=1

min
(
CUL
sm ,bn ,C

FL
sm ,bn , Dsm ,bn

)
(5)

From Eq. (5), we know that the system throughput depends on the link capacity and
the traffic demands. Different ground station deployment mainly influences the achiev-
able capacity of feeder link, which in turn influence the system throughput. Considering
that the location of the ground station deployment is closely related to the link capacity,
how to maximize the total constellation capacity under the constraints of the number of
ground stations is of great significance and is also the goal of this paper.

The set of ground stations can be recorded as G = {
G j | j = 1, 2, · · · J}

, where each
ground station is identified by a pair of latitude and longitude, denoted asG j = [

φ j , θ j
]
.

The number of satellites that can be connected simultaneously for each ground station is
recorded as K. To this end, the optimization problem of the ground station deployment
of LEO satellite constellation network is formulated as Eq. (6):

opt. A = max
G

Ctot (6)

For the optimization problem, the objective is to maximize the system throughput
while the decision variables are the GS deployment. Considering that the location of
the GS deployment is closely related to the link capacity, which is a discrete function
of the link quality, to find an analytical method to achieve the optimal GS deployment
is extremely challenging. Based on the aforementioned description, the next section
proposes a heuristic method, namely the iterative GS deployment and marginal revenue
maximization (IGSD-MRM) algorithm.

3 Proposed IGSD-MRM Algorithm

The main idea of the ground station optimization algorithm based on iterative greedy
is to find the position of a single station at each iterative, and then do the next iteration
based on the deployed situation of the station.

To optimize the GS deployment, the GS geographical location should consider the
traffic demands and the link quality. The challenge lies in the discrete and non-linear
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of the formulated optimization problem. In this paper, the decision GS locations are
limited to a set of discrete values by dividing the whole world into small grids. Then
each grid represents a possible candidate for GS deployment and the grid which can
achieve maximal marginal revenue is selected. Following is the process to decide the
GS location:

(1) Divide theworld intomultiple gridswhere each grid Xi is 1° latitude by 1° longitude
and granularity. Thus, total 360 * 180 = 64,800,000 grids are the candidates for
GS deployment. All grid center point coordinates constitute a set as Eq. (7)

X = {Xi |Xi = [φx , θx ]} (7)

(2) Calculate the traffic demands of the LEO satellite. For LEO satellite, its traffic
demands are time-varying for its SSP are changing. The traffic demands for each
grid can be denoted as F while the traffic demands for each satellite with its SSP
Xi can be denoted as Fs(Xi ).

(3) Calculate the marginal revenue for each possible GS deployment. For GS deploy-
ment G j = [

φ j , θ j
]
, calculate the region �

(
G j

)
where LEO satellites can com-

municate with this GS satisfying the minimum FL elevation constraint. Marginal
revenue is defined as the incremental throughput due to GS deployment and the
marginal revenue is expressed as Eq. (8)

W
(
G j

) =
∑

Xi∈�(G j)

w(Xi ) (8)

Following is the process to determine the parameter w(Xi ):

(a) Calculate the spherical distance between G j and Xi ;
(b) Calculate the corresponding geocentric angle for the spherical distance in (a);
(c) Calculating the propagation distance of the FL;
(d) Calculate the path loss PL based on the propagation distance and location-

aware loss (such as rain attenuation);
(e) Calculate the link budget and SE as Eqs. (3) and (4);
(f) Calculate the achievable link capacity C(Xi ).
(g) Calculate the gridded revenue as Eq. (9):

w(Xi ) = min[C(Xi ),Fs(Xi )] (9)

(4) Choose the location with maximal marginal revenue as the GS deployment. The
GS location is expressed as Eq. (10)

Xi = argmax
Xi

W
(
G j

)
(10)

4 Simulation Result and Analysis

In this section, the simulation result and analysis are given. Firstly, the simulation sce-
nario and parameters are given. Then, the simulation process is illustrated. Finally, the
simulation result and analysis are described.
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4.1 Simulation Parameters

We mainly take OneWeb as the simulation scenario, where the LEO constellation con-
sists of 720 satellites operating at 1200 km altitude. The inclination of 18 orbital planes is
assumed87°. The feeder uplink and the user downlink adopt theKa andKubands, respec-
tively [15]. The DVB-S2X scheme is supposed in both FL and UL. Main simulation
parameters are listed in Table 1:

Table 1. Simulation parameters

Parameters Values

LEO constellation OneWeb

Number of satellites 720

Number of orbital planes 18

Number of satellites per plane 40

Orbital height 1200 km

Orbital inclination 87°

Minimum elevation for UTs 55°

Minimum elevation for GSs 20°

Uplink carrier frequency for FL 28.5 GHz

Uplink carrier bandwidth for FL 250 MHz

EIRP for transmitting GSs FL 52.0 dBW

G/T for receiving satellite FL 11.3 dB/K

Downlink carrier frequency for UL 13.5 GHz

Downlink carrier bandwidth for UL 250 MHz

EIRP for transmitting satellite UL 34.6 dBW

G/T for receiving UTsUL 12.9 dB/K

Number of GSs [0, 30]

Number of feeder antennas per GS 5

GSs candidate location Table 8 in [9]

Transmission mode for FL/UL DVB-S2X

Roll off factor for DVB-S2X 0.1

Total traffic demands 400 Gbps

Traffic demands distribution model Hotspot

Simulation steps 10 s

Simulation time 900 s

Grid point for LatLon 1°
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The traffic model is assumed the hotspot model which is widely adopted for traffic
demands in satellite networks [16]. Specifically, several hotspots are randomly generated
in some parts of the world. The traffic demands is denoted as F , indicating the density
of traffic demands, in units of bps/m2. The traffic demands is denoted as Eq. (11):

F = {
f (φ, θ)|φ ∈ [−90◦, 90◦], θ ∈ [−180◦, 180◦]} (11)

The traffic demand of the hotspot area is subject to the two-dimensional Gaussian
model, and the hotspot area traffic demand generated in latitude φ and longitude θ is
calculated as Eq. (12):

f (φ, θ) = 1

2πσφσθ
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φ,θ

·

e
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2
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φ,θ

)
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2

σ2
φ

+ (θ − θ0)
2

σ2
θ

− 2ρφ,θ (φ − φ0)(θ − θ0)
σφσθ

}]

(12)

Where the (φ0, θ0) is the latitude and longitude of the hot spot.
Here, total 1860 hot spots are selected according to themaximum population cities in

the late 2018 statistics. What’s more the traffic demand is proportional to its population.
The traffic demands F used in the simulation is shown as Fig. 3.

Fig. 3. Traffic demands throughout the world

The service requirements in each beam coverage area for each LEO satellite can be
calculated by Eq. (13):

Dsm ,bn =
∑

(φ,θ)∈�sm ,bn

f (φ, θ) · dφ,θ (13)

Where dφ,θ is the difference area at geographical location (φ, θ), �sm ,bn is the set
of geographical locations in satellite sm beam bn coverage.

4.2 Simulation Process

The system throughput of LEO satellite constellation networks is evaluated through the
“Low Earth Orbit Satellite Constellation Network Planning and Network Optimization
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Platform” (LEO-NPNOP). The LEO-NPNOP focuses on the next generation of mega
LEO satellite constellations such as OneWeb. The LEO-NPNOP can implement the
network planning in the pre-stage and network optimization in post-stage, consider-
ing different constellation configurations, ground segment deployment, satellite/beam
resource scheduling and FL/UL/ISLs bandwidth and link budget, etc. The Monte Carlo
method is adopted. The process of the LEO-NPNOP is illustrated as Fig. 4:

4.3 Simulation Results

(1) Performance under different number of GSs

BEGIN

Parameter Configuration and 
Initialization

Mode Select

LLA calculation for satellite/ES/GS

AER Calculation for UL/FL/ISL

Link Budget Calculation
EIRP, FSPL, Rain/Gas/Cloud, G/T

RRM Strategy

SINR Calculation for Links

Performance Evaluation
DVB-S2 DVB-S2X Shannon

END

Static: Earth radius, Boltzmann constant;

Satellite: constellation configuration

GS: GS geographical deployment;

RRM: access strategy, power allocation

Simulation: simulation period, steps;

Optimize the 
space segment

Optimize the 
ground segment

Throughput 
Evaluation

space segment ground segment

Fig. 4. System throughput evaluation process in LEO-NPNOP

Figure 5 shows the system throughput varies with the number of GSs. The number
of FL antennas is fixed 10.
It can be seen from Fig. 5 that the system throughput of LEO satellite constellation
networks increases with the number of ground stations. The proposed IGSD-MRM
algorithm is significantly better than hotspot based GS deployment scheme. Take
number of GS 20 as example, the system throughput of the proposed IGSD-MRM
scheme and the hotspot-based scheme can achieve 299.9 Gbps and 141.7 Gbps,
respectively. That is to say, the proposed scheme can increase the system throughput
by 111.6%. Meanwhile, the growing rate of system throughput has slowed down
with the increase in the number of GSs. This can be explained by the fact that more
GSs are deployed in non-hotspot areas in large number of GSs.
Figure 6 shows the incremental throughput with the increase of the number of GSs.
It can be seen from Fig. 6 that the incremental throughput decreases as the number
of GSs increases. This is because when the number of GSs is small, the system
throughput can be heavily increased by deploying more GSs in the hotspot area.
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Fig. 5. Relationship between system throughput and number of GSs

While as the number of GSs increases, more GSs are in charge of areas with small
traffic demands. For example, the incremental system throughput is about 18 Gbps
when the number of GSs is 1, that is to say, the single GS can provide 18 Gbps
system throughput. However, the single GS can provide only 3 Gbps when the
number of GSs is more than 22.
Based on the traffic demand model in Fig. 3 and the described method in Sect. 3,
the LEO satellite traffic demands can be calculated and showed in Fig. 7. Figure 8
shows the candidate GSs and selected GS through the proposed algorithm.

(2) Performance under different number of FL antennas per GS
Figure 9 shows the system throughput varies with the number of FL antennas per
GS. The number of GSs is fixed 30.

It can be seen fromFig. 9, the system throughput increases as the number of FL anten-
nas increases while the growing rate is slower as the number of FL antennas increases.
When the number of FL antennas increases from 2 to 4, the system throughput increases
from 102.8 Gbps to 190.4 Gbps. That is to say, the throughput increases by 85.21%
when the number of feeder antennas increases by 100%. However, when the number of
FL antennas increases from 8 to 16, the system throughput increases from 297.5 Gbps
to 328.9 Gbps. That is to say, there is only 10.6% improvement even the number of FL
antennas is doubled.

From Fig. 9, the system throughput keeps nearly steady when the FL antennas per
GS exceed 14. This can be explained as follows: For the OneWeb constellation networks,
there is certain number of LEO satellites can be accessed for eachGS under 20° elevation
constraint. No more LEO satellite can be linked for given GSs even if there is more FL
antennas per GS.
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Fig. 6. Relationship of incremental throughput for each GS and number of GSs

Fig. 7. Traffic demands for LEO satellites

Fig. 8. The GSs deployment through IGSD-MRM algorithm
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Fig. 9. Relationship of incremental throughput for each GS and number of GSs

5 Conclusion and Future Work

This paper describes the system throughput evaluation and proposes a heuristic method
to optimize ground station deployment for the LEO constellation networks. Considering
the unbalanced traffic demands around the world, the location of the GSs deployment
is critical to improve the system throughput. The number of GSs and the number of
feeder link antennas per GS should be rationally designed to maximize the system
throughput. Our next work is to evaluate the system throughput and optimize ground
station deployment for LEO constellation network with ISLs.
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Abstract. In order to alleviate the impact of network congestion on the spatial
network running traditional contact graph routing (CGR) algorithm and DTN pro-
tocol, we propose a flow intelligent control method based on deep convolutional
neural network (CNN). The method includes two stages of offline learning and
online prediction to intelligently predict the traffic congestion trend of the spatial
network. A CGR update mechanism is also proposed to intelligently update the
CGR to select a better contact path and achieve a higher congestion avoidance
rate. The proposed method is evaluated in the prototype system. The experimen-
tal results show that it is superior to the existing CGR algorithm in terms of
transmission delay, receiver throughput and packet loss probability.

Keywords: Contact graph routing · Space network · Deep convolutional neural
network · Intelligent congestion control

1 Introduction

Recently, due to the increasing number of satellite nodes and the increasing complexity
of satellite applications, the traffic has increased dramatically in the space network. The
rapid growth of network traffic and the increasing variability are bringing great pressure
to the space network, thus affecting the Quality of Experience (QoE) of users. Although
the Delay Tolerant Network (DTN) [1], which is widely used in satellite networks,
is designed to cope with frequent link interruptions, long end-to-end delays, and high
channel error rates in the network. However, when the network suffers from excessive
traffic load, the satellite nodes running the DTN protocol will be discarded due to insuf-
ficient storage space, which will cause network congestion. The traditional method is to
deploy the Contact Graph Routing (CGR) in the satellite network to take advantage of
the predictable characteristics of the spatial node trajectory, and to use the known con-
nection time and the remaining storage space of the predetermined neighboring nodes
to determine the effective route, but the CGR does not consider the remaining storage
space of other nodes in the path. When the remaining storage space of the intermediate
node is lower than the contact remaining capacity, traffic congestion will still occur [2].
In addition, due to the periodic nature of the spatial network, when severe congestion
occurs again, the traditional routing strategy will not learn and improve from previous
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problems such as high latency and high packet loss. Therefore, it is necessary to learn
spatial network congestion scenarios in an intelligent way in order to manage large-scale
growth of network traffic better in the space network.

We propose a space network intelligent congestion control method based on deep
learning. The offline learning phase uses the spatial information dataset extracted and
constructed from the prototype system as the input and output features of the Convo-
lutional Neural Network (CNN). The neural network structure is used to train adaptive
network traffic characteristics. In the online prediction phase, combined with the idea of
Software Defined Satellite Networks (SDSN) [3], the trained CNN model is deployed
in the GEO satellite as an intelligent control node, and the packet rate sent from the
MEO satellite node is collected in real time as input data. Through the CNN model to
predict the trend of network traffic changes, a CGR update mechanism is proposed to
intelligently change the CGR to select a better contact path, thereby alleviating the traffic
congestion problem in the space network. The performance of the proposed method is
evaluated in the prototype system, which proves that it is superior to the existing CGR
algorithm in terms of transmission delay, packet loss rate and receiver’s throughput.

The rest of the paper is organized as follows: In Sect. 2, we discuss the related work.
In Sect. 3, we present CNN-based intelligent congestion control methods and prototype
implementations, and then performs performance analysis in Sect. 4. At last, Sect. 5
summarizes the paper and future work.

2 Related Work

Recently, many studies have focused on the application of machine learning in the field
of network flow control systems or DTN route optimization. Regarding the former, Mao
et al. [4] propose an intelligent packet routing strategy based on Tensor’s Deep Belief
Architecture (TDBA), which takes into account multiple parameters of network traffic
to predict the full path of each edge router in the wireless backbone network. Hendriks
et al. [5] proposed a Q-Routing algorithm, which combines the existing technology in
wireless routing and optimizes the routing method by using multi-agent reinforcement
learning technology. However, due to the high mobility of satellite nodes and frequent
link switching, these methods cannot be applied to space networks. We consider the
characteristics of space network and combines it with deep learning to control the traffic
between satellite nodes intelligently. Different from the abovework, the complex charac-
teristics of the aerospace integrated network are analyzed [6], and a deep learning-based
method is proposed to improve the satellite flow control performance. However, the
simulation experiment did not combine the characteristics of the satellite network, it is
difficult to verify the effect of the method, and we work in the DTN-based prototype
system to verify the effectiveness of the method.

In addition, several efforts applymachine learning techniques to routing optimization
in DTN [7, 8]. Dudukovich et al. [7] adopted the methods of Q routing and naive Bayes
classification to develop the architecture of the cross-layer feedback framework of DTN
protocol, so as to select the transmission path with lower delay. Papachristou et al. [8]
proposed to use a machine learning classifier to predict a set of neighboring nodes,
which are most likely to pass messages to the desired location based on the message
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history to determine the transmission path of the packet. However, these DTN-based
route optimization methods focus on low-latency path selection, but the work of this
paper focuses on traffic congestion control in space networks.

We propose a space network intelligent congestion control method based on deep
learning. It aims to use the feature extraction ability of deep learning to extract the traffic
information of satellite nodes and predict the traffic congestion in real time, and then
dynamically adjust the CGR algorithm to avoid traffic congestion to reduce the data
transmission delay in the space network.

3 Traffic Intelligent Control Method Based on CNN and Prototype
Implementation

We combine the idea of SDSN to study the intelligent congestion control method in
space network. The following is an analysis of the intelligent space networkmanagement
architecture design and prototype system implementation.

3.1 Intelligent Space Network Management Structure

In order to briefly describe the traffic congestion problem of the space network, we
propose a two-layer satellite network composed of two MEO satellites and two LEO
satellites, as shown in Fig. 1. The data is transmitted from two MEO satellites to the
LEO2 satellite at the same time. Before the MEO satellite bursts, the load of the MEO2
satellite is very small. Therefore, the traditional CGR algorithm running in the satellite
network selects the data sent by the MEO satellite to be forwarded through the MEO2
satellite node. However, when the sudden overflow occurs in the sourceMEO1 node, the
MEO2 satellite load increases sharply and serious congestion occurs. At this time, the
CGR algorithm first transmits the packet with higher priority, but as the packet loss rate
increases, the alternative path is selected (such as forwarding through the LEO1 satellite)
to alleviate the congestion of theMEO2 satellite node, but the data loss situation It is very
serious. At the same time,when the same congestion occurs again in the space network as
the cycle runs, theCGRalgorithmstill uses the sameprocessingmethod to combat similar
congestion problems, and the space network congestion condition cannot be solved.
Therefore, we propose an intelligent congestion control method in space network based
on the idea of SDSN. The core idea is to deploy a deep learning method with feature
extraction capability in the spatial network to process the spatial data set composed
of the traffic information collected during the operation cycle and the corresponding
network congestion. The network congestion problem is avoided by fully extracting
the identifiable features in the traffic information to predict the occurrence of network
congestion in a similar situation and intelligently switching the transmission path with
reference to the CGR update mechanism. Since the traffic information in the spatial
network can be characterized as a two-dimensional matrix and the number of samples is
large, we select the deep CNN which is good at processing high-dimensional data and
large sample size as the traffic prediction tool deployed in the intelligent controller.
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Fig. 1. Intelligent space network architecture

The intelligent controller is deployed in the Geosynchronous Earth Orbit (GEO)
satellite, and the Middle Earth Orbit (MEO)/Low Earth Orbit (LEO) satellite is respon-
sible for data forwarding in the space network. The satellite traffic is sent by the MEO
satellite to the LEO2 satellite, and the transmission path matches the CGR. At the same
time, GEO satellites establish interfaces with MEO satellites to monitor MEO satellite
transmission traffic and collect them in real time. It is processed into an input feature
matrix recognizable by the CNN model, trained by the CNN model and predicting net-
work congestion. If it is determined that congestion occurs, the CGR contact plan is
adjusted with reference to the neural network output information, thereby changing one
or more transmission paths to avoid network congestion. Figure 1 shows the congestion
control process of the intelligent space network based on the SDSN idea.

Fig. 2. Offline training and online prediction based on CNN
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The MEO1 and MEO2 satellites simultaneously send data packets to the LEO2
satellite. When the GEO satellite collects the traffic sent by the MEO satellite and
predicts the MEO2 satellite presence network through the CNN model. After getting
the conclusion of congestion, the CGR in the space network is automatically updated
and the updated CGR contact plan is released to all satellites, so that the MEO1 satellite
transmits traffic to the LEO2 satellite through the LEO1 satellite to avoid congestion on
the MEO2 satellite, and reduces the network transmission delay and packet loss rate.

Figure 2 shows that the intelligent controller in the GEO satellite has two phases:
the offline learning phase and the online prediction phase.

The offline learning phase: When deploying an intelligent controller in a space net-
work, it is first in the offline learning phase, which uses past traffic patterns to train
the CNN model to predict the traffic load in the future space network. In the initial
state, the traditional CGR algorithm is used for path selection in the MEO/LEO satel-
lites. The GEO satellite collects the packet rate vi from each MEO satellite in real
time through the interception interface and continuously collects the data of the dura-
tion Tcontinued as the original data for the CNN training. In order to make better use
of the feature extraction ability of deep CNN, we describe the input data format as a
two-dimensional matrix (M, T ), where M = {1, 2, · · · , i} represents different MEO
satellites, T = {1, 2, · · · , Tcontinued} represents the duration of a data collection, and the
value of column t of the i-th row represents the packet rate vi t of the i-th MEO satellite
at the t s. Therefore, each row is used to record the flow characteristics of different MEO
satellites, and each column is used to record flow characteristics at different points in
time. Since the spatial network has a long delay and a high channel error rate, Tcontinued
is set to 15 s to ensure that the CNN model has enough input information to extract the
traffic characteristics. The traffic transmission paths of all MEO satellites are stored as
a two-dimensional matrix (M, R), where R = {si1, si2, · · · , si N } represents the rout-
ing path of the source i-th MEO satellite, N = {1, 2, · · · , i, · · · , j} represent different
MEO/LEO satellites. The lengths of different MEO satellite path are different. Select
the longest transmission path Rmax in the network topology as the standard form of the
matrix (M, Rmax ), and the remaining paths use 0 to complete the value of the matrix.
Finally, the link delay is detected to determine whether the network is congested during
the Tcontinued period. The result is recorded as {y|0, 1}. It is detected that the congestion
occurs immediately after the threshold is exceeded and the record is 1; otherwise, it is
recorded as 0. The traffic characteristics and congestion states are eventually combined
into a labeled training set D = {x(M × (T + R)), y}. The duration of the entire offline
learning phase is Ttrain , and the spatial dataset is stored as a three-dimensional tensor
(M, T + R, Ttrain). In order to use sufficient time slots to ensure the completeness of
the data set, Ttrain is set to 2 days. Since the space data set records the packet infor-
mation and the routing path of the space network source node in the past time Ttrain
and combines them into a three-dimensional tensor format, therefore, the data set can be
regarded as a two-dimensional feature grayscale image of size (M, T + R) in each time
slot of Ttrain . Since the CNN is identified based on the texture features and the satellite
operation is periodic, the traffic gray level map composed of the traffic at the time of the
congestion and the path can be identified by the CNN and associated with the congestion
condition represented by the label y. After multiple iterations, The weight matrix W of
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the hidden layer in the CNN model is adjusted to Wtrain by forward propagation and
gradient descent. When the next cycle arrives, the characteristic grayscale image based
on traffic and path can achieve high prediction accuracy under this weight matrix, and
Wtrain is derived as the final model of the online prediction phase.

The online prediction phase: the trained CNN weight matrixWtrain is imported into
the intelligent controller in the GEO satellite, and the traffic characteristics of eachMEO
satellite are collected in real time through the interception interface and the input infor-
mation is characterized as a two-dimensional matrix (M, T + R). The data set format
is adapted to the CNN weight matrixWtrain for online prediction. At the same time, the
alternate paths of allMEO satellites are stored as a two-dimensionalmatrix

(
M, Rbackup

)

to cope with the update mechanism after congestion prediction. According to the pre-
dictive output y of the CNN model, we propose a CGR update mechanism based on
CNN congestion prediction, which adopts a path-by-path update method to dynamically
adjust the CGR to avoid serious packet loss caused by frequent path switching. The
specific implementation is described in the algorithm shown in Table 1.

Table 1. CGR update mechanism based on CNN congestion prediction

1 The controller interface collects the traffic characteristics and inputs the trained 
CNN weight matrix 
2   If CNN model predicts output y to be 0
3      Controller interface continues to monitor incoming traffic information
4   Else
5     While CNN model predicts output y to be 1
6 Obtain the packet rate at the time in the traffic matrix 

and sort it to obtain the MEO satellite with the highest packet rate in the i 
MEO satellites, and update the CGR of the space network with reference to the path 
matrix . To match the alternate path of the corresponding MEO satellite
7 Remove the MEO satellite from the MEO satellite queue and update the path 
matrix to 
8         The controller interface continues to collect traffic for duration 
9      Controller interface continues to listen to traffic information

3.2 Prototype Implementation

We use the standard Tr constellation [9], which consists of three GEO satellites
(GEO1–GEO3), 10 MEO satellites (MEO1–MEO10) and 66 LEO layer satellites
(LEO1–LEO66). Table 2 shows the specific parameters of the Tr constellation.

In addition, we also set up a ground station—–Beijing Station (116°E, 40°N), which
is used to measure the link performance between the satellite network and the ground
network under high-speedmobile state. AGEO satellite is continuously connected to the
Beijing Railway Station. The MEO satellite not only maintains continuous connection
with the GEO layer satellite, but also maintains continuous connection with the LEO
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layer satellite. At the same time, some LEO satellites continuously cover the Beijing
Station.

Table 2. Three-layer satellite network parameters

Track height/km Operating cycle/h Number of
satellites

Orbital
inclination/°

GEO satellite 36000 24 1 × 3 0

MEO satellite 10390 6 2 × 5 45

LEO satellite 895.5 12/7 6 × 11 90

The prototype uses the DTN protocol developed by NASA to implement software
ION-3.5.0 [10] to meet the high transmission delay requirements, and the CGR has been
implemented in it. The intelligent controller based on TensorFlow [11] is embedded in
the GEO satellite node, and the shell script is written and installed on the MEO/LEO
satellite node to generate traffic at the source node. The GEO satellite and MEO/LEO
satellite realize data transmission through the Socket interface. CGR update.

4 Performance Analysis

This section will introduce the experimental design and analyze the experimental results.

4.1 Experimental Design

Two topologies were deployed in this lab to test the effectiveness of the traffic congestion
control method in the space network. Topology 1 is shown in Fig. 3.

Fig. 3. Experimental topology 1
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The connection between theBeijing station and theLEO satellite is constantly chang-
ing over time. Considering the high traffic rate after 2:00 pm, from 2:00:00 pm to 2:1 pm,
there are 3 LEO satellites in the first LEO track gradually covering the Beijing station
for 900 s. Based on the shortest link distance between LEO satellite and Beijing station,
LEO1, LEO2 and LEO3 satellites are selected as relay satellites in different durations.
The handover takes place at 2:05:03 (303 s) and 2:14:23. (863 s). MEO3, MEO8 and
MEO9 satellites are selected as the source node for the distribution of 10 MEO satel-
lites. Since these three MEO satellites can cover all transit LEO satellites from 2:00:00
to 2:15:00, GEO satellites can always cover all Satellite and ground stations. Figure 3
shows the flow of data between satellites during the experimental period of 0–900 s.

Fig. 4. Experimental topology 2

Topology 2 considers the problemof data transmission betweenLEO satellites across
tracks, as shown in Fig. 4. From 3:00:00 pm to 3:25:00 pm, a total of 6 LEO satellites
in the first LEO track gradually covered the Beijing station for a total of 1500 s. The
LEO satellites are still set as relay satellites in different experimental time based on
the shortest link distance from Beijing station. The switching occurs at 3:06:11 (371 s),
3:09:20 (560 s), 3:10:52 (652 s), 3:17:27 (104 s), and 3:19:46 (1186 s). Select a LEO
satellite as the originating node from the second LEO orbit, MEO1, MEO2 and MEO5
satellites as relay satellites, and always maintain communication with the source LEO
satellite nodes. While considering the limited number of satellite interfaces, each MEO
satellite only It can be connected to the two LEO satellites in the first orbit, and the GEO
satellite can always cover all satellites and ground stations.

In this paper, deep CNN is used as the deep learning structure deployed in GEO
satellite intelligent controller. In the offline learning phase, 11520 traffic matrices are
collected as spatial datasets, and the training phase is iterated 2000 times to fully extract
the traffic characteristics in the space network. At the same time, in order to provide
the appropriate CNN structure according to the spatial traffic matrix, we propose and
compare five CNN architectures from shallow to deep, consisting of single, two, three,
four and eight convolution and pooling layers. Tested by space network datasets, single-
layer CNNs exhibit lower prediction accuracy due to poor feature extraction capabilities.
While CNNmodels above three layers have long-term training accuracy, but the training
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time is too long. The accuracy in real-time judgment of spatial traffic decreases, which is
caused by the over-fitting problem of deep networks. Therefore, the CNN structure used
in this paper is a feature extraction component composed of two convolutional layers to
filter the input features. After each convolutional layer, a pooling layer is set to cut the
features into several regions, and the maximum value is taken to obtain the dimension.
A smaller feature that combines all local features into global features through two fully
connected layers to perform the classification process and give the final classification
output, achieving a higher (90.36%) learning accuracy.

Table 3. Link delay parameter

GEO satellite MEO satellite LEO satellite Beijing station

GEO satellite \ 86 ms 116 ms \

MEO satellite 86 ms 66 ms 50 ms \

LEO satellite 116 ms 50 ms \ 3 ms\

Beijing station \ \ 3 ms \

In order to make the simulation feasible and close to the real scene, we consider
the actual delay of the satellite link by the parameters abstracted from STK [12], and
then use the flow control tool of Linux to set the actual delay of the satellite link. In the
experiment, the inter-satellite link rate is set to 250 kB/s, and the bit error rate is set to
10−6. Table 3 shows the specific delay of each link in the topology.

4.2 Experimental Result

In this section, the performance of the spatial network intelligent congestion control
method in Topology 1 and the traditional CGR algorithm are first compared. To simulate
network congestion, random burst input traffic data is taken at each MEO satellite node,
and the rate at which packets arrive at the LEO satellite interface is shown in Fig. 5(a). At
0–200 s, the arrival rate is always lower than the maximum capacity of the inter-satellite
link, and there is basically no congestion. At 200–400 s, the packet transmission rate
far exceeds the inter-satellite link rate. The satellite network will cause serious traffic
congestion. The arrival rate recovers smoothly in the 400–600 s period, allowing theDTN
protocol to retransmit data to alleviate the network performance degradation caused by
traffic congestion. At 600–900 s, the arrival rate experiences two surges and falls back
to distinguish the long-term traffic congestion.

Firstly, the data packets sent by the three MEO satellites are characterized as the
traffic matrix as the input of the CNN model, and the obtained output predicted value y
is shown in Fig. 5(b). When the predicted value y is 1, the congestion of the predicted
space network is about to occur. At this time, the standby link is switched according to
the CGR update mechanism, which occurs in the 165 s, 240 s, 331 s, 482 s, 537 s, and
680 s respectively. The satellite link has been switched a total of six times.

Then the experiment measured the throughput of the Beijing station node and the
transmission delay from the MEO1 satellite to the Beijing station. The throughput and
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delay of the twomethods are compared as shown inFig. 5(c) and (d), and the experimental
data was captured by the Wireshark tool installed on the Beijing station node.

    (a) LEO satellite receiving data rate (b) output of the CNN

(c) Throughput (d) Transmission delay

Fig. 5. Experimental performance comparison and testing in topology one

The experiment also tested the packet loss rate during the transmission of data from
three MEO nodes to the Beijing station. The CGR algorithm has a total packet loss rate
of 39.44%, which is caused by the lack of storage space of the relay LEO node due to
network congestion. The space network using the intelligent congestion control method
will fully utilize the storage space of the standby node. The packet rate is reduced to
17.33%, which improves the reliability of data transmitted by the space network.

 (a) Throughput (b) Transmission delay

Fig. 6. Experimental performance comparison and testing in topology two

In the topology two, the rate in Fig. 5(a) is still used as the transmission rate of
the source LEO satellite node. In the experimental time of 900–1500 s, the transmis-
sion rate is always stable and lower than the maximum capacity of the inter-satellite
link. The throughput of the Beijing station node and the transmission delay from the
source LEO satellite to the Beijing station are measured separately. The throughput and
delay of the two methods are compared as shown in Fig. 6(a) and (b). In the normal
communication situation of 0–200 s, the measured throughput of both methods is main-
tained at about 250 Kbps, and the delay is maintained within 200 ms. After entering
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the network congestion state after 200 s, the space network throughput using the CGR
algorithm is significantly reduced. With the delay continuously increasing, the intelli-
gent congestion control method can maintain the network with high throughput and low
latency. Throughout the experiment, the intelligent congestion control method improved
the throughput of the traditional CGR algorithm by 20.66% and the transmission delay
by 84.61%, which improved the transmission performance of the space network. Due
to frequent network connection switching, the space network using the CGR algorithm
causes a packet loss rate of about 46.71%, and the space network using the intelligent
congestion control method reduces the packet loss rate to 29.53%.

According to the above experiments, the intelligent congestion control method pro-
posed is more effective than the traditional CGR algorithm, which alleviates the large
amount of packet loss and high delay caused by congestion in the space network. It is
an effective method for controlling traffic congestion in the space network.

5 Conclusion

Aiming at the difficulty of predicting and dealing with traffic congestion in traditional
space networks, we propose a method based on deep CNN for intelligent congestion
control and implement it in the prototype system. The experimental results show that
the intelligent congestion control method can predict most of the congestion in multiple
scenarios in a periodically operating spatial network, and dynamically adjust the CGR
to improve the reliability of the data transmitted by the space network. The performance
of the packet loss rate is better than the traditional CGR method, so as to alleviate the
congestion of the space network. In the future work, we will focus onmore efficient deep
learning architectures and algorithms, and how to deploy intelligent congestion control
methods in large-scale spatial network topologies.
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Abstract. To meet the needs of step-by-step construction of inclined geosyn-
chronous orbit (IGSO)/medium earth orbit (MEO) constellation in the future and
to improve the robustness of the constellation in case of losing connections of
some satellites, this paper studies the incomplete IGSO/MEO constellation net-
work topology design technology, analyses the inter-satellite link accessibility, and
proposes a multilayer satellite network link-building strategy based on dynamic
programming. This paper also designs the methods of link-building for intra-layer
links among IGSO satellites, intra-layer links among MEO satellites and inter-
layer links between IGSO satellites and MEO satellites. The simulation results
show that this method can well construct dynamic inter-satellite network topol-
ogy with less link switches, higher network transmission bandwidth and wider
access user coverage.

Keywords: Incomplete IGSO/MEO constellation · Network topology ·
Dynamic programming

1 Introduction

Because multi-layer satellite network can combine the advantages of both high-orbit
satellites and medium-low-orbit satellites, it has become a research hotspot of space
network. The construction of space network based on inclined geosynchronous orbit
(IGSO)/medium earth orbit (MEO) constellation has higher low-cost advantages and
better application prospects. In order to meet the needs of step-by-step construction of
IGSO/MEO constellation in the future, and to improve the self-repairing ability of the
constellation in case of disconnection of some satellites, and to enhance the reliability
and robustness of thewhole constellation, this papermainly studies the network topology
design of incomplete IGSO/MEO constellation. The satellites in incomplete IGSO/MEO
constellation network cannot be kept visible to each other at any time. Inter-satellite links
need to be switched dynamically, and the topology structure changes dynamically [1].
Therefore, it is necessary to study the link-building strategy for intra-layer links among
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IGSO satellites, intra-layer links among MEO satellites and inter-layer links between
IGSO satellites and MEO satellites.

At present, academia has carried out some related researches on the link-building
of multilayer satellite network. Harathi et al. proposed a link allocation algorithm for
the dual-loop satellite communication network, aiming at maximizing the number of
links and minimizing the number of link handoffs [2]. Chen et al. proposed a link-
building strategy based on maximum link duration, which chooses the object satellite
to build links by comparing the duration of coverage of low earth orbit (LEO) satellites
by geosynchronous earth orbit (GEO) satellites [3]. Based on the characteristics of
space network, to reduce the time for satellite data to be sent to the ground station
and the number of ground stations, Zhang designed a link-building allocation scheme
[4]. Shi and others considered the queue size, the number of connection nodes, link
duration, and also considered the network traffic and other factors when choosing the
inter-layer links [5]. The author of this paper has studied the inter-layer topology design
for LEO/MEO double-layer constellation [7], and also studied the inter-layer topology
design considering beam coverage for IGSO/MEO constellation [8].

At present, in the few studies ofmultilayer satellite inter-satellite link-building strate-
gies, most of them start with the maximum link duration strategy to construct spatial
network topology. The maximum link duration algorithm has the advantage of less link
switches [6]. However, for incomplete IGSO/MEO constellation, there is less satellites
and less available links, and the constellation configuration is destroyed. So themaximum
link duration strategy often causes a few links to occupy the link-building resources for a
long time, which results in a network with less node coverage and less links. Therefore,
for incomplete IGSO/MEO constellation, the multilayer satellite network constructed
with the maximum link duration strategy has poor topological performance.

In this paper, we study network topology optimization design technology for incom-
plete IGSO/MEO constellation. Firstly, based on link accessibility constraints, the inter-
satellite link accessibility is analyzed, including intra-layer links among IGSO satellites,
inter-layer links between IGSO and MEO, and intra-layer links among MEO satellites.
Then, an inter-satellite link-building method based on dynamic programming is pro-
posed for multilayer satellite network. Finally, this paper simulates the inter-satellite
link accessibility and the inter-satellite link-building strategy, and analyses the perfor-
mance, such as the number of links, the frequency of link switching, and compares the
performance with the results of the commonly used maximum link duration strategy.

2 Link Accessibility Analysis

Because incomplete IGSO/MEO constellation network is a multilayer multi-orbit net-
work, its nodes cannot be kept visible to each other at any time, so inter-satellite links
need to be switched dynamically, and the topology also changes dynamically, which
is specifically reflected in inter-layer links between IGSO satellites and MEO satellites
[7], and MEO inter-orbit links, and so on. Therefore, before designing links, the link
accessibility among satellites needs to be constrained and analyzed.

The accessibility of inter-satellite links is related to the position of two satellites at
both ends of the link, the number of communication terminals carried by satellites and the
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pitch-azimuth constraints of orbital dynamics. When the orbital elements of a satellite at
a given time is known, the right-angular inertial coordinates of a satellite at any time can
be calculated. And the number of communication terminals per satellite in IGSO/MEO
constellation is limited. So if all terminals of a satellite are occupied, the satellite does
not have link accessibilitywith other satellites.According to the overall configuration and
layout of IGSOandMEOsatellites,when the communication terminal is inworking state,
its antenna+Z axis coincides with the satellite body+Z axis, that is, the communication
terminal points to the earth center, and the half-angle of the antenna is limited. Figure 1 is a
schematic diagram of the relative position of the satellites. Among them, point O denotes
the earth’s core, lineOP is perpendicular to line IM, lineOQ is perpendicular to lineMM′,
angle α is half angle of the communication terminal on satellite I, angle β is half angle of
the communication terminal on satellite M or satellite M′.

O

M

I

P

α

β

M
β

Q

Fig. 1. IGSO/MEO constellation link accessibility diagram

According to the author’s previous research [7], the accessibility conditions of the
different-layer satellites I and M are as follows:

• Satellite I and M have free communication terminals
• � OMP < β

• � OIP < α

• |OP| < Re + hatm

Re is the radius of the earth and hatm is the atmospheric thickness.
Similarly, the accessibility conditions of the same-layer satellites M and M′ are as

follows:
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• Both satellite M and satellite M′ have free communication terminals.
• � OMQ < β

• � OM′Q < β

• |OQ| < Re + hatm

3 Link-Building Strategy of Multilayer Satellite Network Topology
Based on Dynamic Programming

Figure 2 shows the composition of multilayer satellite network based on incomplete
IGSO/MEO constellation. Its network nodes include IGSO satellites andMEO satellites,
etc. This section studies the strategy of inter-satellite network topology design based
on incomplete IGSO/MEO constellation. Based on link accessibility and according to
different optimization objectives, the appropriate link-building strategies of IGSO intra-
layer links, MEO intra-layer intra-orbit links, IGSO and MEO inter-layer links and
MEO intra-layer inter-orbit links are studied. A network topology design scheme with
fewer link switches, higher transmission bandwidth and wider access user coverage is
designed.

MEO 
Satellites

MEO 
Inter-orbit 

Link

IGSO 
Satellites

IGSO-1

IGSO-2 IGSO-3

Inter-layer 
Links between 
IGSO and MEO

IGSO Intra-layer 
Links

MEO Intra-
orbit Links

Fig. 2. The node and link composition of incomplete IGSO/MEO constellation

Firstly, we study the strategy for intra-layer links among IGSO satellites and intra-
orbit links among MEO satellites. According to the link accessibility analysis in Sect. 2,
the two types of links are always accessible under the given accessibility constraints.
Therefore, during the whole life cycle, all IGSO satellites are able to build links in pairs,
and the MEO satellites in the same orbit are also able to build links with each other.
These two types of links are given priority to build links.

Then, we study the strategy for inter-layer links between IGSO and MEO and inter-
orbit links among MEO satellites. Because the number of IGSO satellites is small and
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the number of links between IGSO and MEO is very important to the performance of
space information network, this paper takes IGSO satellites as the core to design the
links between IGSO and MEO. Based on the designed inter-layer links between IGSO
and MEO, we also need to find a link-building strategy for the inter-orbit links in MEO
layer when the communication terminals are surplus. Because the number of links and
network coverage are very important to the data transmission capability of network
topology, the link-building strategy must consider building as many links as possible. In
order to reduce the increase of network delay in the process of network topology change,
the frequency of inter-satellite link switching should also be reduced. In order to achieve
this series of optimization objectives, this paper proposes a dynamic programming based
inter-satellite link-building strategy.Dynamic programming is a classicalmethod to solve
the optimization problem of multi-stage decision-making process. It can transform the
multi-stage process into a series of single-stage problems and solve them one by one
by using the relationship between each stage. Inter-satellite link-building design can be
regarded as a multi-stage decision-making problem with a chain structure, which can
be solved by dynamic programming because it has the characteristics of satisfying the
optimization principle, having no aftereffect and including overlapping sub-problems.

Based on dynamic programming, the inter-satellite link-building strategy is com-
puted in the following steps:

Stage Division. The process of inter-satellite link-building is divided into decision-
making stages based on time. Each second corresponds to a decision-making stage.
k = 1, 2, · · · ,N, N is the total number of stages.

State Selection. The link state of each satellite in the IGSO/MEO constellation at
this stage is expressed by the link state of each satellite with other satellites. Sk is
used to denote the link-building state variable in stage k. For the link-building state
Sk = {

si1, si2, · · · , six , · · · , siu, sm1, · · · , smy, · · · , smv

}
, six is used to denote the set

of satellites linked with the IGSO satellite x in stage k, u is used to denote the total
number of IGSO satellites, smy is used to denote the set of satellites linked with the
MEO satellite y in stage k, and v is the total number of MEO satellites.

Decision-Making. Link-building decision represents the link-building choice between
IGSO and MEO layers at stage k, and uk(Sk) represents the decision variables at stage
k when the state is Sk . Dk(Sk) denotes the set of admissible decision-making under the
state Sk in stage k. Obviously, there are uk(Sk) ∈ Dk(Sk).

Determination of State Transfer Equation. Given the stage k, the link-building state
Sk and the decision variable uk , the stage k + 1 will produce the link-building state
Sk+1, that is, Sk+1 is determined by Sk and uk , and the state transition equation Sk+1 =
Tk(Sk, uk) is obtained.

Determination of Index Function and Optimum Value Function. For the inter-
satellite link-building strategy, Vk,N is chosen as the index function to represent the
link-building loss from stage k to stage N, that is, the weighted sum of the num-
ber of unbuilt links and the number of link switches. Link-building loss is chosen
as the optimization objective because it is separable and has indicator additivity, i.e.
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Vk,N = ∑n
j=k v j

(
S j , u j

)
. v j

(
S j , u j

)
represents the link-building loss in stage j. Define

v j
(
S j , u j

) = λ· p+η ·q, where p is the number of links who are accessible in stage k but
do not be built, λ is the penalty weight factor for failing to build a link, q is the number of
link switches occurring in stage k, and η is the penalty weight factor for link switching.
Further, the optimization objective function is defined as fk(Sk) = minuk,N Vk,N . That
is, from stage k to stage N, the value of the obtained index function by adopting the
optimal strategy, uk,N indicates one strategy from stage k to stage N.

Solution of Inter-satellite Link-Building Problem. Inverse recurrence is the concrete
way to realize the optimal strategy of dynamic programming, that is, to deduce from
the final state forward, recording the feasible decision-making and the corresponding
cost in the previous stage, which to evaluate the overall decision-making cost in the next
decision-making. In this way, the final feasible decision-making set can be obtained by
inverse recurrence to the initial state. And also choosing the best strategy based on the
records, and then tracing back to get the whole decision-making sequence.

Based on the above analysis of dynamic programming process, the recursive equation
is as follows:

The stage N:

fN (SN ) = 0

The stage k:

fk(Sk) = min
uk

[
vk(Sk, uk) + fk+1(Sk+1)

]

4 Simulation Experiment and Verification Analysis

In this section, we will simulate and analyze the multilayer satellite network topology
link-building strategy based on incomplete IGSO/MEO constellation.

In this paper, the IGSO/MEO constellation is simulated. The constellation consists
of three IGSO satellites and 24 MEO satellites. Among them, the IGSO satellite orbital
altitude is 35786 km and the orbital inclination is 55°, which are distributed in three
orbital planes. RAAN of the three satellites are 120° apart from each other. The ground
track of the three satellites coincide. The longitude of the intersection point is 118°E.
MEO constellation is Walker 24/3/1 configuration. Orbital altitude is 21528 km. Orbital
inclination is 55°. In order to meet the needs of step-by-step construction of IGSO/MEO
constellation in the future, this paper pick some satellites from the constellation to form
incomplete IGSO/MEO constellation. These satellites include three IGSO satellites, as
I1, I2, I3. And they also include six MEO satellites, as M1 to M6, which are selected
from three orbits and two satellites per orbit. The simulation time is one week because
the constellation orbital period is one week. The simulation step is one second.

In this paper, STK (Systems Tool Kit) is used to simulate the inter-satellite link
accessibility in IGSO layer. According to the STK simulation results, the three satellites
in the IGSO layer can build links with each other during the simulation time, which
ensures the integrity and continuity of the links in the IGSO layer.
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STK is also used to simulate the intra-orbit link accessibility of MEO layer. Accord-
ing to STK simulation results, the inter-satellite links of M1 and M2, M3 and M4, M5
and M6 in MEO layer can be built continuously during the simulation time.

In this paper, the inter-layer links between IGSO and MEO are simulated, too.
Figure 3 is a diagram of the link accessibility interval between I1 and all six MEO

satellites. The link accessibility of I2 and I3 with six MEO satellites is similar to that of
Fig. 3. It can be seen from the Fig. 3 that although the link between MEO satellites and
the I1 satellite is not sustainable, if all MEO satellites are considered, the I1 satellite can
continuously establish the inter-layer link with the MEO layer at any time, which also
lays the foundation for the effectiveness of the inter-layer link design strategy.

Fig. 3. Link accessibility interval between IGSO1 and all MEO satellites

The inter-orbit link accessibility of MEO layer is also simulated and analyzed. Due
to the simulation results, the inter-orbit links inMEO layer can be accessed continuously
during the simulation time, but because of the limited satellite communication terminal
resources, the actual inter-orbit link-building in MEO layer is subject to the inter-layer
link-building between IGSO and MEO.

According to the simulation of inter-satellite link accessibility, the authors use the
dynamic programming based inter-satellite link-building strategy to obtain the high-
speed network topology of incomplete IGSO/MEO constellation. The weight factor λ

in the loss formula v j
(
S j , u j

) = λ · p+η ·q of phase j is defined as 100 and η is defined
as 10, which emphasizes that more inter-satellite links are the primary optimization
objective in the process of network topology design, and less link handover is the second
optimization objective.

Figure 4 shows the results of inter-layer link-buildingwithMEO from the perspective
of IGSO, (a) shows the results of link-building using themaximum link duration strategy,
(b) is the results of link-building using the thinking of dynamic programming. The
numbers in the figure indicate the serial number of MEO satellites, which are from 1 to
6. As we can see from Fig. 4, using the maximum link during strategy cannot guarantee
that each IGSO satellite can establish an inter-layer link with MEO layer satellite at
any time, while using dynamic programming to build a link can ensure that each IGSO
satellite can build an inter-layer link with one MEO satellite every moment. During the
simulation time, using the maximum link duration strategy, it can be built a link between
IGSO and MEO by only 94.3% of the time, while using dynamic programming can
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ensure that three IGSO satellites can establish an inter-layer link in 100% of the time,
which is obviously a better multi-layer topology. At the same time, the total number
of inter-layer link handoffs during that time is only 96 times, and the less number of
link handoffs can make the routing algorithm have enough time to converge, which can
greatly improve the data transmission performance of multi-layer spatial networks.

Fig. 4. Inter-layer link handover with MEO from IGSO perspective. (a) Link-building using
maximum link time strategy; (b) Link-building using dynamic programming

Figure 5 shows the results of inter-layer link-building with IGSO from the MEO
perspective. The numbers in the figure indicate the serial number of IGSO satellites,
which are from 1 to 3. Inter-orbit link-building in MEO layer is also simulated. Because
the number of IGSO satellites is smaller than that of MEO satellites, a MEO satellite
can’t link with IGSO satellites in all time. However, because of the intra-orbit and inter-
orbit links amongMEO satellites, sixMEO satellites can be covered by high-speed space
networks in most of the time, which is of great significance to improve the coverage of
the network and the performance of the network topology.

Figures 6, 7 and Table 1 show the duration attributes of the network topology snap-
shots built by the strategy introduced in this paper. As can be seen from the chart, the
average snapshot duration is about two hours, and most of the snapshots last more than
one hour. Topology switching does not occur frequently, which ensures the stability of
the network.
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Fig. 5. Inter-layer Link Handover Diagram with MEO from the Perspective of MEO

Table 1. Snapshot duration statistics

Snapshot duration statistics Time (s)

Minimum duration 13

Maximum duration 28268

Average duration 7286

Fig. 6. Inter-satellite link duration distribution

5 Discussion and Future Research

In this paper, the multilayer satellite network topology design strategy is applied to
incomplete IGSO/MEO constellation. Future research will focus on the application of
the design strategy to the Space-earth integrated network. IGSO/MEO constellation,
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Fig. 7. Inter-satellite link duration histogram

ground stations and accessed users constitute a Space-earth integrated information net-
work. It is of great significance to design the optimal link topology scheme with fewer
link switches, higher network transmission bandwidth and wider coverage of accessed
users for realizing the networking development of space systems in China. In the future,
the network design strategy can be applied to civil projects such as aircraft air network-
ing, real-time ship communications, accessing to LEO Internet satellites, which can
implement the strategy of civil-military integration, develop the commercial aerospace
industry in depth, and occupy the strategic commanding heights in the emerging field of
space-based information services.

6 Conclusion

This paper studies the inter-satellite network topology link-building strategy based on
incomplete IGSO/MEO constellation. Firstly, based on the relative position and link
constraints of incomplete IGSO/MEO constellation satellites, the accessibility of inter-
satellite links is analyzed and the model is given. Then, based on the link accessibility of
dynamic network topology and based on different optimization objectives, the appropri-
ate link-building strategies of IGSO intra-layer links, MEO inter-orbit links, IGSO and
MEO inter-layer links and MEO intra-orbit links are studied. A dynamic programming
based inter-satellite link-building strategy is proposed, with fewer link switches, higher
transmission bandwidth and wider accessed user coverage. Finally, this paper simulates
the inter-satellite link accessibility and the inter-satellite link-building strategy, and anal-
yses the strategy performance, such as the link numbers, link switching frequency and
node coverage. The simulation results show that the proposed dynamic programming
based inter-satellite network topology link-building strategy can construct high-speed
spatial network topology with superior performance, and is superior to the commonly
used maximum link duration strategy in terms of the number of inter-layer links and
network coverage.
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Abstract. This paper reviews the research progress of capability assessment of the
networking information-centric system of systems. The concept, characteristics
and capability structure of the networking information-centric system of systems
are summarized, and the challenges of capability assessment are analyzed. For
the problem that the nonlinear characteristics of networking information-centric
system of systems capabilities are difficult to evaluate, the idea of using machine
learning methods to solve this problem is proposed, and the characteristics and
applications of these methods are analyzed.

Keywords: Networking information-centric system of systems · Capability
assessment · Nonlinear · Artificial intelligence

1 Introduction

The system of systems consists of a series of independent systems and can further gener-
ate new capabilities through cooperation between these systems [1]. At present, research
on system of systems mainly focus on its concept, design and optimization methods,
evolution modeling and simulation, and capability assessment [2]. Through the capa-
bility evaluation of the networking information-centric system of systems (NIC SoS),
we can find its shortcomings, which is of great significance for its future development
and construction. This paper mainly discusses the concept, characteristics, capability
structure and capability assessment methods of the SoS.

2 Networking Information-Centric System of Systems and Its
Capabilities

2.1 The Concept of Networking Information-Centric System of Systems

The authoritative definition of the system of systems is mostly based on the definition
given in the system engineering guide issued by the US Department of Defense in 2008.
An SoS is defined as a set or arrangement of systems that results when independent and
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useful systems are integrated into a larger system that delivers unique capabilities [3]. The
NIC SoS capability is the ability to perform a series of activities under given conditions
to achieve the desired results. Most of the studies limit the capabilities of NIC SoS
to the scope of hardware devices and the corresponding functional software. However,
we believe that the capabilities of NIC SoS not only include the application systems
(hardware and software), but also include advanced concepts, organization structure,
operation mechanisms, personnel skills, training level and so on.

2.2 The Characteristics of Networking-Centric System of Systems

The networking information-centric system of systems has the following characteristics:

(1) Nonlinearity
Nonlinearity can be either a sudden increase in ability or a collapse in ability.
For example, the space information networks use satellite, stratospheric airships,
unmanned aerial vehicles and other platforms to construct a SoS that can acquire,
transmit and process information in real time. It extends human activities to all
the domains and even deep space so that human cognition ability has reached
to a new level. This is not a linear change, but like a quantum transition from
one energy level to another. Another example, the emergence of UAV swarming
technology may lead to the collapse of traditional air defense systems. In the past,
the air defense system was effective for conventional aircraft. However, after the
emergence of UAV swarming technology, the interception capability of the target
would be greatly reduced or even completely collapsed.

(2) Collaborative
The capabilities of NIC SoS may be the ability of a single system within the NIC
SoS, or the new capabilities provided by the systems working together. And these
new capabilities are not available in a single system. The unique capability is not
just a simple combination of the functions of the various systems. It is achieved
through interaction and collaboration between these systems.

(3) Autonomy
The NIC SoS does not necessarily have a unified control mode, and the its com-
ponents can operate, manage and control independently according to their own
characteristics. Each subsystem is an independent system with independent capa-
bilities and corresponding functions. These independent systems are the basis of
the NIC SoS capabilities.

(4) Evolutionary
The NIC SoS will evolve and grow gradually. For the space information net-
works, with the introduction of advanced concepts, the development of technol-
ogy, the adjustment of operation mechanisms and the cultivation of talents, the SoS
capabilities will change accordingly. This is a process of continuous evolution.
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2.3 The Capability Framework of Networking Information-Centric System
of Systems

The construction of theNICSoS itself is hierarchical, and its capability is also aggregated
according to the hierarchical relationship of the NIC SoS. According to the NIC SoS
capability aggregation process, its capability can be divided into three levels, namely the
fundamental layer, the domain capability layer and the SoS capability layer. The bottom
layer is the fundamental layer, which includes not only the application system, but also
the concepts, organization structure, operation mechanism, personnel skills and so on.
The middle layer is the domain capability layer, which refers to the division of the NIC
SoS into different functional domains. The function integration of different systems is
realized according to the logical relationship and characteristics of the domain, and the
ability with domain features across systems is formed. The top level is the NIC SoS
capability layer, which refers to the ability to integrate various domains according to
the needs of the task. The hierarchical structure of the NIC SoS capabilities is shown in
Fig. 1.

Fig. 1. SoS capability framework

3 Networking Information-Centric System of Systems Capability
Assessment

3.1 Classification

(1) Static assessment
The NIC SoS capabilities are inherent and static attributes of the SoS. They are
related to the function, quantity and structure of the member system, and have
nothing to do with the specific activity process [2].
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(2) Dynamic assessment
The NIC SoS capabilities are relative, especially for confrontation scenarios. Rel-
ativity means that the SoS ability is generated in the movement. For different
environments and opponents, the SoS capability is different.

The focuses of the above two assessment ideas are different. Static assessment can
evaluate the construction and operation of the SoS itself. The goal of this kind of assess-
ment is the absolute ability that the SoS can achieve under ideal condition. For example,
theUSmilitary has proposed a two-hour global strike capability requirement, which is an
assessment of the absolute capabilities of its own SoS. The difficulty of static assessment
is relatively small because it is easier to get the information needed for the assessment.

Dynamic assessment ismore suitable for confrontation scenario because it reflects the
comparison of the capabilities between opponents. The US military has long recognized
this problem and pointed out that combat effectiveness is not a numerical value. It
can be evaluated, but it cannot be quantified because the combat effectiveness is always
relative. Combat effectivenessmakes sense onlywhen the environment and the opponent
are clear. Dynamic assessment needs to evaluate the capability of SoS of both sides, and
take into account the complex confrontation between the two SoS at the same time.
Therefore, considering the difficulty of establishing evaluation methods and obtaining
useful information, it is much more difficult than static assessment.

According to the difficulty of obtaining useful information, the dynamic assessment
can be divided into two situations. One is the ability assessment between opponents in
sports competitions. The information on both sides is more transparent and easier to
conduct assessment activities. The other is the military confrontation scene. Dynamic
assessment is difficult to perform because it is difficult to get details of the opponent.
The information needed includes the performance of the opponent’s weapons, combat
methods, operation mechanisms, personnel skills and so on. Therefore, at this stage,
the US military mainly uses static assessment ideas for research. However, with the
development of the concept of warfare, the future military confrontation will no longer
be a competition for absolute capabilities in certain aspects, such as tactical fighting
between fighters and fighters, but more emphasis on confrontation between the SoSs.
Both sides will look for the weaknesses of the opponent SoS, use their own strengths
to attack enemy’s weaknesses, and achieve the goal of defeating the opponent. But for
now, there are still few studies on dynamic assessment.

3.2 Assessment Method

There are mainly two kinds of methods for evaluating the SoS capability: (1) Mathe-
matical analytical method, which is a method for calculating the ability value based on
the functional relationship between the ability and the given condition, such as analytic
hierarchy process (AHP). At present, most mathematical analytical methods use a linear
method in the final calculation of SoS capability, which cannot solve the problem of
nonlinearity of SoS capability (2) The simulation method refers to the method of using
the modeling and simulation technology to conduct a large number of experiments and
evaluating the system capability through analyzing of the simulation data. This method
can flexibly adjust the influencing factors and can fully evaluate the SoS capabilities in
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various scenarios. The main problem faced by this method is the “combination explo-
sion” problem caused by SoS uncertainty. However, with the improvement of computer
computing power and the progress of artificial intelligence technology in the future,
simulation method will play a greater role.

4 Challenges

There are two difficulties in the study of SoS capability assessment.

(1) The role of human beings in the SoS is difficult to assess. Although AI technology
is developing vigorously, the existing technology is limited to enable machines to
operate under the rules set by human beings to achieve a higher degree of automa-
tion. Artificial intelligence technology has not yet achieved human-like creativity.
From the design to the operation management of the SoS, human beings need to
play a central role, especially in the confrontation scenario. However, it is difficult to
quantitatively evaluate the role of people in SoS design and operation management,
which also brings challenges to SoS evaluation.

(2) There is a lack of methods for evaluating the nonlinear characteristics of SoS capa-
bility. As mentioned above, most of the mathematical analytic methods use lin-
ear weighting method in the synthesis of capability indicators, which can’t reflect
the nonlinear characteristics of SoS capability. Although the simulation evalua-
tion method can flexibly adjust the influencing factors to reflect the change of SoS
capability, it still can’t explain the internal relationship between the SoS factors
leading to the transition of SoS capability. This nonlinearity also makes it difficult
to evaluate the SoS capability.

5 Prospect

In view of the nonlinear characteristics of the SoS capability, it is believed that research
should be carried out in two steps. The first step is to study whether the SoS capability
has jumped to another level when the environments and the SoS have changed. Different
levels of SoS capability should be identified from the appearance. On this basis, the
second step is to study the root causes and scientific laws that lead to the transition of
the SoS capability, helping us to better build and use the SoS.

5.1 Research on the Expression of Nonlinear Characteristics

(1) Using Logistic Regression Method to Describe the Nonlinear Characteristics
of SoS Capabilities
Regression analysis is an effective method of using data to analyze the relation-
ship between elements and results. Due to the nonlinearity of the SoS capabilities,
commonly used linear regression models are not applicable. The function we want
should be to accept all the inputs and predict the capability level. The heaviside step
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function has this property. However, the problem with the heaviside step function
is that the function jumps from 0 to 1 at the jump point, which is mathematically
difficult to handle. The logistic regression model (LRM) uses the sigmoid function,
which outputs values ranging from0–1 and is very sensitive at critical values (shown
in Fig. 2). Its effect is similar to the heaviside step function, but it is mathematically
easier to handle. This method can effectively distinguish the SoS capabilities of
different levels, meeting the requirements of exhibiting the nonlinear changes in
SoS capabilities [4].

Fig. 2. Capability level transition represented by logical regression method

(2) Using Support Vector Machine Method to Describe the Nonlinear Character-
istics of SoS Capabilities
There are many dimensions in the evaluation of SoS capability, and the factors of
different dimensions can be combined into complex nonlinear problems. For the
nonlinear model, we can try to use the nonlinear support vector machine (SVM)
to describe the nonlinear characteristics of the SoS capability. When the nonlin-
ear problem is difficult to solve in low dimension, it can be mapped from the low
dimension space to another high dimension space. After space transformation, the
low-dimensional nonlinear problem can be transformed into the high-dimensional
linear problem, so as to solve the problem easily [5]. The separating planes that
distinguish the different capability levels of the SoS are called hyperplane. In the
two-dimensional case, the separating hyperplane is a straight line. In the three-
dimensional case, the separating hyperplane is a plane (shown in Fig. 3). In higher
dimensional case, the separating hyperplane is the decision boundary of classifica-
tion. By using the support vector machines for classification, different levels of SoS
capability can be distinguished by different regions in high-dimensional space, and
the nonlinearity of SoS capability can be described.
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Fig. 3. Capability level transition represented by support vector machine method

5.2 Research on the Main Influencing Factor of SoS Capabilities
and the Interaction Relationship Between Them

The above two machine learning methods can display the nonlinear characteristics of
SoS capability through graphics or otherways. They only solve the problemof exhibiting
nonlinear characteristics, and there are other ways to achieve the same effect. However,
these methods do not reveal the fundamental reasons leading to the transition of SoS
capability, that is, the main influencing factors of SoS capability and the interaction
between these factors. At present, most of the SoS capability indicators are designed
according to our own experience. However, due to the limitations of human cognition,
on the one hand, there may be hidden indicators that have a greater impact on the SoS
capability has not been found; on the other hand, there is insufficient analysis of the
implicit relationship between the existing indicators. Big data and artificial intelligence
technology provide us with a good opportunity to explore hidden indicators or implicit
relationships that we did not think of or beyond the scope of human cognition. This is
the core of understanding the nonlinear characteristics of the SoS capabilities.

For example, generative adversarial net (GAN) is a promising technology [6]. Tra-
ditional machine learning methods usually define a model for data to learn. Suppose
that the original data belongs to a gaussian distribution, but its parameters are unknown.
We could define the gaussian distribution and then use the data to learn its parameters
to get the final model. Another example, we can define a classifier (such as SVM) and
then perform various mappings on the data, turning it into a simple distribution problem.
All these methods directly or indirectly tell the data how to map. The only difference
is that the different mapping methods have different effects. However, whether the pre-
defined mapping relationship can represent the real mapping relationship is unknown.
The GAN is different. The trained generative model can generate a real sample (such as
a face image) through noise, indicating that the generative model has mastered the real
mapping relationship from random noise to face image. However, the obtained mapping
relationship is obviously unknown at first. GAN can learn the true mapping relationship
between data and sample set. It is a valuable method for us to get the true mapping
relationship between the SoS indicators and its capabilities.
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Abstract. Since 2013, China’s supercomputer has been ranked first in the global
supercomputer rankings, and now the United States has returned to its peak, engi-
neers at the US Department of Energy’s Oak Ridge National Laboratory released
“Summit,” a supercomputer with powerful performance that surpasses the current
record holder: China’s Shenwei·Taihu Light. AI has played an important role in
recent development of supercomputer systems. In this paper, we discuss the oppor-
tunities and challenges of future supercomputer systems based on the thinking of
AI.

Keywords: Supercomputer · AI · GPU

1 Introduction

The Oak Ridge National Laboratory in eastern Tennessee announced the development
of the new Supercomputer Summit [1], the most powerful computing machine on the
planet. It is designed to extend artificial intelligence technology in part.

Supercomputers are slightly eclipsed by the era of cloud computing and big data
centers. But many tricky computing problems still require large machines [2].

A US government report in the past year said that the United States should invest
more in supercomputing to catch up with China in defense projects such as nuclear
weapons and hypersonic aircraft, and commercial innovation in the aerospace industry
[3], oil exploration and pharmaceutical industries. The super-calculated Summit built by
IBM is the size of two tennis courts, and its circulatory system consumes 4,000 gallons of
water per minute to cool 37,000 processors. According to Oak Ridge Labs [4], the results
of the standard metrics used to evaluate supercomputers show that the peak performance
of the new machine can reach 200 teraflops per second, or 200 petaflops. The speed
is about one million times that of a typical laptop, and the peak performance is almost
twice that of the previous super-powered Shenwei·Taihu Lake [3].

In an early test, researchers at Oak Ridge National Laboratory used Summit to
perform more than one million mega-calculations per second in a project that analyzed
differences in humangenetic sequences [5]. They called this the first scientific calculation
to meet the computational scale requirements [6]. The best supercomputer in the United
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States not only has a great influence on the geopolitics of computing power, but its design
is also more suitable for running the popular machine learning technology in technology
companies.

In recent years, one of the reasons for computer science to achieve breakthroughs
in speech recognition and games is that researchers have found that graphics chips can
provide greater power to deep neural networks [7], a machine learning technology.

According to reports, the new Summit uses 27,648 new NVIDIA Volta GPUs with
Tensor Core andmore than 9000 traditional processors from IBM, including Power 9 [8].
With the help of high-speed interconnect technology such as NVLink, Summit deployed
six GPUs per node, which enabled its analog performance to be ten times that of the
previous Titan, with 95% of its computing power coming from the GPU.

In this paper, we discuss the AI based HPC systems, the rest of the paper is organized
as follows: in Sect. 2, we discuss the combination of AI and HPC systems, in Sect. 3,
we discuss the opportunities and challenges of HPC, in Sect. 4, conclusion is given as
summary.

2 AI Based Supercomputer: The Future

In September 2019, the National Science and Technology Council (NSTC) released the
“High Performance Computing, Big Data and Machine Learning Integration” report
for the US Network and Information Technology Research and Development Program
(NITRD) big data and high-end computing research and development agencies The
group summarized the meeting of the same name held in October last year.

(1) With the rapid increase in the amount of data, high-performance computing (HPC),
big data (BD) andmachine learning (ML) aremergingunder the impetus of scientific
demand. The generation of data is no longer a bottleneck, but instead it is the
management, analysis and reasoning of data.

(2) As the contribution of semiconductor scaling to performance improvement is grad-
ually reduced, the heterogeneity of future systems will continue to increase. The
systemwill need to increase overall flexibility and low latency to support new appli-
cations more effectively. In addition, because of the current scarcity of data, new
tools and benchmarks are needed to address common issues encountered in HPC
simulation, big data, and machine learning applications.

(3) The future computing ecosystem will be different from the current computing
ecosystem, and more likely to combine edge computing, cloud computing and
high performance computing. To achieve this seamless ecosystem, new program-
ming algorithms, language compilers, operating systems, and runtime systems will
be needed to provide new abstractions and services. The importance of “edge intel-
ligence computing” is expected to increase, involving intelligent data collection or
data classification at the edge of the network (near data sources).

(4) More cooperation between HPC, BD and ML communities is needed to achieve
higher school rapid ecosystem development and serve these three types of commu-
nities more effectively. The convergence of data analysis and HPC simulation has
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made some progress, and due to technical and organizational differences, the soft-
ware ecosystem supporting the HPC and BD communities presents a completely
different situation.

On April 1, 2019, the US Department of Energy (DOE) and Lawrence Livermore
National Laboratory (LLNL) jointly announced that they will begin to re-adjust the
“Using High Performance Computing for Energy Innovation” (HPC4EI) program in the
spring of 2019. The program is led by the US Department of Energy’s Lawrence Liv-
ermore Laboratory in collaboration with other national laboratories to provide industry
with high-performance computing (HPC) expertise from theUSDepartment of Energy’s
national laboratories. Technology and resources reduce the risk of industrial use of HPC
resources and expand the application ofHPC in the technology development process. The
program will focus on industrial projects that can further save energy and reduce costs.
Through the smooth implementation of the plan, the United States hopes to comprehen-
sively improve the research and development potential of the national industrial system
in materials, manufacturing, transportation and mobile systems, and further realize the
long-term goal of saving energy and reducing costs, and the ability of the United States
in the fields of energy, computing and industry. Leading the global boost. Conceptually,
HPC is a term in the computer field that refers to computing systems and environments
that typically use many processors (as part of a single machine) or several computers
organized in a cluster (operating as a single computing resource). Applications running
on high-performance clusters generally use parallel algorithms. The simple understand-
ing is to break down a “big problem” into a number of “small problems” according to
certain rules, and perform calculations on different nodes in the cluster. The result of
the “problem” can be combined into the final result of the “big problem.” Since the
calculation process when dealing with “small problems” can be done in parallel, the
processing time of “big problems” can be greatly shortened. According to a study by the
American Air Force Association’s Michel Aerospace Strength Institute, in the past few
decades, due to the high risk, large investment, and long cycle of the aviation industry,
countries and regions represented by the United States and Europe have adopted public
The financial investment in this field has been gradually reduced, and the industry has
become more conservative. Technologies such as CFD, new materials, and new pro-
cesses have slowed down in engineering applications, resulting in the number of new
aircraft designs and the number of first flights actually decreasing year by year. In addi-
tion, the regulatory authorities have continuous high standards for energy consumption,
emissions, noise, etc. in the future development of the industry. The traditional design
methods and technical potential have been tapped to the limit, and the “experience”
approach is increasingly It’s hard to continue, and it’s getting harder and harder to get
started quickly. The emergence of HPC can use supercomputers to push people who are
too big (such as stars, galaxies), too small (such as atomic, nanoscale), too fast (such as
nuclear fusion), too slow (such as cosmology), Research on issues such as too danger-
ous/expensive (such as destructive tests). HPC’s ability to dismantle complex problems
will significantly shorten the time to break through the bottleneck of innovation and solve
specific problems, create opportunities for faster realization of technological innovation,
and lay the foundation for leap-forward development in the industrial sector.
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Therefore, on July 29, 2015, the then US President Barack Obama issued an admin-
istrative order to officially launch the National Strategic Computing Program (NSCI),
which aims tomaximize the development and deployment of high-performance comput-
ing (HPC) for economic competition. Scientific discovery. The executive order pointed
out that the continuous development and deployment of new computing systems over
the past 60 years has enabled the United States to lead the world in computing. In
order to maintain and expand this advantage in the coming decades, maximizing the
benefits generated by HPC, meeting the growing demand for computing power, and
better responding to emerging computing challenges and opportunities, it is necessary
to develop and deploy HPC at the national level. Establish a coordinated joint strategic
plan. The launch of NSCI will establish a unified, multi-sectoral strategic vision and
federal investment plan for the United States, and plan to maximize the benefits of HPC
through the cooperation of production, learning and research.

The primary guiding principle emphasized in theNSCI program is the need towidely
deploy and apply emerging HPC technologies to maintain the US’s leadership in eco-
nomic competition and scientific discovery. Since the NSCI program is positioned at
the national level, this strategy also marks the United States’ view of HPC capabilities
as the basis for future technological developments in science, technology, military, and
industry. As one of the leaders of this program, the US Department of Energy has the
HPC capabilities of most of the state-level supercomputers in the United States, and the
HPC4EI program came into being in this context.

Intel announced that it will build the first super-computer with billions of floating-
point operations per second with high-performance manufacturer Cray at the Argonne
National Laboratory under the US Department of Energy, dedicated to traditional high-
performance computing and artificial intelligence (AI) design [9].

Just a week before March 12, Nvidia announced a $6.9 billion acquisition of
Israeli company Mellanox, a chip maker known for its high-performance computing
and networking technologies. Nvidia is aiming to secure the data center through this
acquisition.

Not only the technology giants such as Intel and NVIDIA are super-calculated, but
artificial intelligence-creating enterprises have also created super-calculations. The com-
putational cluster of the Shangtang Supercomputing Platform [10] has been equipped
with more than 14,000 GPUs, with a peak calculation of 1.6 billion times per second,
while the national “Taihu Light” peak calculation is only 1.25 billion times per second.

When despising the announcement of the completion of the C round of financing
last year, despise has built a very large super-calculation platform in several places in
China [11], and the future computing power needs more. The computing power is just
like the storage of the year. No matter how fast the expansion is, it will be consumed
and it needs to be continuously invested.

In fact, these artificial intelligence companies can fully adopt the cloud servicemodel,
such as high-performance computing services such as Leasing Alibaba Cloud, Tencent
Cloud, AWS, and Zhongke Shuguang.
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2.1 Fast Iteration

Computational forces and algorithms are a set of optimal CPs. If the computational
forces and algorithms are developed by themselves, a “chemical reaction” of 1 + 1
greater than 2 is produced. Because both the original algorithm and the computational
power use a uniform interface, it is easier to match and coordinate with each other. And
data collection, labeling, model building, model training to output SDK every step, can
be standardized and automated, the entire chain will run faster, algorithm iteration faster
[12]. The super-calculation of public clouds is difficult to match the matching of each
enterprise algorithm.

Especially in the face of new demands, such as the need for 1000 GPU card joint
training, Alibaba Cloud, Tencent Cloud and other cloud platforms do not have such ser-
vices, then the new demand cannot continue. In the long run, self-built super-calculation
is more conducive to exploring new business. Not long ago, the government of China
broke out that AI customer service hit more than 4 billion harassing calls a year [13],
and the phenomenon of criminals stealing user consumption information through free
public WIFI caused a hot discussion. Behind it is the weak mapping of China’s data
security protection. If the model training is done through the public cloud platform, the
user data can be seen in the cloud platform in theory. Once the data is leaked, it will be an
irreversible blow to the user company. At present, 5G commercialization is approaching,
and the production mode will be revolutionized in the 5G era [14]. Many terminal data
processing can be run in the cloud. This is one of the reasons why Intel, NVIDIA and
other giant companies have recently tried to build a super-computing platform, because
super-computing is a non-negligible aspect of the 5G era.

Frozen is not a cold day, building a supercomputer is not just a stack of thousands
or tens of thousands of GPUs, but also a powerful “management system” - just like the
Microsoft Windows operating system. For example, Ali spent many years to create a
“pangu distributed system”, which became Alibaba Cloud’s Windows [15]. Therefore,
for artificial intelligence companies, it is necessary to accumulate over-experience in
advance.

From the perspective of capital, in the industry environment of the 5G outbreak, the
value of super-calculation has become more prominent, and self-built super-calculation
has more imagination. In the case of meeting their own computing needs, they can also
lease out services to sell to SMEs, and perhaps profitable. It is also a business model.

2.2 Cost Efficiency

Comparison of the cost of self-built computers and leases from AWS. One GPU version
is 4–10 times cheaper, and the four GPU versions are 9–21 times cheaper, depending on
utilization. AWS pricing includes a discount for three-year and three-year leases (35%,
60%). Assuming a power consumption of $0.20/kWh, one GPU machine consumes
1 kW/hour, and four GPUmachines consume 2 kW/hour. Depreciation is conservatively
estimated to be linear loss over 3 years. $700 per GPU.

If a company want to use the 2080TI for deep learning computer, you will get an
extra $500, and for a 1 GPU machine, it’s still 4–9 times cheaper. The reason for this
huge cost difference is that Amazon Web Services EC2 (or Google Cloud or Microsoft
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Azure) has a GPU price of $3/hour or about $2100/month. Even when you shut down
your machine, you still need to pay for the machine at a price of $0.10 per GB per month.

For a $3,000 GPU machine learning computer (1 kW/hour), if you use it often, it
will break even within 2 months. Not to mention that your computer is still owned by
you, and it has not depreciated much in twomonths. Again, the 4 GPU version (2 kW/hr)
is more advantageous because you will break even in less than a month. (assuming the
cost of electricity is $0.20/kWh)

And GPU performance is comparable to AWS. Compared to the Nvidia v100 GPU
with next-generation Volta technology, your $700 Nvidia 1080-TI runs 90% faster. This
is because there is IO, so even if V100 is theoretically 1.5–2 times faster, IO will slow
down in practice. Since you are using M.2 SSD, IO runs very fast on our own computer.

3 Opportunities and Challenges

The advancement of computing power, algorithms and big data is the three foundations
of AI development. Alpha Go has defeated the top human Go players in succession.
On the one hand, it has benefited from the breakthrough of Monte Carlo algorithm, but
the performance improvement of AI server and tens of thousands of players playing big
data are also indispensable elements. Facts have proved that the three major elements
of computing power, algorithms and big data, artificial intelligence are interdependent
and mutually restrictive. If the computing power is not enough, then there is more data
that cannot be effectively driven and utilized; if the algorithm is stagnant, then when
faced with multiple data levels, the existing computing power will not work; if not large
enough and associated The data,

It’s like a super sports car with excellent performance and gearbox, but without fuel,
the real power of AI can’t be played. Whether it is the decryption of human genetic
code, or the calculation of space astrophysics, or the use of meteorological cloud maps
for accurate weather and disaster prediction… The computational bottleneck encoun-
tered in a large number of applications, allowing humans to constantly explore HPC
performance limits. Currently in the top TOP 500, the Shenwei·Taihu Light Supercom-
puter has a peak performance of 125.436 PFlops, but if youwant tomeet the requirements
of the E-level calculation, you need to improve the performance ten times in the light of
Shenwei·Taihu Lake. Today, when the law is about to fail, HPC needs to cope with the
ever-increasing power consumption challenge while pursuing performance. In terms of
power optimization, AI can make a big difference.

AlphaGo’s algorithmic results in deep learning were used by Google in a pilot data
center for energy optimization, resulting in a 40% reduction in energy consumption in
the data center, which greatly enhanced people’s confidence in using AI to save energy
in large data centers. HPC’s powerful computing power can make AI plug in the wings
of computing power, and AI will in turn help HPC to achieve more optimized resource
allocation and energymanagement. Therefore, in the intelligent era, HPC andAI become
a pair of energy. A good CP that complements and helps each other.

The first big issue is high-bandwidth memory technology. The biggest difference
between the supercomputer and the CPU used in our ordinary PC is that the former espe-
cially enhances the floating point calculation performance. This year’s new generation
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of Xeon Phi and next year’s next-generation Tesla will have 3T Flops double-precision
floating-point operation speed, about 12 times that of the mainstream i7 4770 CPU. The
Shenwei multicore computing chip developed in China can achieve the performance
of 1T Flops, but it will face the bottleneck of memory bandwidth when it continues to
improve the index.

Most of the programs that run overtime are more dependent on memory bandwidth.
If the bandwidth is insufficient, the floating-point performance indicator is no longer
valuable. The new generation of Xeon Phi and Tesla have a memory bandwidth of
more than 600 G/s, which is more than 20 times that of mainstream CPUs. In order to
achieve such high bandwidth, Intel and Nvidia use memory 3D packaging technology to
closely connect memory chips and computing chips. This technology requires in-depth
cooperation between processor R&D companies and memory companies, making it far
more difficult than traditional memory solutions.

The domestic Shenwei processor and Feiteng processor began research on 3D pack-
age memory technology a few years ago. However, due to lack of experience and coop-
eration with memory companies, the gap between Intel and Intel is still huge. In fact,
domestic processors have used memory controller modules sold by third parties in the
past, even if there is no experience in the development of traditional memory systems,
let alone a new generation of 3D package memory. Intel, Nvidia, AMD and other com-
panies that master 3D memory technology are not likely to sell the corresponding tech-
nology licenses to domestic companies. It is difficult for Samsung and other memory
manufacturers to provide strong support to domestic enterprises. The memory problem
is not solved. Shenwei, Feiteng and other super-calculation chips are difficult to achieve
the high computing index of Xeon Phi and Tesla in the same period, so that the domestic
super-computing will not be able to face the American opponents equipped with Intel
and Nvidia chips.

Another key technology that constrains the development of supercomputers is the
high-bandwidth interconnect bus. The PCIe bus that is common in our PCs is too slow
for the interconnection of super floating processors with high floating point performance,
and the bandwidth of 32 G/s is like a narrow two-lane road. The next generation of Xeon
Phi and Tesla will be upgraded to a dedicated bus with a bandwidth of more than 100G/s,
greatly reducing the congestion of data exchange between a large number of processors
in the system. Intel will even use silicon photonics for the first time, replacing optical
circuits with high-speed information exchange between chips, reducing bus complexity,
power consumption, and performance.

Domestic processors are still in a significantly backward situation in this respect.
The interconnection scheme used by the new generation of Shenwei, Feiteng and other
floating-point processors is still the level of PCIe, and it is difficult to catch up with
US companies in two or three years. In the advanced technology field such as silicon
photon transmission, domestic enterprises are still in the mid-term research stage, and
have a long way to go from actual deployment. Insufficient bus bandwidth means that
it is difficult for domestic supercomputers to take the initiative by occupying a larger
number of chips, and it is impossible to erase the disadvantages caused by insufficient
performance of individual chips.
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Imported chips can’t be bought in advance, and domestic processors are facing two
technical problems that can’tmatch theUS products. In the next few years, the chances of
China’s summit will be very slim. However, the leaderboard is just an honor. It doesn’t
make much sense to simply pursue the ranking. If China increases its investment in
independent chips after the US embargo and prepares for a longer-term future, then after
a few years of decline, Chinese supercomputers equipped with domestic processors can
still compete with the top systems in the United States. Under.Moreover, the opportunity
to make domestically produced processors can make great progress in other fields, and
even replace imported processors in some key industries. This is a great opportunity.
Perhaps China’s self-developed processor will rise from the US embargo policy. The big
dream of China’s technology industry for many years is now hopeful.

4 Conclusion and Future Work

In terms of high-performance computing capabilities, deep learning requires high-
capacity, high-bandwidth parallel storage, high-bandwidth, low-latency interconnected
networks, requiring larger GPU clusters, and specialized neural network chips.

In terms of offline platforms, there are mainly X86 CPU peer parallel computing
and GPU/MIC heterogeneous parallel computing. Because the amount of data involved
in offline training is very large, it is often able to reach the PB level, and the calculation
and communication are very dense, because algorithms such as deep neural network
(DNN), cyclic neural network (RNN), and convolutional neural network (CNN) are
often scalable. Not very high, you need to perform efficient calculations within the node.
On the online platform, there are X86 CPU isomorphic parallel computing, GPU/MIC
heterogeneous parallel computing, and FPGA heterogeneous parallel computing.

The actual combination of supercomputer and artificial intelligence will lead the
future. China has a self-developed super-computing and achieved the fastest in theworld,
but it is not yet full of “full blood” applications and services for the outbreak of various
projects, because the entire software ecology and development ecology still needs to be
built.
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Abstract. Internet of Things (IoT) is rapidly gaining ground in the scenario of
modern wireless communications. The satellite system, which plays a significant
role in the development of IoT, is expected to cooperate with the terrestrial compo-
nents to provide a complementary service. In order to better study the combination
of satellite and terrestrial IoT networks, building a simulation environment based
on software defined network (SDN) and network function virtualization (NFV)
technology to create a real and reliable large-scale test environment is of great sig-
nificance. This paper provides an architecture of IoT network in a combined low
earth orbit (LEO) satellite-terrestrial structure embracing SDN technologies. A
semi-physical simulation platform utilizing SDN and NFV for satellite-based IoT
Network is demonstrated. Last but not least, two use cases of this platform are dis-
cussed. Simulations of satellite routing algorithms and combined LEO-terrestrial
mobile network prove the validity and authenticity of the platform.

Keywords: Internet of Things · LEO constellation · Satellite · SDN · Network
simulation

1 Introduction

In the context of next generation 5G networks, the satellite industry is clearly committed
to revisit and revamp the role of satellite communications. The combination of satel-
lite and terrestrial components to form a single/integrated telecom network has been
regarded for a long time as a promising approach to significantly improve the delivery of
communications services [1]. In many cases satellite networks complement the existing
and the new terrestrial technologies by providing communication characteristics that
cannot be supplied by other technologies. Satellite provides the means to support the
expansion of the use cases towards other domains, especially global and highly reliable
and secure networks [2]. What’s more, satellite can be combined with a range of ter-
restrial technologies for the last mile communication such as WLAN, LTE or DSL, to
create microsystems that can support multiple functions autonomously. In these cases,
satellite network is only used for backhaul to the Internet, and the rest is provided by
smart applications at the edge [2]. Integrated satellite-terrestrial solutions cost less in
numbers of 5G use cases, taking costs and edge network deployments into consideration.
The satellite network can provide the best and most comprehensive coverage for low-
density populations, while the terrestrial network or the ground component can provide
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the highest bandwidth and lowest cost coverage for high-density populations in urban
environments [3]. Figure 1 illustrates some of the interesting satellite network use cases
in 5G.

Urban Rural Remote and Isolated

Professional Networks
Connectivity Alternative
Backhauling Alternative

Fig. 1. Some of the interesting satellite network use cases in 5G (Source: Booz&Co) [2]

The increasing number of physical objects connected to the Internet at a remarkable
rate brings the idea of the rapid evolution of the Internet of Things. It is one of the
evolutionary directions of the Internet. Many of the objects that surround us will be on
the network in one form or another. LEO satellites possesses irreplaceable functions
in IoT applications. However, for the IoT vision to successfully emerge, the comput-
ing paradigm will need to go beyond traditional mobile computing scenarios that use
smart phones and portables, and evolve into connecting everyday existing objects and
embedding intelligence into our environment [4]. LEO-based IoT system, which is a
realizable and powerful supplement to the terrestrial IoT network, has the advantages of
low propagation delay, small propagation loss and global coverage.

Traditional architectures and network protocols for LEO-based IoT networks are not
designed to support high level of scalability, high amount of traffic, efficiency and cost
effective manner. To achieve such goals, emerging technologies such as SDN and NFV
are being considered as technology enablers to provide adequate solutions. They bring
flexibility which can be used to allow different objects connected to heterogeneous net-
works to communicate with each other, allowing simultaneous connections of various
communication technologies. Network management decisions such as routing, schedul-
ing can be done at the SDN controller and moreover, the programmability allows for
any updates for new proposals.
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Due to the high cost of satellite launches, it is currently hard to conduct research
in real satellite networks. Software simulation approaches like OPNET or NS-3 are
not capable of generating real data packets. Thus, SDN-based semi-physical emulation
architecture, which is closer to the actual situation is constructed. The main aim of
this design is to verify a satellite communication system can transmit user service with
acceptable performance [5]. SDN structure separates the control and data layer, which
promises it to be reconfigurable and scalable, providing an effective and helpful tool for
research of LEO-based IoT networks.

The reminder of this paper is organized as follows. Section 2 introduces some back-
ground information including the combination of Satellite and terrestrial network, LEO-
based IoT network and a brief review of SDNandNFV technologies. Section 3 illustrates
the framework of a SDN-IoT emulation architecture. In Sect. 4, we discuss some use
cases of this emulation architecture. Finally, Sect. 5 concludes this work.

2 Background and Related Works

2.1 LEO Constellation for IoT

IoT is a burgeoning paradigm that points out a novel direction of future internet, in
whichnumerous heterogeneous networks containingdifferent user datawill be integrated
transparently and seamlessly through appropriate protocol stacks [2, 6]. It is designed
to support a massive number of devices, low data rate, low device power consumption,
an extreme coverage and ultralow device cost [7]. There are a large number of potential
necessities of constructing satellite IoT system such as to access in extreme topologies,
to provide a cost-effective solution for IoT application in remote areas and to achieve
global IoT service covering as a supplement and extension to the terrestrial IoT network.
LEO-based IoT system is a realizable and powerful supplement to the terrestrial IoT
networks. Generally, a LEO satellite constellation consists numbers of satellites in orbits
of 500–2000 km [8]. LEO satellite constellations come into view to solve the covering
problems of the terrestrial IoT network. They play a huge role in the following scenarios:
IoT applications in extreme topographies, remote areas and where base stations are
inaccessible.

Advances in satellite communications are being addressed from multiple angles.
LEO satellite constellation technology has unique advantages. Due to the lower orbit
altitude of LEO satellite constellation, it is more time efficient and more economical. In
terms of propagation delay quantified by a round trip time (RTT), LEO satellite constel-
lation has a RTT less than 100 ms [9]. What’s more, the signal loss is supposed to be
smaller thanks to the shorter distance of LEO satellite constellation. They possess more
flexible payloads components to dynamically modify satellite antenna beam patterns in
orbit to respond to market demand [10].

2.2 Overview of SDN and NFV

Software defined networking is a new networking paradigm that changes the limitations
of current network infrastructures. It provides flexibility to networkmanagement by sep-
arating the network infrastructure into distinct planes [11]. It decouples the forwarding
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Fig. 2. NFV architecture

plane (data plane) and the network’s control logic (control plane) traditionally cou-
pled with one another [12]. The control plane is implemented in a logically centralized
controller (or network operating system), simplifying policy enforcement and network
configuration and evolution [13]. SDN is a new approach for network programmabil-
ity where the network operator programs the controller to automatically manage data
plane devices and optimize network resource usage. This results in improved network
performance in terms of network management, control and data handling [14]. Network
function virtualization [15] is a network architecture concept of replacing dedicated
network appliances such as switches, routers, firewalls, to name a few, with software
running on commercial off-the-shelf servers [12]. It brings advantages in terms of energy
savings, load optimization and network scalability. Figure 2 shows a NFV architecture
which may consist of one or more virtual machines running different applications and
processes in network servers, switches, storage, or even cloud computing infrastructure,
instead of having custom hardware appliances for each network function [12]. NFV can
serve SDN by virtualizing the SDN controller to be rendered in the cloud thus allowing
dynamic migration of the controllers to the optimal locations while SDN can serve NFV
by providing programmable network connectivity between NFVs to achieve optimized
traffic engineering [16].

SDNandNFVsolutions are expected to be relevant in addressing different challenges
in an IoT environment. Heterogeneous devices exchange data formats with diverse pro-
tocols. Lack of cooperation and capability mismatch between devices hinders the perfor-
mance of network. SDN overcomes the heterogeneity of IoT devices so that the interop-
erability challenge in IoT can be solved. Another issue that needs to be addressed is the
discoverability in IoT devices. The ability to self-configure and adapt to the environment
without human intervention is a main factor of IoT devices, which is guaranteed by SDN
approaches. What’s more, SDN can be used to solve problems of security maturity in
IoT applications.
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3 Design of a SDN-Based Semi-physical Simulation Platform

In this section, we propose a SDN-based IoT semi-physical simulation platform which
takes the characteristics of LEO satellite constellation into consideration. This platform
supports large scale reconfigurable satellite node simulation. In order to simulate a spe-
cific LEO-based IoT scenario, a four-level simulation scheme architecture is designed,
which contains the logic layer, the control layer, the data layer and the perception layer.
The whole simulation scheme architecture is depicted in Fig. 3.

The enabling of NFV to IoT complimented with SDN increases the network effi-
ciency and agility of IoT applications. The decoupling of the network control and man-
agement function from the hardware makes the simulation platform to be flexible and
sustainable by implementing network functions in the cloud which reduces the depen-
dency of emerging wireless technologies on hardware. The architecture we proposed in
Fig. 3 is built upon the SDN architecture for IoT and considers a virtualized approach
for the IoT network.

Physical nodes are used to simulate backbone nodes or nodes that need to be focused
on in the network. Each node runs a client program that can communicate with the
control system, receiving and executing the control information sent by the control
system. Meanwhile, they feed back the simulation result information to the control
system in real time. Various embedded devices and inter satellite links can also be added
to the physical nodes to accommodate more types of physical nodes and real links for
simulation.

The virtual systemmainly consists of several servers, through which multiple virtual
nodes are created. It can be expanded to any scale simulationmodel, and can be connected
to the simulation network throughvirtual software switch. Therefore, it supports dynamic
addition and deletion of virtual nodes, realizing the scalability and flexibility. Virtual
nodes are mainly used to simulate the large-scale communication nodes in the scene and
to achieve the purpose of large scale simulation.

3.1 Logic Layer

The logic layer includes a satellite backbone transmission network, an inter-satellite
link, a satellite access network, a ground station and actual users. Based on the spe-
cific application scenario, a complete network model is established. The network model
includes not only all network nodes, but also the specific connection plan, the link status
corresponding to each moment, and the protocol stack.

Typical LEO-based IoT application scenarios are divided into two groups. (1) Delay-
tolerant applications (DTAs). For instance, monitoring and forecasting applications. (2)
Delay-sensitive applications (DSAs). For instance, enhanced supervisory control, data
acquisition and military applications. The main network architecture includes TCP/IP
protocol and Delay-tolerant networking (DTN) protocol architecture. The concept of
DTA is a part of DTN, which is a novel communication structure to provide auto-
mated store-and-forward data communication services in networks [17]. One of the
typical DTAs is water monitoring. DSAs are quite different scenarios that have stringent
requirements (i.e., lower latency and higher reliability) from the DTAs. Smart grid and
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Internet of Battle Things (IoBT) are representative application scenarios for civil and
for military, respectively.

In logic layer, network architecture and each satellite node is determined. Satellite
Tool Kit (STK) toolbox is used to design and model the simulation scene, including the
antenna distribution, specific link conditions and constellation operation of each satellite.
Aiming at the specific simulation object, model is established, including the network
protocol used, the amount of data, data transmission scheme, etc. After the simulation
scenario modeling is completed, the on-off information and link characteristic data of
each link will be stored in the database, waiting for the controller to read.

3.2 Control Layer

The control layermainly includes the control system and the SDN controller. The control
layer receives the input of the description of network structure from the logic layer, and
drives the data flow simulation in data layer. STK provides analysis engine to analyze
specific scenarios and generates necessary position and attitude information about satel-
lites. It also provides visualization data, which plays a certain role in elaborate analysis
of routing scenarios.

In the LEO-based IoT network, the topological relationship between nodes changes
frequently and complexly. An accurate simulation of the LEO satellite constellation
topology is a key element of the emulation architecture. Thus, the SDN controller is
introduced for precise node topology control. In the area of scalability, the effective-
ness of the proposed architecture is highlighted. The separation of the network functions
coupled with SDNwill allow resources to be automatically allocated by the cloud infras-
tructure to handle increase load. It is responsible for the control of the software definition
switch in the simulation process. The simulation scene topology information file is gen-
erated by the STK and imported to the controller. The controller sends the flow table
to the OpenvSwitch. All users are connected to the switch, which continuously changes
the on-off relationship between the network ports according to the flow table sent by the
controller in real time to simulate the topology changes in the scenario.

3.3 Data Layer

LEOconstellation involves a large number of satellites. Traditional virtualmachine takes
up too much resource when making such a large scale simulation. For this reason, we
choose docker to virtualize nodes in the system. In the simulation platform, each satellite
node runs the same routing and forwarding program. After compiling the forwarding
program and adding it to the basic ubuntu image, it realizes the large-scale flexible
deployment of virtual nodes to simulate LEO satellite.

The terrestrial IoT communication system is based on the USRP and LabView Plat-
form. Terrestrial IoT network comprises of various kinds of physical devices like sensors,
RFID, smart meters, WSN, NFC etc. that allows communication with the IoT Gateway.
They sense and collect data from various kinds of devices in an intelligent way.

The system is mainly composed of the NI USRP hardware system (or NI’s satellite
monitoring and control data transmission integrated baseband unit) and the LabVIEW
programming environment running on the computer. The two are connected through
Gigabit Ethernet.
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Fig. 3. The whole semi-physical simulation platform. The platform is divided into multi-layers
to realize the separation of network control and data transmission.

4 Case Study

4.1 Simulation of Satellite Routing Algorithms

The system is capable of simulating satellite routing algorithms. In the whole routing
scenario, the topology and the link characteristics are continuously changing. In the data
layer, IoT nodes collect information and send them regularly to the gateway. Gateway
send this information to the satellite above it. After transferring between the satellites,
it comes to the IoT data center. LEO satellites convergence through DRA/OSPF/CGR
algorithms, determine multi-hop routing and eventually send data packets back to the
ground station for reception.
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In this case, this paper selects the 6 × 12/6/0◦ polar orbit satellite constellation as
the model for the simulation platform. This model is divided into 6 orbits; each orbit
has 12 satellites. The angular difference between adjacent two orbits is 30°. For the sake
of simplicity and the cross-slit link, the angle of between the orbits and the equatorial
plane is 90◦. An inter-satellite link is established between each satellite and four adjacent
satellites. The whole system is shown in Fig. 4.

Fig. 4. Simulation of different routing algorithms

4.2 Simulation of Combined LEO-Terrestrial Mobile Network

SDN concepts have been adopted in mobile network architectures in several ways.
Figure 5 depicts an illustrative view of a SDN-based mobile network [18], which pro-
motes a SDN/NFV-enabled satellite ground segment system for realizing an End-to-End
traffic engineering (TE) use case. The mobile core network control functions together
with specific TE functions for the transport network are realized as applications running
on top of a SDN controller.

The system demonstrated in this paper supports the simulation of the LEO-terrestrial
mobile network embracing SDN technologies proposed in [15]. Mobile core network
control functions are realized as applications running on top of a SDN controller, which
is responsible for managing the network elements that provide the packet switching
and forwarding capabilities. In particular, the openflow switch abstraction model is
considered tomodel the operation of the virtual satellite network as seen from an external
controller entity. The virtual satellite network comprises LEO satellites and gateways,
which are interconnected with the outside world. Mobile terminals are linked to RAN
nodes.
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Fig. 5. Simulation of a SDN/NFV-enabled satellite ground segment system for realizing a end-
to-end traffic engineering in a combined terrestrial-satellite network use for mobile backhauling.
This figure is modified from [18].

5 Conclusion and Future Work

It is essential to build a mature and complete LEO-based IoT network. The adoption
of SDN and NFV technologies into the satellite domain is seen as a key facilitator to
enhance the delivery of satellite communications services and achieve a better integra-
tion of the satellite component within the 5G ecosystem. In this paper, an SDN-based
LEO-terrestrial IoT emulation architecture is proposed. It gives the overall architec-
ture design and physical model. The emulation architecture has the characteristics of
large-scale, multi-level, flexible, reconfigurable and maintainable. It provides credible
and reliable experimental tools for the development of LEO-based IoT network. With
booming development in IoT environment and satellite communications, potential use
of constellations of satellites for IoT applications is of growing interest. Constructing
a SDN-based emulation architecture is not only conductive to verifying the innovation
of IoT technology, but also conductive to provide reference for future development and
making this topic become a reliable cost-benefit solution.
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Abstract. A Connected Dominating Set (CDS) is a useful method for
degrading major routing and forwarding operations in the network, which
is widely applied in the mobile ad hoc networks. In a flying ad hoc
network (FANET), however, high dynamics of nodes produce consider-
ably large challenges on the topology maintenance due to rapidly time-
varying connections between nodes, which will lead to a huge compu-
tation latency and overheads if exploiting current CDS algorithms. In
this paper, therefore, we proposed a connection estimation-based topol-
ogy control mechanism to achieve efficient maintenance of connectivity
in the network. In particular, the proposed algorithm could provide a
stable and effective virtual backbone sub-net in a fast changing topology
of FANET, by flexibly scheduling multiple Minimum Connected Domi-
nating Sets (MCDS) with a very efficient method. The simulation results
show that, compared with typical single CDS method, the proposed algo-
rithm presents better performances in obviously dynamic environments
with respect to updating counts and rate of successful updates.

Keywords: Connected Dominating Set · FANET · Connection
estimation · Topology control · Backbone

1 Introduction

In these years, a flying ad hoc network (FANET) [1,2] is an emerging vari-
ety of mobile self-organizing dynamic networks with highly autonomy, which
is composed of multiple unmanned aerial vehicle (UAV) nodes in the absence
of infrastructure or central control entity. In the network, each node plays the
roles of a host and a router at the same time. Due to its advantages of self-
organizing, self-healing and fast deployments, FANET is especially suitable for
resisting harsh environments in military aviation scenarios [3]. In the network,
two nodes can communicate directly with each other within a constrained com-
munication range. Once the distance beyond the communication range, source
nodes require to reach the destination nodes through a series of intermediate
c© Springer Nature Singapore Pte Ltd. 2020
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nodes. Moreover, in a certain complex scenarios, such as obstacles avoidance
and low-altitude surveillance, quite a lot of types of clutters result in frequently
intermittent connectivity between nodes, which will result in huge challenges
on the topology control of network. At present, building a backbone network is
an effective method to solve such problems. Typically, in a flying ad hoc net-
work, nodes within a backbone network will take the task of maintaining the
entire network with a certain constrain of limited time, which is fundamentally
different with terrestrial ad hoc networks. Therefore, those backbone nodes are
time-changing and thus the backbone network in FANET is considered as a
virtual backbone network (VBN).

Currently, constructing a connected dominating set (CDS) is widely accepted
for an efficient mechanism to build a virtual backbone network. In graph theory,
a dominating set (DS) for a graph G = (V, E) is a subset D of V such that
every vertex not in D is adjacent to at least one member of D. A DS is a set of
nodes constituting a backbone network of a FANET. All nodes in the network
are either exactly the dominating nodes or connected with at least one domi-
nating node. Generally, the nodes in the dominating set are called dominators,
while others are called dominatees. If the dominators are connected, the DS is
called a CDS. The CDS provides a simple and straightforward way to construct
a VBN, which could be evaluated through a group of quantitative metrics. In
particular, only a part of routing information needs to be maintained for the
dominators of CDS. Furthermore, by using one CDS based VBN, recalculat-
ing the routing table is not essential for the network as long as the topology is
changed. Generally, a smaller size of VBN can simplify the routing procedure
and reduce routing cost for all the nodes. Therefore, a CDS with small number
of dominators is expected in the construction, which could reduce computation
and communication overheads. Currently, there are lots of existing works on the
minimum connected dominating set (MCDS), such as the methods of mathe-
matical modeling [4], maximum independent set [5], minimum spanning tree [6],
pruning and other algorithms, respectively. In particular, the proposed method
of MCDS in [7] is widely used for effectively constructing a virtual backbone
network in the mobile ad hoc networks.

In a FANET, however, highly relative motions between nodes in fast changing
scenarios produce considerably large challenges on the construction and main-
tenance of a virtual backbone network due to rapidly time-varying property of
topology. For example, a pre-fixed connected dominating set could not ensure
permanent connectivity of VBN since partial nodes in the CDS may be failed
due to exhausted energy or disrupted link. Once the on-duty CDS is disjoined
due to failures of partial dominator nodes, a candidate group of nodes should
be rapidly supplemented into the CDS, even a completely new CDS requires to
be substituted for the current CDS in extremely severe conditions. Most exist-
ing topology maintenance algorithms mainly focus on topology reconstruction,
which will lead to a relatively large computation overheads and latency.

In this paper, we propose a multi-MCDS based topology control algorithm for
a flying ad hoc network, which could effectively maintain network connectivity
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by constructing a VBN with a multi-MCDS scheduling mechanism. It is the first
work of topology control on the flying ad hoc network we have found at present.
In particular, this paper has the following contributions:

(a) we built a swarming-oriented mobility model of UAV node in FANET, which
could be suitable for describing the intelligent behavior of a clustered UAV
team. Furthermore, we proposed a estimation mechanism of current topol-
ogy status by estimating the connectivity duration between nodes with
node’s flying velocity.

(b) we designed a time-varying VBN by periodically scheduling multiple CDSs
calculated in prior according to the current status of topology. Compared
with a single CDS method, the proposed method could maintain more stable
connectivity in dynamic scenarios with obviously reduced overheads in term
of the amounts of replaced nodes.

The remainder of the paper is organized as follow. Section 2 overviews the
related work. Section 3 describes the mobility and system model. In Sect. 4, the
problem formulation is presented and the proposed algorithm is proposed in
Sect. 5. Section 6 presents the simulation results. Section 7 concludes the paper
finally.

2 Related Works

Generally, the topology maintenance is considered as the detection of network
connectivity and the maintenance of stability of virtual backbone network. Typ-
ically, the maintenance of the topology is a periodical procedure, which is trig-
gered by different criterion in a single cycle duration [8]. The main purpose of
topology maintenance is to guarantee the VBN to sustain the stable commu-
nication of network, by dealing with the dynamic changes of the network and
extending the life cycle of the network [9–11]. To solve this problem, several
works maintain the network by constructing a fault tolerant K-connected and
M -dominating set, which can tolerate failures of multiple nodes. In the algo-
rithm, there are k disjoint paths between any two nodes in the graph, thus any
removal of k -1 nodes will not affect the connectivity of the derived sub-graph. Dai
et al. earlier proposed the construction of multi-connected and multi-dominating
set in mobile ad-hoc networks. Three different algorithms were proposed in [14],
but these algorithms mainly address the special case of k equaling to m. In addi-
tion, the proposed algorithms depend closely on the parameters such as network
size and node density, which are difficult to obtain in practical applications. In
recent years, building (k, m)-CDS develops into one of major protocols to main-
tain the network, which attracted more works. Nevertheless, more active nodes
will be generated leading to great network overheads, which recurs the dete-
riorated performance of the maintenance algorithm over time. A community-
based greedy algorithm is applied for searching the whole network information
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[12]. The proposed algorithm selects nodes with better performance to construct
(k, m)-CDS, and deletes the redundant nodes to minimize the number of domi-
nating nodes for a smaller scale. As a result, a better set scale is achieved, while
the time and message complexity are higher in the dense network.

In [13], Liao et al. present a topology maintenance algorithm based on
clustering, which is triggered by the time. When the existing cluster heads
run after a period of time, the algorithm will be regularly triggered in order
to balance the energy consumption of each node. Nevertheless, the algorithm
cannot autonomously responds to the fault due to its time-driven mechanism.
The algorithm in [15] constructed the backbone network through constructing
k -hop CDS. Intuitively, the larger number of k, the smaller size of CDS. When
k is infinite, there will be only one dominating node in the network. During
the maintenance phase, the algorithm maintains the network by detecting the
change of network and revising the value of k. A large value of k will cause a
part of dominators to carry heavier forwarding messages, which will easily lead
to network segmentations.

3 System Model

3.1 Mobility Model

Typically, a flying ad hoc network can be regarded as a special kind of mobile
ad hoc network (MANET) consisted of a group of flying nodes with relatively
high mobility. Currently, a series of motion models reflecting the node’s moving
characteristics, are currently used in MANET, especially in terrestrial scenar-
ios, i.e., random mobility model, time-limited model, space constrained model
and environment constrained model. However, these models have incapability of
formulating the swarming properties of UAV nodes in a FANET, especially for
certain types of missions of intelligent multi-UAV team. Therefore, we consider
the multi-UAV mobility in a FANET as a type of cluster movements, in which
each node cooperates with each other during the movement to accomplish the
task. In actual motions, nodes tend to move toward a common direction, and
adjust their directions and movements according to the states of neighbor nodes.
In this paper, we proposed a boid -based [10] mobility model, called as SYN-boid,
to describe the motional property of FANET nodes, which presents a typical
behavior of a UAV swarming team. Here, we give several related assumptions.
Firstly, we assume that all of nodes have the same physical characteristics and
same detection ranges. Besides, we consider that within a constrained commu-
nication range two nodes can communicate with each other directly.

In the proposed SYN-boid model, four defined rules, i.e., Cohesion, Separa-
tion, Alignment and Synchronization, are exploited for constraining the motions
of nodes in FANET. Compared with general boid model, in the SYN-boid model,
we introduced a novel rule, called as synchronization rule, in order to avoid flight
confusions with extra adjustment costs. During the flight, each node will make
motion by exchanging a certain quantity of information with each other under
the four rules in SYN-boid model. Each rule generates a corresponding motion
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(a) Initial Stage (b) Intermediate Stage (c) Stabilizing Stage

Fig. 1. Swarm mobility state.

component, and each component has a different weight depending on the scene
and mission requirement. As a result, all of the components decide the motion
of node. The motion state of the node is shown in Fig. 1. In the beginning, nodes
are placed in the area randomly. During flying, the motion state of the node
cluster gradually reaches synchronization.
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n represents different component determined by five mobility rules at
current moment. And α, β, χ, δ, ε are different weighting factors with constrain
of α + β + χ + δ + ε = 1. The detailed descriptions of five rules are shown as
follows.

Inertia Rule. In a realistic scene, the motion status at current moment is
also one of the determining conditions for next moment. Therefore, the motion
state at current time is taken as the inertial movement component of the next
moment, as
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Cohesion Rule. Cohesion rule attempts to let nodes gather with nearby flock-
mate modes, so that the swarming could moves toward an average position.
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where C is the position of node i at current moment, and C ′
j is the position of

i′s neighboring node j, respectively.

Separation Rule. The separation rule attempts to make local node avoiding
collisions with nearby flock-mates, as
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where
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k represents direction of the nodes in the repulsion region of node i.

Alignment Rule. Alignment rule is designed for keeping nodes match the aver-
age velocity with nearby flock-mates, as

−→
M4

n =
∑

g

−→
C ′

g

/
N (7)

and
−→
M4

n =
∣∣∣
−−→
M ′4

n

∣∣∣ (8)

where
−→
C ′

k is the average direction of nodes in i′s effective sensing range. Is the
direction of i′s detectable nodes g.

Synchronization Rule. A parameter syni is defined into the velocity calcula-
tion to describe the synchronization degree of the global swarming.

−→
M4

n =
−→
Mnsyni (9)

V (n + 1) = Vmaxeβ[syni(n)−1] (10)

where syni represents the synchronization coefficient of i′s nearby nodes. In
particular, a larger value of syni means a better synchronization. When all the
neighbor nodes in a certain node’s communication radius move in the same
motion, the value of syni equals to 1.

Fig. 2. Updates of CDS in a time-varying topology.
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3.2 Network Model

In this paper, we define a topology of FANET as an un-directional graph
G (V t, Et). In the graph, V t represents the set of flight nodes at time t, and
V t = {v1, v2, v3, . . . , vn}. On the other side, Et represents the connections
between two nodes, denoted by Et = {e1, e2, e3...en}. Typically, a connected
dominating set is a sub-graph of V t. In this paper, we will construct multiple
CDSs for maintaining the virtual backbone network, which needs to be updated
with the changing topology. For example, we describe the update process of CDS
at adjacent time slots in Fig. 2.

According to the definitions of CDS, we have two following observations.

• There are a certain number of minimum dominating sets in a connected graph.
• If a failed node G (V,E) and the links {e = vt

iv
t
j |vt

i , v
t
j ∈ V t

cds} are effective,
the current CDS is still effective.

Theorem 1. Both CDS and MCDS. Problems are NP-complete problems.

Proof : We transform the dominating set problem to the vertex-cover problem.
If DS problem is a NP problem, then MCDS is a NP problem. Vertex-Cover
Problem: if G (V,E) is a unidirectional graph, we denote that a subset D of V is
a vertex-cover, which is meant that one of the endpoints in E belong to D. Given
a graph G and a budget b, we attempt to find a vertex-cover whose size is not
larger than b. For each edge eu,v, we add an auxiliary vertex w and two another
edges eu,w and ev,w to get a new graph G0. Then, the vertex-cover problem in
G can be transferred as dominating set problem in G0.

Corollary 1. The minimum vertex-cover of G corresponds to the minimum
dominating set of G0.

Proof : since S is adjacent to all the edges in E, S contains or is adjacent to all
of the nodes in G. The newly added node w is derived from the edge eu,v, so w
is also adjacent to the point in S. It is proved that S constitutes a dominating
set of G0.

Corollary 2. The minimum dominant set S of G0 corresponds to the minimum
vertex-cover of G.

Proof : For each new w in G0, if w belongs to S′, its adjacent nodes must not
belong to S at the same time, otherwise S is not the minimum. Therefore, we
can replace w with the nodes in Neilist(w) that does not belong to S. It is
obvious the new set S’ is still a minimum dominating set. Thererfore, we only
consider that all points belong to G.

For the obtained S, all newly added nodes are adjacent to the nodes in S.
Therefore, all edges eu,v in G are adjacent to the nodes in S. As a result, the
minimum dominating set S is a minimum vertex-cover of G. If the dominant set
(G0, b) has no solution, the point coverage (G, b) has no solution. Therefore, if
the dominating set problem is not NP-complete, the point covering problem is



A Link-Estimation Based Multi-CDSs Scheduling Mechanism 73

not an NP-complete one. It is known that vertex-cover problem is NP-complete,
thus the dominating set problem is also NP-complete.

Since the MCDS problem is NP-hard, we adopted a distributed approxi-
mately optimized algorithm based on the minimum spanning tree algorithm,
instead of a centralized method. The applied symbols in the algorithm are shown
in Table 1. The initialization phase is divided into three parts, including neighbor
information exchange, node competition process and node data structure update
respectively. Each node sends the periodic messages with the maximum power.
When receiving the message, the neighboring nodes respectively calculate their
own weights and continue to broadcast their own weights. Until all nodes in the
network finish the process. At this moment, each node contains the weight and
ID information of the neighbor nodes. During the construction phase of the vir-
tual backbone network, the algorithm is executed according to the information
of the neighbor nodes obtained in the previous step to determine the status of
each node. The network needs to detect changes in nodes and CDS at adjacent
time slot according to the data structure as shown in Fig. 3 in order to schedule
and maintain the CDSs in a distributed way.

• Neighbor list: it is denoted by Nlist(vi), including ID and the indicator
whether backbone nodes in the vi

′s neighbors. which are respectively denoted
by Nlist(vi).ID and Nlist(vi).f lag.

• Neighbor dominator list : it is denoted by Domlist(vi), and refers to the dom-
inator list in Nlist(vi).

• Parent field of domintee: represents the dominator which dominates v,
donated by v.parent, v is domintee.

v1

v2

vm

V·Parent

Neighbor List 1-hop Dom_List Parent_Dom

If  Dominator If Parent

vk

Fig. 3. Node data structure.
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Table 1. Symbols description.

Notation Representation of the symbol or symbol

Scds The set of CDSs in the graph

ESmtc(Scds) CDS with maximum energy at time tc

Emtc(cdsi) Energy of CDSi

Vcdsk Nodes in CDSk

Ecdsk Links of nodes in CDSk

N1(v) Node lists in v′s 1-hop range

N2(v) Node lists in v′s 2-hop range

v.parent Dominator of v

Nlist(v) Neighbor list of v

Domlist(v) Dominator nodes in N1(v)

CDSct The CDS of graph at current time

T cos t Total update time overhead

P total Total successful update probability

rti Number of failure nodes at ith time slot

r FNi Number of dominatees need to update

r NCi Number of dominators need to update

LT i
k Estimated connected time of k and i

4 Problem Formulation

Given a directed graph Gt(V t, Et), we attempt to build a backbone network
with less nodes and maintain it with less update times. In the construction
phase, we adapt a heuristic MST-CDS [16] algorithm to build the backbone
network, which has been proved to have the shortest path. In the maintenance
phase, we should detect the changes of the graph at every time interval τ . When
a topology change is detected, the current CDS needs to be updated. We hope
that the update will be completed in a short time. Here, we define a total update
time cost Tcost as the total numbers of updates over a successive of snapshots.
In the actual implementation, we hope to get smaller Tcost and higher update
success probability.

Total Update Overhead : the number of updated nodes during the whole lifetime
of the network.

C node(vi) =
{

0 vi will be updated
1 vi won′t be updated

(11)
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where

T cos t =
i∑

t=1

nBN∑

j=1

N−nBN∑

k=1

C node(vk,j) (12)

in which
1 ≤ i ≤ T, 1 ≤ j, k ≤ N

and t is the number of time slots sampled with interval time τ . In particular,
nBN signifies the number of backbone nodes during a certain time slot. Here,
C node(vk,j) is a flag on whether node vk,j needs to be updated. N is the total
number of nodes in the graph. It is noted that, T cos t is one important metric of
the algorithm performance, namely, the total update cost. The network main-
tenance process is triggered by the events of node failure or the expired time
period. It is realized by scheduling the status of each node, such as dominator
and dominatee. In fact, the high dynamic of the node may cause the failure of
the maintenance process. The time sequence of maintenance implementation is
shown in Fig. 4. In specific, we assume that the following three conditions will
trigger the maintenance algorithm.

• The edges in Ecds or nodes in Vcds change.
• A node quits from the network.
• A new node joins the network.

We consider that the successful update rate of node is an indicator to evaluate
the performance of the algorithm. In order to describe the effectiveness of the
maintenance algorithm, we define the total successful update rate as the ratio
of successfully updated nodes to total failed nodes.

Total Successful Update Probability: the updated probability of failure nodes
in the network.

P total =

k∑
i=1

hti

k∑
i=1

rti

=

k∑
i=1

hti

k∑
i=1

r NCi
+

k∑
i=1

r FNi

(13)

where hti represents the number of successful restoring nodes, and rti is the
number of nodes that make the current VBN unavailable, r NCi

and r FNi
are

faulted dominators and domintees respectively.

5 Algorithm Description

5.1 Connection Estimation Algorithm

In order to reduce the renewal time of the backbone network, we use the param-
eter LT to describe the connection time of Ecdsk

. The parameter of LT is esti-
mated from current status of two nodes, which includes velocity, location and
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direction of movements, as shown in Fig. 5. When judging the connected time of
two nodes, we consider one of these nodes as the center, then the relative status
of i and neighbor node k is detected with time interval tp. Because the node is
making a continuous movement according to the SYN-boid rules, the state of
the current moment determines the next movements. Therefore, by comparing
the relative motion of adjacent time slots, the connectivity at the next moment
can be estimated. Typically, the link time of two nodes LT i

k can be deduced as

LT i
k

2
=

Ri
2 − −→
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2

∣∣∣
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m
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2

+
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2
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m
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in which
−→
vi

m and
−→
vk

m represent the velocity of node i and k at time m, respectively.
In particular, θi

m and θi
m represent the actual direction of movement of node i

and k respectively. In specific,
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√

|−−→
lm−1| + |−→

fm| + 2|−−→
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Here,
−→
fm is the relative velocity vector of nodes,

−→
lm is the relative distance vector

of two nodes at time m, and ϕm is the angle between two vectors at time m,
respectively.

The obtained estimated connectivity time LT i
k is used as a trigger for main-

taining the algorithm in the process to maintain the network. In FANET, nodes
in the network may fail due to environmental factors or high dynamic of move-
ments. When the sub-graph deduced by virtual backbone network is not con-
nected, the maintenance algorithm need to work to maintain the stability of
whole network. In particular, the node periodically broadcasts its own state
information to obtain the state of the neighboring node and detect whether the
current CDS needs to be maintained.

5.2 Multi-MCDS Construction Phase

In a FANET network, finding those smaller connected dominating sets will be
expected with a corresponding maintenance algorithms in order to maintain net-
work connectivity. However, a general maintenance algorithms could only detect
the changes of nodes, without the required capability of rapid response to the



A Link-Estimation Based Multi-CDSs Scheduling Mechanism 77

topological changes of network. In this section, therefore, we propose a backbone
construction algorithm based on multiple minimum connected dominating sets,
which could provide a temporal plan for scheduling these connected dominating
sets to reduce the latency waiting for connectivity.

Definition 1. (Dominating Set) Given graph G= (V,E), v′ ∈ V is a DS of G,
only if ∀(u, v) ∈ E, either u ∈ v′ or v ∈ v′ is true.

Definition 2. (Connected Dominating Set) is a CDS of G if (1) S is a DS and
(2) a graph induced by S is connected.

detection Scheduling detection Scheduling

Detect the 
changes

Schedule update

detection Scheduling time

update Reschedule 

Detect the 
changes

Scheduling the 
CDSs

Detect the 
changesScheduling the 

CDSs

Scheduling the 
CDSst1 t2

tk

Fig. 4. Connected time estimation process.

Fig. 5. Process of maintaining the network.
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Definition 3. D(u) for any node u in graph G= (V,E), the number of u′s
neighbors nodes is the degree of u, referred to as D(u). In this paper, we design
a distributed minimum spanning tree based algorithm to traverse the connected
dominating set, as shown in Algorithm 1. In particular, the algorithm will obtain
a minimum dominating set, which could be used for finding the minimum weight
of backbone nodes. For example, we chose 40 random nodes to generate a MCDS,
which is shown in Fig. 6. In the initial stage, each node broadcasts its own infor-
mation with maximum power, and determines node degree and N1(v) according
to the acquired information of neighboring nodes. During the construction of
MST-CDS, the spanning tree is constructed step by step by selecting nodes with
larger degree as follows.

• For a connected graph G= (V,E), each node in V periodically broadcasts
its own information and assigns a value to each edge belonging to E with
W (eu,v) = D(u) + D(v).

• Triggered from any vertex, the minimum spanning tree algorithm is used to
solve the spanning tree with the maximum weight W (S) = max

s

∑
e∈S

W (e).

• By removing the nodes with degree of 1, the remaining nodes constitute the
CDS.

Algorithm 1. MST-CDS
Require: The set of MCDSs at t-th time slot, St

cds

Ensure: Topology of current network.
1: Initial Calculate all edge weights in the graph
2: for x = 1 : N do
3: v = vx

st

4: U = fmax[w
t(N t

1(v))] //{v ∈ VNB , u /∈ VNB |u ∈ U}
5: if number(u) = 0 //the only node is u1 then
6: vector(i) = (B(i) − A(i))/norm(B(i) − A(i))
7: else
8: u = arg max(Et(uk)), k = 1 : size(U) uk ∈ U
9: end if

10: if V x
cds = V then

11: V x
cds ← u; Ex

cds ←< u, v >
12: end if
13: if D(u) = D(v) = 1 and eu,v exist then
14: Delete u and v
15: end if
16: end for
17: if V m

cds == V n
cds then

18: Deleted V n
cds

19: Refresh V x
cds, Ex

cds

20: end if
21: Return Scds
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5.3 Multi-MCDSs Scheduling Phase

In this phase, we find a group of MCDSs based on MST-CDS algorithm, which
is denoted by Scds = {CDS1, CDS2, ...CDSk} at tc time slot. In order to reduce
the reconfiguration time of backbone network, we propose a scheduling algo-
rithm or coordinating Multiple MCDS in duty. Let Emtc(CDSi) = Etc(v)
be the minimum energy of CDSi, in which v is the node with minimum
energy in CDSi. ESmtc(Scds) represents the maximum energy of Scds, and
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Fig. 6. Construction of MCDS. (a). connected graph. (b). corresponding backbone
subset.

Algorithm 2. Multi-MCDS Scheduling algorithm
Require: Scds, tc, Gt(V t, Et)
Ensure: Scheduling of Scds

1: Initialize CDStc ← ESmtc(Scds)
2: if number(V ) > 1 then
3: Update ECDS , VCDS , Scds

4: if ECDS , VCDS change at time tc then
5: if vi ∈ VCDSct fails then
6: {CDSk} = arg {vi ∈ CDSk}
7: Scds ← Scds\CDSk

8: CDSct ← fmax(Scds, CDSct)
9: else if LTu

v < Θ & CDSctisn
′t abackbone,v, u ⊆ VCDSct then

10: {CDSk} = arg {(v, u) ∈ ECDSk}
11: Scds ← Scds\CDSk

12: CDSct ← fmax(Scds, CDSct)
13: end if
14: else if N2(vi) ∩ CDSct = φ then
15: fw

max(N1vm, N1vm) ∩ CDSct �= φ
16: {vm} ← {vm|N1(vm) ∩ CDSct �= φ}
17: Domlist(vi) ← fmax(W (N1vm))
18: Update CDSct

19: end if
20: end if
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ESmtc(Scds)= arg max(Emtc(CDSi)). In order to reduce the renewal time of
the backbone network, we use the parameter LT to describe the connection
time of Ecdsk

. The parameter of LT is estimated from current status of two
nodes, which includes velocity, location and direction of movements.

In the previous section, we discussed the prerequisites of the maintenance
algorithm. The nodes in FANET periodically exchange message to update the
node information and determine whether the current network needs to update.
In particular, we propose two kinds of maintenance mechanisms in this paper to
maintain the network due to the different types of node failure.

Once the network changes, we need to determine whether the change in the
FANET recurs a schedule. Typically, we consider the following three cases which
is not necessary to carry out CDS scheduling algorithm.

• New nodes join the network.
(a) N1(v) ∩ Vcds = φ. Once the dominators around v detects a new node, the
dominators will send a dominator packet message to the new node to identify
its identity. Upon receiving the dominator messages, the new node updates
v.Domlist and sends a confirmation message to the node in the v.Domlist.
The new node v may receive grouping messages from multiple dominators
and select the neighbor node with the largest LT as the dominant point.
(b) N1(v)∩Vcds �= φ. There are no dominators in the one-hop neighbor nodes
of the newly joined node v. However, according to the characteristics of a
connected graph, the two-hop neighbor nodes of v must have dominator nodes.
If N2(v) ∩ Vcds �= φ, and {u |v ∈ N1(u) , N1(u) ∩ Vcds �= φ}, let dominatee u
be the dominator of node v.

• Node v quits from the network and v /∈ Vcds.
Node quitting from the network will cause the network disconnected. It means
there are no nodes in it’s communication range. Nevertheless, the node could

Fig. 7. An example of VBN maintenance.
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readjust its motion state through the proposed SYN-boid motion rules based
on the sensing data, since the sensing range Re is larger than communication
range Rc. After a certain time slots, it will detect the neighboring nodes.
Then, according to the previous rule, it will be considered as a new node to
join the network.

Typically, the current CDS requires to be updated under the following
conditions.
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Fig. 8. (a). Update times of nodes with different velocity. (b). under different commu-
nication range.
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• Changes in ECDSct
or VCDSct

occurred, where ECDSct
is the edge set of

current CDS and VCDSct
is the node set respectively. In this case, there are two

corresponding operations. Firstly, if node vi ∈ VCDSct
failed, the algorithm

will delete {CDSk} = arg {vi ∈ CDSk}. Otherwise, if node v, u ∈ VCDSct
,

{CDSk} = arg {(v, u) ∈ ECDSk
} isn’t a backbone network, the algorithm

will delete {CDSk} = arg {(v, u) ∈ ECDSk
}, in which Θ is the link-up time

threshold.
• The number of CDS in Scds less than 2. In this case, the network topology

has obvious changes, then the CDS construction algorithm will be used for
re-searching Scds until there are no CDSs in the graph.

An example of the VBN maintenance algorithm is represented in Fig. 7. Ini-
tially, we get the CDSs through MCDS construction algorithm. The CDS with
largest weight is considered as the initial virtual backbone network. The second
sub-graph shows the topology after a certain time slots, in which several edges
are disconnected due to the movements of nodes. Finally, we maintain the VBN
according to the proposed scheduling algorithm.

6 Simulation Results

In order to evaluate the performance of the Multi-MCDS Scheduling algorithm,
we make comparative groups of numerical simulations with a typical mainte-
nance algorithm based on single CDS. In the simulations, the topology samples
are generated through the proposed SYN-boid model in this paper, with the
parameters shown in Table 2. In the simulations, we assume that each node has
the same communication radius. If the distance of two nodes are less than this
threshold, they can communicate with each other. In order to make full analysis
on the algorithm performances, we choose several scenes with different number
of swarming UAV nodes. Initially, algorithm will randomly generate a group of
nodes in a range of two-dimension space. Under the proposed SYN-boid model,
algorithm will obtain a series of continuous topology snapshots with a fixed
sampling rate. After getting the topology, we apply the Deep First Search algo-
rithm in the simulations to detect whether network topology is connected at
each time slot.

Table 2. Simulations parameters.

Parameter Parameter description Value

N Number of nodes 20,30, ... 80

T Total time slots 500

τ Time slot interval 3 s

v Velocity of nodes 10/20/30 ... m/s

Rc Communication radius 80/90/100 ... 120m
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The maintenance algorithm based on single CDS is a general method in topol-
ogy maintenance of MANETs. It maintains the network by selecting the backup
nodes. However, the backup nodes in this algorithm are not always existed.
Therefore, this may cause unexpected failures of network maintenance. In the
maintenance phase, we hope to achieve a less update overhead and larger suc-
cess probability. In the simulations, we obtain a series of continuous topological
snapshots under the proposed SYN-boid model. We simulated 500 time slots in
different scenarios and analyzed the impacts of different parameters on perfor-
mance.
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Fig. 9. (a). Relationship between Tcost and N ,Rc of Multi-CDS. (b). Relationship
between Tcost and N ,Rc of TCDS.
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Fig. 10. (a). Relationship between Tcost and N ,v of Multi-CDS. (b). Relationship
between Tcost and N ,v of TCDS.

As shown in Fig. 8(a), for a more comprehensive comparison, we set different
scenarios with a velocity of 10 to 30. Here we choose the number of nodes as 30
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and the communication radius as 100. Generally, the typical CDS updating algo-
rithm (TCDS) updates the backbone network through detection of the network
periodically, if any node fails or affect the current, the network will reconstruct
the CDS and update nodes’s. Under different conditions of velocity, the typical
CDS updating algorithm (TCDS) takes higher update overheads than the pro-
posed Multi-MCDS algorithm all the way. The results show that the increasing
of velocity will cause an increase in update overheads. The reason for this situa-
tion is that the connectivity between nodes changes more frequently. In order to
maintain the VBN in the network, more nodes need to be scheduled. Moreover, it
can be easily observed the Tcost in TCDS increases greater than in the proposed
algorithm. We can know that lower velocity will get smaller update overhead.

The result in Fig. 8(b) shows the relationship between update overheads and
communication radius of the two algorithms. In the simulation, we set different
communication radius, ranging from 80 m to 120 m. And the number of nodes
in the scenarios is 40. In the contrast, the proposed algorithm performs better
than TCDS. We can see that the increase of communication radius will result in
smaller update overhead in the maintenance phase. Moreover, with the increase
of communication radius, the update overhead becomes more stable.

We have compared the effects of velocity and communication radius on the
update overhead earlier. In the simulations of Fig. 9(a) and (b), the scenarios are
generated under both different number of nodes N and communication radius.
Figure 9(a)shows the relationship between nodes number and update overhead
in the proposed algorithm. Figure 9(b) shows the relationship between nodes
number and update overheads in TCDS. It can be seen that the proposed algo-
rithm has less update overheads under the same condition of nodes number and
velocity. As the nodes increases, the update overheads increase. This is because
the increase of nodes will cause more topological changes. We need to schedul
more CDS nodes to maintain the normal operation.

Figure 10(a) and (b) shows the changes of update overhead when the num-
ber of nodes and the velocity change. It is obviously indicated that the proposed
algorithm has a more stable performance than TCDS, and the updating over-
heads are smaller than TCDS. The velocity of the node has a great influence on
the update costs. Moreover, with the increase of velocity, the successful update
rate decreases greatly. It means that the velocity has a greater impact on the
successful update probability.

During the maintenance phase, due to high dynamic of nodes, the mainte-
nance will probably fail. Figure 11(a) represents the relationship between suc-
cessful update probability and the velocity of node. In the simulations, we set
the communication radius Rc by 100 m. It is indicated that the successful update
probability is not necessarily related to the number of nodes. It is noted that,
both the proposed algorithm and TCDS perform well when the velocity of nodes
is small. However, the TCDS has poor performance when the velocity increases.
It is because the high speeds of nodes cause TCDS algorithm cannot find stable
backup nodes to maintain VBN. The performance of the proposed Multi-CDS
algorithm is better than TCDS in the condition of high speed.
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Fig. 11. (a). Successful updates probability under different velocity. (b). Successful
updates probability under different communication radius.

The results in Fig. 11(b) show the influence of the changes of communica-
tion radius on the success probability of the node updating. With the increase
of communication radius, the successful update probability rises up. Moreover,
with the same velocity, the increase of node number will lead to the increase of
successful update probability. The reason is that, the scheduling of CDSs can
repair the VBN effectively since the connectivity among nodes is strengthened.
The simulation indicates that both algorithms perform well when the communi-
cation radius is large.

7 Conclusion

In this paper, we proposed a multi-MCDS algorithm to construct and maintain
virtual backbone network by scheduling multiple CDSs in the network. In par-
ticular, we compared the impacts of node velocity and communication radius on
the performance of the algorithm. The simulations results show that, the update
overheads of the proposed algorithm is much less than TCDS, and the successful
update probability is higher than TCDS with the increases of nodes. Moreover,
the proposed algorithm can solve the failures of topological changes caused by
high dynamics of nodes.
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Abstract. Recently the topologydesignofmulti-layer satellite networkhas drawn
much attention from researchers due to the application of laser link in inter-
satellite links (ISLs). Snapshot division is a commonmethod of dynamic topology
design, which splits the time-varying topology into a sequence of static snapshots.
However, previous topology design researches based on snapshot division seldom
consider multi-objective optimization and practical link parameters, such as link
capacity, degree constrains, and link switch time. In this paper, a novel topology
design method aiming to concurrently minimize both link switch time and net-
work average end-to-end delay is proposed. The constraints of degree, visibility,
and connectivity are considered in the proposed topology design method. Simula-
tion results show that the proposed strategy has a better performance compared to
traditional topology design methods for multi-layered optical satellite networks.

Keywords: Topology design · Optical satellite networks · Non-equal length
snapshot division

1 Introduction

The noticeable trend in multi-layer satellite network is the application of laser link
in satellite networks [1]. The network based on laser link has prominent superiority
to traditional networks based on microwave communications, especially in broadband
use, such as reconnaissance, emergency communication, earth observation, etc. [2, 3].
Though link capacity is drastically boosted, laser link demands higher link reliability
and longer link setup time. Moreover, a self-organized heterogeneous satellite network
without terrestrial control is expected. In such conditions, the significance of topology
design for a reliable and efficient network is highlighted.
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Optical heterogeneous satellite network features for these following characteristics:

(1) Mobility: satellite orbital operation would lead to changes in network topology
and link continuity. Nevertheless, mobility of satellite is predictable and periodic in
contrast to randommovement.When it comes to a heterogeneous network, different
layers of satellites have different periods and network period is the least common
multiple of different satellite periods.

(2) The number of antennas on the satellite is limited due to the weight and energy
constraints of onboard payload. Therefore, it often occurs to one satellite that the
number of visible ones is greater than the number of connectable ones.

(3) Satellite network is a resource-constrained system since its energy consumption,
band allocation is strictly limited.

In such scenarios, there exist several problems to be solved in the field of topology
design: (1) how to measure and guarantee the reliability of the network. (2) how to deter-
mine the topological connection between satellite such that throughput is maximized or
network average delay is minimized. (3) based on snapshot division, how to determine
the number of snapshots so as to save storage resources as much as possible. Large
variety of works are conducted to find solutions to the above problems. Zheng et al.
in [4] took the eigenvalue of the Laplacian matrix corresponding to the topology as the
connectivity metric and guarantees the reliability of the network by maximizing connec-
tivity. In [5], the authors aimed to reduce the number of snapshots under the constraint of
time delay by optimizing equal length snapshot division. The system period duration
may be long (even up to 7 days) and storing all the snapshots in one period consumes a
large bulk of storage resources. Li et al. minimized the network cost under the constraint
of reliability [6]. Its main innovation lies in the modeling of practical link characteristic
in contrast to ideal links in many other works.

As far aswe know, few studies have been conducted for optimizing network delay and
rarely considering the laser link. In optical satellite networks, link switch time cannot be
ignored. In this paper, we propose a topology design strategy based on non-equal length
snapshot division with the joint consideration of time delay and network reliability.
Most studies only consider equal-length slot division, which is impractical [7]. The time
delay consists of two parts: link switching delay and transmission delay. The objective
in the current work is to minimize the overall delay. Besides, we ensure the reliability
of the network by ensuring that the network is fully connected and the degree of each
satellite node is maximized. Simulation results reveal that our strategy achieves a better
performance compared with the longest visibility strategy.
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2 System Model

The problem undertaken in this paper is to find near-optimal topology design which
achieves as small a delay as possible and satisfies reliability and connectivity constraints.
The following aims tomathematically formulate amodel of the topology design problem.

Snapshot: a snapshot refers to a period when the topology connection remains fixed.
If the network topological connection is represented as a matrix. In one snapshot, the
matrix is unchanged.

Network period: For the heterogeneous network consisting of LEO,MEO, GEO, the
network period is the least common multiple of all satellite periods.

2.1 Visibility, Distance and Connection Matrix

Since the mobility of satellites is periodic and predictable, the trajectory of the satellite
and the relative distance between them are significant inputs to the model. These data
could be easily exported from the software named STK, therefore, we just take them as
algorithmic parameters.

After deriving the distance between every satellites, next wewould build the distance
matrix and visibility matrix. Suppose that every satellite is denoted as a node and every
ISL is denoted as an edge. Then satellite network can be represented as an undirected
graph G = (V, E), where V = {1, 2, . . . , M} is the vertices set of satellite nodes and
E = {

ei j |i, j ∈ V, i �= j
}
is the edges set of ISLs. Let binary variable ai j denotes the

visibility between any two satellites, i.e. if vi is visible to v j , ai j = 1, if vi is not visible
to v j , ai j = 0. Since the satellite network has no self-loop, aii = 0, i = 1, 2, . . . , M.

Hence, a symmetric M × M matrix A �
{
ai j

}
is defined as the visibility matrix. The

symmetric M × M distance matrix D �
{
di j

}
is defined as follows:

di j =
{
0, ai j = 0
distance between vi and v j , ai j �= 0

(1)

Besides, a symmetric M × M matrix H �
{
hi j

}
is used to represent the connection

relationship between vi and v j . If there exists a link between vi and v j , hi j = 1,
otherwise, hi j = 0.

2.2 Average Time Delay

The current work uses average time delay as the objective function. The time delay
is comprised of two parts: average transmission delay and average link switch delay.
According to [8], link switch time could be formulated as follows:
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tlink_swi tch = 2(ts + tL) + tr (2)

where ts is the duration for adjusting angle of view, tL is path transmission time, tr is
the conversion time between the laser and the detector. When the farthest communi-
cation distance is 70000 km and link switch is needed, tlink_swi tch = 2 s, otherwise,
tlink_swi tch = 0 s. Then we could derive average link switching delay by the following
formula:

Tlink = 1

M

m∑

i=1

ti j (3)

where M is the total number of links and ti j is the link switch time between vi and v j .
As for transmission delay, we can adopt the M/M/1 queuing model to obtain this

value [9]. Assume that the arrival of each service obeys the Poisson distribution, there
are a total of W businesses in the network and the arrival of W kinds of business is
independent of each other, then one of the generally accepted formulation which is
accurate enough for the measurement of network average delay is:

Ttranss =
m∑

l=1

fl
Cl − fl

/

W∑

i=1

λi (4)

where m is the number of links in the network, Cl denotes lth link’s capacity, fl denotes
the load of lth link.We can use Shannon’s formula to estimate the upper bound of the laser
channel capacity.Meanwhile, the path loss and transmission distance are logarithmically
related. Thus, we can substitute transmit power, antenna gain, and distance into Shannon
formula to obtain the capacity for every link.

According to formula (3) and (4), we can derive average time delay as follows:

Ti = 1

M

m∑

i=1

ti j +
m∑

l=1

fl
Cl − fl

/

W∑

i=1

λi (5)

Ti denotes the average time delay for snapshot i.

2.3 Constraints

Considering the limitation of the number of laser terminals on the satellite, it is assumed
that a satellite has a degree constraint di . The value di equals to the number of laser
terminals on satellite vi . Hence, connection matrix must satisfy the degree constraint,

i.e.
M∑

j=1
hi j ≤ di , i = 1, 2, . . . , M . For simplicity, the constraint could also be written

in the matrix form:
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A1 ≤ d (6)

where 1 = {1, 1, . . . , 1}T is a M × 1 vector.
Connectionmatrixmust satisfy the visibility constraint. Inmatrix form, the constraint

can be expressed as:

H ≤ A (7)

In order to use formula (4) to calculate average transmission delay, the link must
satisfy flow constraint. It can be expressed as follows:

fi ≤ Ci , i = 1, 2, . . . , M (8)

In addition, the network must be fully connected. Full connectivity can be easily
checked by using BFS for each node. Let matrix G represents the outcome of BFS. If vi
could find v j using BFS, gi j = 1, otherwise gi j = 0. Besides, we define gii = 1, i =
1, 2, .., M . The constraint must satisfy:

G = 11T (9)

2.4 Problem Formulation

The topological design problem aims to achieve two minimization objectives related
to average transmission delay and link switch delay. The optimization problem can be
formulated as follows:

min 1
T

(
k∑

i=1
(T (k)

link + T (k)
trans)

)

s.t. A1 ≤ d
H ≤ A
fi ≤ Ci , i = 1, 2, . . . , M
G = 11T

(10)

where k is the number of snapshots, T is the network period.
The difficulty in solving optimization problem (10) lies in how to properly divide

duration T into a sequence of snapshots. Since the start and end time of one snapshot
can be randomly and continuously selected in the duration T, the number of snapshots is
unknown and the duration of each snapshot is also unknown. In theory, the combination
of the number of snapshots and the length of snapshots is infinite. The solution space is
infinite. Hence, problem (9) is a NP-hard problem.
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3 Minimum Delay Topology Design

Due to the NP-hard nature of the problem (10), we propose a heuristics called mini-
mum delay topology design (MDTD) to construct a topology. One of the conventional
principles of topology design is linking to the longest visible satellite. Though it could
achieve the highest reliability, this principle is not efficient enough because link capac-
ity is inversely proportional to distance. Although two satellites are visible, the distance
between them is too long to be suitable as a transmission link. The algorithm MDTD
aims to find the most suitable link switching time to reduce overall network latency.
However, the price is the decrease in network stability caused by the increase in the
number of link switching times.

One of the intuitive ideas to construct a low-delay and fully connected graph is to
firstly find the shortest path for every node pair vi and v j using Dijkstra’s algorithm,
the shortest path is denoted as PG

dis(vi , v j ). Then the union of all of them must be the
optimal solution with the smallest delay for one snapshot. However, this solution might
not satisfy the constraints. Then based on the greedy algorithm, add and delete edges
to make the previous optimal solution satisfy the constraints. The eventual solution is
suboptimal.

The above is the complete process of obtaining a topology design for a single snap-
shot. After setting a network status sampling interval Ts to update distance for every
link, we apply the above topology design method at each sampling time point and we
can obtain a topology for every sampling point. Assume that the connection matrix at
sampling point i-1 is denoted as H (i−1) and the distance matrix at sampling point i is
denoted as D(i). After applying the above topology design method we obtain a new
connection matrix H (i). If H (i−1) �= H (i), we should devise a metric to decide whether
to change link connection since the link switch increases network latency. The method
is as follows. Assume the average transmission delay for sampling time point i-1 under
the topology H (i−1) and the distance matrix D(i) is Told , the average transmission delay
for sampling time point i under the topology H (i) and the distance matrix D(i) is Tnew,
if and only if delay satisfies the following formula (11), switch occurs.

Tnew + Tlink < kTold (11)

where k is a factor which reflects the designer’s preference.
The algorithm is shown as follows:
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Algorithm Minimum Delay Topology Design 

Input:D, sT , T, H 

1: 
now sT T S= , ,1 , ,i jv v i j M i j

2: former_H = H 

3: while nowT  < T do

4: Updata D, nowT

5: Calculate transmission delay oldT using 

former_H  

6: for all pairs ,i jv v S do ,  

7         H  , 

8: Find the shortest path dis (v , v )G
i jP

using Dijkstra’s method 
9: if ,G

dis i je P v v  and e H then 

10: =H H e

11: end if 
12: end for 
13: for all node iv  do 

14:   if degree( iv ) > degree_constrain then 

15: Sort all links connected to iv

in set  according to their 

distance 

16:         for all e (processed in 

decreasing order of costs) do 
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17: If delete e, network is fully 

connected then

18: = -{e}H H

19:            end if 

20:     end if 

21: end for 

22: for all node iv  do 

23: if degree( iv ) < degree_constrain then 

24: Sort all links connected to iv in 

set  according to their 

distance

25: for all e (processed in 

increase order of costs) do 

26: if add e, all node still satisfy 

degree_constrain, then

27: = +{e}H H

28:    end if  

29:            end for 

30:       end if 

31:     end for 

32: Calculate transmission delay newT  using 

H and link switch time linkT
33: if new link oldT T kT  then 

34:   former_H = H 

35: end if 

36: end while 



A Novel Topology Design Method for Multi-layered Optical Satellite Networks 95

In MDTD, the algorithm firstly finds the shortest path for each pair of node pairs. Its
time complexity is O

(
n2(m + n)logn

)
since O

(
n2

)
times of Dijkstra’s algorithmwhose

time complexity is O((m + n)logn) needs to be done. Secondly, the algorithm adds or
deletes edges to satisfy the constraints. In this step the time complexity is O

(
n2

)
since

the algorithm would traverse each edge of each node. Hence, the total time complexity
of MDTD is O

(
n2(m + n)logn + n2

)
.

4 Simulation

4.1 Simulation Environment

We select a satellite network composed of 6 MEOs and 3 IGSOs. 6 MEOs are evenly
distributed on three orbital planes that are 120° apart. The detailed orbital parameters
of the satellite are shown in Table 1 below and satellite constellation is shown in Fig. 1.
The network period is one solar day and the simulation time one network period. In this
constellation, IGSO satellites are permanently visible to each other during a network
period.MEO1andMEO2,MEO3andMEO4,MEO5andMEO6are respectively located
on the same orbital plane. Satellites located in the same orbital plane are permanently
visible. Therefore, link switch can only occur betweenMEO and IGSO or betweenMEO
belonging to different orbital plane.

Table 1. Orbital parameters of each Satellite

Semimajor axis Eccentricity Inclination Argument of
perigee

RAAN True anomaly

IGSO1 42157 km 0.0031 56.07° 186.40° 68.12° 55.165°

IGSO2 42157 km 0.0072 54.15° 232.87° 189.69° 55.1

IGSO3 42157 km 0.0066 52.59 201.06° 305.68° 55.17°

MEO1 27906 km 0.0007 55.07° 4.93° 39.64° 332.79°

MEO2 27906 km 0.0068 55.09° 4.93° 40.12° 62.79°

MEO3 27906 km 0.0048 55.00° 290.41° 160.11° 284.93°

MEO4 27906 km 0.0011 55.01° 272.68° 158.42° 14.93°

MEO5 27906 km 0.0007 55.09° 121.65° 281.63° 46.43°

MEO6 27906 km 0.0073 55.08° 121.46° 279.86° 135.83°

Other simulation parameters are set as follows: The laser link bandwidth is 1G,
transmit power is 105 dBW, antenna gain is 109 dB. Assume that there are two kinds
of services in the network: multimedia service and speech service. The two services are
considered to be independent and the traffic of every node in the network is subject to
Poisson distribution [10]. The traffic model is shown in Table 2.



96 X. Lang et al.

Table 2. Traffic model of computer and mobile phone

Single-Channel data Average arrival rate λ

Multimedia service 2 Mbps 50

Speech service 64 kbps 1536

Fig. 1. Satellite constellation

4.2 Results and Analysis

The Minimum Delay Topology Design (MDTD) strategy divides and merges snapshots
with the sampling interval as the minimum granularity. And based on snapshot division,
MDTD the uses greedy algorithm to design the connection relationship. In this section,
we would give the topological design result of the algorithm. Furthermore, to check
the efficiency of the proposed MDTD, its performance is compared with the Maximum
Visibility Topology Design (MVTD), in which one satellite is always connected to other
satellites with the longest visible time.

We set k = 1 in MDTD. The network sampling time ranges from 5 min to 60 min
and the step is 5 min.

Figure 2 shows the relationship between the average network delay and the sampling
time concerning MDTD and MVTD. We could derive from Fig. 2 that the network
average delay could deteriorate if the sampling interval is too small or too large with
regard to MDTD. The best sampling interval for MDTD is approximately 20 min. We
can also derive that delay derived by MVTD is nearly the upper bound of the delay
derived by MDTD.

Relationship between the link switch time and the sampling time for MDTD and
MVTD is shown in Fig. 3. According to Fig. 3, in MDTD as the sampling interval
increases, the number of link switches decreases and eventually converges to the number
of link switches of the MVTD algorithm.
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Fig. 2. Network average delay of MDTD and MVTD

Fig. 3. The number of link switches of MDTD and MVTD

The results of the two algorithms with a sampling interval of 20 min are listed in
Table 3 below:

Table 3. Performance comparison with Ts = 20min

Network average delay The number of link
switches

MDTD 6.103 s 42

MVTD 15.154 s 12
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According to Table 3, theMDTD algorithm has a 59% improvement over theMVTD
algorithm in network average delay, which is attained by increasing the number of link
switches from 12 to 42. This result shows that the MDTD algorithm is efficient and can
be applied in a practical system.

5 Conclusion

In this paper,we have proposed an effective strategy to determine the connection relation-
ship with the joint consideration of snapshot division and network delay. The proposed
MDTD algorithm made a trade-off between link switch and link stability. According to
the simulation results, the MDTD algorithm has been confirmed to provide a noticeable
improvement with respect to network average time delay. Meanwhile, network stability
is also greatly reduced.
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Abstract. In the near future, the Space Information Network (SIN) will evolve
into Space-earth IntegratedNetwork,whichwill realize the interconnection among
the Space-based Network, traditional Internet and Mobile Communication Net-
work. The construction of the future SINwill provide the ability of global real-time
communication and comprehensive information services, which makes it possess
a wide application prospect. The future SIN will realize inter-satellite routing and
its network capacity will be flexible, its network topology and link status will
change dynamically as well, which will increase the complexity of the network
management. In addition, the openness of communication link and the resources
limitation of the devices will both bring security threats to the SIN. We study
on the characteristics of future SIN and present a dynamic security protection
architecture based on SDN (Software Defined Network). We study on the trusted
authentication mechanism of dynamic networking entities and the technique of
path optimization and risky-path isolated transmission. At last, we design a net-
work intelligent security management mechanism at the top level. Our scheme
can greatly improve the security of future SIN.

Keywords: Space information network · Software defined network · Dynamic
security architecture

1 Introduction

Nowadays, traditional Bent Pipe satellite communication system is faced with puzzles.
For example, the communication satellites need the cooperation of ground stations,
therefore, the cost of constructing adequate ground stations will be extremely high. At
the same time, with the development of satellite communication technology and the ever
increasing demand for satellite network services, many countries have proposed their
SIN construction plan, such as the Starlink plan of SpaceX, aiming to provide global
real-time broadband Internet services.

According to the services requirements, the future SIN will realize the inter-satellite
link and the satellite will deploy corresponding payloads. In addition, SIN will have the
inter-satellite networking capabilities and allow user terminals to dynamically access.
More importantly, the future SIN will evolve into the Space-earth Integrated Network,
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whichwill be integratedwith the traditional Internet andmobile communication network,
to provide users with communication and internet access services [1].

Compared with the traditional terrestrial network, the topology of the future SIN is
highly complex anddynamic.Evenworse, due to the openness of its communication links
and the inherent long communication delay, the traditional network securitymanagement
methods are not applicable for use. Considering the particularity of SIN, centralized
management and control capabilities are needed. Data leakage, data tampering, denial
of service attacks and other unsafe factors may greatly threat the network security,
therefore, the adaptive adjustment of security capabilities of SIN is also necessary [2].
For the large number of users accessing to SIN, access control mechanism is extremely
essential to prevent the unauthorized accessing, and real-time optimization of routing is
highly required to provide high quality communication service.

In this paper, we analyze the characters and security requirements of future SIN,
and propose a scheme of applying SDN to SIN. Since the control plane and data place
are suggested to be decoupled, SDN architecture provides flexible network manage-
ment capabilities and enables administrator to manage network services and security
by programing [3, 4]. Based on this architecture, we designed a trusted authentica-
tion mechanism, a dynamic routing optimization mechanism and an intelligent security
management mechanism. In summary, the main contributions of our paper is listed as
follows:

– An SDN-based SIN security protection architecture. Based on this architecture, we
realize a dynamic adjustment method of security component and increase the security
ability of the future SIN.

– A trusted authentication mechanism for network entities. In this way, we can identify
the legitimacy of the terminal and achieve a mutual authentication between nodes.

– A routing optimization and risk isolation mechanism. It provides a real-time method
of routing optimization and isolates the security risks in the complex and risky network
environment of the future SIN.

– An intelligent security management mechanism. With this method, we can detect the
security threats timely and adopt the corresponding security strategies to deal with
them.

The remaining parts of our paper are organized as follows. In Sect. 2, we describe
the network architecture and our proposed SDN-based security protection framework.
In Sect. 3, we describe the specific techniques applied in our model and evaluated them
by demonstration and analysis. The last section is a conclusion and prospect.

2 SDN-Based Security Protection Architecture for SIN

In the future, SIN will consist of satellites, terrestrial gateways and mobile terminals,
and the satellite network can be divided into three layers according to the orbit: the
low earth orbit layer (the LEO layer), the medium earth orbit (the MEO layer) and the
geosynchronous earth orbit (the GEO layer), all of which can achieve global coverage,
and the higher-layer orbit can cover the lower one sequentially. At the same time, the SIN
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constitutes an independent spatial autonomous system,which is automatically networked
and operated in space; the ground gateway is directly connected to the visible satellite,
responsible for address translation and communication between the satellite network
and the terrestrial network; the terminal is connected to the visible satellite and the
communication between terminals is forwarded by satellites.

2.1 SDN Applied to SIN

According to the characteristics of the above-mentioned futureSINand the orbit theory of
the spacecraft, the constellation topology of SINwill change dynamically, and the quality
and security of the communication link will change accordingly. The fundamental idea
of SDN is to separate the control functions from the network devices and concentrate
them in a centralized controller. Then, the data forwarding is conducted by the flow
table distributed by the SDN controller. In this way, the administrator realizes flexible
management of network and dynamic services optimization in a low cost and adaptable
way [5]. We virtualize the network function of SIN infrastructure based on SDN to set
up a resources pool, which consists of forwarding components and security components.
We establish a control layer above the forwarding layer and utilize flow table to manage
the traffic forwarding and resources scheduling [3, 4], aiming to provide a dynamic
reorganization capability of security functions and rich APIs for the application layer
on the top of the architecture. Considering that the future SIN will provide diversified
services, we set up an application layer to analyze the demands of users and combine
the service components and the security components with the help of APIs provided by
the control layer. The overall SDN-based technical architecture is depicted in Fig. 1.

Fig. 1. The architecture of SDN technology

2.2 Threats Analysis and Security Requirements

In the future SDN-based SIN architecture, satellite nodes will be faced with dynamic
networking requirements and massive user terminals will also dynamically access and
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leave the network, which will bring weak points to the networking and accessing levels.
Therefore, trusted authentication mechanism for network entities is essential.

The openness of inter-satellite communication link will lead to diversification of
attack types and security issues, which may cause severe consequences. Attackers can
launch malicious attacks in any way, anytime and anywhere. Therefore, it is necessary
to identify and classify the attack modes and use the corresponding security strategies
to mitigate the threats.

As for the communication and network services quality, since the topology and
security situation will be time-varying, it is essential to optimize the routing in real time
and manage the security behaviors globally. Hence optimizing the route according to the
quality parameters of the inter-satellite links and isolating the threats according to the
security parameters can effectively improve the service quality and security capabilities
of the system.

2.3 Network Architecture

The core part of the overall network architecture consists of a ground service center and
a satellite-based network.

The SDN controller is deployed in the main ground service center and is responsible
for the centralized control and management of the entire network. There are also dis-
tributed services centers deployed on other suitable ground regions. Each service center
can communicate with the satellites through the ground gateway and base station to
provide users the ability of accessing the broadband Internet.

In addition to functioning as a controller, the service center will also function as the
authentication center to verify the identity of the terminal and issue a certificate to it,
as the training center of the intelligent anomaly detection to obtain an optimal training
models and deliver the optimized model to the satellite nodes, and as a routing calculate
center and flow table deliver center tomanage the traffic forwarding of the entire network.

Fig. 2. The topology of the future SIN
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Considering that the compute resources and storage resources of the satellite is
extremely limited and the inherent time delay caused by inter-satellite communication
link, most of the computing tasks are assigned to the services center. However, a data
synchronization mechanism between satellite and ground service center is proposed to
provide authentication function with a shorter time delay if needed.

The physical topology is shown in Fig. 2.

3 Proposed Techniques Based on Our Architecture

Combined with the SDN-based SIN architecture, the relationship between our proposed
security techniques can be shown as below (Fig. 3).

At the bottom of architecture, we decouple the control functions from the devices
to form the resources and data forwarding layer and provide dynamic adjustment capa-
bilities for the upper layers. In the middle layer, which is the control layer, we apply
our proposed trusted authentication mechanism and routing optimization mechanism to
provide management and control basis for SDN controller. At the top is the application
layer, we apply the proposed intelligent security management mechanism to identify
the abnormal traffic and analyze the appropriate management strategy autonomously,
and then call the lower control layer through the APIs to realize dynamic control of the
security services.

Fig. 3. Security protectionmechanismsbase on theSDNarchitecture and the relationship between
them

3.1 Trusted Authentication Mechanism for Dynamic Networking Entities

Requirements. In the future, the topology of SIN will change dynamically, and the
terrestrial network and the satellite networkwill be dynamically integrated. The access of
the mobile terminal will greatly affect the security of the overall network [6]. The trusted
authentication mechanism for dynamic networking entities will strictly authenticate the



104 Z. Wang et al.

identities of the entities to ensure the security of the entities which intend to join the
network. Besides, so as to resist tampering and replay attacks we introduce timestamp
mechanism to check the integrity of the communication traffic.

Related Work. In the existing researches of SIN authentication techniques, researchers
mainly study on authentication algorithms and authentication algorithms applicable to
different network models. Zhu et al. [6] proposed an inter-satellite network authenti-
cation scheme suitable for double-layer satellite networks. Take the advantages of the
predictability of the satellite orbits, they introduce a pre-authentication mechanism to
effectively mitigate the computational pressure of satellites. Zhu et al. [7] proposed a
domain-based authentication scheme, in which each domain authenticates and manages
the terminals locally to meet the concurrent authentication requests. However, most of
the existing researches are aiming at the improvement of the performance of the algo-
rithms, and not completely suitable for the architecture of the future SIN, even not fully
utilize the advantages of the SDN architecture.

Scheme. Different from the traditional authentication technology, the satellite in the
SIN can realize dynamic networking through SDN and get rid of the dependence on the
ground gateway, thus the ground-to-satellite transmission delay can be greatly reduced.
The authentication request of the terminal intends to join the network is received by the
satellite and forwarded to the ground authentication center. The algorithm is lightweight
enough, therefore, the authentication task can also be undertaken by the visible satellite.
Distributed authentication provided byground service center is also available [8]. Finally,
with the help of the SDN flow table mechanism, the authentication result will be deliver
to every forwarding device, including satellite node, and the terminal successfully join
the SIN.

The entire scheme includes the authentication process, the de-authentication process,
and the trusted communication process. The technical solutions in this part are shown
in Fig. 4.

Fig. 4. Trusted authentication mechanism for networking entities

When the terminal intends to join the SIN, the terminal sends an authentication
request to one of the satellite in the visible range, and the satellite forwards the request
to the authentication center. The authentication center verifies the request (calculated
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by identifier ID, random number R, location L) and issues a digital certificate with
the authentication center signature for the authenticated terminal as the network access
license. When the terminals communicate with each other, they exchange their digital
certificates and verify the identity of each other by verifying the signature of the authenti-
cation center in the digital certificate. A timestamp-based integrity verification is adopted
to prevent attackers from tampering or replay attacks. When the communication ends,
the de-authentication process is performed and the terminal access license is cancelled
to prevent resources abusing and mitigate security risks.

Evaluation. The advantage of this solution is that it can make full use of the advantages
of the SDN architecture and our proposed trusted authentication mechanism to realize
the efficient networking of the networking entities and the efficient accessing of the
terminals. Since the integrity verification and the digital signature mechanism are intro-
duced to our scheme, the security of our scheme is guaranteed, and the replay attacks
and the tampering attacks can be effectively resisted.

3.2 Dynamic Routing Optimization and Threats Isolation

Requirements. The constellation of the future SINwill becomemore andmore compli-
cated, hence the communication quality of the inter-satellite linkwill be complicated and
time-varying as well. However, the proliferation of users and service demands will put
forward higher requirements for the real-time routing optimization for SIN [9], security
threats will also be severe due to the complexity of the network. Therefore, a dynamic
routing optimization and threats isolation mechanism is highly demanded.

Related Work. Fei et al. [10] proposed a software definednetwork inter-satellite routing
strategy, which involved traffic control mechanism, link cost calculation mechanism and
congestion avoidance mechanism. Qi et al. [11] proposed a routing algorithm based on
virtual node strategy and assigning different responsibilities to different satellites. In this
scheme, the geostationary orbit satellite is responsible for routing calculation and the
low-orbit satellite is responsible for routing and data forwarding. It is said that according
to this scheme, the efficiency and reliability of the SIN routing can be both improved.
However, most of the existing researches focus on the routing algorithm, and do not
fully consider the time delay of the SIN. Besides, the routing calculation and its action
mode will meet certain limitations when applied to the future resources-limited SIN
environment.

Scheme. Different from the traditional terrestrial network, the future SIN will be multi-
dimensional and its quality parameters will be time-varying, the processor processing
power and thememory storage capacity of the satellite are limitedmore or less.Moreover,
the on-board devices are difficult to recover from troubles, therefore any failure of the
satellite should not affect the normal use of the entire network. The scheme we proposed
can take advantage of the centralizedmanagementmode and theQoS (Quality of Service)
routingmechanism, andfinally provide a lowcongestion possibility and balanced routing
path to meet the requirements of QoS [12].
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Snapshot-Based Virtual Topology Routing Scheme. Due to the periodicity and pre-
dictability of the operation of the constellation network, the entire constellation operation
period can be divided into several time slices. In each time slice, neither the connectivity
nor the quality of the inter-satellite link will have major changes. Since the routing func-
tion of the network in the architecture is realized by the flow table delivered by the SDN
controller, the flow table information can be calculated and distributed to each satellite
node in advance. Therefore, the computing burden is greatly reduced and we realize the
lightweight update of routing.

As is shown in Fig. 5. In different time slice, the connectivity of some inter-satellite
links are changed.

Fig. 5. The connectivity of the inter-satellite links changes according to the time slice switching

In themeantime, storing a large number of flow tableswill consume toomuch storage
space. By employing the snapshot mechanism, only the changed parts of the flow table
will be stored. Therefore, the storage resources are also be saved.

Dynamic QoS Routing for SIN. This solution is used as an essential supplement to the
above scheme. Due to the characteristics of the SIN, the quality of each routing path
will change dynamically. The congestion of some links will lead to the degradation of
communication quality, and the aggressive behaviors will threaten the privacy and the
information security of users. Therefore, real-time optimization of routing is essential.
We design a series of quality parameters to describe the quality of the inter-satellite
communication links and set up corresponding thresholds for being triggered to optimize
the routing. When the quality parameters is higher than the thresholds, the dynamic QoS
routing is triggered to achieve dynamic optimization of the routing. Let the quality
function of a path be:

quali t y(p) =
m∑

i=1

w0
i fi (x)

Where p is the path number, fi (x) is one of the quality functions and wi represents
theweight of the i-th quality function. The link quality function coversmultiple attributes
such as delay, cost, bottleneck bandwidth, hop count of the path, packet loss rate and
security coefficient etc. The normalization preprocessing of the values ensures that the
output values of the quality functions are in the same range. At the same time, with
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the help of the security coefficients provided by the intelligent security management
mechanism, the intra-range mapping of the security parameters is implemented, and the
total security weight of the link is counted as:

Securi ty(p) =
∑

e∈p

Securi t y(e)

When the dynamic QoS routing scheme is triggered, a weight vector is assigned to
the quality function. For example, when the security of the communication is highly
demanded by the system, the value of w can be set as (0, 0, 0, 0, 0, 1), which guarantee
that the calculated routing is the safest in the current condition and the risky path will
not be selected. However, when it is desired to balance the burdens among the links, the
value can be assigned as (1, 0, 1, 0, 1, 0).

Evaluation. According to our experimental analysis, our scheme can take the advan-
tages of the lightweight snap-based routing scheme and the real-time dynamic QoS
routing scheme, ensuring that the management of routing is efficient and reliable.

3.3 Intelligent Security Management Mechanism

Requirements. The complexity of the future SIN architecture and the diversity of infor-
mation services provided by SIN will expose it to more security risks [13, 14]. At the
same time, due to the openness of the inter-satellite links and the massive number of
the users, the malicious behaviors can be launched at any time, from any places. There-
fore, the intrusion behaviors will be more difficult to predict. As a result, the intelligent
anomaly detection capable for unknown attacks and security management strategies
capable for mitigate the threats are demanded.

Related Work. Zhang et al. [13] proposed an intrusion detection model based on secu-
rity domain partitioning, and proposed a distributed hierarchical collaborative intrusion
detection scheme to ensure the security and reliability of satellite network. Wang et al.
[15] proposed a security routing technique for spatial network based on intrusion detec-
tion, and designed a distributed intrusion detection model to provide a solution for
secure spatial routing. However, the existing researches mainly focus on the detection
algorithms and do not propose a systematic detection scheme or management strategies
for SIN.

Scheme. Different from the traditional terrestrial network, the inter-satellite data trans-
mission delay is longer and the satellite nodes are difficult to control, even worse, the
failure of satellite nodes may cause irreparable consequence. Therefore, we propose
an intelligent security management mechanism to realize the intelligent awareness of
intrusion behaviors and comprehensive addressing of threats. In this way, the security
and reliability of the network can be both improved.

Lightweight Intelligent Anomaly Detection. Considering that the resources of the Satel-
lite is extremely limited, traditional anomaly detection methods based on artificial intel-
ligence and big data analysis highly relay on the outstanding computing performance of
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the platform, and the model cannot be saved or loaded in a simple way. Therefore, we
proposed a scheme inwhich the trainingmodule and the detectionmodule are decoupled.
The detection module can function without concrete platform, therefore, the resources
consuming can be greatly mitigated.

We design an improved K-Means clustering algorithm based on Euclidean distance.
By dynamically selecting the optimal cluster number (the value of K), the maximum
discrimination between the positive and negative samples and the balance of overheads
are realized. In addition, the clustering algorithm based on Euclidean distance is easy
to realize and the trained model can be save and load in an understandable and easy-to-
compute way. The algorithm and process is shown in Fig. 6.

Fig. 6. The lightweight intelligent anomaly detection algorithm and process

It isworthmentioning that the intrusiondetection basedon rules can also be employed
to provide a protection with high accuracy and low false positive rates.

Threats Management Strategies. In the above-mentioned lightweight intelligent
anomaly detection scheme, we realized the combination of the intelligent intrusion
detection system and the rule-based intrusion detection system.

At the same time, due to the lightweight attributes of the intelligent anomaly detec-
tion system and the limited resources of the satellite in our scheme, the detection and
treatment released by single node is likely to have a poor performance. Along with the
time-varying relative position between satellite and ground, repeated detection towards
anomaly behaviors may lead to unnecessary resources overhead. Therefore, with the
help of SDN architecture, the detection results are transmitted to the SDN controller in
real time, and the traffic is scheduled to the ground security module for safer treatment
according to the security strategies. Then the SDN controller analyzes the results con-
veyed by satellite nodes, and then transmit the analyzed results and manage the entire
network with the help of flow table.

Combined with the dynamic routing optimization and threat isolation scheme, we
achieve the goal that the network capabilities and security are improved (Fig. 7).
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Fig. 7. Security protection strategy based on collaborative processing of the ground service center
and the space-based network

Evaluation. Through experimental analysis, we validated and tested the algorithm by
using the distributed computing platform, and evaluated it with the KDD CUP 99 data
set. Combined with the rule-based intrusion detection system, our method ensures the
awareness of unknown attack behaviors and accurate detection for known attacks. This
will guarantee the real-time detection and effectively avoid the spread of threats caused
by the long time delay if the detection tasks are assigned to ground service center.
Besides, the SDN architecture provide the comprehensive protection capabilities for the
entire framework (Table 1).

Table 1. Part of the experiment results perform by our training process. (Due to the best model
model_m consist of over one hundred clusters, we select part of them as the display)

Cluster number 1 2 3 4 5 6

Label smurf normal neptune normal neptune portsweep

Accurate count 227020 15103 263 2479 4298 73

False count 0 1235 17 1 0 1

Accurate rate 100% 92.44% 93.92% 99.96% 100% 98.65%

Cluster number 7 8 9 10 11 12

Label ipsweep normal smurf normal neptune normal

Accurate count 1133 4340 66 5137 354 34

False count 188 44 0 6 9 3

Accurate rate 85.77% 99.00% 100% 99.88% 97.54 91.89

4 Conclusion and Prospect

With the development of SIN-related technologies in various countries and the increasing
demands for space information services, it is imperative to build a highly available and
reliable SIN.However, in the face of limited space resources and highly complex network
environment, traditional networkmanagementmethodswill be difficult to adapt to future
SIN.
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The SDN-based security architecture proposed in this paper greatly enhances the
security and availability of the future SIN. By decoupling the control plane and the
forwarding plane, we realize a flexible network management mode. In this way, we
realize the unified configuration and management of the network, the authentication for
networking entities, the optimization of the routing, and the awareness and management
of anomaly behaviors.

Through experimental results and theoretical analysis, the proposed scheme in this
paper can achieve efficient management of the whole network. Under the premise of sav-
ing computing resources and storage resources as much as possible, the scheme greatly
improves the security performance and service capabilities, and has great reference value
for the future construction of the future SIN.

In the context in which all countries in the world have proposed SIN development
plan, the architecture of the future SIN will be highly complex and the demands for
services will be diversified. In the future, we will continue to study on security mech-
anism designed for SIN to provide the network more secure protection. Besides, we
will research on the more optimized service composition algorithm and more secure
authentication algorithm to provide more secure and available services.
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Abstract. The space information networks provide a rich space, time, frequency
spectrum resources, meet all kinds of scene mission requirements, especially
the rapid development of information technology and the interaction of human
life fusion, and the global data presents the characteristics of explosive growth
and massive convergence, artificial intelligence has advantages such as flexibility,
adaptability and low robustness in the direction of information fusion. On the basis
of studying the framework of space-based information network, an integrate task
management and control mode based on big-data driven space-based information
networks and Internet of things is proposed. Artificial intelligence technology is
used to solve the problem of the front-end requirements of task management and
control, and the ratio of resource utilization to actual profit of joint information
network load points is improved, at the same time, it lays a foundation for realizing
autonomous task planning.

Keywords: Big data · Artificial intelligence · Space & Earth information
networks · Task control

1 Introduction

The information explosion in the era of big data will have a significant impact on eco-
nomic development,military construction, social order, people’s life andother directions.
Artificial intelligence has become another subversive change in the field of information
technology after cloud computing, Internet of things and big data. With the in-depth
development of artificial intelligence in various fields, breakthroughs have been made
in speech recognition, human-computer game and unmanned driving built by artificial
intelligence technology, which makes artificial intelligence have a huge prospect in the
field of structured information application [1]. Under the background of the global high-
speed information transmission technology is about to achieve comprehensive cloud
services, and the information industry system ushers in great changes, “everything con-
nected, everything connected” has derived the urgent demand of integrated information
network and AI technology in deep IOT applications. Under the ideal condition of whole
network sampling, the data samples of human activities are generated all the time [2]. In
essence, these data generated by human activities are collectively referred to as big data,
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and the abstract representation is language, optical image, audio and text. As for themea-
surement of information entropy, the measurement of information itself is certain, but
the value of information is different from the demand of information receptor It is also
different from the response of the receptor to the information situation, which depends
on the position of the information receptor in the human social structure. Often we pay
more attention to the information receptor with higher positive feedback to the infor-
mation response. Therefore, ideally, we hope to realize the space-oriented information
network and the ground network, and combine big data mining and artificial intelligence
technology to make the core users independent Push information forecast and contin-
uous state make spatial information network become a front-end tool of “managed by
people, unattended” instead of being processed object, and shift more attention to the
application level of user demand and task response processing.

2 Information Source Characteristics and Engineering Analysis
of Spatial Information Network Task Management and Control

Aiming at the three kinds of data of image (spectrum, microwave), audio and text con-
tained in the open source information of the ground database, the network model is
established by the deep learning technology such as CNN convolution neural network
[4], deep convolution reverse graphnetwork,RNNcyclic neural network,LSTMmemory
network [4], the network model is based on CNN image recognition network model, and
the text classification cyclic network model is based on PTB data set For the core user’s
needs, divide the message storage pool by message type in the open source database,
parallel the distribution of global key objects in other source databases, urban trafficmon-
itoring data, geographic resource prediction data, real-time target access data, navigation
and positioning data, military strike evaluation data, etc., and conduct the calculation
according to the prior probability of D-S evidence theory [5] and network model Infor-
mation fusion, the analysis of events in complex and huge source data, forms the task
requirements driving the space-based platform, and realizes the closed-loop link of “big
data - demand mining - spatial network node - processing - feedback - demand mining
correction”. Because neural network provides a kind of mapping “dark box”, so using
network engineering models such as LSTM, VEA, FFNN [6] can better solve the prob-
lem of feature information quantification of multi-type source data (image, text, voice,
etc.). In deep learning, LSTM network or NTM neural Turing machine can be used to
learn complex sequences [7], CNN network can be used to learn image information, in
addition, On the other hand, Networks [4] such as VAE and SAE can be used to design
adaptive classification algorithm and build powerful association analysis model.

The resource space for big data analysis is characterized by wide coverage, large
redundancy, complex information and great security threat. The traditional serial access
mechanism seriously affects the timeliness of data processing. Distributed data access
and management provide reliable and efficient solutions for the application of big data.
Through intelligent cloud computing, i.e. distributed data access point, the data can
be processed in parallel and adjusted by the intelligent cloud of the center coordinates
and initiates tasks. The distributed end of LAN cloud computing combined with source
sensor can provide good data stability and timeliness support for task management and
control of spatial information network.
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3 Analysis of Space-Based Mission Control Situation

At present, in the space-based operation system, the operation process of each space
node is a closed-loop link of “demand control satellite processing user”, which mainly
includes demand acceptance and planning, task control, satellite measurement and con-
trol, load action, data receiving and transmission, information processing, calibration
processing, data production and other links. Among them, the demand acceptance and
planning layer accepts the target access, geological survey, positioning and navigation
needs of all kinds of users at all levels, carries out classified processing and indepen-
dent deployment, eliminates demand conflicts, defines the requirements for load task
implementation, and submits them to the task management and control subsystem for
review and Implementation; in addition to the normal acceptance needs, it is always
faced with the emergency adjustment of space-based tasks, and the whole process needs
to be adjusted In addition, a large number of human and material resources have been
invested. In addition, the measurement and control window is limited, the tracking and
receiving resources are limited, etc. as the front-end demand acceptance of the whole
space-based operation system, the information analysis ability tends to be insufficient,
such as the global situation, and the contradiction between the current satellite manage-
ment and control ability, making the ratio of satellite tasks to capabilities and life at a low
level, the business value effectiveness and task resource consumption The consumption
ratio is also at a relatively low level, and the lack of demand analysis capability is grad-
ually amplified in the serial process, which leads to a great discount in the timeliness
and efficiency of the overall operation of the space-based control system.

4 Spatial Information Network Driven by Multi-source Big Data

After the rise of big data wave, after years of practice, the development of big data on
the Internet and mobile Internet has been relatively mature, and big data has moved from
concept to practice. However, the space-based task management and control system and
the processing and utilization of space to big data still use the traditional independent
operation system, which has a single mode and can not make changes in time according
to the changes and needs of scenarios and users, Means that the importance of data-
driven spatial information network for “intelligent decision-making and management”
is appreciated. Through efficient data analysis, the output of spatial information network
task management and control system is refined for operation and control, the produc-
tion form is optimized, the operation and control mode is adjusted, and the efficiency
conversion rate is improved. Remote sensing data, earth environment data, astronomy
data, meteorology data and space environment data account for a large proportion in
the space-based big data, and the situation function dimension of events is often high.
As far as the military target reconnaissance demand of satellites is concerned, how to
accurately provide non cooperative moving target position information to the satellite
nodes in the space network is the target trend information number such as remote sensing
data, According to the fusion and output of prior conditions such as satellite access arc
section and meteorological data, not a single factor can decide; secondly, strengthening
the emergency management of geological disasters still requires the real-time sampling
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data of ground systems such as remote sensing data, earth mapping data, meteorological
data and geological data provided by various platforms of spatial information network,
which come from different directions and huge data, The response ability of spatial
information network tests the load-bearing ability of spatial information network. How
to change passive into active, relieve the pressure of demand response, build “intelligent
operation and control” of spatial information network, and improve the comprehensive
ability of operation and control of spatial information network should be studied from
the structure of spatial network and ground system and the level of big data drive.

5 Space & Earth Integrated Information Networks

The space information network management and control system integrates the ground
operation management network (traffic monitoring sub network, driverless vehicle oper-
ation sub network, UAV operation sub network, etc.) into the framework of the satellite
ground integrated information service operation system based on the structured space-
based informationmanagement and control network [8], with the spacemanagement and
control center and the ground management and control center as the core of the system’s
centralized management and control, and the satellite ground big data as the support In
the data service layer, independent task demand decision-making model is established
as the driving engine of the joint information management and control framework to
inject fuel into the task planning layer and provide normalized information services for
the user layer.

The sky earth integrated information network management and control system has
the ability to accurately sense the position of network members and access the orbit
calculation. It supports the following couple access and rapid chain building of net-
work members, space vehicles, ground vehicles and other terminal nodes. It has the
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characteristics of safe, reliable, controllable and manageable operation, and the opera-
tion of “network without center, information with center”. It is an important support of
the capacity of the satellite earth joint information network system Bracing. As shown
in Fig. 1, the joint network consists of space-based control system and ground-based
control system.

The space-based management and control system includes satellite link primary
network [8, 9], satellite link secondary network [8, 9], and space-based operation and
control system; the ground-based management and control system includes ground-
based operation Internet of things (user subnet, unmanned transportation system subnet,
traffic monitoring system subnet, etc.), and ground-based operation and control system;
the user layer includes: national defense related departments, national geological survey
related departments, national natural disaster prevention and control system Emergency
related departments, transportation departments, space technology test related depart-
ments, information technology group industries, satellites, space shuttles, near space
platforms, UAVs, etc., with user level users as the final service objects.

(1) The satellite link primary network is composed of high orbit communication back-
bone network and space-time reference network, including space-based transmis-
sion network, space-time reference network and high orbit satellite established
through radio or laser link between satellites. The satellite link primary network
is not only the backbone convergence network of the whole space-based network
monitoring, measurement and control, navigation, timing and other management
and control information, but also the space-based information network inter satellite
management and control system Command and dispatch center of. Each backbone
node is not only a single satellite with certain computing and storage capacity, but
also a cluster/ constellation supporting high-performance computing and storage.
The differential setting of backbone nodes can effectively meet the classification of
spatial information and maximize the use of spatial resources.

(2) The satellite link secondary network is composed of satellite link subnet and LEO
satellite established by radio or laser link between satellites. Ordinary nodes gener-
ate and receive management and control information. The secondary convergence
node coordinates all kinds of command and control information of the primary net-
work, shares management and control information in the satellite link subnet, and
interfaces with the primary network. As shown in Fig. 1, in addition to providing
relay data services for the main nodes in the network, the secondary aggregation
node also provides information aggregation services for the user service layer nodes.
Constellation node refers to multiple satellites forming cooperative relationship
through satellite building link. There are two ways to generate or receive man-
agement and control information: one is to gather several points through secondary
network, the other is to directly communicate with primary network backbone node.

(3) Users are divided into two types: management layer and business layer. Manage-
ment layer refers to the unit of production management and control information,
which is responsible for centralized coordination, organization and management of
all kinds of nodes in the Internet of things. It is the core of the data service of the
information network of the integration of Space&Earth. For example, receiving the
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navigation service request of the ground unmanned transportation system and coor-
dinating the stratospheric nodes to obtain meteorological and other environmental
resources, planning the response tasks of optical satellite network and space-time
reference network, and returning the task data to the ground unmanned transporta-
tion system. The business layer refers to the mobile vehicles that need to access
the space-based or ground-based IOT network management and control system in
a short time based on the task request of the management layer, including satel-
lites, space shuttles, adjacent space platforms, UAVs, unmanned vehicles, ships,
etc. According to the different requirements of task security level and time sensitiv-
ity, the satellite link primary network and secondary network can be dynamically
linked as required.

(4) The main responsibilities of the space-based operation control system include man-
aging the registration information of satellites in orbit, monitoring the status of
space-based network in real time, planning node tasks according to the task uplink
instructions of the ground control center, coordinating and scheduling the resources
of each node, and regularly feeding back the operation status of space-based network
and the health status of all kinds of satellites to the ground.

(5) The ground-based operation control system has the backup of the space-based oper-
ation control system. Its main responsibilities include accepting or producing the
task requirements of the user management, managing all kinds of ground operation
system nodes, real-time monitoring the ground network node status, and acting
as the space-based temporary emergency management platform when the space-
based operation control system fails. The integratedmanagement and control center
relies on the Internet plus the massive data of the Internet, and through the means
of artificial intelligence, excavate and analyze the information about natural dis-
asters, national defense situations, hot events and other related information, and
transform them into regularized languages, and create business requirement uplink
space management and control centers and all kinds of operation subsystems of
the Internet of things, thus driving the ground monitoring system, the ground nav-
igation operation system and the near space. The operation of service chains such
as platforms and satellites provides users with spatiotemporal continuous service
data, while the ground system has the ability to directly respond to users’ needs in
real time.

6 Technical Requirements of Intelligent Task Management
and Control in the Integration of Space & Earth Networks

It can be seen that in the collaborative application layer of the Space & Earth integrated
information network, the conventional management and control mode that requires a lot
of human-computer interaction has been unable to support the huge network system.
As the “heart” of the satellite earth joint information network system, the research on
the intelligent centralized management and control technology is of great significance,
and the business demand as the front-end is the space-based or ground-based network
efficiency Giving full play to the source power, autonomous task demand decision-
making technology plays an important role.
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In order to realize the centralized autonomous task demand decision-making under
the background of the information fusion between the Space & Earth, the following key
technologies are needed: big data distributed management technology [1]; PTB data set
language model based on the cyclic neural network; speech model based on BIRNN
neural network [7]; pattern recognition technology based on the dense net convolution
neural network [10]; information fusion interpretation and analysis technology; multi-
source information network interaction Data security management policy. Among them,
the big data distributed mining management integrates the Internet and the internal
operation data network to take the initiative in data crawling, and selects the training set
that has been classified from the data. In this training set, the data mining classification
technology is used to establish the classification model to classify the unclassified data.
Compared with BP feed-forward network, RNN is a feed-forward neural network with
time connection. It has state and time connection between channels, which means that
the order of input will determine the output, which is widely used in text understanding,
speech recognition and other fields. Therefore, it focuses on the optimization algorithm
model of LSTM long and short-term memory network in RNN to realize Based on
information source big datamining, all kinds of event situation information and feedback
concerned by users are formed and event description key value pairs are inserted into the
running event queue of integrated system. Convolution neural network and convolution
neural network, which also have high recognition degree and generalization ability in
the field of digital image processing, can quickly segment and recognize images, obtain
regular description information of key objects of images, and form event description
key value pairs to insert into the operation event queue of integrated system. Under the
background of complex information sources and huge amount of data, how to carry
out information association analysis needs to conduct in-depth research on information
fusion and other related theories, carry out association analysis on the acquired event
files to form a comprehensive decision-making meta task, and the generated meta task
directly enters the operation driving link. Because the multi-source platform is used as
the input environment of meta task output at the same time, the information is not safe
How to ensure data security under the background of data security is the need for policy
and technical research.

At present, CNN and RNN are in the core application position in the field of deep
learning digital image processing. RNN recurrent neural network is a feedforward net-
work with time connection. The input information of neuron includes not only the output
of the former neural cell layer but also its own state in the previous channel. Because
most of the data do not have the change of time line in form, they can In the form of a
sequence. A picture, a paragraph of text, a paragraph of speech can be input by a pixel, a
paragraph of text or a voxel. Therefore, the time-related weight and the forgetting related
weight describe what happened in the previous step of the sequence, so as to predict
what will happen in the next step. It has been proved that LSTM can be used to learn
and understand the complex sequence [7], but at the same time, it will occupy a large
amount of Computing resources, so we can use the network to filter out the description
we are concerned about in the data layer.

D-S evidence theory was first proposed by Dempster in 1967 and further developed
by his student Shafer in 1976. It belongs to the category of artificial intelligence. It was
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first applied to expert system and has the ability to process uncertain information. It is
usually used for fault diagnosis and system running state detection.As a kind of uncertain
reasoning method, the main characteristics of evidence theory are: it satisfies the weaker
conditions than Bayesian probability theory; it has the ability to express “uncertain” and
“unknown” directly. From the trust degree of proposition, namely the basic probability
distribution and combination rules, it can calculate the new basic probability distribution
function of the fusion information produced by the common action of each topic, and
The probability distribution can be calculated by neural network, so in the later stage of
information fusion, the fusion decision results can be given by combining neural network
or as a means of confidence analysis [5, 11].

7 An Autonomous Decision Technology of Information Fusion
Task Demand Based on Neural Network

Imitating the three main channels of human brain to obtain information: language, voice,
image (spectrum) and the thinking process of the actor to understand the behavior of
fusion information source data, making information fusion decision according to the
mathematical principles of machine learning and information fusion, this paper proposes
an information fusion decision-making mode based on the artificial neural network
technology and D-S evidence trigger output (Fig. 2):
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As shown in Fig. 3, the decision-making body of information fusion is divided into
real-time data processing layer, offline autonomous learning layer and fusion decision-
making layer. The real-time data processing layer will slice, identify and classify the
feature data of users’ concern from the shallow scan of big data in the future, generate the
basic event samples marked with natural distribution probability, component elements
and time-space stamps, and process the event samples in the fusion decision-making
layer Data association analysis establishes event files, generates event analysis reports
and corresponding response tasks by information fusion, plans production control infor-
mation of decision-making level and transmits it to all levels of IOT sub networks. In
this process, different kinds of data need to be spatiotemporal correlated and identified,
and the corresponding mathematical model needs to be constructed, which integrates
the memory neural network and convolution network. In this paper, a kind of coding
memory propagation neural network model with fusion recognition ability and a fusion
decision model based on event samples are proposed.
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Fig. 3. CMP (Coded Memory Propagation) neural network model

As shown in Fig. 4, CMP neural network slices the original source data according
to text, image and voice by category in the network input layer to generate the basic
elements of the voxel vector, word vector, continuous frame pixel bit map with spa-
tiotemporal correlation and single frame pixel bit map. The encoding memory chain
(LSTM) recognizes and encodes the pixels and the acoustic blocks in the original data
slice and retains the temporal and spatial characteristics of the original data. After encod-
ing memory chain, the original data will be described as encoding sequence in a unified
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way. The translation memory chain (LSTM) selectively forgets and retains the encoding
sequence units and outputs the processing results in the output layer. In a word, CMP
network can recognize multi-source complex sequences and retain the temporal and spa-
tial characteristics of the sequences. For a frame of information source data processing,
event samples are generated through CMP network first. Event samples are classified
into files according to event time-space stamp and priority, and respond to user level’s
direct and clear task requirements synchronously (such as SAR strip imaging in desig-
nated target area or traffic image, weather and ground navigation in a certain period of
time in designated target area). Because of the direct demand information from users It
is clear that it can be directly processed to archive event samples, as shown in Fig. 5.
For an observation object, two pairs of event samples with spatiotemporal correlation
are matched according to formula (1). The matching rule is: when the strength of the
correlation key �PAB meets a certain limit, the event samples will enter the complete
collection waiting sequence. Among them, function F(·) is the response function of two
event correlation weight, and specific algorithm needs to be designed. Parameter Pi is
the natural distribution probability of an event, function H(·) represents the similarity
of an observation object in two events, and parameter Oi reflects the value of a specific
observation object in a specified event. The function D(·) represents the Euclidean geo-
metric distance of time and space between two events,�TAB and�RAB are the time and
space intercept of two events.

�PAB = F(PA, PB , H(OA, OB), D(�TAB,�RAB)) (1)

Once the sample set satisfies the D-S symptom set of the object, the meta task of
fusion decision-making is performed. According to D-S evidence theory, let {�} be a
recognition framework, or hypothesis space. There are:

(1) Basic probability assignment (BPA for short). BPA on recognition framework {�}
is a function M(·) of 2� → [0, 1], which is called Mass function, and meets the
following requirements:

∑n

A⊆�
m(A) = 1,m(∅) = 0

Among them, A� which makes m (A) > 0 is called focal elements.
2) Trust function, also known as Belief function, is defined on the recognition

framework {�} based on BPA m as follows:

Bel(A) =
∑n

A⊆�
m(B)

3) Likelihood function, also known as Likelihood function, is defined based on BPA
m in the recognition framework {�}:

Pl(A) =
∑n

B∩A=∅

m(B)

In the evidence theory, for a certain hypothesis a in the recognition framework
{�}, according to the basic probability assignment BPA, the trust function bel (A)
and the likelihood function Pl (A) are respectively calculated to form the trust interval
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[Bel (A), Pl (A)], which is used to express the confirmation process of a certain hypoth-
esis Dempster’s compositional rule, also known as evidence compositional formula, is
defined as follows, for ∀A ⊆ �, the Dempster compositional rule of two mass functions
M1 and M2 on {�} is as follows:

m1 ⊕ m2(A) = 1

K

∑n

B∩C=A
m1(B)m2(C)

k =
∑

Ai∩Bi∩Ci ...=φ
(m1(A1)m2(B2)m3(C3) . . .mi (Ni ))

Where k is the normalization constant. The final output generally follows the
following rules [5]:

(a) The determined event pattern should have the maximum reliability function value;
(b) The difference between the reliability function value of the event mode and other

modes determined is greater than a certain inner limit;
(c) The value of uncertain mode function must be less than an inner limit;
(d) The value of reliability function of decision mode must be greater than the value of

uncertainty reliability function.
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Fig. 4. Event samples and fusion decision model

With the increase of data volume, the matching rules of event files (structured data)
need to be further optimized. At the same time, considering the use of distributed pro-
cessing framework can further optimize the timeliness of data processing in the fusion
layer.

In the autonomous learning layer, CMPnetwork andD-S symptom setwill update the
link parameters of each layer of the network adaptively according to the results of real-
time data processing and demand response, remove the real-time data that does not meet
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the decision rules, and retain the original data that meets the decision rules as the model
learning samples to insert into the target recognitiondatabase.Thedata processingmodel,
especially the generalization of neural network model, the ability of feature recognition
and the comprehensive improvement of fault tolerance rate are realized through the off-
line learning layer forward feedback. In the following, we will focus on how to generate
“intelligence” reasoning and requirements based on the structured data of dynamic big
data mining of Space & Earth integrated information network, as well as task generation
and feedback iteration of heterogeneous computing nodes of Space & Earth integrated
information network.

In the process of dynamic acquisition of complex information, in addition to obtain-
ing real-time high-value information, how to integrate the information between the infor-
mation, obtain the rules of event situation evolution, locate the key points of induced
events, form the demand for core target monitoring, and become the key of intelligent
demand decision-making technology research.

At present, there are some difficult problems in the research of event intelligent
reasoning, amongwhich themost important one is that the event knowledge association is
often very complex. For the same objective event representation, there are many possible
stacking factors, even involving many different behavioral representations. For example,
taking the early warning of conflict situation among countries as an example, there are
many factors that lead to the conflict between countries, such as trade competition,
even subjective politics, religious accumulation, etc. taking the armed conflict between
countries A and B as an example, the conflict is generally It is an explosive high-
dimensional nonlinear mapping with certain factors superimposed over time, which has
the contradiction of randomness and certainty. Because of the different experience and
knowledge of experts in different fields, their judgment of induced conflict is only based
on their own experience and knowledge, but not fully considering the experience and
knowledge of experts in other fields. In this case, the judgments given by experts in
different fields are often different or even contradictory, which leads to the inability to
accurately locate key elements.

In order to solve the above problems, it is necessary to fuse the information of
different event symptom domains corresponding to the same situation. D-S evidence
theory has been widely used in target recognition, decision analysis, fault diagnosis,
condition monitoring and other fields because of its strong ability to deal with uncertain
information.

D-S evidence theory requires that the basic probability distribution is known when
synthesizing evidence, but in intelligence reasoning, the distribution between different
symptom domains of events is generally only based on experience, so it is difficult
to determine the distribution probability, which limits the practical application of the
theory. In this paper, BP neural network and D-S evidence theory are combined to make
full use of BP neural network’s self-learning, self-adaptive and fault-tolerant ability and
apply them to the process of determining the reliability mapping of different symptom
domains. An intelligence reasoningmodel based onBP neural network andD-S evidence
theory is established to more effectively express and process uncertain information, so
as to reasonably synthesize uncertain information, The experience and knowledge of the
expert system in the same field enable the end information fusion reasoning system to
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automatically complete the transformation from information to requirements. Figure 5
is the schematic diagram of D-S fusion process:
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Fig. 5. Structured data and fusion decision model

In the intelligence knowledge reasoning system, BP neural network and D-S evi-
dence theory are introduced. BP neural network is used to obtain the basic probability
distribution of different event symptoms. According to this probability distribution, D-S
evidence theory is used to fuse the information of multiple symptoms of event evidence
body to obtain the reasoning results. Firstly, according to the event database of dynamic
analysis, all symptoms corresponding to each evidence are obtained by feature extrac-
tion. In order to construct the basic probability distribution function of all symptoms to
each event, the acquisition process is usually complex and non-linear. From the char-
acteristics of BP network, as long as the network has strong generalization ability after
learning a large number of samples, it can better describe the complex non-linear map-
ping relationship, thus determine the basic probability distribution, and establish the
evidence body pair as the observer, The confidence mapping function of the event.

Now, the simple structured data of a certain identification sub event established after
multi-source big data mining through CMP network is simulated as follows (Table 1):

Table 1. Sub event structured data

Event label Score Description

Event 0.92 “The Country(A) side has main intentions with Country(B)”

Tag 0.05 Bad politics

Time 1.00 August 10, 2020

Hotspot 1.00 Island, Missile, Economic blockade, Warship

Position 1.00 Island

After the intelligence knowledge is structured, it often needs deep informationmining
to obtain deeper intelligence knowledge. Therefore, after the rapid classification and
recognition of intelligence, the score evaluation is used to measure the information
value of this kind of intelligence. Take the messages of politics class as an example to
construct the text data sample set as follows (Table 2):
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Table 2. Deep evaluation sample space (part)

Politics score Sample (Description)

0.9 “The two countries have close diplomacy”

0.8 “The two countries have maintained diplomacy”

0.7 “The two countries have a relatively close diplomatic relationship”

0.6 “Normal diplomacy between the two countries”

0.3 “Diplomatic tensions between the two countries are high”

0.1 “Relations between the two countries have broken down”

Among them, the mapping of evaluation of “politics” is quantified as the weight of
interval [0, 1]. Now we define that the closer and easier the “political relationship” is,
the closer the evaluation weight is to 1. On the contrary, the more tense the political
and diplomatic atmosphere between the two countries is, the lower the corresponding
description score is. The natural language of the sample space has the characteristics of
different scores. The sample set will be trained by RNN neural network to get this kind
of High dimensional feature mapping from natural language description to information
evaluation score.

Now,we simulatemultiple groupsof sub event structureddata (tags). Thebackground
is set as follows: according to certain structured data, we can infer the main factors and
key spatiotemporal information that induce the armed confrontation between A and B,
and trigger the monitoring requirements of spatiotemporal observation or “intelligence”
tracking of heterogeneous platforms of the sky earth integrated network. In order to
facilitate the experiment, the label description and reasoning structure are simplified.
Three kinds of test labels, namely “political relation”, “military relation” and “economic
relation”, are designed according to the space-time distance and key words matching
(Tables 3, 4 and 5).

Table 3. Politics (Label_1)

Event label Score Description

Event 1.00 “A renounce diplomacy on B”

Tag 0.23 Politics

Time 1.00 August 10, 2020

Hotspot 1.00 “A{Somebody(import) Spoke}”, “B{The Government Policy}”

Well, it is assumed that the evidences inducing the armed conflict between countries
AandBare: “diplomatic relations”; “trade relations”.Now, it is assumed that “diplomatic
relations” are determined by three kinds of symptoms: political events, economic events
andmilitary events. Now, it is assumed that diplomatic relations between countries A and
B are an independent scoring system, only considering three kinds of factors: political,
economic and military. Trade between countries A and B As an independent scoring
system, relationship only considers political, economic and military factors.
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Table 4. Economics (Label_2)

Event label Score Description

Event 1.00 “A imposed an economic blockade on B”

Tag 0.16 Economics

Time 1.00 August 10, 2020

Hotspot 1.00 “A”, “B”, “economic sanctions”

Table 5. Military (Label_3)

Event label Score Description

Event 1.00 “A get conflict on B”

Tag 0.02 Military

Time 1.00 August 10, 2020

Hotspot 1.00 “A”, “B”, “Destroyer(A)”, “Destroyer(B)”

Now, the BP neural networkwith input layer of 3, double hidden layer of 3 and output
layer of 1 is used to simulate the evaluation mapping of diplomatic relations between
countries A and B, which is also used as the evaluation mapping of trade relations. The
threshold of political, military and economic scores is set as [0, 1]. The higher the score
is, the healthier the corresponding relationship is. On the contrary, the lower the score
is, the more hostile the corresponding relationship is, as shown in Tables 6 and 7.

Table 6. Score of foreign relations evaluation system

Label Score Description

Politics 0.91 Good

Economics 0.43 Not good

Military 0.02 Bad

And the corresponding reasoning structure is (Fig. 6):
The training data set of double-layer feedforward neural network is constructed. The

training measures “diplomatic relations” and “trade relations” from three dimensions,
including political, economic and military perspectives. The structure of BP network is
as follows (Fig. 7):

To construct the training sample data set of diplomatic relations and trade relations
between countries A and B and their political, military and economic mapping, it can
be seen from the data that the two types of mapping relations are different, as shown in
Tables 8 and 9:
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Table 7. Score of trade relations evaluation system

Label Score Description

Politics 0.63 Good

Economics 0.91 Good

Military 0.81 Good
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Fig. 6. Conflict reasoning structure
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Table 8. Symptom set of diplomatic relations (part)

Name Sample_0 Sample_1 Sample_2 Sample_3

Politics 0.21 0.21 0.87 0.91

Economics 0.13 0.36 0.98 0.92

Military 0.02 0.11 0.91 0.89

Label 0.0 0.0 1.0 1.0

Table 9. Sample set of trade relationship symptoms (part)

Name Sample_0 Sample_1 Sample_2 Sample_3

Politics 0.61 0.51 0.37 0.91

Economics 0.13 0.36 0.98 0.92

Military 0.85 0.13 0.91 0.19

Label 0.0 0.0 1.0 1.0

Among them,BP neural network is used to obtain the basic probability distribution of
different relationship symptoms.According to this probability distribution,D-S evidence
theory is used to fuse multiple symptoms of the two types of relationship, so as to obtain
the reasoning results.

First, according to the real-time update of the event tag library information data,
through feature extraction, we get all the symptoms corresponding to each kind ofmutual
relationship. To construct the basic probability distribution function of all symptoms for
each event, the acquisition process is usually complex and nonlinear. From the character-
istics of BP network, it can be seen that as long as the network has strong generalization
ability after learning a large number of samples, it can better describe this complex non-
linear mapping relationship, and thus determine the basic probability distribution. Then
we use D-S evidence theory to fuse the basic probability distribution of each symptom
and get the final fusion result. The schematic diagram above is shown in Fig. 8.

According to the designedmap structure, DS evidence theory andBPneural network,
training and data analysis are carried out. The scores of {label_1, label_2, label_3} are
taken as the input layer tensor of two BP networks, and the vacancy is filled with 1. The
mapping output of two reliability functions M1 and M2 are obtained. The output results
are shown in Table 10:

Step 1: The normalization coefficient 1 − k is calculated:

1 − K = 1 −
∑n

B∩C=∅

M1(B)M2(C)

= 1 − [M1({poli tics}M2({Economics}) + M1({poli tics})M2{Mili tary})
+ M1({Economics})M2({Mili tary})]
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Fig. 8. BP network and DS evidence intelligence reasoning

Table 10. Mapping result of reliability function

Symptom set M1 M2 M12

{Politics} 0.37 0.29 0.52

{Economics} 0.51 0.15 0.43

{Military} 0.12 0.57 0.48

{�} 0.22 0.16 0.08

Step 2: To calculate the combined reliability function of Politics: M12({Politics}) =
M1 ⊕ M2({Politics})

= 1
1−K

∑
B∩C={poli tics}

M1(B)M2(C)

= 1
1−K [M1({poli tics}M2({poli tics}) + M1({poli tics})M2{�}
+ M1({�})M2{poli tics})

Similarly, the values of M1 ⊕ M2 ({Economics}), M1 ⊕ M2 ({Military}), M1 ⊕
M2 ({�}) can be calculated. The results are shown in Table 10. It can be seen that the
four decision rules based on DS rule fusion, and the result of the reliability function
shows that the main factor of inducing armed conflict between countries A and B based
on the above hypothesis is political factor, which is more consistent with the actual
relationship. This factor involves structured data {label_1}, and determines the keywords
and spatiotemporal data in the structured data as the demand of “continuous attention”
Input the data into the database, and independently coordinate the observation platformor
intelligence reasoning and calculation platform of space-based or ground-based network
to track and monitor the space-time and network “intelligence” targets involved in the
event by the intelligent control system in the way of demand triggering. The feedback
information serves as the starting point for the subsequent solution of “coordinating the
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relationship between countries A and B to avoid conflicts” and the iteration of event
continuous tracking Point.

Through the above hypothesis and data analysis demonstration and verification, we
elaborated in detail how to carry out “situation” reasoning and demand generation based
on the structured data of the dynamic big data mining of the Space & Earth integrated
information network, and how to trigger the task generation and feedback iteration of the
heterogeneous computing platform in the Space & Earth integrated IOT network. It can
be seen that the Space & Earth integrated information network based on the definition
of intelligent task management and control can form a closed loop of big data demand
reasoning analysis network task big data operation.

8 End Words

Based on the space-based information network structure proposed by [8, 9], this paper
integrates the ground IOT information network into it, builds the integrated information
network system of Space & Earth, takes the ground management and control center and
the space management and control center as the centralized management and control
center, and proposes an intelligent demand decision scheme of the front-end of the
integrated information network task management and control based on big data and
artificial intelligence technology In addition, the CMP neural network model and the
fusion decision-making model proposed in this paper can be applied In the research of
artificial intelligence in emotion analysis, pattern recognition and other related fields.

In this paper, the architecture, task management and control mode, and independent
decision-making technology for task requirements of the Space&Earth integrated infor-
mation network are discussed, but the task planning and resource planning technology
for node task management and control of the satellite earth integrated network are not
discussed. The next step will focus on this part to carry out docking research in the
collaborative application layer of centralized management and control in the Space &
Earth integrated information network space.
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Abstract. Discrete global grid divides the earth’s surface into approximately
equal units, which is mainly used for efficient processing and visualization of
the earth data. In this paper, the discrete global grid technology is introduced
into the optimization of satellite-ground coverage in space-ground integrated net-
works. The greedy time sequence selection algorithm for satellite grid coverage is
proposed to decrease the number of coverage handoff between grids and satellites,
finally promotes the performance of data transmission in space-ground integrated
networks.

Keywords: Discrete global grid · Space-ground integrated network ·
Satellite-ground coverage · Snapshot routing

1 Introduction

1.1 A Subsection Sample

At present, a variety of constellation plans with global coverage have been proposed,
aiming to make the Internet more convenient for users all over the world, such as iridium
andO3b constellation that are already in orbit, and Starlink constellation plan of SpaceX,
oneweb constellation plan, Kuiper constellation plan of Amazon, Hongyun project and
Hongyan constellation plan of China, etc. Among them, Starlink plans to launch about
12000 LEO satellites in three phases to achieve global redundant coverage, and use laser
inter satellite links to build satellite networks. The blueprint created by Starlink will
greatly promote the development process of the space-ground integrated network.

Because the data communication among satellites, near space vehicles, air vehicles
and ground terminals are all considered in the space-ground integrated networks, the
mobile and data transmission characteristics of space segment and ground segment
should be considered in the initial stage of routing design. In the satellite network system
with geographic location routing algorithm, the ground terminal is usually equippedwith
GPS module to realize fast addressing and positioning. At the same time, the system
divides the earth surface into multiple geographic units by means of equal interval
division of longitude and latitude. When the ground control center finds the geographic
unit through the longitude and latitude information of the ground terminal, it guides
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the satellite network to send the data to the satellite which is currently covering the
geographical unit [10].However, the traditionalmethod of longitude and latitude division
results in nonuniform geographical units. For example, the unit area near the equator is
far larger than the unit area near the polar region, and large area units needmore satellites
or spot beams to cover, which increases the complexity of satellite coverage handover.

Compared with the regular icosahedron model, the discrete global grids coordinate
calculation based on the regular octahedron model is simpler. The earth surface can be
divided into triangular elements with approximately equal area, which are mainly used
for efficient earth data processing and visualization. In this paper, the octahedron discrete
global grids technology is introduced into the design of the space-ground integrated
routing algorithm. Based on the predictability of satellite movement, the satellite-ground
coverage time series of each grid is pre-calculated. At the same time, the snapshot
routing algorithm for satellite network space segment is integrated to realize the real-
time routing addressing function of the space-ground integrated network, to reduce
complexity of calculating the satellite earth coverage by the traditional way. In this
paper, STK and VC++ 6.0 software are used to realize the level-three subdivision of
octahedral for satellite-grid coverage time series in iridium constellation, and relevant
numerical analysis is given.

2 Related Works

2.1 Discrete Global Grids

In order to effectively store, extract and analyze the constantly updated global massive
data, and fundamentally solve the limitations of the traditional data model, scholars put
forward the spherical discrete gridmodel,which has the characteristics of uniform spatial
location distribution, supporting multi-scale transformation, and is very suitable for the
route addressing of the space-ground integrated networks. According to the method of
grid generation and the shape of grid elements, the discrete global grids model can be
divided into three parts: the longitude latitude spherical discrete grid model (short for
latlon), the adaptive spherical discrete grid model and the polyhedron spherical discrete
grid model [1].

The longitude latitude spherical discrete grid model is the earliest and used most
widely. The typical models include VGIS (Virtual GIS) [2] of Georgia Institute of tech-
nology, VPE (Virtual Planetary Exploration) [3] of NASA, and the SIMG (Spatial Infor-
mation Mulit-Grid) technology adapted to grid computing environment of Li Deren in
China [4, 5]. The longitude latitude spherical discrete grid model meets people’s use
habits and can be simple transformed to other coordinate systems, but there are also
some shortcomings, such as the area of grid between high and low latitude is incon-
sistent, the coordinates of North and south poles are changing and oscillating, the data
density of high and low latitude is inconsistent with the coverage area, and it is difficult
to establish regional spatial index.

Based on the solid elements on the sphere, the adaptive spherical discrete grid model
divides the spherical elements according to some characteristics of the solid elements.
Its main theory is the Voronoi diagram with dynamic stability characteristics, and the
main schemes are the LOD model of the global digital elevation model data [6], the
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spatial data management tool vordll [7] of Laval University in Canada, etc. Due to the
special shape of the adaptive grid, it has more flexibility than the regular grid, but it is
also difficult to achieve recursive segmentation andmulti-scale massive data association.

The spherical discrete grid model of regular polyhedron mainly projects the shapes
of regular tetrahedron (4 equilateral triangles), regular hexahedron (6 squares), regular
octahedron (8 equilateral triangles), regular dodecahedron (12 pentagons) and regular
icosahedron (20 equilateral triangles) on the sphere to produce spherical polygons with
the same shape. It overcomes the defects of the non-uniformity and the singularity of the
twopoles of the longitude latitude gridmodel, and has the characteristics of good stability
and approximately uniform division in the global scope. At the same time, it supports
the direct positioning of the grid on the global surface and the mutual transformation
of the sphere and the geographical coordinates. At present, the octahedron QTM (Quad
triangle mesh) [8] and the icosahedron sphere [9] discrete grid models have become
effective tools for building a global hierarchical grid model.

2.2 Spatial Network Geographic Information Routing

Geographic information routing algorithm has a long history in the space-ground inte-
grated networks. This kind of algorithmusually divides the ground surface into regions of
the same size, and assigns a fixed logical address to each region. Each packet carries the
logical address as the source/target address. The satellite node judges the user’s region
according to the logical address carried by the packet, and then forwards the packet to
the satellite covering the user’s region using the route based on geographical location,
and finally forwards it to the user. The actual area division can be different according to
the different application scenarios, and the hierarchical structure can also be adopted for
area division. Typical satellite network geographic routing algorithms include DGRA
algorithm [10], SIPR algorithm [11], etc. However, the scheme proposed mainly uses
the way of binding the ground terminal to the access satellite to realize the location
management of the terminal. All the binding information will be continuously updated
in the ground control center with the satellite moving, resulting in a large amount of data
update costs.

To solve this problem, Tsunoda [12] proposed a handover independent mobile man-
agementmechanism for IP/LEO satellite network. Thismechanism can shield the impact
of satellite handover on terminal addressing by storing the geographic location informa-
tion of the ground terminal, effectively reducing the update cost of binding information.
Meanwhile they take the orbit information of satellite into account to solve the confusion
problem of the last hop selection of adjacent satellites [13], improving the accuracy of
ground terminal addressing. However, although GPS positioning information is used to
record the location of the ground terminal, and the ground is divided into multiple cells
to determine the coverage area of the satellite, the real-time coverage sequence of the
satellite network to the ground unit is not given, so it is difficult to quickly locate the
satellite covered by the ground unit. In recent years, although software defined network
[17], network function virtualization [18], software defined radio [19] and other new
network technologies have been widely introduced into satellite network, but in general,
they have not changed the essential law of satellite ground coverage, and optimizing
the performance of satellite ground coverage is still very important for improving the
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networking performance of the above-mentioned new technologies in the space-ground
integrated network.

Therefore, this paper intends to introduce the discrete global grids technology into the
space-ground integrated networks, and realize the reasonable satellite ground coverage
distribution through the uniform and hierarchical spherical division. At the same time,
based on the regularity and predictability of the satellite movement, the coverage time
series of the satellite to the ground grid can be calculated in advance, to improve the fast
addressing ability independent of the satellite-ground handover.

3 Introduction to Discrete Global Grid

3.1 Division of Discrete Global Grid

In order to achieve the uniform coverage for the ground, this paper proposes to use the
regular octahedron discrete grid model to divide the earth surface. The vertex of the
octahedron coincides with the main position points (including poles) of the earth. Take
the original spherical triangle of the octahedron ABC for example, vertex A coincides
with the pole, and the other two vertices are located at the equator (Fig. 1).

A

B
C

Fig. 1. Schematic diagram of level 3 (left) and level 6 (right) division of octahedron [1]

Literature [1] compared the basic properties of discrete global grids based on octa-
hedron at different levels of subdivision (n = 0–13). It was found that with the increase
of subdivision levels, the ratio (the ratio of the maximum to the minimum edge of the
spherical triangle with the largest deformation in each level, the ratio of the maximum to
the minimum angle, the ratio of the maximum to the minimum perimeter as well as the
ratio of the maximum to the minimum sphere triangle area) increases gradually from 1,
which represents the uniform division, and then tends to be stable. At last, the ratios keep
1.559394, 2, 1.370207 and 2.105921 respectively. Furthermore, the closer to the vertex
of the octahedron, the larger the deformation is, and the farther away from the vertex, the
smaller the deformation is. Although the multi-level discrete grid based on the regular
octahedron is not a uniform sphere division, it is still superior to the longitude latitude
sphere discrete grid model and the adaptive sphere discrete grid model. Therefore, the
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spherical discrete grid model based on the regular octahedron division is employed in
this paper. At the same time, considering the orbit altitude of the experiment satellite
constellation, the spherical area is divided by the level n = 2.

3.2 Coding of Discrete Global Grid

In order to accurately represent each discrete grid, a unique code is assigned to each
grid. With this code, not only the location of the grid, but also the subdivision level (or
resolution) of the grid are reflected, ensuring that any area on the ground can be mapped
into a given grid.

Referred to [1, 14], QTMgrid can code any grid as follows, that is, q= a0ala2a3…an,
where a0 is represented by eight fractions from 0 to 7, and ai (i = 1, 2, 3, …) are
represented by four fractions of 0–3. The specific determination method is shown in
Figs. 2 and 3. In order to save storage space, binary code can be used for storage in
practical application, that is, 3-bit binary code (000-111) is used for a0 level, and 2-bit
binary code (00-11) is used for subsequent level. Therefore, the QTM code used is a
binary string with uncertain length. For example, the QTM code of level 2 grid ‘a0a0a1’
is mapped to the binary code ‘000 00 01’.

3.3 Coordinate Calculation of Discrete Global Grid

In order to facilitate the use and intuitive analysis, in most cases, we need to convert the
coding of octahedral discrete global grids into longitude and latitude coordinates for posi-
tioning and operation. The existing conversion methods mainly include ETP projection
method, zot projection method and row/column approximation method. Among them,
row/column approximation method [15] recursively approximates the coding according
to the row and column of QTM in a certain direction. This method has fast operation
speed and good accuracy related to the size of the grid, but has global stability charac-
teristics. Therefore, this paper uses this method to calculate the longitude and latitude
coordinates of the discrete grid.

In order to simplify the calculation complexity of satellite ground coverage, this paper
intends to perform satellite ground coverage strategy calculation based on the triangular
vertex of each grid. Therefore, after completing the discrete global grids division, we
need to calculate the longitude and latitude coordinates of each grid vertex. This paper
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mainly uses the method described in reference [1] to convert QTM code to longitude
and latitude, and adds the definition and calculation method of grid vertex. This method
transfers by means of triangle unit coordinate system, that is, first convert QTM code to
triangle unit coordinate, and then convert from triangle unit coordinate to longitude and
latitude. In reverse, we firstly convert longitude and latitude to triangle unit coordinate,
and then, the triangle unit coordinate is converted to QTM code.

The coordinate system of the triangle unit vertex is shown in Fig. 4. The data pairs in
each unit represent the coordinates of triangle unit. The origin of the coordinate system
is (0, 0) unit, the Y axis lies with the leftmost column unit, and the X axis extends along
the unit with the same y value. The coordinate of each unit is represented as (y, x). The
larger the value of y is, the larger the value range of x is. For example, when y = 1, x
can be taken as [0, l, 2]. Any coordinate (y, x) of level n partition satisfies the relation
{(y, x) | y ∈ [0, 2n − l], x ∈ [0, 2y], n > 0}.

Fig. 4. Coordinate system of the triangular unit vertex

(1) Transformation from triangle unit coordinates to QTM code
The process of transforming triangle unit coordinates (y, x) into QTM code is to
makem = l (1 ≤ m ≤ n), and calculate the QTM code layer by layer from level
1 depth to level n depth. The algorithm is as follows [1]:

(1) Judge the relative position of the four parts of the parent unit for the current
unit. If y < 2(n−m), it will be in the 0th sub unit, and the corresponding code
of the depth is am = 0 and go to (3);

(2) If x ≤ 2y − 2(n−m + 1), code am = 1 and y = y − 2(n−m), go to (3); if
x < 2(n−m + 1), in 2nd sub unit, code am= 2 and x = x−2y + 2(n−m + 1)− 1,
y = 2(n−m + 1)−y−1, go to (3); otherwise, in 3rd sub unit, code am = 3, x =
x − 2(n − m + 1) and y = y − 2(n − m), turn to 3;

(3) If m > n, the conversion process is terminated and exited; otherwise, m = m
+ 1, and go to (1) for the next depth calculation.
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(2) Transformation from triangle unit coordinate to longitude latitude coordinate
Suppose that the up vertex of grid cell a0 of level 0 is at the north pole (90° north
latitude), the longitude and latitude of the left vertex are (0°, 0°), the right vertex
is (90°, 0°), and the sub unit A is obtained by level n subdivision. Suppose that the
triangle unit coordinates of A are (y, x), and the maximum Y-axis coordinates of
level n subdivision are 2n − l (starting from 0), so the latitude occupied by each
unit is 90/2n. Since there are 2y sub units in the row A lies in, the longitude width
took up by each triangle unit is 90/2y.

The vertex coordinate calculation formula of level 0 grid unit a0 is shown in Table 1,
where the grid a0a0a0 triangle faces up, and the up vertex is node1, lower left vertex is
node2, the lower right vertex is node3, while the grid a0a1a1 triangle faces down, and
the up vertex is node1, the upper left point is node2, and the upper right point is node3.

Table 1. Example of grid vertex coordinate calculation in a0 (level 2 division)

No DGG Code DGG Vertex Lat Calc Long Calc

1 a0a0a0 (triangle pointing to
poles)

node1 90.0 * (1 − y/2n) 90.0 * x/(2 * y)

2 node2 90.0 * (1 − (y + 1)/2n) 90.0 * x/(2*y + 2)

3 node3 90.0 * (1 − (y + 1)/2n) 90.0 * (x + 2)/(2 * y + 2)

4 a0a1a1 (triangle pointing to
the equator)

node1 90.0 * (1 − (y + 1)/2n) 90.0 * (x + 1)/(2 * y + 2)

5 node2 90.0 * (1 − y/2n) 90.0 * (x − 1)/(2 * y)

6 node3 90.0 * (1 − y/2n) 90.0 * (x + 1)/(2 * y)

4 Satellite Ground Coverage Division Optimization and Addressing
Procedure

4.1 Greedy Selection Algorithm for Grid-Satellite Coverage Time Series

In order to optimize the performance of satellite-ground coverage division, this paper
proposes the greedy selection algorithm for satellite-grid coverage time series in Table 2.
The algorithm sets the total coverage time as D, the coverage time set Ci of grid i as 0,
and each time selects the satellite with the longest remaining coverage time to all the
vertexes of grid i. After selecting this coverage, the coverage timeCi of grid i is extended,
and the switching time is set according to the sequence of the adjacent coverage time
series. For example, the first selected satellite needs to last until it cannot be covered and
then switch to the next selected satellite to reduce the number of handovers. When the
coverage time Ci of grid i reaches the total coverage time D or all the coverage has been
selected, the selection operation is completed and the algorithm ends.
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Table 2. Greedy algorithm for satellite-grid coverage time series selection

4.2 End to End Addressing Process Based on Discrete Global Grid

Before sending data, the source and destination terminals need to register with the cur-
rently covered satellite. Assumed that each terminal is equipped with a global position-
ing module and can report its own longitude and latitude position attribute, the satellite
network can bind the terminal to the corresponding grid unit code through coordinate
system conversion based on the longitude and latitude information. When the access
satellite of the source ground terminal obtains the grid code of the destination ground
terminal through the ground control center, the access satellite needs to address based
on the internal route of the satellite network segment and the satellite-ground coverage
route. At the same time, based on the periodicity and predictability of the satellite move-
ment, the end-to-end transmission path including the satellite segment and the satellite
ground segment are integrated into consideration, to improve the routing performance
and availability.

For example, when the source terminal A needs to send data to the destination
terminalB, the source terminalAfirst reports the terminal identification of the destination
terminal to the ground network operation and control center (NOCC) through the current
coverage satellite SA, and obtains the corresponding grid unit code QB of the destination
terminal by querying the terminal registration database. The data of source terminal A
can be real-time addressed and forwarded in satellite network based on the grid code.
The route of space segment in satellite network can adopt the snapshot route described
in reference [16]. At this time, the route of space segment should consider the snapshot
route table switching caused by the inter satellite link connection and the destination
satellite change caused by the grid coverage switching, both of which can be based on
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the precise time synchronization function for the whole network. When the data reaches
satellite SB which is covering the grid of the destination terminal, satellite SB selects
corresponding transponder and downlink based on the grid code to transmit the data to
the destination terminal B.

5 Performance Analysis

5.1 Numerical Analysis of Grid Coverage by Satellites

In this paper, iridium constellation and level 3 normal octahedron discrete global grids
model are used for testing. There are no restrictions on the elevation angle and azimuth
angle of ground terminal, and no restrictions on the elevation and azimuth angle of
satellite downlink coverage. The number of visibility coverage time series comparison
between the original one and the greedy algorithm is shown in Fig. 5, where the test time
is an orbit period (about 6027 s). In this figure, Y-axis represents the number of satellite
coverage time series of each grid in the test time, and X-axis represents the sequence
number corresponding to the grid. The triangle code of the grid is defined as (y, x), the
sequence number is calculated as follows:

SeqNo =
y−1∑

i=1

(2i − 1) + x + 1

It can be seen from Fig. 5 that the average number of original visibility coverage
in an orbital period of level 3 subdivision (DGG, which is 23.73) is lower than the
longitude latitude grid division model with 10° (latlon10, 34.13), and the longitude
latitude grid division model with 12° (latlon12, 31.48). Although the number of greedy
selected coverage of DGG (12.19) is larger than latlon10 (11.77) model and smaller than
latlon12 (12.36) model, some grid of the latlon12 model near the equator could not be
continuously covered by the Iridium system, which will badly affect the satellite-ground
communication.

At the same time,we can also see that the closer the polar area is, themore frequent the
switching between the grid and the satellite, resulting in a very large number of coverage
time series. For example, the average original coverage number in one orbit cycle of
grid code a0a0a0a3, a1a0a0a2, a2a0a0a1, a3a0a0a3, a4a0a0a3, a5a0a0a2, a6a0a0a2,
a7a0a0a1 (serial number as 4, 67, 130, 196, 260, 323, 387, 450) is about 71.5, which is
much higher than that of greedy algorithm.

Finally, the standard deviation of coverage number of DGG model (13.92 and 1.22)
is smaller than latlon10model (21.40 and 1.27) and latlon12model (19.99 and 1.68). The
stabilization of satellite-grid coverage of DGG is better than longitude latitude division
model.
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(a) DGG n=3 vs latlon=10° 

(b) DGG n=3 vs latlon=12° 
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Fig. 5. Comparison of the number of coverages between discrete global grids and longitude
latitude division model (6027 s)

5.2 Analysis of Satellite-Grid Coverage Time

Theduration of satellite coverage sequence of somegrid in a single orbital period (6027 s)
is shown in Fig. 6. It can be seen from the figure that the satellite coverage time of the
grid has changed in stages, which is related to the changing relative position between
the satellite and the earth, and the decrease of the coverage time of the last sequence
is due to the end of the test time. At the same time, we can see that DGG model owns
much closer curves than latlon model, which is because the average coverage time of
DGG model is more stable than latlon model.
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(a) DGG n=3

(b) latlon = 10°

(c) latlon = 12° 
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Fig. 6. Analysis of satellite coverage time of some units in the case of discrete global grids and
division of longitude and latitude (6027 s)
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6 Concluding Remarks

Aiming at the complex relative motion between the space segment and the ground seg-
ment of the satellite-ground integrated network, this paper introduces the discrete global
grids technology into the design of the satellite-ground integrated routing algorithm. This
method divides the earth surface into triangular grid units of approximate size by level n
subdivision, and pre-plan the satellite coverage time series of each grid in advance based
on the predictability of satellite movement, and propose the greedy algorithm to reduce
the handover numbers between satellites and grids. In this paper, STK software is used
to simulate the coverage scene of iridium constellation to the level 3 normal octahedron
discrete global grids, and the effectiveness of the algorithm for the grid satellite coverage
time series generation and greedy selection is verified.
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Abstract. In order to ensure the reliability of data transmission and meet the
QoS (quality of service) requirements of different users, this paper analyzes the
invulnerability of space-based early-warning system information network based
on data transmission, taking the space-based early-warning system information
network as the carrier. First of all, this paper classifies the network invulnerability.
Secondly, according to the damage of the network under different circumstances,
the author designs the corresponding routing strategies of invulnerability and com-
pares it with the traditional routing algorithm. The simulation results show that the
routing strategies of invulnerability proposed in this paper not only satisfies QoS
requirements of different users, but also has good performance in packet loss rate,
end-to-end delay and other aspects because it considers many aspects of network
damage.

Keywords: Invulnerability · QoS · Space-based early warning system

1 Introduction

The space-based earlywarning system is themain component of the strategic earlywarn-
ing system. It collects and transmits data through the space-earth integrated network
[1, 2]. The main function of the space-based early warning system is taking advantage
of space detection to discover, identify, track and monitor enemy ballistic missiles. By
measuring the relevant parameters of incoming missiles, the information such as missile
landing point, launch point, incoming time, flight trajectory, threat degree and intercept-
ability can be inferred to provide various support information needed for interception
and counterattack. The space-based early warning system usually uses high and low
orbit satellite network, which is generally composed of space satellite early warning
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network, space information transmission network and ground network. This system,
which is not affected by ground curvature, covers a large scale of ground and space, and
only a limited number of satellites are needed to achieve global coverage. In the space
information transmission network of space-based early warning system, a harsh and
strong electromagnetic environment in which space satellite nodes locate results in the
failure of satellite nodes and links, and changes the network topology. Furthermore, the
number of data packets cannot be transmitted correctly through any end-to-end paths of
the nodes or links. This increases data packet loss rate and makes network more vulner-
able to human attacks. Eventually, a large number of malicious packets flow in network
instantaneously, leading to network congestion or even paralysis which makes it unable
to provide normal service. Therefore, it is very important to study the invulnerability of
networks in the context of space-based early warning systems.

Nowadays, the research on the invulnerability of space-based early warning system
network can be extended to three main questions: (1) how to measure the invulnerabil-
ity of networks; (2) how to design a network with invulnerability; (3) how to optimize
the capacity of the network. Among them, the measurement of network invulnerability
refers to how to quantitatively analyze the level of network invulnerability. Currently, it is
mainly based on twomajor theories: graph theory and statistical physics [3]. The network
invulnerability evaluation based on graph theory includes connectivity [4], tenacity [5],
integrity, dispersion and network efficiency. Albert [6] proposed a method to measure
the maximum connected sub-graph and the average path length. This method focuses on
the impact of the topology on the invulnerability through random or deliberate attacks
on the network topology. Huang [7] proposed a network invulnerability measure based
on natural connectivity on the basis of the common invulnerability measures. Statisti-
cal physics-based network invulnerability assessment studies mostly use random failure
and intentional attack failure strategies to study network invulnerability. The design of
network invulnerability refers to how to design a network that meets a certain degree of
invulnerability. The main means is to equip properly the network with enough backup
devices, but not unrestrainedly. Reference [8] aiming at the blockage of some nodes in
the transmission process of multi-layer satellite network combined with MEO and LEO,
proposes a multi-coverage model of upper satellite to lower satellite network to increase
the number of links between different network layers and realize the balanced distribu-
tion of transmission traffic. In Ref. [9], the Teledesic constellation system is adopted to
introduce the idea of multi-path redundant transmission in multi-path parallel transmis-
sion, and solves the problem of low reliability of multi-path parallel transmission and
meets the transmission demand of high-bandwidth data. The optimization of network
capacity refers to how to satisfy the logic invulnerability under the premise that the
network topology is invulnerable. The main research is how to arrange reasonable com-
munication paths and backup paths for existing communication services in the network,
and allocate bandwidth rationally on the corresponding paths, so as to reduce the con-
struction cost as much as possible while network satisfies the transmission capacity and
invulnerability required. Reference [10] sets the time threshold of transmission. Accord-
ing to whether the time of data transmission exceeds the time threshold, different layers
of networks are selected as transmission paths by exploiting the strengths of different
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layers of satellites. Reference [11] proposes a traffic adaptive algorithm based on trans-
mission distance, which determines at which satellite layer the data is transmitted by
judging the transmission distance. Reference [12] proposes an intelligent routing strat-
egy based on traffic lights, and a group of traffic lights is used to indicate the congestion
status of the current node and the next node. When the group reaches its destination
along the pre-calculated route, the route can be dynamically adjusted according to the
real-time color of the traffic lights of each intermediate node, Finally, the approximate
best transmission path can be obtained.

Aiming at the information network invulnerability of space-based early warning
system, this paper analyzes the data transmission of network under different circum-
stances, such as port congestion, node congestion, link failure and node failure, and
designs different invulnerability strategies to optimize network capacity and improve
network invulnerability. The structure of this paper is as follows: Sect. 2 introduces the
space information transmission network model of space-based early warning system
and classifies the network invulnerability; Sect. 3 introduces some details different net-
work invulnerability technology under different circumstances; In Sect. 4, the network
invulnerability in different situation is analyzed; Sect. 5 summarizes the whole passage.

2 System Model and Network Invulnerability Analysis

2.1 System Model

Thenetwork structure of space-based earlywarning systemmainly consists of three parts,
namely, space satellite early warning network, space information transmission network
and ground network. This paper mainly studies the invulnerability of network during
data transmission, so space information transmission network and ground network are
mainly used. The system model is shown in Fig. 1:

GEO layer

LEOlayer

Ground network 
layer

Network 
control center

Fig. 1. Schematic diagram of system model

We use a two-layer satellite network consisting of 3 GEO satellites and 66 LEO
satellites. The ground network includes some sender nodes, receiver nodes and network
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control centers. Three GEO satellites are connected to each other, and their main func-
tions are tomanage the network, flood the information of the failed nodes, and also divert
the flow when LEO satellite is congested. Iridium satellite model is adopted for LEO
satellite, which mainly carries out network communication, and there is no communi-
cation between polar regions. The ground transceiver node mainly realizes sending and
receiving all kinds of data packets. The ground network control center is used to calcu-
late and update the route and send the calculated path information to the corresponding
LEO satellite.

With the movement of the satellite, the distance between the inter-orbit satellites in
the satellite networkmodel is constant, but inter-orbit links and inter-layer links changes,
which will trigger route reconstruction. So the distance between adjacent satellites in
inter-orbit can be calculated as follows

Satelite i

Satelite j

Satelite i

Satelite j

d

p

qO

r

dip

djqEarth

Fig. 2. Schematic diagram of inter-star distance

As shown in Fig. 2, suppose the radius of the earth is r, the angle between satellite i
and satellite j is θ , p and q are the points under the satellite i and satellite j respectively.
d jq represents the distance between satellite j and point q, The latitude and longitude of
point p and q are (lon p, latp), (lonq , latq). The distance d is calculated as follows:

θ = arccos(cos(latp) cos(latq) cos(lonq − lon p)

+ sin(latp) sin(latq)) (1)

d =
√
d2i p + d2jq − 2dipd jq cos θ (2)

2.2 Classification of Network Invulnerability

In this paper, the network invulnerability technology is divided into two aspects: (1)
network invulnerability in logic, (2) network invulnerability in physics.

Network invulnerability in logic refers to the optimization of network capacity.When
there are a large number of packets in the network, it is necessary to design an effective
invulnerable routing algorithm to arrange a reasonable communication path and backup
path, and allocate the bandwidth reasonably, so that the original communication ser-
vices can meet the QoS requirements of different users to the greatest extent. Network
invulnerability in logic is divided into in the case of port congestion and node congestion.
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Port congestion refers to data flow meet at the node and the orientations of are
concentrated, which leads to the congestion of a certain data transmission port of the
node. Node congestion indicates that the node is of high importance. In this case, to
change the congestion in the network, the first way is to divide the data through other
nodes in the network, and the second way is to replace the node forwarding device to
improve the adaptability of the space-based early warning system.

Network invulnerability in physics refers to how to re-route the path according to the
real-time network conditions when the satellite node or link is attacked by others, so that
the services within the network can still be unaffected and meet the QoS requirements
of different users simultaneously. Network invulnerability in physics can be divided into
network invulnerability in the case of link failure and network invulnerability in the case
of node failure.

3 Research on Network Invulnerability Technology

3.1 Network Adaptation Model in the Case of Congestion

The node, during the transmission progress, always chooses a different path according
to the different congestion extent. In this section, we first present a method to calculate
path. Then, we analyze the congestion of node and port in the network, and design an
invulnerability routing scheme. Finally, we conduct a simulation to test the performance
of this scheme.

(i) Path calculation

Assume that the transmission delay from the source node to the destination node
consists of three parts. (1) the delay from the source node to the access satellite; (2) the
delay from the accessing satellite of the source node (s_leo) to the accessing satellite of
the destination node (d_leo); (3) the delay from d_leo to the destination node. Then, the
delay from the source node to the destination node can be obtained by

Delay(s,d) = Delay(s,sleo) +
n∑

i=1

Delay(i, j) + Delay(dleo,d) (3)

At the beginning of the time slice, according to the adjacency between nodes, we
first construct an adjacencymatrix TotalMatrix to store the distance between the adjacent
satellites. If a satellite locates in the polar region, we mark it as unreachable. Secondly,
the Dijkstra algorithm is used to calculate the optimal path for each LEO satellite node
to other nodes. Let L(i, j) denote the optimal path from node Vi to node Vj and LS(i, j) =
{E(m,n)|E(m,n) ∈ L(i, j)} denote the link set of the optimal path, where E(m,n) is an
inter-satellite link from the optimal path. Then, we set the adjacency attribute of LS(i, j)

in TotalMatrix as unreachable, and recalculate the optimal path from node Vi to node
Vj to get the sub-optimal path �(i, j). Through the above steps, the optimal routing table
and the sub-optimal routing table for each LEO satellite node to transmit data can be
obtained.
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As shown in the Fig. 3, the red line is the optimal path calculated from the current
node to the destination node, and the green line is the sub-optimal path. The two paths
don’t overlap

current node

destination node
optimal path

Sub-optimal
 path

Fig. 3. Optimal path and sub-optimal path (Color figure online)

(ii) Network adaptation model in the case of port congestion

When the node is transmitting data, it usually choose the port of optimal path to
connect. If congestion occurs at that port, transferring data through other ports at that
node should be considered. Each port of the node, which transmits incoming packets in
order, can be viewed as a queue model. However, since the queue model cannot meet
the QoS guarantee of users, we need to make changes. We first classify the services,
then set a threshold for each buffer queue, and finally adopt different transport modes
for different types of services. This can not only ensure the QoS but also reduce packet
loss.

In this paper, services are divided into three types, namely C1, C2 and C3. C1 are
mainly some voice data, which are very sensitive to delay requirements. C2 are mainly
pictures and video data, which have low delay requirements. C3 are mainly some file
data, which have no delay requirements. In this study, Services of type C1 and C2 are
transferred first, C3 are finally considered.

Suppose the node has four ports: 1, 2, 3, 4 Q(n)(n = 1, 2, 3, 4) is the packet
occupancy of port n. In order to better distinguish port congestion, two thresholds M1,
M2(M1 < M2) are set for Q(n). According to the congestion situation of port, the
capacity of port to handle services as follows (Table 1):

M1, M2 need to be given the boundary limit. For example, at a certain moment,
the packet occupancy of a port is close to M1, but it is not updated until time t, so the
status of non-congestion is always displayed. Due to the delay in updating, the port
received a large number of packets during this period of time, which directly caused
the occupation rate of port packets to exceed b, resulting in congestion. Similarly, if the
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Table 1. The ability of port to handle services

Data occupancy of port n Congestion situation Services that can be
handled

[0, M1] No C1, C2, C3

[M1, M2] Slight C1, C2

[M2, 1] Heavy C1

packet occupancy of a port is close to M2, the port received a large number of packets
at time �t causes the port occupancy to exceed it. Therefore, the following restrictions
need to be met:

�t · (I nput1 − Output1) ≤ (M2 − M1) · n · s (4)

�t · (I nput2 − Output2) ≤ (1 − M2) · n · s (5)

From (4) and (5), we get

M1 ≤ 1 − �t[(I nput1 − Output1) + (I nput2 − Output2)]
n · s (6)

M2 ≤ 1 − �t (I nput2 − Output2)

n · s (7)

So we set

M1 = 1 − �t[(I nput1 − Output1) + (I nput2 − Output2)]
n · s (8)

M2 = 1 − �t (I nput2 − Output2)

n · s (9)

Where�t represents the updated time interval, I nput1 represents the input traffic at
time �t boundary M1, Output1 represents the output traffic at time �t boundary M1,
I nput2 represents the input traffic at time �t boundary M2, and Output2 represents
the output traffic at time �t boundary M2, n is the number of packets and s is the size
of each packet.

Figure 4 is about the data transfers. Satellite S sent packets C1, C2 and C3 to the
satellite m. The satellite m including four ports (regardless of the port which is connected
with GEO). Each of them has a buffer queue, and is connected with a LEO satellite.
Satellite m has three choices satellite i, satellite j and satellite k when making the next
hop selection. Suppose that satellite i is the next hop of the optimal path selected by
DSP algorithm, and satellite j is the next hop of the sub-optimal path. When single port
congestion occurs, the congestion control scheme is as follows:

Step 1: When the packet arrives at satellite m, it first checks the congestion of each
port of m. If all ports are congested, the packet is discarded directly. Otherwise, do the
following steps.
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Satelite m

Satelite j

Satelite k

Satelite S

Satelite i

O2I1

O1
I1

O3
I3

O4I4

GEO

O5I5

I3

Satelite S

Satelite i

Satelite j

Satelite k

O4
O1

O2

Port 1

Port 2
Port 3

Port 4 

Services C1
C2

C3

Satelite m

GEO

O5

O3

Fig. 4. Data transmission diagram of port

Step 2:Choose port 2, which connects to the shortest path for transmission. If the packet
occupancy of this port is [0, M1], it means that there is no congestion on this port. At
this time, all three types of packets are transmitted from this port.
Step 3: If the packet occupancy of port 2 is [M1, M2], it means that the port is slightly
congested. So just C1 and C2 packets are transferred from this port, and C3 packets are
transferred from other ports.
Step 4: If the packet occupancy of port 2 is [M2, 1], it means that the port is heavily con-
gested. So only C1 packets are transmitted from this port, and C2 packets are transmitted
from port 3 which connected with the sub-optimal path, and C3 packets are transmitted
from the remaining port.

(iii) Network adaptation model in the case of node congestion

Querying congestion on each port can effectively reduce packet loss rate and divert
different services from different ports. This section describes the measures that solve
how to handle packets when all ports are congested.

Each node has buffer queues in four transmission directions. The share of each buffer
queue is denoted by Q(n), and the share of all buffer queues of the whole node is denoted
by AQ(n). Similarly, we set two thresholds AM1, AM2 for AQ(n), and according to
the congestion situation of nodes, the capacity of nodes to handle business is as follows
(Table 2):

The satellite’s state changes, it notifies its neighbors immediately. This allows the
satellite to see the status of its neighbors in real time. Figure 5 is the schematic diagram of
data transmission. Satellite s sends packets C1, C2 and C3 to satellite m which connects
with satellite i, satellite j, satellite k andGEOsatellite through the shortest path.Assuming
that satellite i is the next hop of the optimal path selected by DSP algorithm, and satellite
j is the next hop of the sub-optimal path, the congestion control is designed as follows:
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Table 2. The ability of node to handle services

Data occupancy of node i Congestion situation Services that can be
handled

[0, AM1] No C1, C2, C3

[AM1, AM2] Slight C1, C2

[AM2, 1] Heavy C1

Satelite m

Satelite j

Satelite k

Satelite S

Satelite  i

O2I1

O1

I1

O3
I3

O4I4

GEO

O5I5

Fig. 5. Data transmission diagram of node

Step 1: Firstly, satellite m checks the congestion of all the neighbor satellites except
satellite s. If all of them are in the congestion state, let packets C3 transmit through GEO
satellite, and packets C1 and C2 transmit from link O3 to satellite s with re-selecting the
path at satellite s. Otherwise go to the next step.
Step 2: Satellite m checks the congestion of the next hop satellite i which connected to
the optimal path. If the packet occupancy of satellite i is [0, AM1], it means that this
node is normal and no congestion occurs. At this time, all three types of data packets
are sent to satellite i for transmission.
Step 3: If the packet occupancy of satellite i is [AM1, AM2], it means that slight con-
gestion occurs in this node. At this time, packets C1 and C2 are sent to satellite i, packets
C3 are transmitted by satellite j, satellite k, or GEO satellite.
Step 4: If the packet occupancy of satellite i is [AM2, 1], it means that serious congestion
occurs in this node. At this time, packet C1 will be sent to satellite i. Data packets of
type C2 are transmitted by satellite j, while those of type C3 are transmitted by satellite
k or GEO satellite.



154 L. Liu et al.

3.2 Network Adaptation Model in the Case of Equipment Failure

The network is composed of nodes and links. Therefore, the failure of key nodes will
lead complicated cascading effects, affecting the performance of the entire network. In
this section, we first present an approach to evaluate the importance of node based on
Node importance evaluation method based on transmission characteristics. Then, we
analyze the failure of node and port in the network, and design an invulnerability routing
scheme. Finally, we conduct a simulation to test the performance of this scheme.

(i) Method for node importance evaluation

The dynamic change of the satellite networkmakes the node dynamic aswell. Firstly,
we divide the whole simulation time into varying time slices, and obtain the importance
of each node in different time slices. Then, we aggregate the node importance to obtain
the total node importance throughout the transmission. And the node importance is
determined by howmany shortest paths the node undertakes in the transmission progress.

Definition 1: Distance between nodes H.We select the optimal path according to trans-
mission delay. Usually, we consider the path that has the least hop count as the optimal
path and regard hop count as communication distance. Let Hi, j denote the hop count
from node vi to node v j , and especially, when two nodes are unable to connected, we
consider that Hi, j = ∞.

Definition 2: Node dependency F, which reflect the extent of the transmission progress
depends on this node, is the ratio. The node dependency is the ratio of the number of
paths passing through node i in all paths under the current transmission condition

Fi = μ1 × Psel f
Ptotal

+ μ2 × Prelay
Ptotal

(10)

where μ1 and μ2 are weights, Ptotal is the total number of paths in the network, Psel f is
the number of paths when node vi is an accessing satellite, and Prelay is the number of
paths when vi is a relaying satellite.

Definition 3: Node importance I. In a single time slice, the importance of satellite nodes
is affected by both the dependence of current node and the contribution of other nodes
to the current node. And the contribution of other nodes to node vi is mainly determined
by the node dependence of them and the distance from the node vi :

Con( j,i) = Fj

Hi, j
, i �= j (11)

And the node dependence can be expressed by

Ii = Fj ×
N∑
j=1

Con( j,i) (12)

where N is the number of satellite nodes.
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The importance of a node throughout the transmission is the sum of each product of
the node importance in each topological time slice and the weight of each time slice.

The weight of different time slice in the simulation can be calculated by

<w1, w2, . . . , wn−1, wn> = T1
T

+ T2
T

+ . . . + Tn−1

T
+ Tn

T
(13)

In time T, the importance of satellite node i is

Ii_total = w1 × Ii_1 + w2 × Ii_2 + . . . + wn−1 × In_1 + wn × In (14)

(ii) Network adaptation model in the case of node failure

When the satellite node fails, if the failure node is LEO node, then the four inter-
satellite links connected with the LEO satellite will also fail. In order to ensure the
instantaneous transmission of data, the entire network needs to obtain the information
of the failed node in time, and then bypass the failure area and re-route. The area of the
failed node is shown in Fig. 6.

Satelite m

Satelite j

Satelite k

Satelite S

Satelite i

2

1

O3
I3

4

GEO

5

failure node

involved area

Fig. 6. Model diagram of node failure

The route update procedure when the node fails is as follows:

Step 1: The LEO satellite periodically sends packets to neighbors to inform them of
their working conditions.
Step 2:When a LEO satellite finds that a neighbor node fails, it sends information about
the failed satellite to the GEO management satellite.
Step 3: The GEO layer floods the message and sends invalidation information to the
ground control center.
Step 4: After receiving the information, ground Control Center recalculates routes.
Step 5: The ground control center sends the calculation results to the LEO satellite.
Step 6: The LEO satellite re-transmits data based on the scheme in Sects. 3.1 and 3.2.
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(iii) Network adaptation model in the case of link failure

When the network is transmitting data, a link connected to a satellite may fail due
to external attack or damage caused by itself. The failure link is shown in Fig. 7. At
this time, the satellite connected to the failure link immediately senses the situation and
sends the service originally sent to the link to other paths connected with it. Suppose
that link 4 is the optimal path selected by DSP algorithm, and link 1 is the sub-optimal
path selected. Also suppose the maximum tolerance delay of packet C1 is tC1, the length
of optimal path is d1, the length of sub-optimal path is d2, and the data transmission
rate of link is C. Therefore, when routing packets C1, the transmission conditions in the
optimal path and the sub-optimal path are as follows (Table 3):

Satelites m

Satelites j

Satelites k

Satelites S

Satelites i

GEO

Satelites m

Satelites j

Satelites k

Satelites S

Satelites i

2

1

O3
I3

4

GEO

5

Fig. 7. Model diagram of link failure

Table 3. Transmission of optimal and sub-optimal paths

tC1 >
d2
C

d1
C < tC1 <

d2
C tC1 <

d1
C

Optimal path Can Can Cannot

Sub-optimal
path

Can Cannot Cannot

In order to meet the minimum requirements for the delay of packets C1, the delay is
at least greater than d1

C . When satellite m receives the packets from satellite s, the steps
of path selection are as follows:

Step 1: After receiving the packets from satellites, the satellite m first checks whether
the links 1, 2, and 4 are valid. If the links 1, 2, and 4 are invalid, the satellite m sends the
packets back to the satellite s through the link O3. When the satellite s checks that the
packets is a packet sent by itself, the satellite m is marked as Unreachable, and then the
packet is re-routed in the satellite s. Otherwise, do the following steps.
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Algorithm1: invulnerability design process

Input: , time slice

Output:

1: While (TRUE) 

2:    if (all ports are congested)

3:        discarded

4:    else

5:          if(occupancy is 1[0, ]M ) 

6:              transmit all types packets

7:          else if(occupancy is 1 2[ , ]M M ) 

8:  transmit types C1 and C2

9:    else (occupancy is 2[ ,1]M ) 

10:             transmit types C1

11:   if(all links are invalid) 

12:         send back

13:   else

14:         if(optimal link is valid)

15:             transmit all types packets

16:         else

17:          transmit through sub-optimal

18:   if(next hop is failure) 

20:          recalculates routes

21:   else

22:     if(occupancy is 1[0, ]AM )

23:            transmit all types packets

24: else if(occupancy is 1 2[ , ]AM AM ) 

25:           transmit types C1and C2

26 else (occupancy is 2[ ,1]AM ) 

27:            transmit types C1

28:    time slice++

29: end while

Fig. 8. Invulnerability design process
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Step 2: The satellite m checks whether the optimal path 4 is invalid. If there is no
failure, all types of packets are transmitted through the optimal path 4, otherwise, the
sub-optimal path 1 is considered.
Step 3: Now, it is calculated whether tC1 is greater than d2

C . If it is greater, all types
of packets are transmitted through the sub-optimal path; otherwise, the packets C1 are
directly discarded, and only packets C2 and C3 are transmitted.

The complete invulnerability design process of the space-based earlywarning system
information network based on data transmission is shown in follow (Fig. 8):

4 Algorithm Simulation and Performance Analysis

4.1 Simulation Parameter Settings

OPNET simulation software is used to simulate the invulnerability routing algorithm
of space-based warning system information network based on data transmission. The
network layer model is shown in the figure below (Fig. 9):

Fig. 9. OPNET network layer mode

Simulation time was set at 100 s and link bandwidth between LEO satellites was
set at 20 Mbit/s; node cache size was set at 1 Mbit, and the cache size of each port is
250 kbit. The congestion threshold of both the port and the whole node is 0.8 times of
the port and node size and the not congestion threshold is 0.5 times of the port and node
cache and the ratio of packets C1, C2, and C3 is set to 1:3:6.

4.2 Simulation Result Analysis

In this paper, two sets of experiments are carried out. The first set of experiments was
to verify the network performance changes under congestion. In order to verify the
proposed routing strategy, this paper compares the DSP shortest path algorithm without
congestion strategy and conducts experiments on port packet forwarding amount, packet
loss rate and average end-to-end delay.
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Figure 10 shows the packet forwarding amount of port connecting the optimal link
and other ports under the DSP algorithm and routing policy proposed in this paper. As
shown in the Fig. 11: the packet forwarding amount of the DSP algorithm connected
to the optimal link increases slowly with the increase of the transmission rate. This is
because the packet loss caused by congestion. And the packet forwarding amount of
other ports under the DSP algorithm is 0. This is because the DSP algorithm does not
perform traffic offloading. The port connecting the optimal link has a large drop in the
number of packet forwarding under the routing strategy proposed in this paper, because
traffic offloading is caused by congestion. Then the port only transmits packets C1, and
the rest of the packets are transmitted through other ports.
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Figure 11 is a comparison between DSP algorithm and routing strategy proposed in
this paper in terms of packet loss rate. At the beginning, there was no loss of packet in
the two algorithms. With the increase of the sending rate, the node became congested.
DSP algorithm only adopted the optimal path to transmit packets and did not offload the
service. However, the routing strategy proposed in this paper makes different services
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transmit along different paths in case of node congestion, which not only guarantees the
maximum non-loss of packets, but also meets the QoS requirements of different users.

Figure 12 is a comparison of transmission delay. Since the DSP algorithm does not
divide the services, the transmission delay of all types of packets is the same. In the
routing strategy proposed in this paper, the delay has been kept at a low level because
packets C1 have the highest priority. Packets C2 need to be transmitted through the sub-
optimal path when congestion occurs, so the transmission delay is low at the beginning,
and then increases. Compared with packets C1 and C2, packets C3 have been in a state
of high delay because they have no requirement for delay.
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According to Fig. 13, when a link fail, the packet reception will drop briefly at begin-
ning under the routing strategy proposed in this paper, then returns to the normal level,
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because the packet will choose the sub-optimal link for transmission. If the invulnera-
bility routing strategy is not used, the amount of packets received after the link failure
will be significantly reduced.

According to Fig. 14, when a node fails, the packet reception will drop briefly at
the beginning under the routing strategy proposed in this paper, but then returns to the
normal level, because the re-routing process of the satellite network. If the invulnerability
routing strategy is not used, the number of packets received after the node failure will
be significantly reduced.
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Fig. 14. Packets received in case of node failure

5 Conclusions

This paper takes the space-based early warning system information network as the
research object, and studies the network invulnerability from two aspects. The first
is the network invulnerability in the case of node congestion. The second is the network
invulnerability in the case of equipment failure. At the same time, the network invul-
nerability in the case of node congestion can be divided into the in the case of single
port congestion and all port congestion. In the design of network invulnerability under
the condition of node congestion, the services are classified, and the congestion degree
of ports and the whole node is divided into thresholds. Physical network vulnerability
is divided into in the case of link failure and node failure. When the failure occurs, the
whole nodes quickly perceive the failure node and carry out network reroute. Because of
considering many kinds of vulnerability strategies, compared with the traditional DSP
algorithm, the routing strategy proposed in this paper has good performance in packet
loss rate, end-to-end delay and other aspects.
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Abstract. This paper introduces four space information network protocol
researched and applied internationally: space IP protocol, CCSDS protocol, pro-
tocol combining CCSDS and TCP/IP, and delay/interrupt tolerant network (DTN)
protocol. The protocol architecture, protocol components and functions are intro-
duced and analyzed. At the same time, the method of performance improvement
of space satellite communication TCP protocol is briefly introduced.

Keywords: Space information network · CCSDS · DTN · TCP/IP

1 Introduction

The space information network is a network system that acquires, transmits and pro-
cesses space information in real time on the basis of a space platform (such as syn-
chronous satellite or medium or low orbit satellite, stratospheric balloon and manned or
unmanned aerial vehicle). The space information network can serve major applications
such as ocean sailing, emergency rescue, navigation and positioning, air transportation,
and Aerospace measurement and control. It supports high dynamic, broadband real time
transmission of ground observations downwards, and supports ultra long range, large
delay reliable transmission of deep space detection upwards. Because the space com-
munication environment has the characteristics of large link delay, high bit error rate,
asymmetric forward reverse link and easy interruption, the existing Internet TCP/IP pro-
tocol cannot adapt well to this environment, CCSDS (Consultative Committee for Space
Data Systems) has extended and improved the TCP/IP protocol, composed the SCPS
protocol suite adapted to the space network. In order to adapt to the restricted network
environment such as long delay and intermittent connection of space communication, a
Delay/Disruption Tolerant Network (DTN) protocol is proposed.

2 Characteristics of Space Information Networks

Space information networks have many different characteristics compared to terrestrial
networks and face the following challenges [1]:

(1) The space information network is sparse and the network topology changes fre-
quently. The high speed operation of the satellite in orbit makes the network
topology unstable.
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(2) The orbits of satellites or spacecraft are pre-set, predictable, and very different from
the two-dimensional motion models commonly used in mobile ad hoc networks.

(3) The link is asymmetric and the propagation delay is large. In order to reduce the
overhead of terrestrial mobile terminals, many satellite systems employ a down-
link/uplink asymmetric communication scheme. Due to the long distance of space
data transmission, the transmission delay is much larger than that of the terrestrial
network, and the asymmetry of the link makes it easy to reduce the efficiency of
data transmission.

(4) The high error rate of data transmission link. The distance between the interstel-
lar, inter-satellite, and star-to-earth links is large, and the data signal strength is
proportionally attenuated as the transmission distance increases. At the same time,
the transmission is easily distorted by various random factors such as sputum phe-
nomenon, eclipse phenomenon, weather state (rain decay, etc.), shadow effect,
multipath effect, ionization effect, etc., resulting in high data transmission error
rate.

(5) Intermittent network connection. In a space network, due to the different orbits
and speeds of the communication nodes, the stability of the communication link
connection is poor, and the space environment is affected, and the link is interrupted
frequently.

(6) The complexity of the network protocol. Spacecraft has a wide variety of functions.
The application system is self-contained and the communication protocol standards
are different. The terrestrial network protocol adapts to low latency data transmis-
sion. The long delay space network protocol does not match the terrestrial network
protocol.

(7) The finiteness of node resources. The high cost and environmental constraints of
spacecraft require spacecraft communication equipment to be small in size, light in
weight, low in power consumption, and high in performance. The resource alloca-
tion of equipment is strictly limited, and the aerospace-grade anti-irradiation device
is usually used on the star. To ensure high reliability, the performance of the device
itself ismuch lower than that of terrestrial commercial devices, so the node resources
are limited, and the calculation, storage, processing and transmission capabilities
of the on-board load are relatively weak.

(8) The particularity of the space environment. The ionosphere, troposphere, and space
electromagnetic activities easily destroy the communication function of the space
network nodes. This requires strengthening the research on the node protection
capability. The redundancy, reliability, and security of the system should be fully
considered in the design.

3 Space Information Network Protocol System

At present, the space information network protocol system mainly includes: a space IP
protocol system, a CCSDS protocol system, a protocol system combining CCSDS and
TCP/IP, and a delay/interrupt tolerant network (DTN) protocol system. These protocol
systems are interdependent. The mature technology of terrestrial Internet TCP/IP and
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the application verification of space IP provide a clear direction for the improvement
of CCSDS recommendations. The protocol system combining CCSDS and IP can take
advantage of TCP/IP. And can meet the requirements of space communication, DTN
protocol architecture can solve the problem of reliable transmission under heterogeneous
conditions in deep space environment.

3.1 Space IP Protocol System

The NASA Goddard Space Center established the OMNI project in 2002 to provide
addressing capabilities, standard Internet protocols, and network application capabili-
ties for future space missions, enabling users to establish end-to-end connectivity with
their spacecraft anytime, anywhere. To this end, OMNI uses terrestrial commercial Inter-
net technology for spacecraft, integrates space networks with terrestrial networks, and
ensures that all network nodes operate as Internet nodes, enabling all-IP interconnection
of terrestrial end users to spacecraft, reflecting different technological development ideas
from CCSDS. The TCP/IP based protocol used by OMNI is shown in Fig. 1.

Fig. 1. Space TCP/IP protocol system

(1) Data link layer. Use data link layer protocols that are commercially available on
the ground system, such as HDLC (Advanced Data Link Control), POS (Packet
over SONET), and ATM (Asynchronous Transfer Mode). It is convenient for the
air ground link and the commercial router to directly interface at the data link layer.

(2) Network layer. Use the IP protocol. Use IETF standard routing protocols, such as
RIP, OSPF, BGP, etc. Use mobile IP protocol to solve the problem of single space-
craft flying overmultiple ground stations.Usemobile network protocols (RFC3963)
to solve the problem of multi access spacecraft moving through multiple ground
stations.

(3) Transport layer. Use TCP and UDP protocols (and RTP protocol). The spacecraft
real time telemetry data and payload data are transmitted using theUDP protocol. In
the abnormal situation, the spacecraft is blindly controlled. Under normal circum-
stances, the spacecraft is controlled by the TCP protocol, and signaling information
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related to the mobile IP protocol is transmitted. Real time multimedia communica-
tion is supported by the Real-time Transport Protocol (RTP). The RTP family con-
sists of two protocols: Data Transfer Protocol (RTP) and Control Protocol (RTCP).
RTP is responsible for transmitting data packets with real time information. It gen-
erally works on the base of UDP, it adds information such as time scale and serial
number. The receiving end uses RTP to synchronize video and audio data. RTCP
is responsible for monitoring network service quality, communication bandwidth,
etc., and notifying it to the sender.

3.2 CCSDS Protocol System

The protocol architecture defined by CCSDS includes: application layer, transport layer,
network layer, data link layer, and physical layer, each layer contains several combinable
protocols. Figure 2 shows the CCSDS space communication protocol reference model.

Fig. 2. CCSDS protocol system

(1) Physical layer. CCSDS defines a radio frequency and modulation system that spec-
ifies the physical layer protocol between the spacecraft and the ground monitor-
ing station. The Prox-1 link protocol defines the physical layer characteristics of
adjacent space links.

(2) Data link layer. The CCSDS Data Link sublayer defines the method of transmitting
data over a space link using packets. The Synchronization and Channel Coding



Research on Space Information Network Protocol 167

sublayer defines a method of frame synchronizing and channel coding over the
space link. The CCSDS Data Link Protocol sublayer consists of four protocols:
TC Space Data Link Protocol, TM Space Data Link Protocol, AOS Space Data
Link Protocol, and Data Link Layer of the Prox-1 Space Link Protocol. The above
protocol specifies the ability to transmit data in a space link, collectively referred to
as SDLP (space data link protocol). Correspondingly, CCSDS also specifies three
specifications for the synchronization and channel coding sublayer of the data link
layer: TM synchronization and channel coding, TC synchronization and channel
coding, coding and synchronization layer protocol of the Prox-1 space link protocol.

(3) Network layer. CCSDS specifies two network layer protocols: Space Packet Proto-
col SPP, SCPS-NP (Space Communication Protocol Specification-Network Proto-
col), which implements the routing function of the space network. SPP is based on
no connection and does not guarantee the sequential transmission and integrity of
data. The core of the SPP is to configure the LDP (Logical Data Path) in advance,
and use the Path ID instead of the complete end address to identify the LDP. This
improves the efficiency of space information transmission, but is only suitable for
static routing communication. Compared with the standard IP protocol, the SCPS-
NP protocol has three improvements: NP provides four types of packet headers for
users to choose between efficiency and function; both connection-oriented routing
and connectionless routing are supported; compared with ICMP, SCPS Control
Information Protocol (SCMP) provides a link break message. IPv4 and IPv6 pack-
ets of the Internet can also be transmitted over the space data link protocol, and can
be reused with SPP, SCPS-NP or a space data link alone [3,4].

(4) Transport layer. The CCSDS transport protocol SCPS-TP provides end-to-end
transport services to space communication users. The TP can identify and dis-
tinguish data due to data loss caused by network congestion, bit error or link inter-
ruption, and implement functions such as header compression, selective negative
acknowledgment, time stamp, and rate control. The transport layer data is generally
transmitted by the network layer protocol. In some cases, the transport layer data
can also be directly transmitted by the link layer protocol. The TCP and UDP of
the Internet can run on the IPv4, IPv6, and SCPS-NP. The SCPS Security Protocol
(SCPS-SP) and Internet Security Protocol (IPSec) can be used with transport layer
protocols to provide end-to-end data protection [2].

3.3 Protocol System Combining CCSDS and TCP/IP

In October 2000, the Jet Power Lab launched the Next Generation Space Internet (NGSI)
project to study the use of the CCSDS protocol and the IP protocol to interconnect the
space network with the terrestrial network to achieve a “space Internet” that supports
future spacemissions. NGSI uses a combination of CCSDS andTCP/IP, which continues
to use CCSDS recommendations at the data link layer, to use IP and its extension
technologies at the network layer. The TCP/IP protocol and the CCSDS protocol, or
other protocols suitable for space tasks, are used at the transport and application layers.
The protocol system combining CCSDS and TCP/IP is shown in Fig. 3.
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Fig. 3. Protocol system combining CCSDS and TCP/IP

3.4 Protocol System Based on Delay/Interruption Tolerant Network

Delay/Disruption Tolerant Network (DTN) is a new type of network system that can
communicate in a restricted network environment such as long delay and intermittent
connection. The concept of DTN was first proposed by the US Propulsion Laboratory in
2003. The Internet Research Task Force (IRTF) then formed the Delay/Interrupt Toler-
ant Network Research Group (DTNRG) on the DTN based on the Interstellar Network
Research Group (INRG). In 2007, the DTN network architecture and the Bundle Proto-
col (BP) were proposed. In 2008, the convergence layer protocol was defined, including
the TCPCLP (TCPConvergence Layer Protocol) protocol, the Saratoga protocol, and the

Fig. 4. Architecture of Delay/interrupt Tolerant Network protocol
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Licklider Transmission Protocol (LTP). At the same time, in order to improve the short-
comings of theBPprotocol, a supplementary planwas formulated. Currently, researchers
have conducted extensive research in the relevant fields of DTN and have carried out
specific deployments and experiments. The core method of the delay/interrupt tolerant
network architecture is to add an intermediate layer, the bundle layer, between the appli-
cation layer and the lower layer (data link layer or transport layer). Figure 4 shows the
architecture of the delay/interrupt tolerant network protocol [5].

4 TCP Protocol Performance Improvement Method of Space
Communication

In a series of RFC documents developed by the Satellite Working Group and the Net-
work Working Group in the Internet Engineering Task Force (IETF), there are many
strategies for improving the performance of TCP protocols applied to satellite links. The
solution considered from the TCP protocol itself is an end-to-end solution and a link
layer solution. TCP enhancements in end-to-end solutions include: TCP enhancements
(increase initial window, byte count, use larger window sizes, select acknowledgments,
forward acknowledgments, etc.), TCP-Peach, and STCP (shared TCP). Link layer solu-
tions include: ARQ protocol and adaptive forward error correction (FEC) [6]. These
methods are all adapted to the space network environment by improving the TCP proto-
col itself, but they all have certain limitations. At the same time, there are special protocol
clusters in the space communication environment to achieve better performance, such
as the SCPS series protocol.

In order to make the space link part have higher transmission performance and
ensure good data transmission capability under long delay and high bit error conditions,
we can use the idea of “segmentation” from the perspective of the link itself. The link is
“segmented” into segments, each segment using the relevant protocol applicable to that
segment. There are two main technologies now, one is the Spoofing technology, and the
other is the Splitting technology. Spoofing, as its name implies, is themeaning of protocol
spoofing and is based on the network environment. Spoofing technology cuts long delay
satellite links into segments and uses spoofing techniques to speed up link initiation.
Since the Spoofing technology divides the entire TCP connection into segments, the
protocol gateway is used to split the long-latency link in the entire link, and the TCP link
is still used for data transmission in the satellite link part, and the gateway responds as a
virtual destination node. The information is sent to the host at both ends, which speeds up
the startup speed, and can also be applied to the retransmission of lost data, which greatly
shortens the delay of the information at both ends of the transceiver, and improves the
performance to some extent, because the transmission performance of the TCP protocol
itself is limited by In the space communication environment, the improvement in overall
performance is limited.

Another way to improve from the perspective of satellite links is TCP Splitting,
which is to cut a complete link into segments and use the transmission protocol for
the link itself in each link segment. The part of the link with high delay and high bit
error in the entire link is separated from the whole. Splitting can fully adapt to network
characteristics without modifying the client host and server protocols. As shown in
Fig. 5, Splitting cuts it into three segments. The first segment is the client host to the
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protocol gateway. This part uses the original TCP protocol. The second segment is the
protocol gateway to the satellite node. Use a proprietary protocol for the space link.
The third segment is the satellite node to the satellite server side, which also uses the
original TCP protocol. The most important feature of the Splitting technology is the end-
to-end transmission. Compared to Spoofing, which increases the startup speed of link
transmission and the speed of recovery from congestion, Splitting can greatly improve
the transmission performance of complex space link segments.

Fig. 5. Splitting technology link segment diagram

5 Conclusion

The four space information network protocol systems have their own characteristics. The
advantage of the IP protocol system based on the terrestrial commercial standard is that
the available software and hardware resources can be used to reduce the cost of the space
mission. The interoperability between the space information network and the terrestrial
network is better, but the processing capability of the spacecraft is also proposed. The
CCSDSprotocol systemdrawson the ideaof terrestrial computer networks, and its design
takes into account the newneeds of future spacemissions. TheCCSDSprotocol performs
better in terms of throughput and protocol overhead than the terrestrial network, but at
the cost of certain CCSDS recommendations that do not fully conform to the layered
principle of the ISO referencemodel and uses a different data formatwith the ground. The
interoperability of the network is poor.Moreover, the CCSDS protocol does not solve the
problem of dynamic routing. The protocol system combining CCSDS and TCP/IP not
only utilizes the resources of commercial standards and good interoperability, but also
has certain inheritance to existing CCSDS resources. The DTN-based protocol system
addresses the deep space environment, and the deep space environment challenges the
specific protocol performance of the data link layer to the transport layer. It needs to
conduct in-depth research on layered protocols and cross-layer mechanisms, which will
certainly promote the development of the DTN-based space IP protocol and the CCSDS
protocol.
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Abstract. In recent years, satellite communication has becoming popular and
develop very fast around the world. Recently, the fifth-generation mobile commu-
nication (5G) is about to enter the commercial use. As key characteristic of the
5G communication system, the integration of satellite communication and ground
5G has become a new hotspot. In this paper, we propose the summary of 5G in
space based view, first of all, we introduce the status of 5G communication system,
and its convergence to space wireless communication system. Then we analyze
the development trends of satellite 5G systems, and then gives the initial idea of
satellite 5G fusion, including architecture design, air interface design, based on
SDN/NFV network virtualization deployment and protocol optimization, and dis-
cussed the possible problems of fusion; finally, the key technologies of satellite
5G fusion are sorted with opportunities and challenges.

Keywords: Mutual connection ·Wireless fusion · 5G · Space information
networks

1 Introduction

The main aspect of the satellite industry’s important role in the 5G ecosystem is the
ground segment. In fact, the VSAT platform is eager to adapt its architecture to 5G
requirements [1]. The impact of 5G goes far beyond traditional satellite base station relay
[2]. Therefore, all satellite communication applications, including emerging scenarios
such as mobile, and future satellite functions such as video streaming multicast, will
benefit from the adoption of the new 5G standard [3].

In depopulated areas, aircraft or ocean-going vessels that cannot be covered by
ground 5Gnetworks, satellites can provide economical and reliable network services that
extend the network to places that are not reachable by terrestrial networks [4–6]. Satellite
can provide continuous anduninterrupted network connection for IoTdevices andmobile
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carrier users such as airplanes, ships, trains, and automobiles. After the integration
of satellite and 5G, the service capability of the 5G system can be greatly enhanced.
Satellite’s superior broadcast/multicast capabilities provide efficient data distribution
services for network edges and user terminals [7].

In this paper,wediscuss the opportunities and the challenges of 5Gmutual connection
wireless networks, the fusion will lead to new scenarios so that the future of space based
wireless system isworthy to be discussed. The rest of this paper is organized as follows. In
Sect.2, the Era of 5G and satellite communication system is given. In Sect. 3, we propose
the summary of opportunities and challenges in mutual connection in 5G. Finally we
give the conclusion of this talk.

2 The Era of 5 G

In recent years, satellite communication has ushered in a new wave of development
around the world. The 5G on the ground is about to enter commercial use [8]. The
integration of satellite communication and ground 5G has become a new hotspot in the
field of satellite and ground.

2.1 5G System

In June 2018, with the freezing of the independent networking function of 5G New Air
Interface, 5G has completed the first stage of comprehensive standardization [8] and
entered into the stage of comprehensive industrialization. It is expected to be fully com-
mercialized by 2020. Compared to previous mobile communication, the performance of
5G system is greatly improved, the peak rate can reach 10 Gbps in average and 20 Gbps
peak, the commercial downlink for user rate can reach 100 Mbps to 1 Gbps [9], the
connection density can reach 1 million per square kilometer, and the traffic density per
square meter can be up to 10 Mbps, which can support high speed movement scenario
under 500 km/h [10].

In terms of business capabilities, 5G can meet more abundant business needs. In
the past 5 generations, mobile communication mainly focused on the communication
between “people and people”; different in 5G, it is necessary to realize efficient com-
munication between “people and things” and “objects and things”, and finally real-
ize “all things interconnection”. The International Telecommunication Union (ITU)
defines enhanced mobile broadband (eMBB), high-reliability low-latency communi-
cation (uRLLC), and large-scale machine communication (mMTC) as the three main
scenarios for 5G [11–14].

5G could supports a wide range of operating bands including millimeter waves, by
using high-frequency multi-antenna (MassiveMIMO), efficient channel coding technol-
ogy, non-orthogonal multiple access, multi-carrier and other key technologies to achieve
higher spectral efficiency and system capacity; In the 5G network, the concept of the
core network is linked to the edge of the network, thereby reducing the transmission
delay of the data plane (D-Plane) and the control plane (C-PLANE), through software
defined network (SDN)/network function virtualization (NFV) and other technologies
[15, 16]. The control forwarding separation is realized, and the decoupling between the
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network element function and the physical entity is realized, thereby realizing efficient
management and allocation of network resources.

In August 2018, in the third phase of China’s 5G technology R&D trial organized
by the IMT2020 promotion group, Huawei and Ericsson completed the C-band test
of 5G independent networking (Standalone, SA), which indicates that 5G commercial
has the foundation.. In the same period, ZTE and China Telecom realized the first 5G
coverage and panoramic live broadcast test in Xiong’an District [18], demonstrating the
application potential of 5G in the future of new smart cities and ecological governance.
On the terminal side, Huawei released the commercial chip “Balong” in February 2018.
It also supports Sub-6 GHz (low frequency) and mmWave (high frequency), supports
SA and NSA, and can achieve a transmission rate of 2.3 Gbps.

2.2 Fusion of Satellite System

At the end of 2018, there were 1003 in-orbit communication satellites, accounting for
47% of the total number of satellites. Typical geosynchronous orbit satellite mobile com-
munication systems include Inmarsat, Thuraya, TerreStar, and SkyTerra. The Inmarsat
system adopts the Ka-band to realize the development from mobile communication to
high-capacity and high-bandwidth. It can provide 50 Mbps reception and 5 Mbps trans-
mission for 60 cm-diameter ground terminals. The US company’s ViaSat is a typical
broadband satellite communication system with a Viasat-1 capacity of 140 Gbps and a
ViaSat-2 satellite capacity of 300 Gbps [19].

Typical low-orbit communication satellite constellations, such as the Iridium system,
were proposed by Motorola in 1987. In 1998, the first generation system of 72 low-orbit
communication satellite networks was completed, mainly for handheld mobile phone
users. The global personal communication service, the next-generation system currently
being deployed (Iridium Next), provides integrated services such as communications,
climate change monitoring, and multi-spectral mapping [20].

In recent years, the development of Internet satellite constellations has grownby leaps
andbounds. Itsmain features include: the use ofmediumand loworbits, compared to syn-
chronous orbit satellites can greatly reduce the round-trip transmission delay, so that the
experience of satellite transmission can be comparablewith terrestrial fiber; using dozens
or even hundreds of small satellite constellation networks Achieve large-scale coverage,
greatly reduce satellite production costs through modular design, thereby reducing com-
munication tariffs, providing users with affordable communication services; using Ka or
Ku frequency bands, system capacity is greatly improved, for example, single beam of
O3b can provide 1.6 Gbps transmission rate, 70 beams per star, single star of OneWeb
will carry the capacity of 5–8 Gbps, and the total system capacity will exceed 7 Tbps, it
can provide 50 Mbit/s Internet service for terminals with 0.36 m aperture antenna. It can
also provide high-speed broadband Internet services in areas where traditional Internet
installations are too expensive [21].

After several decades of development, China’s satellite communication system has
formed a certain scale of construction. High-throughput satellite communication sys-
tems based on fixed services and satellite mobile communication systems based on
mobile services are currently being developed, and low-orbit communication satellites
are also entering the experimental phase. In the field of civil satellite communications, the
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company mainly develops and develops the satellite and Asia-Pacific series of commu-
nication and broadcasting satellite systems. The communication services have basically
achieved coverage in Asia, Europe, Africa and the Pacific, and ranked sixth in the global
satellite space segment. At present, there are 15 civil communication satellites operating
in the C, Ku and Ka bands in orbit. The development of high-throughput broadband
satellites in China has just started.

In terms of low-orbit communication satellite systems, the systems being planned
in China mainly include the National Science and Technology Innovation-2030 Major
Project “The Low Earth Orbital Access Network of the Space-Ground Integrated Infor-
mation Network”, the “Hongyan Project” of the Aerospace Science and Technology
Group and so on. The low-orbit access network has a track height of 800–1100 km,
providing global seamless coverage of mobile and broadband communication services,
supporting aviation/nautical surveillance, spectrummonitoring, navigation enhancement
and wide-area Internet of Things (IoT) services. The geese constellation has a height
of 1,100 km and consists of 324 satellites. It supports mobile communication, broad-
band Internet access, Internet of Things access, hotspot information push, navigation
enhancement, and aviation navigation monitoring.

From the development history of satellite communication, the current satellite com-
munication system is gradually developing towards the integration of heaven and ground
heterogeneous networks together. On the one hand, the demand and market traction of
the space-based network is ubiquitous, the advantages of space-based and terrestrial net-
works are combined and complemented, and various applications penetrate into every
corner of the land, sea and sky and all aspects of people’s lives. On the other hand, driven
by scientific and technological innovation, the space-based network’s capacity is rapidly
increasing, the rate is significantly improved, services are continuously expanding, and
costs are significantly reduced. It is subverting the traditional telecom industry concept
and leading industrial innovation and business model innovation.

3 Opportunities and Challenges

The network architecture of the satellite-based convergence is based on the network
architecture of the 5G mobile communication system. The satellite communication sys-
tem is supported by aflexible access cloud, and the satellite signal processing is converted
into standard IP and sent to the upper layer for unified processing. The forwarding cloud
is based on Software Defined Network (SDN) technology, which implements control
and forwarding separation, forwarding and service convergence. Control Cloud is based
on Network Function Virtualization (NFV) implements the unique “network slicing”
feature of 5G systems. By adding virtualized network element functions for satellite
services and dynamically building new service chains to support satellite voice trans-
mission, broadband access and Control of satellite communication scenarios such as
base station backhaul.

3.1 Opportunities

Based on Software Defined Radio (SDR), future terminals will also have multi-standard
connection and transmission capabilities, which can simultaneously support seamless
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switching of satellite networks and terrestrial mobile networks and even online. Based
on the “three clouds” network architecture, combined with SDR, SDN, NFV and other
technologies, the satellite-integrated network can achieve unified and coordinated man-
agement of satellite and terrestrial network resources, and based on separation of bearer
and signaling, signaling and standards. Decoupling realizes unified control independent
of access mode, achieves deep integration of satellite and terrestrial network, seam-
lessly combines effects, and provides users with transparent and consistent ubiquitous
communication services.

Whether for satellite communications or terrestrial mobile communications systems,
the lack of available spectrum has become an urgent problem to be solved. Due to the
traditional spectrum authorization method of the ITU, in the satellite communication,
the traditional L, S, C, Ku frequency bands have been fully saturated, and the com-
petition for the Ka-band and even the millimeter-wave band has become fierce. The
ground mobile communication system is not too much, 5G is used to meet the needs
of the three major application scenarios of eMMB, uRLLC and mMTC. The frequency
will cover the high, medium and low frequency bands, that is, the overall frequency
band will be considered. The high frequency band is used to meet hotspot coverage and
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ultra-high-rate transmission, covering the available frequency bands of 24.25–86 GHz,
and the mid-band of 3–6 GHz also overlaps with fixed-satellite and mobile services.
The golden band of wireless communication below 3G also needs to be expanded, and
frequency coordination problems arise with services such as satellite radio and televi-
sion and satellite mobile communication. In the future, the separation between satellite
communication and terrestrial mobile communication systems will be broken, and the
mutual use of frequency resources by both parties will mean that the technical system,
system components, and components and components will tend to be unified. Therefore,
from the perspective of resource integration, the use of big data, cloud computing, artifi-
cial intelligence and other technologies to build a unified resource coordination platform
to promote the sharing of frequency resources can provide a compatible basis for the
deep integration of satellite communication systems and 5G systems (Fig. 1).

3.2 Challenges

The widely accepted challenges are mainly focused on LEO and GEO satellites.
The main problem of GEO satellites is that the transmission delay is large and the

path loss is large. The transmission delay not only easily amplifies the impact of network
congestion, but alsomakes it difficult for the control layer to perform on-time scheduling
and coordination of communication resources. The 5Gair interface technology described
above often requires frequent interaction between the client and the control layer. The
GEO satellite channel can be approximated as a constant reference channel. In fact, there
is no need to adjust the resource allocation frequently according to changes in channel
conditions. The control layer needs to adapt to the burstiness of the service. Then the
access technology applicable to satellite needs to simplify the signaling process, realize
the superposition ofmulti-user in the power domain through open-loop control, and adapt
to the nonlinear changes brought by satellite forwarding. At the same time, the Hybrid
Automatic Repeat request (HARQ) protocol used in 5G systems is prone to congestion
in the transmission of satellite services. Therefore, it is also necessary to simplify the
retransmission process and make more use of error correction codes or sources for the
characteristics of long delay of satellite services. Fault tolerance technology reduces the
number of retransmissions. The problem of path loss makes the user terminal have to
maintain a certain transmissionpower,making it difficult for the device tominiaturize low
power consumption. This is contrary to the practice of 5G reducing the transmit power
of user terminals through ultra-density networking. Then, you can consider improving
the transceiver capability of the terminal through a simple external device, or adopt a
new large-diameter antenna such as a film antenna on the star to improve the satellite
quality factor, and finally meet the miniaturization requirements of the user terminal.

The Low Earth Orbit (LEO) constellation can greatly reduce transmission delay
and path loss, and can also increase system capacity through multiplexing. However,
the high dynamic characteristics of satellites also cause Doppler shifts and complex
inter-satellite routing problems. The goal of the 5G system is to provide communication
services for high-mobility users with a speed of 500 km/h in the frequency band of
6 GHz. If the carrier frequency is 4 GHz, the system can adapt to a Doppler shift of
about 1.9 kHz. The LEO satellite’s flight speed is greater than 7 km/s. If the Ka-band
is used, the Doppler shift will be greater than 400 kHz, which is much larger than the
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frequency offset range that the 5G system can adapt. Therefore, for the high dynamic
characteristics of the satellite, it is necessary to optimize the air interface waveform, and
make full use of the satellite ephemeris to compensate and correct the periodic Doppler
shift. In addition, in the absence of a large number of ground station assistance, the
routing problem of the inter-satellite link is also complicated, which may cause network
congestion at the peak of the service and become a bottleneck problem. The routing
algorithm of the inter-satellite link is closely related to the constellation design, the
ground station planning, and the inter-satellite communication system. It is necessary to
fully consider the appropriate routing mechanism at the beginning of the design.

4 Conclusion

In this paper, we discuss the fusion of space and ground segment in 5Gwireless systems,
the opportunities and challenges are discussed. The fusion of space-ground segment will
help increase the coverage and the transmission speed.
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Abstract. With the continuous deployment of Ka multi-beam equipment, the
number of satellites on that can be managed by ground system simultaneously
is increasing. For the navigation constellation, the number of optical nodes is
increased, which further improves the navigation accuracy and time synchroniza-
tion accuracy. More time slots are available to enable the navigation constellation
to provide better extended service functions. However, the sharp increase in the
number of visible satellites in China leads to more complex intersatellite visibility
relations, which leads to the optimization of intersatellite link planning. In partic-
ular, the calculation amount of PDOP between satellites increases exponentially,
and the traditional algorithm can no longer satisfy the real-time link planning. In
the paper, the k-means method is used to replace the inter-satellite distance with
the angle difference. By clustering constellation satellites, the fast calculation of
inter-satellite PDOP value is realized and the inter-satellite link building algorithm
is optimized, which provides a solution for the rapid inter-satellite link planning
after the deployment of Ka multi-beam equipment.

Keywords: K-means · Inter-satellite link · PDOP · Link scheduling

1 Introduction

Global satellite navigation system realizes autonomous navigation and real-time trans-
mission of constellation information by using inter satellite link. For this reason, the
inter-satellite link constitutes a dynamic infinite network with precise measurement and
data transmission functions between the stars and the earth of GNSS constellation [1–4].
The inter-satellite link is the core technical system of the global navigation system. It
is an effective technical means to ensure system security and reliability, improve the
overall performance of the system, and is an effective technical support for building
a space-based information network. It is extremely important and has a wide range of
applications in military and civilian fields. At the same time, the inter-satellite link is
used for joint orbit determination to improve navigation accuracy. The realization of the
above functions requires that the satellites in the entire constellation are fully connected
through the wireless link, and the inter-satellite orbit determination also requires each
satellite to have an orbital inter-satellite link [5–7].

When the global satellite navigation system runs off the ground for a certain number
of days without an inter-satellite link, the user ranging accuracy (URA) will continue to
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increase, and the user positioning accuracy will continue to increase, even becoming a
kilometer level, which cannotmeet the navigation requirements of the navigation system.
Nor can it meet the global system security requirements [8]. Under the existing condi-
tions, only by using the inter-satellite link, based on the high-precisionmeasurement data
of the inter-satellite, basedon the high-precisionmeasurement data between satellites, the
satellite orbit clock difference parameters can be calculated autonomously, the ephemeris
on the satellite can be updated and maintained autonomously, and the autonomous nav-
igation independent of the ground operation control system can be realized, so as to
ensure the safe and reliable operation of the global system.

2 Background

With the deployment of the Ka multi-beam antennas, the point-to-point measurement
and control mode of the original single-beam antenna has been changed, and it has
become a point to many measurement and control mode. This reduces the pressure on
the use of ground-based payload management resources while increasing the number
of satellites that can be directly linked to station resources. Based on this model, this
paper adopts the method of all nodes selection for the inter-satellite link, and takes all
the satellites that the ground station can build the link as nodes, which can effectively
solve the problems of time slot scheduling and signal hops in the process of building
the traditional inter-satellite link. In addition, it can obviously improve the autonomous
navigation index and delay index in the inter-satellite link, and provide more free time
for expanding services.

The highly dynamic network topology of inter-satellite links has always been an
important difficulty in the inter-satellite link time-slot scheduling. Domestic and foreign
scholars have proposed different solutions [9, 10].Werner designed an inter-satellite link
topology algorithm for the Earth’s low-orbit satellite constellation. This algorithm can
preferentially realize inter-satellite information transmission in constellation network
information transmission [11]. Yang proposed a method of inter-satellite link scheduling
based on clustering method, which can realize rapid inter-satellite chain building [12].
Based on the existing polling time-division duplex structure of GPS inter-satellite links
available, Wang proposed an improved inter-satellite link scheduling method using a
step-by-step scheduling method [13].

In this paper, according to the actual situation of the continuous deployment of multi-
beam equipment, k-means method is used to cluster nodes according to the physical
distance. In the slot scheduding of non nodes, by selecting nodes in different classes, the
upper limit of PDOP value in slot scheduding is effectively reduced, a large amount of
computation is avoided, and the overall planning efficiency is improved.

3 Related Theory

The inter-satellite link system consists of satellite system, payload management system,
measurement and control system and other related business parts, inter-satellite link
operation management system and extended users. In the planning of inter-satellite link
building, it is necessary to meet the requirements of navigation constellation’s own
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indicators and provide time slot interface for extended users as much as possible [14].
The full-node satellite selection strategy adopted in this paper satisfies the above two
conditions well, but it will increase the number of node satellites and increase the PDOP
value optimization calculation. In this paper, the time is discretized, the distribution of
satellites in each time slice is analyzed, and the k-means method is used to cluster the
satellites, so that the PDOP value constraint can be solved quickly.

3.1 The Process of Inter-satellite

In order to realize various requirements such as autonomous navigation of inter-satellite
links and to complete various extension functions of inter-satellite links, it is necessary
to plan the relationship between satellites. The chain-building scheduling process for
inter-satellite links is as follows (Fig. 1):

Begin

Calculate 
visible matrix

Select nodes

Schedule me-
slot table

Schedule 
rou ng table

End

Fig. 1. Flowcharts of ISL

Calculation for the Visible Matrix. The visiblematrix is amatrix that recordswhether
satellites to satellites, satellites to ground stations can be directly linked in the constel-
lation. The main factors considered in the visible model are: geometric visibility, signal
reachability and antenna scanning range [15].

The simulation scenarios built using STK mainly include the Beidou medium-high-
altitude satellite and the ground-measured operation and control node, and the visible
performance analysis of the scene is required. Because the visible relationship between
the satellites and the satellites is constantly changing, it is difficult to build chains. A
more conventional method is to discretize the visible relationship between the satellites
in the time dimension, and convert the dynamic changes into multiple static scenes for
data analysis and processing. Under the condition of ensuring accuracy, the operation
time cost is saved. In this paper, 10min is used as a unit time slice for simulation analysis.
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Selection for the Node Satellites. The node satellite is a transit station in the inter-
satellite link, and the overseas satellite establishes a connection with the ground station,
and is used for realizing the measurement and control command between the satellite
overseas and the ground station, and relaying and transmitting the telemetry status infor-
mation. The node satellite selection plays an important role in the time-slot scheduling
of the inter-satellite link. The selection of the node satellite is related to the link allo-
cation in the time-slot. According to the demand of the time delay indicator, the alien
satellite needs to transmit the information to the ground within 3 s, and the alien satellite
establishes the link with the node satellite at least every other time-slot, so there is a very
high requirement for the number of node satellites. In this paper, relying on multi-beam
equipment, a full-node satellite selection strategy is adopted, that is, the visible satellites
of the ground station are set as node satellites.

Scheme for the Time-Slot Table. The time division system has flexible time-slot allo-
cation capability. The time-slot of eachnode accessing thenetwork are pre-allocated, syn-
chronous access, and the allocation of access time-slots determines the connection status
at any time in the entire constellation, directly affecting application services and net-
work transmission performance [16], access time-slot allocation and finalization should
be achieved through cross-layer optimization design. The chain-building relationship
between satellites is calculated by the ground inter-satellite link management center and
injected into the satellite in the form of a time-slot table. The satellite performs different
satellite chain-building operations according to the received time-slot table.

The time-slot table is planned for each satellite’s chain-building target and transmis-
sion and reception status in each time-slot, so that the GNSS constellation can ensure
accurate data transmission and stable operation of the entire network at every moment.
The indicators to be considered for time-slot table scheduling are time-delay indicators,
autonomous navigation indicators, precision orbit determination indicators, and provid-
ing as many time-slot interfaces as possible for external services [17, 18]. For precision
orbit determination and autonomous navigation, there are strict requirements for the
PDOP value and the number of chains to be built. It is necessary to satisfy more than 9
chain-building numbers for any satellite, and the PDOP value is less than 1.5.

3.2 K-Means Clustering Algorithm

K-means clustering algorithm is a special case when solved by the maximum expecta-
tion algorithm of the Gaussian mixture model, in which the covariance of the normal
distribution is a unit matrix and the posterior distribution of the hidden variables is a
set of Dirac Delta functions. The k-means clustering algorithm, with its simplicity and
efficiency, has become the most widely used algorithm in unsupervised learning such as
clustering techniques.

Taking the Beidou global navigation constellation as an example, the principle of
k-means clustering operation of the constellation satellite is as follows:
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The k-means method is used to classify the domestic satellites into nine categories.
According to the cluster correlation principle, the distance within the class is much
smaller than the distance between the classes. Then one satellite from each of the nine
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categories can not only satisfy the condition that the number of links is greater than or
equal to 9, but also make the distance between the selected satellites as large as possible,
which excludes the case that the angle between the two selected satellites is too small.

3.3 PDOP

Position Dilution of Precision(PDOP) is a positional accuracy factor. The specific mean-
ing is: because the quality of the observation results is related to the geometry of the
satellite being measured and receiver and has a great influence on them, calculating
the error caused by the above is called the intensity of accuracy. It is the strength of
precision. The better the satellite distribution in the space, the higher the positioning
accuracy (the smaller the value, the higher the accuracy). PDOP represents a parameter
of the relationship between the three-dimensional positional positioning accuracy and
the geometric configuration of the navigation platform.

As for the value of PDOP between satellites:
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where, eli = (i = 1, 2, . . . , k) is the elevation angle of the i-th satellite, azi =
(i = 1, 2, . . . , k) is the azimuth of the i-th satellite.

geometric accuracy matrix is:
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three-dimensional PDOP is:

PDOP = (g11 + g22 + g33)
1/ 2 (3)

4 Simulation

4.1 Simulation Scenario

This paper uses STK to generate the corresponding orbital scene, extracts the orbital
parameters, and uses MATLAB to calculate its visible matrix. The specific scenarios
used in this article are as follows:

The space scene consists of 24 medium-orbit satellites, 3 high-orbit satellites and 3
geosynchronous orbit satellites. The 24 satellites form the Walker24/3/2 constellation
with an orbital inclination of 55° and an eccentricity of 0; The orbital inclination of the
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high-orbit satellite is 55°, the longitude of the ascending node is 118°, and the phase
difference is 120°; the three geosynchronous orbit satellites are 80°, 110.5° and 140°.

The ground scene consists of three ground stations, each equipped with multi-beam
antenna equipment. It is assumed that the three ground stations are A in the northeast of
China, B in the northwest, and C in Hainan.

The hardware and software environment used in the simulation scenario in this paper
is shown in Table 1.

Table 1. Running environment configuration table

Hardware configuration CPU Intel(R) Core(TM) i7-7700 @3.60 GHz

GPU NVIDIA Quadro P2000

RAM 32.0 GB

Software configuration OS Windows7

Simulation system STK10+MATLAB2010a

4.2 Process of Simulation

According to the latitude and longitude elevation information of the satellites and the
ground stations of the navigation constellation, the relevant scene is constructed and
the visible arc length is obtained. Taking 10 min as a unit time slice, the time is dis-
cretized and the visible matrix between satellites and between satellites and ground
nodes is calculated. In the visible matrix, there are two states. Within 10 min, if the
chain communication can be established all the time, the record is 1, otherwise 0.

The equipment used in the ground station in this paper is a Ka multi-beam antenna
equipment, so it is assumed that satellites that can be seen with any ground station can
be linked. According to the visible matrix between the satellites, the satellites that can be
built chains with the ground stations are all set as node satellites. The number of optional
node satellites is shown in Fig. 2. As can be seen from the figure, the number of node
satellites is 11 to 17, accounting for about one-half of the total number of satellites.

It is necessary to schedule a time-slot table between the alien satellite and the domes-
tic satellite to ensure the autonomous navigation and delay requirements of the entire
constellation. Due to the large number of node satellites, the autonomous navigation and
delay indicators are easy to satisfy, but the calculation of the entire time-slot scheduling
is increased. The increase of the calculation amount is mainly reflected in how to obtain
the optimal PDOP value. Using the k-means clustering method, a non-node satellite is
selected, and the visible node satellites are clustered, and then the node satellites are
selected in each class to build the chain, thereby completing the construction of the
time-slot table quickly and accurately.
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Fig. 2. The relationship between the number of optional node satellites and time

4.3 The Simulation Result

In the simulation, two methods are used to calculate the PDOP value, which are general
method and K-means method. The specific reason why the ergodic method is not used in
this paper is: in the time-slot scheduling, we need to compute a set of chain relationship
combinations satisfying PDOP values for each satellite, while the traversal method is
very time-consuming, and the average time for calculating the optimal chain relationships
for each satellite is about 3575.5 s. The general method is to randomly select a group
of satellites to calculate the PDOP value. In this paper, the random method is repeated
1000 times to ensure that several groups of chains can be selected to meet the PDOP
value. The k-means method is described in Sect. 2.3.

Fig. 3. Solving PDOPValueResult Graph byGeneralMethod andK-meansMethod (Color figure
online)
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The results in Fig. 3 can be obtained through experiments, in which the green line
is the PDOP value indicator requirement, the red line is the PDOP value result of the
general method in 1000 times, and the blue line is the PDOP of the k-means method in
1000 times. It can be seen from the figure that the PDOP value obtained by the random
method is generally higher than that obtained by the k-means; the general method has a
part of the PDOP value exceeding the requirement of 1.5.

In this paper, the specific data obtained by general method and K-means method
are analyzed from three aspects: average PDOP value, maximum PDOP value and
probability of meeting PDOP value requirement, as is shown in Table 2.

Table 2. Average computation time for each method

Method Average value of PDOP Max value of PDOP Probability of satisfying PDOP
index

k-means 1.1812 1.5323 99.8%

General 1.3880 2.4533 82.8%

As can be seen from the table, the k-meansmethod is generally superior to the general
method in terms of the average PDOP value and the maximum PDOP value. And the
PDOP value obtained by the general method has certain risks, which can not meet the
requirements of the inter satellite link building index, while the PDOP value obtained by
the k-means method can basically meet the requirements of the inter satellite link index.

5 Conclusion

For the navigation constellation, the role of the inter-satellite link is constantly being
explored. In the time-slot scheduling of the inter-satellite link, in addition to considering
the requirements of the navigation constellation itself, it is also necessary to consider
providing more time-slot interfaces for external services. With the continuous deploy-
ment of multi beam equipment, the number of visible satellites in China has increased,
which effectively reduces the demand for inter satellite links for overseas data return
and other services, but also increases the calculation of the optimal PDOP value. In this
paper, by analyzing the physical distribution of constellation satellites in each time slice,
the k-means method is used to cluster the space satellites, which effectively improves
the efficiency of link planning between satellites, and provides technical support for the
rapid realization of link planning of navigation constellation.
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Abstract. In view of the large number of in-orbit satellites currently in China and
the shortage of ground TT&C and control resources, combining with the network-
ing requirements of China’s navigation constellation and the current situation and
development of the ground station network, this paper proposes two inter-satellite
strategies based on the various service requirements of the navigation system, and
carries out the utilization of ground resources separately. Through simulation anal-
ysis, the validity of the strategy is verified, and the optimal deployment schedule
of ground resources is proposed, which provides effective assistant decision for
the optimization of the network scheme and satellites management next.

Keywords: GNSS constellation · Inter-satellite link · Node satellites selection ·
Ground resources

1 Introduction

TheGlobal Navigation Satellite System (GNSS) providesmulti-functional services such
as navigation, positioning and timing for global users in the information age, and plays
an irreplaceable role in the country’s economic development and national defense con-
struction. At present, there are four major global satellite navigation systems in the
world, which are named Global Positioning System (GPS) in the United States, Global
Navigation Satellite System (GLONASS) in Russia, the Galileo System in Europe and
COMPASS Navigation Satellite System in China. The navigation satellite system can
build a dynamic space-ground wireless network with precise measurement and data
transmission between the global satellite system and ground through inter-satellite links.
It can realize autonomous navigation and efficient transmission of instruction, informa-
tion and data, reduce the load on the main station and the dependence on the ground
station, and improve the autonomy, robustness of the GNSS constellation network, as
well as the real-time and accuracy of the data transmission [1]. China’s COMPASSNav-
igation Satellite System officially opened basic navigation services in December 2018,
and plans to implement a complete system networking in April 2020.

In the world aerospace field, the United States and Russia can deploy ground stations
globally, and spacecraft can be measured and controlled at full time. As a result of many
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factors, such as national boundaries and historical factors, China’s telemetry, track and
command (TT&C) and management network coverage rate is less than one-fifth among
these countries. Now, most of the TT&C and payload-management ground stations of
China owned or leased are distributed home. The number of overseas ground stations is
very limited. The frequency covered by ground stations is mainly S-band single-beam,
and some payload-management stations are deployed with L-band or Ka-band equip-
ment. With the rapid development of the aerospace industry, the number of in-orbit
satellites in China has increased dramatically, and the ground resources available have
become scarce. How to make full use of the inter-satellite link technology, satisfy the
GNSS constellation autonomous navigation and delay requirements as precondition,
using less ground resources has great values both in practice and application. At present,
a number of studies have been carried out based on inter-satellite links, which are ori-
ented to the time synchronization, precise orbit determination and routing strategy of the
navigation constellation [2–4]. However, after satisfying the system performance men-
tioned above, how to use the ground resources effectively and optimize the strategies of
utilization of them badly, there are few related studies. Based on the current situation
of China’s navigation system and the requirements of networking, this paper analyzes
the use of ground resources by inter-satellite links and carries out two strategies for
using ground resources. Through simulation, the optimal strategy for maximizing the
utilization of ground resources is proposed, which provided assistant decision for the
GNSS network scheme and satellites management next.

2 Inter-satellite Link System Scheduling for GNSS

China’s monitoring ground station for navigation system is mainly deployed home, and
the coverage of MEO satellite observation arc is only 34%. In the absence of inter-
satellite links, the space signal of user ranging accuracy(URA) of the MEO satellite
is about 2 meters, which cannot meet the requirements of the global system design
performance of URA 0.5 m, and also cannot achieve the performance of global system
service [5]. Under the current conditions, only inter-satellite links can be used for joint
precise orbit determination between space-ground and time synchronization and for
realization of high-precision satellite orbit and clock correction calculation, so as to
ensure the realization of service performance of global systems [6, 7].

By using inter-satellite links, the navigation system can realize the relaying distribu-
tion and return of TT&C and telemetry status data in entire constellation without stations
overseas, improve the real-time performance of status monitoring, and give full play to
its advantages in dealing with sudden failures, so as to improve the control and man-
agement level of satellites overseas. The composition of the inter-satellite link system
of the navigation system is shown in Fig. 1.

In order to realize the autonomous navigation of inter-satellite links and other require-
ments, as well as to complete the expansion functions of inter-satellite links, it is nec-
essary to schedule the timeslot relation of inter-satellite and space-ground links. Link
scheduling process for inter-satellite links follows these steps as below.
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Fig. 1. The composition of the inter-satellite link system of the navigation system

2.1 Calculating the Visible Matrix

The visible matrix is a matrix that records whether satellites and satellites, satellites and
ground stations can be directly linked in the constellation. The main factors that can be
seen in the visible model are: geometric visibility, signal reachability, and antenna scan
range [8, 9].

After using STK to build a simulation scene containing medium and high orbit
satellites, TT&C and payload-management ground stations, it is necessary to make
visible performance analysis. The main method is to discretize the visible relationship
between satellites and satellites in the time dimension for data analysis and processing.
Under the condition of ensuring accuracy, the cost of operation time is saved. In this
paper, 10 min is used as a unit time slice for simulation analysis.

2.2 Selecting Node Satellites

Since China’s TT&C and payload-management gound stations are mostly distributed
home, they cannot be built globally. Therefore, data transmission between visible satel-
lites home and invisible satellites abroad is a problem that needs to be addressed.We refer
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to the satellites visible to the ground station as domestic satellites, and the satellites invis-
ible as overseas satellites. The TT&C or payload-management ground station want to
inject remote command data into the overseas satellites, and the overseas satellites want
to send or reply remote data to the ground station, they both need “a relay node”. This
relay node, which is a satellite that is visible to the ground station and the target over-
seas satellites at the same time, is defined as a node satellite. The node satellites selection
plays an important role in the timeslot scheduling of the inter-satellite link. The selection
of the node satellites is related to the link allocation in the timeslot and also the utilization
of ground resources.

2.3 Scheduling Timeslot Table

The time division system has flexible timeslot allocation capability. The timeslots of
each node accessing the network are pre-allocated [10], accessed synchronously, and
the allocation of access timeslots determines the connection status at any time in the
entire constellation, directly affecting application services and network transmission
performance. Access slot allocation and final determination should be achieved through
cross-layer optimization design [11, 12].

The timeslot table is scheduled for each satellite’s link-building target and transmis-
sion and reception status in each timeslot, so that the GNSS constellation can ensure
accurate data transmission and stable operation of the entire network at any time.

3 Analysis of the Ground Resources by Inter-satellite Links

3.1 Introduction of TT&C and Payload-Management Station

TheTT&Cstationmainly completes tasks such as the bet of the satellite remote command
data and the distribution and return of the telemetry data. In this paper, four ground
stations are selected in the eastern, western, southern and central parts of China to form
a measurement and control ground network supporting the measurement and control
service of GNSS constellation. Four ground stations are deployed in location A, B,
C, and D respectively. Among them, B station and C station deploy 16-beam multi-
beam antennas, and A station and D station deploy several sets of single-beam antennas.
All ground station equipment operates in the S-band and can establish S-band links
with satellites. Each ground station is under the unified dispatch of the Xi’an Center to
jointly complete the measurement and control tasks. In the case of an emergency, the
Ka-equipment of the Ka-management station is used for emergency measurement and
control.

The payload-management station mainly establishes the interaction of the payload
data with the satellite. The payload-management data mainly refers to some func-
tional and operational data such as satellite orbit determination and system differen-
tial calculation. In order to support the GNSS business, this paper selects three ground
payload-management stations, which are deployed in Beijing, location A and location C
respectively. Among them, Beijing deployed 16-beam equipment for the main payload-
management station. From the perspective of the number of injection station beams, it
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has the ability to inject all visible satellites over the territory. The global system adopts
the uplink injection mode of domestic station and the inter-satellite link in combination,
which mainly relies on the ground calculation equipment and injection station in China,
builds the link to the node satellites, and realizes the uplink data injection of the whole
network satellite through secondary distribution of inter-satellite link.

3.2 Analysis of Node Satellites’ Performance

During the operation of inter-satellite link system, the support of ground resources is
needed, which is mainly reflected in the communication between ground node and space
node which is called node satellite [13, 14]. According to the analysis of inter-satellite
visibility, the average total number of MEO satellites is about 20, excluding the invisible
MEO satellites and the visible GEO/IGSO high-orbit satellites currently. GNSS constel-
lation uses a single frequency, which operates in time-division multiplexing half-duplex
system. We set the timeslot unit of the time division system as 1.5 s, using half-duplex
working mode, then build the two-satellites link every 3 s the average super frame of
each MEO satellite is set to 60 s, we called 60 s a time cycle.

For the technical requirements of inter-satellite link measurement, the main indica-
tors related to the schedule of the timeslot table are theminimum number of constellation
links and the set distribution of single-satellite pseudo-range measurements, which is
measured by the value of position dilution of precision (PDOP) [15]. Specifications are
shown in Table 1.

Table 1. The technical requirements of inter-satellite link measurement

Main indicators Precise orbit
determination

Autonomous navigation Time system

Minimum number of
constellation links

≥6 ≥9 ≥3

PDOP <3 <1.5
—

According to GNSS constellation autonomous navigation positioning accuracy
requirements, PDOP value should be less than 1.5. From the table above, we can see that
the minimum link number of the constellation is 9 at least, and the distribution of single
satellites pseudo-range measurement set satisfies PDOP < 1.5. According to the inter-
satellite link time-division system, it is necessary to build links with at least nine differ-
ent constellation satellites during 20 slots of each time cycle. For the value of PDOP, the
more links the same satellite has built in 60 s, the smaller the value of PDOP is.

The schematic diagram of the inter-satellite link is shown in Fig. 2. In terms of inter-
satellite link measurement technology, transmission delay requirements and idle slots
provided for extended services, the more node satellites, the better. However, from the
point of view of saving ground resources, the fewer node satellites are, the better [16].
Therefore, how to minimize the number of node satellites is a trade-off issue under the
premise of ensuring the instructional requirements.
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Fig. 2. The schematic diagram of the inter-satellite link

3.3 Analysis on Strategic Choice

To solve the above problems, two node satellite selection strategies are proposed in
this paper. In the case of maximizing the use of GNSS constellation, in addition to
satisfying the autonomous navigation and delay requirements of navigation constellation
itself, more timeslot interfaces are needed for extended services [17], so maximizing
node satellite selection strategy can be adopted; while considering how to meet the
autonomous navigation and delay requirements of navigation constellation but reduce
the number of ground resources, the strategy of minimizing the use of ground resources
should be adopted. In order to facilitate qualitative analysis, the former may consider all
visible satellites to ground stations as node satellites, which is called full-node-satellites
selection strategy, while the latter aims at reducing the utilization of ground resources,
which is called min-node-satellites selection strategy.

In the full-node-satellites selection strategy, satellites available in the territory can
be selected as node satellites. For the TT&C station, the deployed multi-beam antenna is
preferred, and the single-beam equipment is supplementedwhen themulti-beam antenna
cannot meet the requirements of the node satellites for measurement and control; and as
for the payload-management station, the main station Beijing is preferred, supplemented
by other stations. For the GNSS constellation, 7 days is a regression period. Under the
conditions of the above strategy, the coverage rate of the entire node satellites and
the completion of the full-time task can be quantified from the two aspects of TT&C
resources and payload resources in a regression period to determine the effectiveness
between two strategies.

In the min-node-satellites selection strategy, firstly, as few ground stations as pos-
sible should be used, and the nodes of the multi-beam equipment are used preferen-
tially, by increasing the number of node satellites and ground stations continuously and
recursively, analyzing the requirements of the navigation system, min-node-satellites
selection strategy is proposed. In order to save the use of ground resources, the TT&C
resources can give priority to the TT&C stations of multi-beam equipment, and the
payload-management resources can give priority to Beijing station as the main payload-
management station. Under the policy conditions mentioned above, three indicators,
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such as transmission delay, PDOP value and the number of link-building, can be used
as constraints to determine the number of node satellites to be selected.

3.4 Modeling Analysis

For the command data uplink injection of overseas satellites, the reception of downlink
telemetry data and the return of other transaction data, it is necessary to establish an inter-
satellite link with the node-satellite and forward it to the ground. For full-node-satellites
selection strategy, the available satellites visible are selected as node-satellites. For the
min-node-satellites selection strategy, it is necessary to establish a visible relationship
model between node-satellite and non-node-satellite to determine the optimal selection.
We set the scanning range of antenna for high-orbit satellites to be 45° andmedium-orbit
satellites to be 60°.

The inter-satellite geometry and the scanning range of inter-satellite antennas need to
be considered in the inter-satellitemodel. The basic conditions for inter-satellite visibility
are as follows [15].

ros > h (1)

Li j ≤ min
{
Lg, Ls

}
(2)

αi j < αi
(
γi j ≤ β

)
or

90◦ − β < αi j < αi (γi j > β) (3)

Where ros is the distance between geocentric and satellite links; h is the distance
between the earth’s core and the top of the ionosphere; Li j is the distance between
satellites I and j; Lg is upper limit of geometric visible distance between satellites;
Ls is the upper limit of distance intersatellite signal can reach; αi j is coverage angle
of inter-satellite antenna; αi is half power angle of inter-satellite antenna beam; γi j is
the geocentric angle between satellite I and j; β is the maximum coverage angle of the
inter-satellite antenna to the earth;

After obtaining the visibility matrix between the satellite and the ground, the optimal
visible satellite is selected as the node-satellite based on the visible time of the ground
station to the visible satellite and the number of the satellites when the node-satellite is
chosen.

Inter-satellite visibility can be divided into persistent and non-persistent visibility.
Under GNSS constellation time-division system, each MEO is linked with 20 satellites.
For each satellite, 8 of all visible satellites are continuously visible and 12 are intermit-
tently visible. Continuous visible link topology is relatively fixed, DPOP value changes
relatively small and link selectivity is weak, but it can lay a foundation for link schedul-
ing to measure communication performance. On the contrary, the non-persistent visible
link topology changes regularly, DPOP values change greatly, and link selectivity is
strong, which can optimize link performance. Therefore, according to the requirement
of inter-satellite link-building requirements, continuous visible links can be used as the
basis of link scheduling in the cycle, and non-continuous visible links can be used to
improve the performance of link scheduling.
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During the link scheduling, on the basis of following the scheduled rules proposed
above, link-building targets should be planned for each satellite as much as possible,
and meet the traffic of all satellites in the link for communication. In a finite timeslot,
for any satellite between i and j, the constraints of link scheduling per timeslot are as
follows.

(a) The number of links established from a satellite should not exceed the total number
of links built.

∑

j
Vi j ui j ≤ Nt (4)

(b) The connectivity from satellite i to satellite j is the same as that from satellite j to
satellite i.

ui j = u ji (5)

(c) The communication traffic between satellite i and satellite j equals the sum of the
satellite traffic passing between them.

fi j =
∑

m

∑

n
xmn
i j (6)

(d) The communication between satellite i and satellite j in limited timeslot cannot be
more than that in the whole period of GNSS constellation.

fi j ≤ C ∗ ui j (7)

The initial satellite’s traffic should be equal to that received by the terminal satellite.
The total amount of information received and received in an inter-satellite link is the
same.

∑

j
xmn
ji −

∑

j
xmn
i j =

⎧
⎨

⎩

−Omn i f i = m
Omn i f i = n
0 otherwise

∀m, n and xmn
i j ≥ 0 (8)

Where uijis the connectivity between satellite i and satellite j uij = 1 means link,
uij = 0 means unlink); Vij is the visibility of satellite i and j (1 means visibility, 0 means
invisibility); Nt is the maximum number of links building in the t-th finite slot; Omn is
the traffic needed from satellite m to satellite n; xmn

ij is the traffic between satellite m and
satellite n during the transmission from satellite i to satellite j; fij is the total traffic from
satellite i to satellite j.

Using the link scheduling model mentioned above, the selection range of node satel-
lites can be basically determined. In addition, considering the unifiedTT&Candpayload-
management transaction, the low-latitude ground station has the best field of view home.
Therefore, the satellitewith long visibility in every pass to the low-latitude ground station
should be given priority as the node-satellite.
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4 Simulation Analysis

This paper uses STK to simulate GNSS constellation scene for verification. The
navigation system satellite is configured as “3GEO+3IGSO+24MEO” with a total
of 30 satellites, of which the MEO satellite adopts the Walker 24/3/1 constellation
configuration.

4.1 Full-Node Satellites Selection Strategy

Analysis on TT&C Resources
According to the selection criteria of ground stations for full-node satellite selection
strategy, B and C stations are preferred. For satellites invisible to B and C, the TT&C
equipment of A and D is used. Through simulation, the fluctuation figure of the number
of tracking satellites of each station can be obtained, as shown in Fig. 3. As can be seen
from the figure, A station and B station work continuously in seven days. The number
of tracking satellites in each timeslot is about 8, and the maximum number of tracking
satellites in single station and single equipment is 12. Two ground stations can fulfill the
above tracking requirements. According to the analysis of single time point, for example,
at 780 min, four satellites are only visible to A. A station needs at least four single-beam
antennas to meet the normal operation of the whole system.

Fig. 3. The statistics of the number of links for the TT&C station

Due to geographical location, the amount of A’s TT&C tasks will be higher than that
of D’s. The tracking time of A station during 7 days is 77.88%, and that of D is 12.10%.
For the entire TT&C network, the coverage of the entire node satellite within 100 days
of the four TT&C ground stations is 100%, and the task of measuring and controlling
the entire node satellites can be completed at all times.

Analysis on Payload Resources
According to the scheduling principle, the priority use of the payload-management sta-
tion is in Beijing, and supplemented by the others, the statistics of the number of links
for the TT&C station is obtained, as shown in Fig. 4. As can be seen from the figure,
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the number of node satellites directly connected with Beijing station is basically main-
tained at 11 to 16, but at 9940 min, the number of links is 17, exceeding the upper limit
of 16 beams for Beijing station, so it needs to be shunted to A or C station. For the
two payload-management stations in A and C, as the auxiliary station, the equipment
available can meet the requirements.

Fig. 4. The statistics of the number of links for the payload-management station

For the entire network, three payload-management stations including multi-beam
equipment in Beijing, A and C, its coverage rate is 95.99% for the entire node in 7 days,
and basically complete the tasks for the entire node satellites in full time.

4.2 Min-Node-Satellites Selection Strategy

In order to save ground resources, for TT&C stations, this paper plans to give priority
to B and C stations with multi-beam equipment. For the payload-management station,
Beijing station should be taken into consideration in priority as themain station. Figure 5
shows the relationship between the number of nodes and the number of satellites that
can meet the requirements of TT&C and payload management at the same time.

Fig. 5. The relation between the number of optional node satellites and time



Research and Analysis of Node Satellites Selection Strategy 203

FromFig. 5, it can be seen that the number of node satellitesmeeting the requirements
of TT&C and payload management is 11–17 in the entire operation period of satellite
constellation.

Selecting 11 Node Satellites
Assuming that the number of node satellites is 11, the non-node satellites cannot build
linkswith the non-node satellites continuouslywhen constructing timeslot table. In order
to maximize the utilization of node satellites, non-node satellites adopt the scheduling
methodof build links alternatelywith node satellites and non-node satellites. There are 30
satellites in the whole GNSS constellation. According to the analysis of Sect. 3.2, during
a time cycle, each non-node satellite has 10 discontinuous links with node satellites, at
least 9 of which are different.

When the number of node satellites is 11, the ideal timeslot table can be obtained
in the whole 7-day period, but there are some timeslots that cannot meet the time delay
requirements, as shown in Fig. 6. The map shows the timeslot table of 8750 min–
8760 min. The X-axis represents 30 satellites and the Y-axis represents 20 timeslots.
The red-filled satellites are node satellites and the rest are non-node satellites.

Fig. 6. The timeslot table of 8750 min–8760 min

As canbe seen from the graph, formost satellites, they canmeet the delay requirement
of less than 3 s, but the green area of the figure shows that the delay is more than 3 s,
which fails to meet the delay requirements.

For the whole 7-day period, about 36% of the timeslots do not meet the delay
requirements in 1088 timeslots.

Selecting 12 Node Satellites
Figure 6 shows that Beijing Station cannot establish satellite-to-ground links with 12
node satellites at the same time in some time cycles, so it needs to add a payload-
management station to increase the number of satellite-to-ground links.

In this paper, two combination schemes of “Beijing Station+A Station” and “Beijing
Station+C Station” are used to establish the simultaneous time relationship diagram of
the number of optional node satellites under different combination, as shown in Fig. 7.
As can be seen from the graph, the number of node satellites in the former is more than
that in the latter. Therefore, in order to use ground resources as few as possible, the
scheme of Beijing and C’s main and standby payload-management stations collocation
is preferred.
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Fig. 7. Time relationship diagram of the number of optional node satellites under different
combinations

Applying 12 node satellites, through traversing, the entire timeslot table across the
cycle is obtained, and the timeslot table of A station in a time slice is randomly selected.
As shown in Fig. 8, for non-node satellites, the time delay meets the requirement.

Fig. 8. Any part of the slot table when 12 nodes selected

For non-node satellites, the number of links built in every timeslot within a time
cycle can be increased by building links with non-node satellites. The average number
of visible and minimum number of non-node satellites is 10.55 and 8, which can fully
meet the requirements of PDOP and the number of links.

Dynamic Min-Node-Satellites Selection Strategy
Through the analysis mentioned above, in order to optimize the utilization of ground
resources more reasonably, we should adopt the optimal one which is called dynamic
min-node-satellites selection strategy. That is, when using 11 node satellites canmeet the
requirements, then we adopt the above method, and 12 node satellites should be selected
in other cases. In this way, it can meet the autonomous navigation requirements of inter-
satellite links with as few ground resources as possible. According to the scheduling
principle of preferential selection of multi-beam equipment, the corresponding visible
matrix between ground resources and node satellites can be obtained. The results got
by the above methods are simulated and analyzed, and the ground resources usage as
shown in Table 2 can be obtained.
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Table 2. Ground resources usage under dynamic min-node-satellites selection strategy

Mode Station Average
number of
tracking nodes

Maximum
number of
tracking nodes

Minimum
number of
tracking nodes

Longest
tracking time
(10 min)

TT&C C 10.7480 12 8 1008

B 0.8889 3 0 17

Payload
management

Beijing+ 10.7808 12 9 1008

C 0.8562 3 0 16

5 Conclusion

In this paper, based on the networking requirements of the GNSS constellation and
the current situation and development of the ground station network, according to the
principle of using the multi-beam equipment preferentially, the extended services of the
GNSS constellation are fully expending and the requirements of autonomous navigation
and time delay are given priority. In the two cases, two node satellites selection strategies
are proposed. By analyzing the ground resource usage of the two strategies, the optimal
deployment plan of the ground resources is obtained. The results of this paper have
certain reference significance for the subsequent route scheduling, and provides effective
assistant decision for the optimization of the network scheme and satellites management
next. With the continuous expansion of other services such as high-speed and low-speed
data transmission of GNSS constellation and the continuous improvement of service
quality, how to optimize link scheduling further based on the two strategies proposed in
this paper is the key point to be followed.
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Abstract. In this paper, we focus on the satellite occurrence probability in the
earth station’s visual field for mega-constellation systems. Based on the config-
uration of Walker constellation, we deduce the geometric relationship between
the satellite phase interval and the line-of-sight angle of earth station at different
elevation angles, and then analyze the law between constellation scale and line-
of-sight angle of adjacent satellites. According to the given line-of-sight angle,
the visual field of earth station is divided into several regions, and the satellite
occurrence probability in each region can be derived. The analysis indicates that,
with the expansion of the constellation scale, satellite occurrence probability in
each region increases and approaches to 1. Based on the above analysis, we pro-
pose an access and handover scheme suitable for mega-constellation systems. It
is assumed that the earth station is equipped with a wide shaped beam, which is
pointing to a certain fixed region. There is always a visible satellite in the beam,
through which the earth station connects to the constellation system and it can
avoid the calculation burden of extrapolating a large number of satellite orbits.
Simulation results demonstrate that the variations of space-earth link distance,
radial velocity and elevation angle are extremely slight. Therefore, our proposed
scheme can be well applied in the mega-constellation with frequent handovers,
which can reduce the overhead of time and frequency calibration.

Keywords: Mega-constellation · Occurrence probability · Access and handover
scheme · Interference avoidance

1 Introduction

During the operation of the constellation system, the earth stationmay be in the coverage
of multiple satellites at the same time. Access and handover scheme directly affect the
performance of the constellation system [1, 2]. Traditional schemes include distance-
prioritized, coverage time prioritized [3], load-balancing [4], average weighted [5], etc.
The earth station has to build ephemeris and extrapolate the positions of all satellites

This work is supported by theNational Nature Science Foundation of China (Grant No. 91738101)
and ShanghaiMunicipal Science and TechnologyMajor Project (Grant No. 2018SHZDZX04) and
BNRist (Grant No. 20031887521).

© Springer Nature Singapore Pte Ltd. 2020
Q. Yu (Ed.): SINC 2019, CCIS 1169, pp. 207–220, 2020.
https://doi.org/10.1007/978-981-15-3442-3_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-3442-3_17&domain=pdf
https://doi.org/10.1007/978-981-15-3442-3_17


208 Z. Lin et al.

at every moment in the implementation of the above scheme, which is suitable for
the situation where the overlap of the satellite is rare (2-4 overlaps) and the number
of satellites is small. At present, the growing number of mega-constellation plans are
proposed: OneWeb plans to launch 1980 satellites [6] and Boeing has announced the
deployment of 2946 satellites in v-band and c-band [7]. Meanwhile, Samsung plans to
launch 4600 satellites in the future [8] and Space X will deploy 11943 low-Earth orbit
(LEO) satellites [9]. These mega-constellations have far more satellites than traditional
constellations, and the earth stations can be covered by dozens or even hundreds of
satellites. If the earth station adopts the traditional schemes and extrapolates the satellite
orbits, it will lead to a large amount of computation and high computational complexity.
In addition, ultra-high coverage overlaps will lead to frequent handover, resulting in a lot
of overhead such as communication protocol, timing and frequency adjustment, which
will seriously reduce the working efficiency of the satellite system.

With the advent of the era of 5Gand Internet of things (IoT), the scale ofCell ofOrigin
is shrinking. The access of massive data is bound to bring frequent handovers, and the
ground communication network often improves the handover efficiency by simplifying
communication protocol. Pure ALOHA protocol is a simple communication protocol
[10] that sends data whenever the user has it, but it is prone to data conflicts, so the
throughput is low. Slotted ALOHA is an improvement of pure ALOHA protocol [11],
which only sends data at the beginning of the time slot and improves system throughput.
Azari A et al. proposed Grant Free, a communication protocol for short packets. By
removing synchronization/reservation requirements, multiple copies of packet are sent
at the transmitter side and more complex signal processing at the receiver side [12],
so as to achieve the purpose of reducing the cost of communication. In the traditional
constellation system, due to the large spatio-temporal variation of the space-earth link,
the communication link can only be established by calibrating time and frequency for
each handover, so the handover procedure cannot be simplified by referring to the ground
protocol.

As the scale of the constellation increases, the number of satellites in the visible
field of the earth stations increases from several to dozens or even hundreds, the satellite
density enhanced, and the probability of satellites occurrence in various points in the
visible field increases correspondingly. Based on themega-constellation scene, this paper
establishes the geometric model of the relative position among earth station, satellite and
earth center, and deduces the relationship among the elevation of earth station, the line-
of-sight angle of adjacent satellites and the satellite phase interval. The results show that
the probability of satellite occurrence with low elevation is higher than that with high
elevation. With the expansion of constellation scale, the probability with various points
in the visible field of earth station will approach to 1.

Based on the above derivation, we propose an access and handover scheme for mega-
constellation. It is assumed that the shaped-beam of the earth station is wide, and the
visible field of the earth station is divided into regions, so that the beam points to a certain
fixed region.When the scale of the constellation is large enough, there is always a visible
satellite in the beam, through which the earth station is connected to the constellation
system. In Walker constellation, we simulate the occurrence probability of the divided
regions in the visible field and verify the correctness of the model. The simulation results
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about radial velocity, elevation and the distance between the satellite and the earth station
preliminarily show the feasibility of the scheme proposed in this paper.

Mega-constellations also need to consider the co-frequency problem. Currently, the
most common methods to avoid interference are adjusting transmit power and setting
the isolation angle. The latter means that the angle between different beam directions
is greater than a certain value. In practice, the method of setting the isolation angle
is more suitable [13–16]. According to the scheme proposed in this paper, the beam
pointing of the earth station remains unchanged, while the direction of the space-earth
link remains fixed. By coordinating the beam direction with the adjacent earth stations,
the co-frequency interference can be avoided.

2 Scenario and System Model

2.1 Configuration and Principle of Walker Constellation

In the 1970s, British Walker and American Ballard proposed the concept of the Walker
constellation. It is adopted by many constellations because of its good global coverage
and latitude coverage [17, 18].

Walker constellation is described by three parameters: T/P/F , T represents the
total number of constellation satellites, P represents the number of orbital planes, and
F is the phase factor, which determines the initial phase difference �ω f = 2π · F/T
of adjacent satellites in adjacent orbits. Generally, combined with the orbital altitude h
and inclination i , the positions of all satellites in Walker constellation can be completely
determined [18].

With the expansion of constellation scale, the earth stations covered overlaps by
satellites increases. The beam angle of earth station of LEO satellite constellation is
large, typically 15–20°. The relationship among the elevation of the earth station, the
line-of-sight angle of the adjacent satellites and the satellite phase interval in Walker
constellation is derived below.

1α
2α

1 2α α−

Satellite 1

Satellite 2

1E2E

Geocenter 

Horizon

Earth 
station

eR

eR h+

Sub-satellite
point

E

Fig. 1. Relationship among the elevation, the satellite phase interval and the line-of-sight angle
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As is shown in Fig. 1, E1 and E2 are the elevation of satellite 1 and satellite 2
respectively, and α1 and α2 are the geocentric angle, and h is the orbital altitude, and Re

is the earth radius.
The relationship between the elevation and the geocentric angle is known from [18]:

α1 = arccos[ Re

h + Re
cos E1] − E1 (1)

α2 = arccos[ Re

h + Re
cos E2] − E2 (2)

According to the geometric relations in Fig. 1:

E2 − E1 = E (3)

α1 − α2 = ϕ (4)

where E is the line-of-sight angle of the earth station, ϕ = 2π/(T/P) is the satellite
phase interval on the same orbital plane. The following formulas can be obtained from
(1), (2), (3) and (4):

ϕ = arccos[ Re

h + Re
cos E1]

− arccos[ Re

h + Re
cos(E + E1)] + E (5)

E = arctan[ (h + Re) cos(α1 − ϕ) − Re

(h + Re) sin(α1 − ϕ)
]

− arctan[ (h + Re) cosα1 − Re

(h + Re) sin α1
] (6)

(5) and (6) are the relationship between E1, ϕ and E . When E and E1 are given, the
satellite phase interval can be determined. When the beam angle of the earth station β

satisfies the condition:

β > E (7)

there must be a visible satellite in beam range.
The partial derivative of Eq. (5) to E1:

∂ϕ

∂E1
= Re · sinE1

(Re + h) · √
1 − R2

e · cos2E1/(Re + h)2

− Re · sin(E1 + E)

(Re + h) · √
1 − R2

e · cos2(E1 + E)/(Re + h)2
(8)

When E1 ∈ [θ, π
2 − E

2 ], ∂ϕ
∂E1

< 0, in which θ is the minimum elevation of the
earth station. With the increase of E1, ϕ decreases (the satellite number in same orbit
increases), and the magnitude of the decrease slows down gradually.
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The results indicate that when the satellite number is constant and elevation is low,
the probability of satellite occurring in the beam is greater.With the increase of elevation,
the probability of satellite occurrence decreases, and the decrease rate slows down. As
the constellation scale continues to increase, the probability of satellite occurrence will
continue to increase and eventually approach to 1.

2.2 Access and Handover Scheme

Based on the above results, this paper proposes an access and handover scheme for
mega-constellation system. We consider a Walker constellation, the visible field of the
earth station is divided into several regions. According to the given center interval, we
calculate the probability of satellite occurrence in each divided region. As the scale of
the constellation expands, the probability of satellite occurrence in various regions will
increase continuously and approach to 1 gradually. It is assumed that the earth station’s
shaped-beam is wide, when the conditions of communication are met, the beam can be
directed to a region with a high probability of occurrence and keep pointing to the fixed
direction. Since there is always at least one satellite in the beam, the earth station can
access the constellation system through that satellite.

Inter-satellite handover is required when the access satellite is about to leave the
pointing region.We assume that there are inter-satellite links between adjacent satellites.
The data of the satellite, which is about to be moved out of the region, can be transmitted
to other satellites in the same region via the inter-satellite link. The beam of the earth
station is still pointing to this region (or fine-tuned) and accesses the new satellite to
continue communication.

When multiple earth stations are densely distributed, they can be coordinated with
each other or be uniformly scheduled by the satellite control center, so that the beams
of the earth stations always point to different regions, which have similar probabilities,
to achieve spatial separation and avoid co-frequency interference (Fig. 2).

Earth station

Regional 
center

Minimum 
elevation

Center 
interval

Regional 
center

Regional 
center

Center 
interval

Satellite

Fig. 2. The division regions of the earth station’s visible field
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3 Occurrence Probability Calculation Method

Based on the Walker constellation, this section discusses the calculation method of
satellite occurrence probability. In this section, we already know: the period of satellite
and the specific position at each moment, the location information of earth stations and
the minimum elevation, the regional center interval.

Under the above assumptions, we calculate the probability of satellite occurrence in
each partition region. It should be noted that each earth station has the same method, we
only provide themethod to calculate the probability in the division regions by calculating
a certain earth station ui (i = 1, 2, · · · ,U , where U is the total number of the earth
station).

3.1 Calculate the Positions of the Visible Satellites

The satellite position at the initial moment, total satellite number S and satellite period
T can be obtained through the built-in ephemeris of the earth station. We assume that s
is time step and take M periods to calculate, k = M · T/s is the number of moments of
M periods, and extrapolate the position of the satellite at k moments by using the initial
orbital conditions.

For each moment, we judge whether satellite s j ( j = 1, 2, · · · , S) is visible to the
ui within the minimum elevation θ . The formula is as follows:

arccos

⎛

⎝
�Pui · �Pui s j∣∣∣ �Pui

∣∣∣
∣∣∣ �Pui s j

∣∣∣

⎞

⎠ < θ (9)

where �Pui is the vector pointing from the origin to ui and �Pui s j is the vector of ui pointing
to satellite s j (Fig. 3).
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Fig. 3. ENU coordinate system and elevation
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When the satellite is in the visible field of the earth station, we calculate azimuth and

elevation of visible satellite s j relative to ui . We transform �Pui s j to a new vector
−→
P ′

ui s j
in the East-North-Up (ENU) coordinate system with the ui as the origin. The elevation

can be obtained by calculating the complementary angle of the angle between
−→
P ′

ui s j and
the U-axis; the azimuth can be obtained by calculating the angle between the projection

of
−→
P ′

ui s j on the EON plane and the E-axis.
Through iterative computation, we get the elevation Es,n×k and azimuth As,n×k of

the visual satellite at k moments, where n is the maximum number of visible satellites.

3.2 Division Region of Visual FieldB

We assume that γ is the central interval of each region. The visible field is divided by the
direction of the U-axis, i.e., the elevation of the earth station is 90°. The regional center
is projected in the two-dimensional rectangular coordinate system plane (as shown in
Fig. 4), where the X-axis direction is east, the Y-axis direction is north, and the origin is
directly above the earth station.

Azimuth 0°
30°

60°

90°
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180°

210°

240°
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330°

γ

Regional
center

Fig. 4. Plane of visual field division region

We calculate the angle of the regional center, origin and X-axis, and obtain the
azimuth AN1×1 of the regional center, in which N1 is the total number of regions. We
get the elevation EN1×1 by calculating the distance between the regional center and the
origin.

Taking the value greater than the minimum elevation θ in EN1×1, and take the corre-
sponding value in AN1×1 to get the azimuth AN×1 and the elevation EN×1 in the center
of regions, in which N is the number of regions in the visible field.
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3.3 Probability of Satellite Occurrence in the Divided Region

Through the above method, we get the elevation Es,n×k and the azimuth As,n×k of the
visual satellite relative to the earth station ui at k moments, and the AN×1 and EN×1 of
the divided region center. In which the azimuth ranges from 0° to 360° and the elevation
from θ to 90°.

We get the distance between two points according to the cosine formula:

d =
((π

2
− ei

)2 +
(π

2
− es, j,t

)2

−2 ·
(π

2
− ei

)
·
(π

2
− es, j,t

)
· cos(ai − as, j,t

)) 1
2

(10)

in which ai ∈ A, ei ∈ E(i = 1, 2, . . . , N ), as, j,t ∈ As , es, j,t ∈ Es , where as, j,t
represents the azimuth of the j th visible satellite at time t , es jt represents the elevation
of the j th visible satellite at time t . We judge which region center is the closest to the
j th satellite at the current moment, then the j th satellite is in this region.

Recording whether satellites appear in each region at k moments, and obtain a matrix
LN×k . Further, we can get the average probability of satellite occurrence in each region
as:

PN×1 =

k∑

j=1
li, j

k
(11)

Where li, j (i = 1, 2, . . . , N , j = 1, 2, . . . , k) is the value in LN×k .

4 Simulation and Analyses

In this section,wewill give the simulation results and analyze the lawof occurrence prob-
ability and the feasibility of the access and handover scheme. The simulation parameters
are as follows. The constellation scale is increased by the number of orbital satellites
as twice the number of orbital planes, and 10 satellites are added each time; the visible
field is divided according to the triangle arrangement (Table 1).

Table 1. Simulation parameter

Parameter Value

Orbital altitude h 770 km

Orbital inclination i 88◦

Number of satellites S 200, 450,…, 11250

Number of orbital planes P 10, 15,…, 75

Phase factor F 1

Simulation period M 5

(continued)
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Table 1. (continued)

Parameter Value

Comparison period number m 5

Earth station longitude Lon 116.388◦

Earth station latitude Lat 39.9289◦

Regional center interval γ 20◦

Minimum elevation θ 15◦

Time step s 2 s

Satellite period T 6014 s

Number of regions N 53

The simulation evaluation index is variance, the calculation formula of average
variance is:

σave =

m∑

i=1

(
Pave,N×1 − Pi,N×1

)2

m
(12)

where Pave,N×1 is the average probability of satellite occurrence calculated within the
M period, and each row represents the average probability of satellite occurrence in each
region, Pi,N×1 is the average occurrence probability of the i th computing period, m is
the number of comparison period (Fig. 5).

Fig. 5. Average variance and average satellite occurrence probability increase with constellation
number



216 Z. Lin et al.

The simulation results show that, as the number of satellites gradually increases,
the average probability of satellites occurrence in the divided region tends to 1, i.e.,
there are satellites in every region at any moment. When the number of satellites is
small, the average probability of occurrence is slightly higher than 0, which indicates
that the probability in each divided region is very low. As the number of satellites
increases, the average probability of occurrence increases gradually, and the fluctuation
of satellite occurrence probability increases in each region.When the average probability
of occurrence is close to 1, the variance decreases gradually, indicating that the satellites
in every divided region tend to be constant. For earth station, satellites will continue to
appear in the divided region, the beam of the earth station can point to a certain region
continuously, or fine-tune the direction in this region, and access satellites in this region.

It can be seen from Fig. 6 that the maximum probability of occurrence approaches
to 1 when the total number of satellites reaches 3,200 satellites, and the minimum
probability of occurrence is about 0.28. The relative relationship between the probability
of occurrence at this moment and the location of the regional centers are shown in Fig. 7:

Fig. 6. Average/maximum/minimum occurrence probability as the number of constellations
increases

As shown in Fig. 7, the position of the circle represents the regional centers, the polar
angle 0° is north, and the length of the polar axis represents the elevation. The coordinate
center is directly above the earth station, i.e., the elevation is 90°. From Fig. 7, we can see
that the minimum probability of satellites occurrence is above the earth station. As the
divided regions expand to the periphery, the probability of satellite occurrence gradually
increases, which is the conclusion derived from Sect. 2. The probability of occurrence
in the north is higher than that in the south because the Walker constellation is more
densely distributed at the poles and sparsely distributed toward the equator. Through
Eq. (5), in this configuration, when the occurrence probability of the minimum elevation
is 1, the number of satellites per orbit is 48, which corresponds to the simulation results.
The line-of-sight angle can be obtained by Eq. (6). It is known from (7) that, at this
elevation, if the beam angle is larger than the line-of-sight angle, at least one satellite
can be seen within the range of the beam angle.
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Fig. 7. Relationship between the average occurrence probability of 3200 satellites and the regional
centers

During the satellite handover process, the earth station antenna needs to rotate direc-
tion to re-align a new satellite, hence the earth station will be unable to communicate for
a period of time. We assume that under the shortest access scheme, the antenna needs
to rotate for an average of 100 s to re-align a satellite, while 150 s under the longest
access time scheme. Figure 8 shows the ratio of the communication duration to the total
duration. It can be seen from Fig. 8 that other access schemes may not be able to com-
municate for a relatively fixed period of time. However, the access time of the scheme
proposed in this paper will gradually increase with the expansion of constellation scale.
In other words, in mega-constellation scenarios, our scheme can ensure the continuity
of communication without communication interruption caused by handover.

Fig. 8. Communication duration ratio of different access schemes
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Under three constellation scale of 200, 3200 and 11250, we calculate the radial
velocity, distance and elevation of the satellite relative to a certain earth station during
the period from earth station access satellite to handover satellite. We take the maximum
value and minimum value of these three parameters respectively, subtract the minimum
value from the maximum value, and calculate the average value of 30 times to get the
following results (Table 2).

Table 2. Radial velocity, distance, elevation of different constellations

Satellite number Parameter Value

200 Radial velocity 2.32 km/s

Distance 444.37 km

Elevation 28.07°

3200 Radial velocity 1.48 km/s

Distance 41.85 km

Elevation 13.17°

11250 Radial velocity 0.86 km/s

Distance 12.0 km

Elevation 7.44°
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Fig. 9. Radial velocity, distance, elevation of different constellations

It can be seen from Fig. 9 that as the number of constellation satellites increases,
the three parameters variation of the satellite decreases. The elevation, space-earth link
distance, radial velocity correspond to channel quality, link loss and Doppler frequency
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offset respectively. These communication indicators hardly change when the constella-
tion scale is large enough. At this point, if the access and handover scheme proposed
in this paper is adopted, and the handover procedure is simplified by referring to the
groundprotocol, the overhead such as time and frequency calibration during the handover
procedure can be omitted.

5 Conclusions

In this paper, we study the probability of satellite occurrence in the visual field of mega-
constellation system. The analysis indicates that with the expansion of constellation
scale, the probability of satellite occurrence in each region of the visible field will
increase continuously and approach to 1. Based on the above conclusions, we propose
an access and handover scheme suitable for mega-constellation systems. The simulation
result shows the feasibility of this scheme and indicates that it is suitable for mega-
constellations with frequent handover.

This scheme also considers the problemof co- frequency interference.Whenmultiple
earth stations are densely distributed, they can be coordinated with each other, so that the
beamsof earth stations always point to different regions,which have similar probabilities,
to achieve spatial separation and avoid co-frequency interference.
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Abstract. In this paper, we propose a distributed cooperative sensing
strategy for multi-satellites based on coalition formation games. To reduce
the complexity, we introduce adjunct utility function to achieve steady-
state coalition. The simulation results show that the merger-division-
adjust (MDA) algorithm proposed in this paper can reduce the proba-
bility of missed detection compared with the non-cooperative algorithm.
Compared with merger and division (MD) algorithm, MDA algorithm can
reduce the probability of false alarm, indicating that the proposed strategy
has better spectrum sensing performance and more suitable for satellites.

Keywords: LEO network · Multi-satellite coordination · Spectrum
sensing · Coalition formation games

1 Introduction

Satellite communications [1] is playing more and more significant role in the
future information transmission, which is an important supplement to ground 5G
network. Among different types of satellite network, Low Earth Orbit (LEO) net-
work provides global communication with short end-to-end delays, small trans-
mission loss, low power dissipation. Moreover, the constellation composed of
several LEO satellites can achieve seamless coverage of the whole world (includ-
ing two poles). Thus, LEO satellite constellation networks are expect to play
a significant role in the future satellite communications. Some companies have
proposed large-scale constellation systems composed of hundreds or thousands
of LEO satellites, such as SpaceX and OneWeb [2]. However, as continuously
increasing demand for broadcast, multimedia and interactive services, the use-
able satellite spectrum is becoming scarce. It is extremely urgent to improve the
spectrum utilization in satellite communications.
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For efficiently exploiting these spectrum holes, cognitive radio has been pro-
posed as a promising technology to enhance the efficiency of spectrum and make
full use of available spectrum resources [3–5]. Cooperative spectrum sensing, as
one of the key techniques of CR, has been paid more attention, especially in
the field of satellite communication. A novel protocol focused on the problem of
hidden incumbent during network entry and handover for satellite based on cog-
nitive radio is proposed in [6]. Spectrum sensing algorithms in cognitive satellite
networks are summarized, especially the implementation of spectrum sensing
technique are introduced in [7]. The author in [8] studies an optimal transmis-
sion control method in cognitive wireless network for satellite networks. And it
can be concluded that the spectrum efficiency can been obviously improved with
the CR techniques in satellite communication [9].

Most of existed works are based on non-fading channel [10]. However, when
the ground frequency equipment is located in the urban areas or the elevation
is small, the shadow fading is more serious, and the sensing performance based
on this channel can not meet the actual needs. In [11], the author analyses the
performance of spectrum sensing system in Rician fading channel and Nakagami
channel. The LOO fading model is studied in [12], which can be very close to the
satellite-to-ground propagation environment, but it hard to be calculated. In [13],
author propose a new shadowed Rice model for land mobile satellite channels,
which provides a similar fit to the experimental data as the well-accepted Loos
model but with significantly less computational burden.

The rest of this paper is organized as follows. Section 2 presents the system
model for Shadowed-Rician fading channel. In Sect. 3, the proposed coalitional
game approach is described. Simulation results are given in Sect. 4. Finally, we
conclude the paper in Sect. 5.

2 System Model

In this paper, we consider a cognitive radio network for satellite communications
with one primary user and N satellites as secondary users, as shown in Fig. 1
The satellites adopt energy detectors, which is one of the main practical signal
detectors in cognitive radio networks.

2.1 Local Sensing

Each satellite performs spectrum sensing independently, the average probability
of false alarm probability (P i

f ) is still the same as that under the non-fading
channel due to P i

f is independent of signal-to-noise ratio (SNR), given by:

P i
f = Pf = Pr(λ|H0) =

Γ (u, λ
2 )

Γ (u)
(1)

Where Γ (u, λ
2 ) refers to incomplete gamma function.
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Fig. 1. Illustrative of distributed cooperative sensing model for satellite communica-
tions

And the average probability of detection (P i
d) of satellite i with the energy

detector, can be obtained by averaging over fading statistics,

P i
d =

∫
γi

P i
d f(γi) dγi =

∫
γi

Qu(
√

2γi,
√

λi) f(γi) dγi (2)

Where λi is detection threshold for the satellite i, Qu(u, v) represents the
Marcum-Q function.

In this paper, satellite channel is as Shadowed-Rician fading channel. The
probability distribution function (PDF) of power channel gain |hi(t)|2 under the
aforementioned fading model is given by :

f|hi|2(x) = αie
−βix

1F1(mi; 1; δix), x ≥ 0 (3)

where αi = (2bim/2bim + Ω)m/2bi, δi = Ω/((2bim + Ω)2bi), βi = 1/2bi, the
parameter Ω represents the average power of the LOS component, 2bi is the
average power of the scatter component, and m is the Nakagami parameter
ranging from 0 to ∞. For m = 0, the envelope of |hi(t)|2 obeys the Rayleigh
distribution, which is associated to urban region with complete obstruction of
the line-of-sight (LOS). While for m = ∞, it follows the Rician distribution,
which is associated to open region with no obstruction of the LOS. Furthermore,
1F1(mi; 1; δix) is the confluent hypergeometric function.

Given γ is the SNR and γs = |hi|2γ, the PDF of γi can be shown as:

fγi
(x) =

1
γ

× f|hi|2(
x

γ
) =

αi

γ
exp(−βi

γ
x)1F1(mi; 1;

δix

γ
), x ≥ 0 (4)
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Hence, the closed-form formula for Pd under Shadowed-Rician fading chan-
nel can be obtained (after some manipulation) by substituting f(γi) into Eq. 2,
yielding:

P i
d =

1
2γbi

(
2bim

2bim + Ω
)m ×

∞∑
n=0

{
(m)nΩn

(1)nn!(2γbi)n(2bim + Ω)n

×
[
Γ (n + 1)(2biγ)n+1 − exp(−λ

2
)

×
∞∑

j=u

[
λjΓ (n + 1)2n+1−j(biγ)n+1−j

(2biγ + 1)n+1Γ (j + 1)

× 1F1

(
n + 1; j + 1;

2λbiγ

4biγ + 2

)]]}

(5)

Where (m)n = Γ (m + n)/Γ (m) is an incremental factorial whose length is n.
Moreover, an important metric is the probability of missing the detection of the
PU, defined as:

P i
m = 1 − P i

d (6)

2.2 Data Fusing

We assume that satellites have inter-satellite links and can exchange informa-
tion with each other. Within each coalition S ⊆ N , a satellite designated as
coalition leader collects which can fuse all available decision information to infer
the absence or presence of the PU. For combining the sensing bits and mak-
ing the final detection decision, the coalition leader uses the decision fusion
OR-rule. Hence, the miss and false alarm probabilities for a coalition S, respec-
tively, given by:

Qi
m =

∏
i∈Ψ

[P i
m(1 − P i,k

e ) + (1 − P i
m)P i,k

e ] (7)

Qi
f = 1 −

∏
i∈Ψ

[(1 − P i
f )(1 − P i,k

e ) + P i
fP i,k

e ] (8)

where P i,k
e is the probability of error due to fading on the reporting channel

between the satellite i of coalition S and the coalition leader k. Without loss of
generality, we assumed binary phase-shift-keying modulation, and the average
probability of reporting error between satellites shown as,

P i,k
e =

1
2
erfc

(√
Eb

N0

)
(9)
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Where P i,k
e is a complementary error function, Eb

N0
is expressed as the ratio

of signal energy per bit to noise power, which can be obtained from the carrier-
to-noise ratio, is given by:

P i,k
e =

1
2
erfc

(√
Bn

Rb

C

N

)
=

1
2
erfc

(√
Bn

Rb

PtGtGr

kTsBnLfLa

)
(10)

Where Rb represent baud rate of signal, Pt represents the transmit power, Gt

and Gr represents the gain of antenna, Lf represents the free space propagation
loss, La represents other losses, Ts represents the equivalent noise temperature
of the receiver, Bn represents the transponder bandwidth, and k is Boltzmann
constant.

3 Collaborative Spectrum Sensing as Coalitional Game

3.1 Problem Formulation

The main purpose of satellite spectrum sensing is to find spectrum holes, as
well as obtain frequency information in time domain, frequency domain, energy
and so on. Therefore, the objective of optimization is to obtain the best sensing
performance, which means to minimize the total error rate. Strictly speaking,
the total rate of a satellite define as P1P

i
m + (1 − P1)P i

f , where P1 represents
the probability that PU is occupying the spectrum. For conciseness, we assume
P1 = 1/2, and thus, the total error rate is given by (P i

m + P i
f )/2. However,

it should be clear from Eqs. 7 and 8, as the number of cooperative satellites
increases, the probability of false alarms increases while the probability of missed
detection decreases. This tradeoff impact on the total error rate, and thus, our
optimal objective is to characterize the network structure that will form when the
satellites collaborate while accounting for this tradeoff. Moreover, we consider
the average sensing performance of all satellites in the network while maintaining
the probability of false alarm below a certain threshold. By omitting the factor,
we have the following optimization problem:

min
T∈B

ΣΨ∈T (Qi
m + Qi

f )Ψ

N
, s.t.Qi

f ≤ α (11)

3.2 Coalitional Utility Function

Apparently, the number of possible coalition structures (partitions) is exponen-
tially grows with N, problem 11 that the optimal coalition structure is intractable
in the general case. Therefore, we consider suboptimal solution with distributed
algorithm for satellites. To simplify the problem, we refer to coalitional game
theory for spectrum sensing among the satellites, which makes the satellites can
make autonomous decisions to join a coalition, and form the suitable coalitional
structure.
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By defining a coalition as a set of satellites sensing the same PU, we model
the coalitional game as a nontransferable utility (NTU), and the function of the
value, which quantifies the worth of a coalition in a game, is define as follows:

U(Si) = 1 − (Qi
m + Qi

f ) (12)

The main purpose of coalitional game is to reduce the total error rate as
much as possible through multi-satellites collaborative sensing. Hence, by pro-
posed this algorithm, the satellite will continue to play with other satellites to
improve the perceived performance, and continuously join or leave the alliance.
This will increase the complexity of on-board processing and increase the bur-
den of satellite processing. However, considering the satellite as a resource and
energy-constrained platform, the on-board processing capability cannot be too
complicated. As the fact of that, we set a desire detection value ε, once a coali-
tion achieves the probability of miss ε, it will have no incentive to pursue the
coalition formation. Hence, this can reduce the complexity of the algorithm and
the overhead of the satellite while satisfying the spectrum sensing requirements.
Therefore, we introduction adjunct utility function V (Si) as follows:

V (Si) =

{
1, if Qi

m < ε

0, otherwise
(13)

3.3 Coalitional Game Formulation

We propose an algorithm that consists of three stages: (1) initial state, (2)
coalition formation, (3) coalition sensing. In the initial state, all satellites are
partitioned Υ = {Υ1, Υ2, · · · , Υk}. To ensure perceived fairness, the number of
satellites in each initial alliance is as equal as possible. Then every satellite per-
forms local spectrum sensing, and exchanges information to partners through the
inter-satellite link. The satellite with the lowest probability of missed detection is
the leader of the coalition and calculates the utility value of the current alliance.
Followed an adjust operation is applied to the coalition in the network. In this
way, the initial coalitions {Υ1, Υ2, · · · , Υk} be divided into two collections, one is
the set W0 with steady-state coalitions, and the other set L0 is the remaining
satellites.

In the coalition formation state, the satellite in L0 selects the nearest coalition
to perform the merge and split operation. If a satellite can improve its individual
utility without decreasing the others utilities, it will decide to merge. Nonetheless
to see, whenever a coalition forms by merge (or by split), it is subject to an adjust
operation. Repeat this process and iterate until the coalition utility no longer
grows. Consequently, similar to the initial coalition Υ , the set L0 also be divided
into two collections, one is the set Wf with steady-state coalitions, and the other
set Lf is the remaining satellites.

From this definition, it follows that, when a coalition satisfies the probabil-
ity of miss ε, it is no longer to pursue the coalition formation, which means a
significant reduction in computation overhead.
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In coalition sensing state, satellites that belong to the same coalition will report
their local sensing bits to the leader of the coalitions through the inter-satellite link.
The leader of the coalition will fuse the received information according to OR-rule
and make the final decision on the presence or absence of the PU.

4 Simulation Results and Analysis

Our research is the multi-satellites cooperative sensing, which focuses on the
performance analysis of the coalitional formation games algorithm. Therefore,
for the simulations, we consider a network that 9 satellites are distributed in the
area of 33 km, and the PU is 106 m to the satellite. The transmit power is set to
100 mw, noise power σ2

s = −90 dBm, the fading channel parameters are set as
(b,m,Ω) = (0.126, 10.1, 0.835). In addition, the threshold of the adjunct utility
function is set ε = 0.05. We simulate the multi-satellite cooperative sensing based
on two algorithms. The first only contains the merge and split operation (MD),
and the other is proposed in this paper, compared with the MD algorithm, add
the adjustment operation.

Fig. 2. Snapshot of the coalition structure for N = 9 satellites.

In Fig. 2, we show a snapshot of the coalitional structure resulting from both
MD (in dashed line) and MDA (solid line) algorithms for N = 9 satellites, Pf =
0.0128, and a miss detection probability Qi

m = 0.05% for MDA. The simulation
shows that both strategies can form collaborative coalitions. According to the
MDA, the satellites {3, 4, 5} will not participate in the coalition formation
process. However, for the satellite {8}, in MD strategy, there is no coalition with
other satellites, while in the MDA algorithm, the satellite form a coalition with
the satellites {6, 9}. Finally, we note that for both MD and MDA, coalition
{1, 2} forms, and this coalition is unable to find any suitable partners that can
help it improve its utility further in MD or meet the target detection threshold
in MDA. Therefore, we can conclude that compared with the MD strategy, the
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MDA strategy proposed can adjust the coalition formation process based on the
perceived task, which is more flexible and efficient.

Figures 3 and 4 show, respectively, the average probabilities of miss and the
average false alarm probabilities achieved per satellite for different network sizes.
In Fig. 3, we show that, both algorithms outperform the local spectrum sensing,
and their miss probability reduce with the network size. The gap between MD
and MDA is not obviously, indicating the performance of the two algorithms is
similar. In Fig. 4, the false alarm probability in non-cooperative case does not
change with the network size increasing, and outperforms the both two algo-
rithm. Moreover, the false alarm probability in the MDA algorithm outperforms
the MD algorithm in all cases, and the gap between them increase with the
network size. When the network is sparse, both algorithm has similar perfor-
mance. While, when the network is dense, the false alarm probability is reduced
from 0.155 to 0.105, which is 67%. The reason is that according MDA, when

Fig. 3. Average probability of miss versus number of satellites (N).

Fig. 4. Average false alarm probability versus number of satellites (N).
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a coalition satisfies the probability of miss, the satellite is no longer to pursue
the coalition formation, thus reducing the inter-satellite communication, and the
false alarm probability is also reduced.

5 Conclusion

This paper has proposed a distributed cooperative sensing algorithm for multi-
satellite based on coalition formation games. We introduce adjunct utility func-
tion to reduce the complexity of algorithm. The simulation results show that
the MDA algorithm proposed in this paper can reduce the probability of missed
detection compared with the non-cooperative algorithm. Compared with MD
algorithm, MDA algorithm can reduce the probability of false alarm, indicating
that the proposed strategy has better spectrum sensing performance and more
suitable for satellite environment.
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Abstract. The wireless transmissions of the satellite communications system are
vulnerable to the interferences. In realistic systems, the satellite communications
system faces three kinds of interference scenarios. Built upon the analysis on
the possibly occurred three interference scenarios, we propose interference avoid-
ance oriented cognitive satellite communications architecture such that the reliable
communications can be guaranteed under the spectrum resource contentions and
complex electromagnetic environments. Following the developed architecture, we
further analyze the corresponding interference avoidance approaches. The work
conducted in this paper could support the construction and development of future
cognitive satellite communications systems.
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1 Introduction

Satellite communication system an irreplaceable role in the communication support-
ing system due to its good characteristics such as wide coverage, good transmission
quality, rapid deployment, convenient networking. Meanwhile, the investment for com-
munication system is almost independent of communication distance, and the target
destinations of satellite communication are almost not limited by the conditions of geo-
graphical environment. With the explosive growth in data communication services and
the unceasing application of various wireless communication modes, the terrestrial and
space-based spectrum resources are becoming increasingly crowded and competing,
which aggravates the deterioration of the electromagnetic environment of the space-
based information transmission. To make full use of the limited spectrum resources and
ensure the reliable communication of the satellite communication system in the complex
electromagnetic environment of spectrum competition and congestion, lots of domestic
and overseas scholars are integrating the concept of cognitive radio into the satellite
communication system. Cognitive radio (CR) technology, which was first proposed by
Dr. JosephMitola based on software defined radio (SDR) in 1999, is a new technology to
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improve the utilization efficiency of wireless spectrum resources. It allows unauthorized
users to dynamically access idle spectrum so that the spectrum utilization can be effec-
tively improved. There are four major parts that constitute CR technology, i.e., spectrum
sensing, spectrum analysis, spectrum decision and spectrum handoff [1, 2]. Based on
the CR technology oriented for satellite communication, we can design the so called
satellite communication system based on cognitive radio, which is briefly called cog-
nitive satellite communication system. Many domestic and foreign scholars as well as
industrial institutions are trying to find and define the model of cognitive satellite com-
munication system. In 2010, S. Kandeepan et al. [3] introduced the concept that satellite
terrestrial cognitive radio can dynamically access the spectrum of terrestrial system in
hybrid satellite terrestrial system, and proposed the innovative application of cogni-
tive radio satellite, which is called cognitive satellite terrestrial radio. The project team
CoRaSat (cognitive radio for satellite communications) supported by ETSI (European
Telecommunications Standards Institute) has been launched to study the satellite com-
munication technology equipped with cognitive functions. In the project of CoRaSat,
the satellite communication with cognitive function are allowed to use the idle licensed
spectrum of authorized satellite for communication on the premise of not interfering
with the normal work of the authorized satellite users, so as to make full use of the
limited spectrum resources [4]. The establishment of the CoRaSat project team marks
that the design of cognitive satellite communication system architecture is becoming the
focus of researches all over the world, which means that the standardization related to
the top-level design of the cognitive satellite communication system has started. In 2014,
ETSI developed the standard on the applications of cognitive radio in satellite communi-
cation, known as Cognitive Radio Techniques for Satellite Communications Operating
in Ka Band (ETSI TR 103 263 v1.1.1), and three most advantageous cognitive satellite
communication scenarios were recognized based on the practice of the CoRaSat and
extensive market analysis. Although CR technology in satellite communication system
has not been widely studied, some research institutions and universities have already
carried out exploratory researches. Shanghai Institute of Microsystem and Information
Technology (SIMIT) has studied the feasibility and implementation conditions of CR
technology in the field of satellite communication. Researchers from SIMIT are devoted
to the research of low orbit satellite communication system, and have conducted thor-
ough analysis on the state of the art and application prospect of CR key technologies
in satellite communication network according to the characteristics and demands of
satellite system. China Academy of Space Technology (Xi’an) has carried out research
and simulation on the application prospect of spectrum sensing technology of CR for
satellite systems [5]. In this research, researchers established the cognitive radio access
model of satellite and optimally design the spectrum sharing and power allocation tech-
nology. The research shows that CR technology is conducive to alleviating the current
under-utilization of spectrum resources and weak anti-interference ability of satellite
communication system, as well as improving the throughput of satellite communication
network [6]. TheNationalNatural Science Foundation ofChina (NSFC) and theNational
High Technology Research and Development Program(863 Program) of China attach
great importance to the research of CR, and the NSFC Information Sciences Depart-
ment established a number of key projects and project groups in the field of CR, mainly
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including cognitive wireless mesh network routing research, cognitive-based wireless
resourcemanagement and utilization, aswell as the theory and key technologies ofmulti-
user cooperative diversity in CR system. In recent years, scholars at home and abroad
have done a lot of research work in cognitive satellite communication system architec-
ture, spectrum sensing algorithm and cognitive satellite communication system network,
providing theoretical support for the construction of cognitive satellite communication
system [7–10].

Above all, it can been seen that the concept of cognitive satellite communication sys-
tem mainly stays in the researches of academia and the exploration of industrial depart-
ments, most of which are demand analysis, scenario description and tentative researches
on the top-level design of the system in the field of communication satellite. Through the
summary and reasoning of foreign strategic objectives and technical research abroad,
the United States has at least carried out relevant concept researches, and relevant infor-
mation shows that the United States has already enable the terrestrial user terminals of
MUOS communication satellite system to have certain spectrum sensing ability, and
take some measures to eliminate interference on the basis of sensing. Currently, the
construction goal and research direction of cognitive satellite communication system
has turned into improving the anti-interference ability of the system. This capability is
realized through the joint spectrum sensing and dynamic spectrum resource allocation.
When designing the system,we need to focus on the overall planning, architecture design
and compatible coexistence between the system itself and other communication systems
as well as equipment using frequency. However, the interference caused by other equip-
ment using frequency outside the whole system architecture is very complicated, and
it is very difficult to accurately predict and identify the interference signals. Whether
the accurate prediction, identification, evaluation and decision-making for interference
signal can be carried out, as well as whether the further corresponding dynamic spec-
trum access management can be flexibly and rapidly realized are the keys to the success
of avoiding interference for the system. Each subsystem of the integrated satellite and
terrestrial cooperative communication system carries out spectrum sensing within its
own frequency band, then confirms the available frequency set and conducts frequency
negotiation, and finally selects a pair of uplink and downlink frequencies to establish the
connection for communication. In the process of communication, the system can even
continue spectrum sensing and perform real-time channel handoff to avoid interference.
With CR technology, even when 99% of the available frequencies of the whole cognitive
satellite communication system are blocked, the only channels can still be utilized to
establish the corresponding communication links. Thus, the capability of CR technology
is obviously better when compared with other interference avoidance technologies. In
this paper, we analyze three kinds of interference scenarios, propose a cognitive satellite
communication systemarchitecture based onCR technology, and investigate theworking
pattern for the interference avoidance in cognitive satellite communication systems.
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2 Analysis of Interference Scenarios in Cognitive Satellite
Communication System

Due to the wide coverage of satellites, the coverage includes not only a large number of
satellite system user terminals and equipment, but also different types of terrestrial wire-
less communication systemsusing licensed frequencybands, such as broadcast television
systems, cellular mobile communication systems, and etc. At the same time, satellite
communication systems may also face interference from other systems in the operat-
ing band. According to different interference scenarios, the following three interference
scenarios are analyzed.

2.1 Scenario 1: Satellite Uplink Interference

The operating band of the satellite uplink collides with the frequency band of the ter-
restrial system, and the terrestrial system transmits signals to interfere with the satellite
uplink. To this end, it is necessary to perform spectrum sensing on the satellite uplink to
find idle spectrum resources that are not occupied by the terrestrial system at the satellite
receiving end for communication. In the interference scenario shown by Fig. 1, a spec-
trum sensing processor is configured in a satellite (or a station) to detect an interference
signal of the uplink, locate the interfered frequency band, and discover the idle frequency
band.When the user terminal initiates an access request through the uplink control chan-
nel, the satellite (or the station) completes the allocation of the uplink traffic channel
according to the spectrum sensing result and other constraints on the resource schedul-
ing. Then, the satellite (or the station) transmits the allocation result to the user terminal
through the downlink control channel to complete the spectrum allocation. At the same
time, after the establishment of the traffic channel, the satellite resource management
module can dynamically adjust the current uplink channels to implement dynamic man-
agement of the spectrum resource according to the variation of the interference in uplink
sensing results.
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Fig. 1. Satellite uplink interference scenario
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2.2 Scenario 2: Satellite Downlink Interference

The operating band of the satellite downlink collides with the frequency band of the
terrestrial system, and the terrestrial system transmits signals to interferewith the satellite
downlink. The user terminal needs to perform spectrum sensing on the downlink to
find idle spectrum resources for communication. These idle spectrum resources are not
occupied by the terrestrial system around the geographical location of the user terminal.
In the interference scenario shown by Fig. 2, a spectrum sensing processor is configured
in the user terminal to detect the interference signal in the downlink, locate the interfered
frequency band, and discover the idle frequency band. When the user terminal initiates
an access request through the uplink control channel, the spectrum sensing result of
the user terminal needs to be sent to the satellite (or the station). Then the satellite
(or the station) performs the allocation of the downlink traffic channel according to
the spectrum sensing result and the other constraints on the resource scheduling, and
sends the allocation result to the user terminal through the downlink control channel
to complete the spectrum allocation. At the same time, after the establishment of the
traffic channel, the user terminal can also transmit the variation of interference in the
downlink sensing result to the satellite (or the station) in time, and the satellite (or the
station) dynamically adjusts the current downlink channels according to the interference
variation to implement dynamic management of the spectrum resource.
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Fig. 2. Satellite downlink interference scenario

2.3 Scenario 3: Satellite Uplink Interferes with Terrestrial System

The operating band of the satellite uplink collides with the frequency band of the terres-
trial system, and the satellite uplink interfereswith the signal transmitted by the terrestrial
system. The user terminal needs to perform spectrum sensing on the downlink to find
idle spectrum resources for communication. These idle spectrum resources are not occu-
pied by the terrestrial system around the geographical location of the user terminal. In
the interference scenario shown by Fig. 3, the spectrum sensing processor is configured
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in the user terminal to detect the uplink interference signal around its location, locate
the interfered frequency band, and discover the idle frequency band. When the user
terminal initiates an access request through the uplink control channel, it needs to send
its spectrum sensing result to the satellite (or station). Then the satellite (or the station)
completes the allocation of the uplink traffic channel according to the spectrum sensing
result and other constraints on the resource scheduling, and sends the allocation result to
the user terminal through the downlink control channel to complete the spectrum allo-
cation. At the same time, after the establishment of the traffic channel, the user terminal
can also transmit the variation of interference in the uplink sensing result to the satellite
(or the station) in time, and the satellite (or the station) dynamically adjusts the current
uplink channels according to the interference variation to realize dynamic management
of the spectrum resource.

Fig. 3. Satellite uplinks cause interference to the ground system

3 Cognitive Satellite Communication System Architecture
for Interference Avoidance

The cognitive satellite communication system architecture for interference avoidance is
shown in Fig. 4, which includes satellites, user terminals and stations.

(1) The main functions of the satellite are as follows:

Satellite uplink spectrum sensing, satellite uplink and downlink spectrum resource
allocation, dynamic spectrum geographic information database update, transmitting
uplink and downlink spectrum allocation results to user terminals, forwarding satellite
uplink spectrum to the station, and forwarding user terminal spectrum sensing results to
the station, and transmitting the satellite spectrum sensing results to the station.
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Fig. 4. Cognitive satellite communication system architecture for interference avoidance

(2) The main functions of the station are as follows:

Uplink spectrum sensing of the station, uplink and downlink spectrum resource
scheduling of the station, dynamic spectrum geographical information database update,
uploading uplink and downlink spectrum allocation results to the satellite, and transmit-
ting dynamic spectrum geographical information to the satellite.

(3) The main functions of the user terminal are as follows:

Uploading the results of uplink and downlink spectrum sensing of the user terminal
to satellite.

4 The Working Pattern of the Cognitive Satellite Communication
System for Interference Avoidance

As shown in Fig. 5, the working pattern of the cognitive satellite communication system
for interference avoidance can be divided into four phases: sensing phase, sensing result
transmission phase, resource allocation (channel allocation) phase, and allocation result
transmission phase.
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Sensing phase: The satellite performs spectrum sensing on the uplink channels of
the repeater, and user terminals perform spectrum sensing on the uplink and downlink
channels at its geographical location.

Sensing result transmission phase: The spectrum sensing result of the satellite is sent
to the station through the feeder link with an interaction mechanism, and the sensing
result of user terminal is fed back to the station by letting the satellite forward the
feedback with the interaction mechanism.

Resource allocation (channel allocation) phase: According to the sensing result, the
station performs the allocation of the overall resources in combinationwith the data of the
dynamic spectrum geographical information database, and figures out the availability of
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each channel. The traffic channel is allocated in real time when the user terminal initiates
an access request, or when the user terminal initiates a traffic channel switching request
in face of interferences on the traffic channel.

Allocation result transmission phase: the station sends the resource allocation result
to the user terminal through the feeder link under an interaction mechanism with the
satellite forwarding the resource allocation result to the user terminal.

5 Simulation Results and Analysis

To verify the performance of the above system architecture, a cognitive satellite com-
munication system simulation platform is built for simulation evaluation. The simula-
tion parameters are as follows: there are 200 terminals within one beam coverage, and
the transmission of terminal access requests are subject to Poisson arrival. The number
of uplink available channels and the downlink available channels are both 200. The trans-
mission delay between the terminal and the satellite aswell as that between the station and
the satellite are 125ms. The interference intensity obeys the Poisson distribution, and the
interference arrival time obeys the exponential distribution with parameter 2 s, while the
interference duration obeys the exponential distributionwithin the range of [6, 12] and the
interfered channel updates every 8 s. The sensing period is 7 s, that is, the satellite com-
munication systemperforms spectrum sensing every 7 s, and the satellite and the terminal
will report the sensing result to the station after sensing. The simulation duration is 600 s,
including 200 frames/s, that is, the duration of each frame is 5 ms. When frequency divi-
sion multiplexing is used for communication, one channel for uplink and downlink need
to be allocated to the terminal that is requesting for communication. The probability of
false alarm and the probability of miss detection spectrum sensing are both 1%.

Figure 6 shows the how the accumulated number of accessed terminals and the
resource response times vary with the number of interfered channels. The horizontal
axis is the average number of interfered channels which is the average number of chan-
nels that are interfered in the 200 uplink channels or the 200 downlink channels during
the simulation process with the duration of 600 s. The blue vertical axis on the left
side indicates the accumulated number of terminals that have access the system, that is,
the total number of terminals that successfully access the communication system and
are successfully allocated with the uplink channel and the downlink channel during the
simulation process with the duration of 600 s. The red vertical axis on the right side
indicates the resource redistribution time, which means the average time spent to switch
from an interfered channel to a channel without interference and resume communication
during the process of terminal communication. It can be seen from the figure that when
the number of interfered channels is less than or equal to 100, all the requesting terminal
can get access; when the number of interfered channels is greater than 100, the accumu-
lated number of accessed terminals gradually decreases, since the number of available
channels is gradually reduced when the number of interfered channels increase. When
the number of interfered channels is less than or equal to 100, almost all terminal access
requests can be satisfied.When the number of interfered channels is greater than 100, the
number of available channels cannot satisfy the user’s access demand and the number of
accessed users gradually decreases as the interference increases. To avoid interference,
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the satellite is supposed to forward the switching request to the station, and then the
station will allocate available resource to the satellite and the terminal, which cause a
delay of 500 ms, so the response time of resource redistribution must be greater than
0.5 s. With increasing interference, the number of available channels is reduced, and it
takes much longer to find another available channel for the interfered channel, so the
response time of resource redistribution increases as the number of interfered channels
increases.

Fig. 6. Number of access terminals and the resource redistribution response times with average
number of interfered channels (Color figure online)

Fig. 7. The probability of successful switch with average number of interfered channels when the
number of switch is 1,2,3,4,5,10.
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Fig. 8. The interrupt rate with average number of interfered channels

Figure 7 shows how the probability of successful switch varies with average number
of interfered channels. The horizontal axis is the average number of interfered channels,
while the vertical axis is the probability that the communication can be successfully
switched to the channel without interference after the communication is interfered,
wherein the probability of successful switch is the rate of total number of successful
switch to total number of switching requests. The curves in the figure indicate the prob-
ability of successful switch when the number of switching is 1, 2, 3, 4, 5, as well as the
final probability of successful switch, respectively. According to the protocol design,
in one communication process, the switching request will be sent when the channel is
interfered and up to ten alternate channels will be searched to ensure the communica-
tion to be carried out as far as possible. The communication will be interrupted if ten
searching times run out so that the final probability of successful switch is the same
as the probability of successful switch when the number of switching is 10. It can be
seen from the Fig. 7 that as the number of interfered channels increases, i.e., the quality
of channel degrades, the probability of successful switch gradually decreases, but the
final probability of successful switch can be maintained at a high level, and it can still
achieve 87% in the case of heavy interference. In addition, when the average number of
interfered channels is less than 160, the final probability of successful switch remains
above 98%, while the probability of success with one switch is significantly reduced,
i.e., as the number of interfered channels increases, it will take more switching times
to successfully switch to the available channels, which corresponds to a longer channel
response time in Fig. 6.

Figure 8 shows the interrupt rate varies with average number of interfered channels.
The vertical axis indicates the probability that the terminal will be interrupted due to
failure of switching to the available channel during the communication. The interrupt
rate is the rate of total number of interruptions to the total number of accesses. It can be
seen from the Fig. 8 that as the number of interfered channels increases, the interrupt rate
gradually increases. The interrupt rate increases sharply after the number of interfered
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channels is greater than 140. This is because there are too many interfered channels and
a little available channels. When the communicating user is disturbed, it is difficult to
find an available channel for it, so the interrupt rate dramatically increase.

6 Conclusion

This paper analyzed the cognitive satellite communication network system, especially
for three kinds of interference scenarios of cognitive satellite communication system.
Based on three scenarios of cognitive satellite communication system, we designed a
cognitive satellite communication system workflow. In this workflow, we designed the
working pattern of cognitive satellite communication system for interference avoid-
ance, and built a cognitive satellite communication system level simulation platform to
simulate the performance of the proposed system workflow. The development of cur-
rent cognitive satellite communication systems is ambitious. In all possible frequency
ranges, using coordinated and unified protocol mechanisms, real-time database manage-
ment as well as efficient and accurate spectrum sensing technology to achieve dynamic
spectrum access management will greatly enhance the system’s capability of interfer-
ence avoidance. With the rapid development of satellite communication technology,
there are various categories of interferences to the satellite communication systems.
The research on interference avoidance technology and anti-interference technology for
satellite communication system will be an important guarantee for reliable communi-
cation of satellite communication system in the complex electromagnetic environment
under spectrum competition and congestion.
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Abstract. The conventional rate compatible modulation (RCM) uses the high-
order quadrature amplitude modulation (QAM) signal for rateless transmitting.
The large size complex constellationwith near-Gaussian probabilitymass function
(PMF) produces high peak-to-average power ratio (PAPR). This paper presents
a new method aimed at solving the PAPR problem associated with RCM. We
transform the RCM signal to a constant envelope signal through concatenating
RCM with continuous phase modulation (CPM), which decreases the PAPR to
0 dB. At the receiver, the serial iterative demodulating and decoding procedure is
designed to improve the performance of the system. In the presence of nonlinear
power amplifier, we simulate the bit error rate and spectral efficiency of the RCM-
CPM and the RCM-QAM in additive Gaussian noise channels. The simulation
results demonstrate that RCM-CPM outperforms RCM-QAM with input back-
off, especially the performance advantage is about 3 dB at high signal-to-noise
ratios (SNRs).

Keywords: Continuous phase modulation · Rate compatible modulation ·
Peak-to-average power ratio · High signal-to-noise ratios

1 Introduction

Inwireless networking, rate adaptation is critical to the systemperformance by exploiting
the dynamic bandwidth. Rate compatible modulation (RCM) [1, 2] is attractive for
achieving seamless and blind rate adaptation under time varying channel. It does not
require the knowledge of channel at the sender and minimizes the feedback requirement
to one-bit acknowledgment. Furthermore, RCM achieves near-capacity performance in
a wide range of channel signal-to-noise ratios (SNRs) and is insensitive to the channel
estimation error. Owing to these advantages, RCM is a competitive technology that can
be widely applied in rate adaptive communication systems.

The multi-level RCM coded symbols are generated via a sparse mapping matrix,
which leads to the occurrence of RCMcoded symbols arewith near-Gaussian probability
mass function (PMF). The conventional RCM uses the high-order quadrature amplitude
modulation (RCM-QAM) signal for transmitting, every two consecutive coded symbols
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Fig. 1. The near-Gaussian PMF of RCM coded symbols,W = {±1, ±2, ±4, ±4}

create one complex-valued constellation symbol. Due to the large size complex constel-
lation with unequal probability, the primary drawback of RCM-QAM is that the mod-
ulated waveform has large amplitude fluctuations and produces high peak-to-average
power ratios (PAPRs). The high PAPR makes RCM-QAM sensitive to nonlinear power
amplifier (PA). Without effective power back-off, the system suffers spectral expansion
and performance degradation. Although increasing the input back-off (IBO) can allevi-
ate these problems, but meanwhile, PA efficiency is reduced. When RCM is applied to
a satellite communication system, due to the long communication distance, the system
requires large input power and has high linearity requirement for nonlinear amplifiers.
It is more urgent to solve the high PAPR problem of RCM.

At present, there is only one literature [3] on reducing the PAPR of RCM, which
proposes a novel non-linear constellation mapping (NLCM) scheme. In NLCM, each
RCMcoded symbol ismapped to a complex-valued amplitude phase shift keying (APSK)
constellation point. However, NLCM could only improve the spectral efficiency and
reduce the PAPR for low-to-moderate SNRs. NLCM still has as high as 10 dB PAPR to
obtain high spectral efficiency at high SNRs, therefore, the large IBO is needed.

In addition, orthogonal frequency-division multiplexing (OFDM) has high PAPR
problem. Some techniques have been developed for OFDM to address the PAPR prob-
lem: distortion-less PAPR reduction schemes such as coding and tone reservation [4];
non-distortion-less PAPR reduction schemes such as clipping/filtering and peak win-
dowing [5]; pre-distortion schemes [6] and constant envelope OFDM (CE-OFDM) [7].
Many of these methods can be applied to reduce PAPR of RCM with minor modifi-
cation. In particular, CE-OFDM provides a post-processing technique for OFDM to
achieve constant envelope modulation. The basic idea is to combine OFDM with phase
modulation (PM). The advantage of CE-OFDM is that the transformed signal has the
lowest achievable PAPR, 0 dB. Obviously, the significance of the 0 dB PAPR is that the
signal can be amplified efficiently with nonlinear power amplifiers. However, due to the
fact that the baseband signal of CE-OFDM has double sideband spectral, CE-OFDM’s
spectral efficiency is less than half of the originalOFDM. In [8, 9], a dual-stream structure
with single antenna is proposed to increase the spectral efficiency of CE-OFDM. This
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structure transmits dual-stream baseband at the same time so that the spectral efficiency
is improved.

RCM can be also combined with PM to achieve envelope modulation, while the
discontinuity phase of PM results in the reduction of spectral efficiency for integer
output signal of RCM. Continuous phase modulations (CPM) [10] is another constant
envelope modulation scheme. In CPM, the phase is a continuous function of time and
each date symbol only affects the instantaneous frequency of the transmitted signal
in one symbol interval. Therefore, CPM achieve higher spectral efficiency compared
with PM. In addition, CPM is suitable for satellite communication with limited power.
In this paper, we concatenate RCM with CPM to decrease the PAPR to 0 dB, which
improves the nonlinear adaptability of RCM and promotes the application of RCM in
satellite communication systems. As for combining CPM with RCM, the difficulty is
how to design the way soft information is transmitted between component decoders.
Hence, we adopt a serial iterative demodulating and decoding procedure with iteratively
soft-input soft-output (SISO) modules [11, 12] at the receiver. The Balh-Cocke-Jelinek-
Raviv (BCJR) algorithm is used for demodulating CPM and the belief propagation (BP)
algorithm is used for decoding RCM, the soft information is exchanged between BCJR
and BP to improve the performance.

The rest of this paper is organized as follows. Section 2 reviews the PAPR problem
of RCM-QAM and presents the proposed RCM-CPM satellite system model. Section 3
presents the receiver structure of RCM-CPM, which adopts iterative demodulating and
decoding. In the presence of nonlinear PA, the simulation results of the bit error rate
(BER) and spectral efficiency performance are given in Sect. 4. Finally, the conclusions
are drawn in Sect. 5.

2 General System Description

2.1 The PAPR Problem of RCM-QAM

Let X = {x1, x2, · · · , xN } ∈ {0, 1}N represent an N-dimensional source bit vector,
and� represent an M×N low-density randommapping matrix, then anM-dimensional
multi-level coded symbol vector Y = {y1, y2, · · · , yM } can be generated by weighted
sum operations:

YT = �XT (1)

Each row of � has only n(n � N ) entries that are nonzero and take values from
a weight set W = {w1, w2, · · · , wn}. In RCM, W is assumed to be symmetric, which
means that for any wi ∈ W, we have −wi ∈ W.

In conventional RCM-QAM, every two consecutive coded symbols create one
complex-valued constellation symbol sm , as follows:

sm = y2m−1 + √−1y2m,m > 0 (2)

which is sent through the channel.
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Let K denote the number of all possible RCM coded symbols for given weight set

W, it is calculated by K =
n∑

n′=1
|wn′ | + 1, wn′ ∈ W. For the considered weight set

W = {±1, ±2, ±4, ±4}, which could achieve an overall high throughput for SNR
range from 5 dB to 25 dB, K = 23 and RCM coded symbols take values from −11–
+11. The PMF of RCM coded symbols is near-Gaussian, as shown in Fig. 1. Then,
RCM-QAM achieves a 23 × 23 complex constellation with unequal probabilities.

Each source bit is either 0 or 1 with equal probability 0.5. Then, we can get the
average signal power Es0 = 1/2

∑n
n′=1 w2

n′ , and the maximum value of coded symbol
is then ymax = 1/2

∑n
n′=1 |wn′ |. The PAPR for RCM-QAM (without the raised cosine

finite impulse response (FIR) filter), denoted by ηso, is given by

ηs0 = 2y2max/Es0 =
(

n∑

n=1

|wn′ |
)2

/

n∑

n′=1

w2
n′ (3)

Fig. 2. CCDF of RCM with various roll-off factor α,W = {±1, ±2, ±4, ±4}
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Due to the large size of the complex constellation and the near-Gaussian PMFof sym-
bols,RCM-QAMhashighPAPR.For the consideredweight setW = {±1,±2,±4,±4},
ηso is as high as 8.16 dB.

The QAM constellation symbols are shaped with raised-cosine FIR with roll-off
factor α before transmitting. The relationship between α and complementary cumulative
distribution function (CCDF) of PAPR is illustrated in Fig. 2. The simulation is run for
106 RCM-QAMblocks and eachblock includes 4096RCMcoded symbols. It is observed
that, after passing through the shaping filter, the PAPR of RCM-QAM exceeds 10 dB
at CCDF = 10−4. In addition, the PAPR of RCM-QAM decreases with α increases,
and RCM-QAM with α = 0.1 offers about 0.7 dB higher PAPR than RCM-QAM with
α = 0.4 at CCDF = 10−4.

2.2 The Proposed RCM-CPM

The proposed serially concatenated scheme of RCM-CPM represented by the diagram
in Fig. 3. The high PAPR RCM coded symbols y j are passed through a CPMmodulator
to obtain the 0 dB PAPR signal. The baseband signal output from CPM modulator is as
follow

s(t) =
√

E

T
e
√−1ϕ(t) (4)

where E is the average symbol energy, T is the symbol duration and ϕ(t) is the
information-carrying phase given by

ϕ(t) = 2πh
∑∞

j=0
y jq(t − jT ) (5)

with

q(t) =
{∫ t

0 g(τ )dτ, t ≤ LT
1/2, t > LT

(6)

where y j is the coded integer symbols of RCM and g(t) is the frequency pulse, which
can be chosen from rectangular, raised-cosine, Gaussian, etc. L is the frequency pulse
length. Practically, g(t) and the length L influence the smoothness of the signal. The
modulation index h determines the magnitude of phase variation in a symbol interval.
The smaller h, the higher bandwidth utilization, but at the same time, the higher BER.
In the rest of this paper, we choose rectangular as g(t) and set L = 1 to make the pulse
shaping is just over a one-symbol interval, the so-called full response systems.

3 The Receiver

3.1 Overview

The RCM-CPM signal is assumed to be transmitted over an additive white Gaussian
noise (AWGN) channel, the noisy signal to be processed at the receiver is

r(t) = s(t) + n(t) (7)
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where n(t) denotes a complex white Gaussian random process with zero mean and
variance N0/2 per dimension.

As shown in Fig. 3, we employ two SISO modules at the receiver, BCJR algorithm
[13] for CPMdemodulating, and belief propagation (BP) algorithm [14] for RCMdecod-
ing. A serial iterative demodulating and decoding procedure is exploited to improve the
performance of the system. The soft information is exchanged many times between BP
decoder and BCJR demodulator. Since BP decoder of RCM is an iterative decoder, there
are two iterative procedures to be performed in the soft information passing between
BCJR demodulator and BP decoder: one iteration only performs BP iterative decoding,
defined as the inner iteration, another one performs iteration between BCJR demodu-
lating and BP decoding, defined as the outer iteration. We denote A as the maximum
number of outer iterations, and B as the maximum number of inner iterations during
each outer iteration.

The procedure of serial iterative demodulating and decoding procedure is described
as follows. First, in a-th outer iteration, the BCJR demodulator computes the maximum
a posterior (MAP) probability P(a)

MAP

(
y j |r(t)

)
based on the received symbol r(t) and

passes it to the BP decoder to update the probability of symbol nodes. Second, the BP
decoder returns the updated probability of symbol nodes P(a,B)

j as the prior probability

P(a)
PP (y j ) to the BCJR demodulator when inner iterations reach the maximum times B,

then the (a + 1)-th outer iteration is started. Third, the hard decision is made by the BP
decoder when the outer iterations reach A and inner iterations reach B.

3.2 BCJR Demodulating for CPM

The information-carrying phase during the j-th time interval, given in (5), can be
rewritten when L = 1.

ϕ(t) =2πh
j∑

j ′=0

y j ′q
(
t − j ′T

)

=πh
j−1∑

j ′=0

y j ′ + 2πhy jq(t − jT )

=θ j + θ(t) (8)

where θ j is the accumulated phase and θ(t) is the incremental phase within one interval.
From (8), we observe that the modulated signal over the j-th time interval depends both
on the phase state denoted by accumulated phase θ j and the most recent symbol y j . For
a rational modulation index h = l/q (l and q are relatively prime integers), the phase
evolution can be described by a finite-state machine, where each state is represented as
S j = {

θ j
}
and the number of such states is q or 2q respectively for l even or odd.

ASISOCPMdemodulator is applied by usingBCJR algorithm [13]. At every symbol
interval jT ≤ t ≤ ( j + 1)T, (1 ≤ j ≤ M), BCJR achieves the MAP symbol decision
that relies on the corresponding trellis state description of CPM. Denote the phase state
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set
{
θ j

}
, the MAP of the input y j can be calculated by

P(a)
MAP

(
y j |r(t)

) =
∑

(θ j ,θ j+1)

P(a)
(
θ j , θ j+1|r(t)

)
(9)

where the superscript (a) represents the a-th iteration of BCJR, (θ j , θ j+1) represents a
set of all possible state pair θ j to θ j+1 at j-th symbol interval, and θ j+1 = θ j + πhy j .
The probability of phase state varying from θ j to θ j+1 can be factored as

P(a)
(
θ j , θ j+1|r(t)

) = α
(a)
j

(
θ j

)
γ

(a)
j

(
θ j , θ j+1

)
β

(a)
j+1

(
θ j+1

)
(10)

where α
(a)
j

(
θ j

)
and β

(a)
j

(
θ j

)
are computed respectively with forward and backward

recursions as
⎧
⎪⎨

⎪⎩

α
(a)
j

(
θ j

) = ∑

θ j−1

α
(a)
j−1

(
θ j−1

)
γ

(a)
j−1

(
θ j−1, θ j

)

β
(a)
j

(
θ j

) = ∑

θ j+1

β
(a)
j+1

(
θ j+1

)
γ

(a)
j

(
θ j , θ j+1

) (11)

The branch metric γ
(a)
j

(
θ j , θ j+1

)
under AWGN can be calculated by

γ
(a)
j

(
θ j , θ j+1

) ∝ exp

⎛

⎝
Re

[∫ ( j+1)T
jT r(t)s∗(t)dt

]

N0

⎞

⎠P(a−1)
PP

(
y j

)
(12)

where s∗(t) represents the conjugation of s(t), and the prior probability of phase state
varying from θ j to θ j+1 is represented by P(a−1)

PP

(
y j

)
. For the first outer iteration, a = 1,

P(0)
PP

(
y j

)
is set according to the prior PMF of RCMcoded symbols, as given in Fig. 1. For

the subsequent outer iteration, a >1, P(a−1)
PP

(
y j

)
is set to the PMF P(a−1,B)

j calculated
by BP decoding.

3.3 BP Decoding for RCM

An RCM code can be represented by its corresponding bipartite graph, which consists
in two sets of nodes: the variable nodes and the symbol nodes, the weighted connecting
edge between one variable node and one symbol node corresponds to one entry of the
mappingmatrix. Hence, BP algorithmprovides a powerful tool for RCMdecodingwhich
exchanges messages between these nodes.

Let us take a connecting pair of variable node xi and symbol node y j as an example to
present the BP decoding algorithm for RCM, the weight on the connecting edge between
them is wi j . Denote N j as the set of neighboring variable nodes of y j and N j\i as the
set N j excluding xi . Denote Mi as the set of neighboring symbol nodes of xi and Mi\ j
as the set Mi excluding y j . Then, y j = ∑

i ′∈N j
wi ′ j xi ′ . LetU

(a,b)
i j represent the message

from xi to y j at a-th outer iteration and b-th inner iteration, and V (a,b)
j i represent the

message from y j to xi . The BP decoding algorithm of RCM is described as follows.
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(1) Initialization: For the first inner iteration, a = 1 and b = 0, the message sent from
xi to y j is initialized with the a-priori probability.

{
U (1,0)
i j (0) = p(xi = 0) = p0

U (1,0)
i j (1) = p(xi = 1) = 1 − p0

(13)

For the subsequent iteration, a ≥ 2, the message sent from xi to y j is initialized by
the outgoing messages from variable nodes of the last inner iteration.

{
U (a,0)
i j (0) = U (a−1,B)

i j (0)

U (a,0)
i j (1) = U (a−1,B)

i j (1)
(14)

(2) Symbol Node Updating: Define y j\i = ∑
i ′∈(N j\i) wi ′ j xi ′ , its PMF at (a, b)-th

iteration P(a,b)
j\i is calculated by convolution

P(a,b)
j\i = (∗)i ′∈(N j\i)

(
P(a,b)(wi ′ j xi ′

))
(15)

where (∗) is the convolution of PMFs. The distribution of the weighted variables should
be P(a,b)

(
wi ′ j xi ′ = 0

) = U (a,b)
i ′ j (0) and P(a,b)

(
wi ′ j xi ′ = wi ′ j

) = U (a,b)
i ′ j (1). Then,

V (a,b)
j i (0) and V (a,b)

j i (1) are computed based on P(a,b)
j\i and P(a,b)

MAP

(
y j |r(t)

)
from BCJR

as
⎧
⎪⎨

⎪⎩

V (a,b)
j i (0) = ∑

k
Pj\i (k)P(a,b)

MAP (k|r(t))
V (a,b)
j i (1) = ∑

k
Pj |i (k)P(a,b)

MAP

(
k + wi j |r(t)

) (16)

(3) Variable Node Updating: For xi , compute pi\ j (0) and pi\ j (1) via multiplication

{
pi\ j (0) = p0

∏
j ′∈(Mi\ j) V

(a,b)
j ′i (0)

pi\ j (1) = (1 − p0)
∏

j ′∈(Mi\ j) V
(a,b)
j ′i (1)

(17)

Then, compute U (a,b)
i j via division and normalization

{
U (a,b)
i j (0) = pi\ j (0)

pi\ j (0)+pi\ j (1)
U (a,b)
i j (1) = 1 −U (a,b)

i j (0)
(18)

(4) Output: After B inner iterations, BP stops. If the outer iteration does not reach A
times, then calculate PMF P(a,B)

j by

P(a,B)
j = (∗)i ′∈N j

(
P(a,B)

(
wi ′ j xi ′

))
(19)
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P(a,B)
j will be returned to BCJR as P(a)

PP

(
y j

)
for the next outer iteration.

If the outer iteration reach the maximum times A, the iteration algorithm stops and
makes a hard decision for xi according to p(A,B)

i (0) and p(A,B)
i (1).

x̂i =
{
0, if p(A,B)

i (0) > p(A,B)
i (1)

1, otherwise
(20)

where p(A,B)
i (0) = p0

∏

j ′∈(Mi )

V (A,B)

j ′i (0) and p(A,B)
i (1) = p0· ∏

j ′∈(Mi )

V (A,B)

j ′i (1).

3.4 The Performance of the Serial Iterative Demodulating and Decoding
Procedure

In this sub-section, the simulation results are provided to evaluate the decoding
performance of the proposed serial iterative demodulating and decoding procedure.
We construct a 8192 × 4096 RCM mapping matrix with the weight set W =
{±1, ±2, ±4, ±4}. Three combinations of outer iterations and inner iterations (A =
1, B = 16; A = 2, B = 8; A = 4, B = 4) are used for simulation. Thus,
C = A×B = 16 is a constant so as to ensure that these combinations have close
computational complexity. In particular, the combination of A = 1, B = 16 means
that the output messages of BP decoder does not return to BCJR again. Simulations are
carried out under complex AWGN channel. Figure 4 shows BER performance of the
proposed iterative demodulating and decoding procedure versus SNR at four different
number of symbols. As can be observed from this figure, the different combination of A
and B result in significantly different performance. The combination of A = 2, B = 8
achieves the best BER performance, which is at least 1 dB over that of A = 1, B = 16.
This is because the inner BP iteration is approaching convergence at 8-th and that’s the
best time to return the message to outer iteration.

4 The Performance Comparison Between RCM-CPM
and RCM-QAM

In this section, RCM-CPM is compared to the RCM-QAM in the presence of power
amplified nonlinearities.

4.1 Power Amplifier Model

The input characteristic function sin(t) and output characteristic function sout (t) of
nonlinear PA is written as below respectively:

sin(t) = Ain exp( jφin(t))

sout (t) = G(Ain(t)) · exp ( j(φin(t) + Φ(Ain(t))))



Constant Envelope Rate Compatible Modulation 251

Fig. 4. The BER performance of RCM-CPM with different combinations of inner iterations and
outer iterations

Fig. 5. The fractional out-of-band power of RCM-CPM versus RCM-QAM with nonlinear PA

In this paper, we use the solid-state power amplifier (SSPA) as the nonlinear PA [15].
The AM/AM conversion G for SSPA amplifier can be approximated by

G(Ain(t)) = Ain(t)
(
1 + (

Ain(t)/Asat,in
)2p

)1/2p

and AM/PM conversions is

�(Ain(t)) = 0

where Asat,in is the saturation level of the PA, and p controls the AM/AM sharpness of
the saturation region. The PA nonlinearity is determined by the PAPR of the input signal
and by the input back-off, defined as

I BO ≡ A2
sat,in

E
(
A2
in(t)

) ≥ 1 (21)

In this paper, we set p = 3 for SSPA to simulate the performance of RCM-QAM.
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4.2 Performance Comparison

We define the bandwidth that contains 99% of the signal power, which means that the
fractional out-of-band power is −20 dB. Figure 5 compares the fraction out-of-band
power of RCM-CPM and RCM-QAM with α = 0.4. As can be seen from this figure,
RCM-QAM is sensitive to the nonlinearity of PA, thus, sufficient power back-off is
required to avoid spectral broadening. Constant RCM-CPM operates with 0 dB power
back-off and the fractional out-of-band power depends on the modulation index h. Note
that each constellation symbol in RCM-QAM carries two RCM coded symbols, but
in RCM-CPM system one constellation symbol carries only one RCM coded symbols.
Therefore, we set h = 1/30 so that RCMCPM and RCM-QAM have close bandwidth,
as a result, the following performance comparison is performed under the same premise.

Fig. 6. The BER performance comparison of RCM-CPM and RCM-QAM with nonlinear power
amplification

Figure 6 compares BER performance of RCM-CPM and RCM-QAM versus SNR
at four different number of RCM coded symbols. The x-axis is adjusted to account
for the negative impact of input power back-off. The BER of RCM-QAM is obtained
in the presence of nonlinear PA with different IBO as 6 dB, 7 dB, 8 dB, respectively.
Figure 6 demonstrates the advantage of RCM-CPM, which provides significant perfor-
mance improvement over RCM-QAM due primarily to the 0 dB back-off. When the
number of RCM coded symbols is 1536 at high SNRs, as shown in Fig. 6(a), RCM-
QAMs have high error floors even IBO is set as high as 8 dB, RCM-CPM achieves the
same BER with about 3 dB gain over RCM-QAM. For more coded symbols, as shown
in Fig. 6(b)–(d), the IBO that results in the best RCM-QAM BER performance is 6 dB,
which achieves closer performance to RCM-CPM as the number of symbols increases.
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Fig. 7. The spectral efficiency comparison of RCM-CPM and RCM-QAM with nonlinear power
amplification

Another primary evaluation metric of decoding performance for RCM is the spectral
efficiency (in bits/s/Hz). For each block of source bits, the sender may keep generating
and transmitting the constellation symbols with a given step size until an acknowledg-
ment is received from receiver or the maximum number of transmission is reached. At
the receiver, the RCM symbols are accumulated for decoding. If the decoded bits pass
the cyclic redundancy check (CRC), an acknowledgment will be delivered to the sender,
otherwise, increment symbols are needed to perform next round of decoding. Consider-
ing that RCM-CPM with h = 1/30 has almost the same bandwidth as RCM-QAMwith
α = 0.4, therefore, the average the spectral efficiency of RCM is defined as the ratio of
the number of correctly received source bits to the number of transmitted constellation
symbols. The progressive transmission step is set to bem = 64 during simulation. The
spectral efficiency of different RCM schemes are shown in Fig. 7. As can be observed
from this figure, in the presence of nonlinear PA, the spectral efficiency of RCM-CPM
is superior to RCM-QAMs with IBO. Especially when the spectral efficiency is higher
than 4.5 at high SNRs, RCM-CPM outperforms RCM-QAMs with IBO by a factor of
about 3 dB.

5 Conclusion

RCM reaches near-performance at the expense of high PAPR. This paper develops
one feasible way to eliminate the PAPR problem associated RCM. In this method, the
combination of RCM and CPM results in 0 dB PAPR constant envelope signals. This
signal is ideally suited for nonlinear PA and could improve the efficiency of PA. At
the receiver, the improved performance is achieved by employing the serial iterative
demodulating and decoding procedure. It is demonstrated by simulation that RCM-
CPM outperforms over RCM-QAM in terms of BER and spectral efficiency when the
impact of nonlinear power amplification is taken into account, especially at high SNRs.
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Abstract. A hybrid precoding scheme is proposed for high altitude plat-
form (HAP) massive multiple-input multiple-output (MIMO) systems to
obtain the radio frequency (RF) precoder and the baseband precoder
with limited RF chains. We first exploit duality theory to derive the
relation between the statistical channel state information (SCSI) and
RF precoder, which is selected from a predefined codebook. Then, the
baseband precoder is attained by zero forcing (ZF) based on the instan-
taneous effective channel matrix. A distinct performance gain is achieved
by the proposed scheme according to the numerical results.

Keywords: High altitude platform · Massive MIMO · Rician fading
channel · Hybrid precoding · Limited RF chains

1 Introduction

High altitude platforms (HAPs) with great advantages of low cost and flying
on demand flexibly make an important contribution to the seamless integration
of heterogeneous networks, such as terrestrial and satellite communication sys-
tems [1]. In next generation wireless communication system, higher data rate
is demanded urgently and widely for people. The base station (BS) equipped
with a large-scale antenna array, namely massive multiple-input multiple-output
(MIMO), can achieve a significant increase in spectral efficiency [2]. Convention-
ally, digital precoding is applied to further make full use of multiple antennas,
which means that each antenna requires a dedicated radio frequency (RF) chain.
For massive MIMO, it is unrealistic due to its expensive cost in implementation.
To handle this problem, hybrid precoding is proposed to obtain the RF precoder
and the baseband precoder throughout this paper.

In time division duplexing (TDD) systems, channel station information at the
transmitter (CSIT) can be directly acquired from uplink pilots due to the channel
reciprocity, while in frequency division duplexing (FDD) systems, employed by
most cellular systems today, the acquisition of accurate CSIT is challenging.
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In [3,6], it was proved that the sum rate of massive MIMO can be improved
greatly through hybrid precoding with accurate CSIT. In [3], a successive inter-
ference cancelation (SIC)-based hybrid precoding scheme is proposed by con-
verting the non-convex constraints into a series of sub-problems, which reduces
the complexity effectively. In [4], the RF precoder is obtained based on the prac-
tical phase constraints of RF chains and the zero-forcing (ZF) is applied to yield
the baseband precoder. In [5], the RF precoder is selected from the codebook
to minimize the distance between itself and the optimal precoder, i.e. the right
singular vectors of the channel matrix, and the obtainment of the baseband
precoder should satisfy the power constraint. In [6], a closed-form of mutual
information is given and the lower bound of the sum rate is divided into two
convex optimization problems to acquire the hybrid precoder.

In practical application of hybrid precoding, the acquisition of perfect channel
state information (CSI) is properly unsuitable for HAP massive MIMO systems.
The communication on HAP, which is at the altitude of 17–22 km, would have
severe delay resulting from the long distance to its served users. In [7] and [8],
the channel covariance is exploited and the signaling burden of CSI is reduced.
In [7], the bi-convex problem is constructed by semidefinite relaxation to obtain
the RF precoder based on the codebook. In [8], signal-to-leakage-plus-noise ratio
(SLNR) is maximized to find the analog precoder. In [9] and [10], statistical CSI
(SCSI) is utilized to lower the signaling cost. In [9], ergodic sum capacity is
figured out by the duality theory and then the RF precoder is obtained based on
the transformed convex problem. In [10], upper and lower bound of the average
mutual information are derived and then the linear precoder is obtained by
combining the left and right singular vectors.

In this paper, a hybrid precoding scheme is proposed to obtain the RF pre-
coder and the baseband precoder with limited RF chains for HAP massive MIMO
systems. First, the duality theory is applied to exploit the relation between SCSI
and RF precoder. Then, the RF precoder, which is selected from a predefined
codebook, is attained to maximize the capacity according to the obtained prob-
lem based on singular value decomposition (SVD). The baseband precoder is
obtained by ZF based on the instantaneous effective channel matrix. Numeri-
cal results demonstrate that the proposed scheme achieves a better performance
than the compared algorithms.

2 System Model

As illustrated in Fig. 1, we consider the downlink communication for HAP mas-
sive MIMO systems, where the HAP is equipped with an uniform planar antenna
array (UPA) with NT antennas, i.e. M antennas in each column and N anten-
nas in each row (NT = M × N), and S RF chains to serve K single-antenna
users such that K ≤ S < NT . The hybrid precoder is divided into a RF pre-
coder and a baseband precoder as FG, where F ∈ C

NT ×S is the RF precoder
selected from a predefined codebook F and G ∈ C

S×K is the baseband precoder.
Notably, the RF precoder F only changes phase, but the baseband precoder
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Fig. 1. System model with digital baseband precoding concatenated with analog RF
precoding.

G modifies not only phase but also amplitude [4]. To lower the implementa-
tion cost, let the codebook F be discrete fourier transform (DFT) matrix as

F � [ 1√
NT

e
− j2πmn

NT ]m,n=0,··· ,NT −1 [7].
The signal received at the users can be regarded as

y = HFGx + z (1)

where x ∈ C
K×1 is the transmitted data stream such that E[xxH ] = IK where

E[·] is the expectation operator, z ∼ CN (0, σ2IK) is the additive white gaussian
noise vector and the channel matrix is H ∈ C

K×NT as

H = Φ(ρH̄ +
√

1 − ρ2Hw) (2)

where the diagonal element of Φ represents the large-scale fading factor and Φ =
diag([

√
(4πrk/λ)−2]k=1,··· ,K), where rk is the distance between the HAP and the

k-th user, λ is the wavelength and the operator diag(a) is to make the elements
of the vector a be the diagonal elements of a matrix, ρ =

√
Kf/(1 + Kf ) and

Kf is the Rician factor, Hw is the Non-Line-of-Sight (NLOS) component and
(Hw)ab ∼ CN (0, 1) for a = 1, · · · ,K and b = 1, · · · , NT , H̄ = [h̄1, h̄2, · · · , h̄K ]T

is the Line-of-Sight (LOS) component and h̄k of the k-th user is given by [11]

h̄k = a(θk, ϕk) ⊗ b(θk, ϕk) (3)

with
a(θk, ϕk) = [1, e−j2πd sin θk cosϕk/λ, · · · ,

e−j2π(M−1)d sin θk cosϕk/λ]
(4)

and
b(θk, ϕk) = [1, e−j2πd sin θk sinϕk/λ, · · · ,

e−j2π(N−1)d sin θk sinϕk/λ]
(5)

where θk ∈ [0, π/2] and ϕ ∈ [−π, π] are the vertical and the horizontal angle of
departure (AoD) of the k-th user respectively, d = 2λ is the antenna spacing.
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For given channel matrix H and given hybrid precoder (F,G), we can achieve
the maximum sum rate with effective channel HF as

R(F,G,H) =
K∑

k=1

log2(1 +
|hH

k Fgk|2
∑

l>k hH
k FglgH

l FHhk + σ2
) (6)

3 Hybrid Precoding Design

The ergodic sum capacity is

C(H) = max
F∈F

E[ max
G:Tr(FGGHFH)≤P

R(F,G,H)] (7)

where Tr(FGGHFH) ≤ P is set to satisfy the power constraint and P is the
total power.

We let the power allocated to k-th user as pk = P/K and power allocation
matrix P = diag(p1, · · · , pK). According to the duality theory [9], the ergodic
sum capacity can be stated as

C(H) = max
F∈F

E[log2 |IS +
1
σ2

FHHHPHF|] (8)

Theorem 1 ([13], Theorem 7.7.1). Let A ∈ C
K×K > 0. Then

E[HH
w AHw] = Tr(A)INT

(9)

Combing with (2), the optimization function in (8) can be derived as

E[log2 |IS + 1
σ2 FHHHPHF|]

= E[log2 |IS + 1
σ2 FH(ρH̄H +

√
1 − ρ2HH

w )ΦHPΦ

(ρH̄ +
√

1 − ρ2Hw)F|]
(a)

≤ log2 |IS + ρ2

σ2 FHH̄HΦHPΦH̄F

+ 1−ρ2

σ2 FH
E[HH

w ΦHPΦHw]F|
(b)
= log2 |IS + ρ2

σ2 FHH̄HΦHPΦH̄F

+ 1−ρ2

σ2 Tr(ΦHPΦ)FHF|
a.s.−→ log2 |wIS + ρ2

σ2 FHH̄HΦHPΦH̄F|

(10)

where (a) follows Jensen’s inequality, (b) follows (9) in Theorem 1, a.s.−→ denotes
almost sure convergence, such that FHF a.s.−→ IS under asymptotic setting NT →
∞, and w = 1 + 1−ρ2

σ2 Tr(ΦHPΦ).
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Algorithm 1. RF Precoding Algorithm for Solving Problem (12)
Require: V1

1: Step 1: Ψ = CHV1

2: Step 2: Let d ∈ C
NT ×1 be a binary vector as 0 or 1 of which entry one elements

are all at the location of the S largest elements from the diagonal elements (ΨΨH).
3: Step 3: The RF precoder F ∈ C

NT ×S consists of the nonzero columns of the
matrix C × diag(d).

Ensure: RF precoder F

According to (10), the ergodic sum capacity optimization problem by design-
ing the RF precoder F can be stated as

Fopt = arg max
F∈F

log2 |wIS +
ρ2

σ2
FHH̄HΦHPΦH̄F| (11)

Let the SVD of P1/2ΦH̄ as P1/2ΦH̄ = UΣVH , where U is a K ×K unitary
matrix, Σ = [ΣK 0K×(NT −K)], ΣK is a K × K diagonal matrix of singular
values in a decreasing order, and V is an NT × NT unitary matrix. From the
definition of Φ and P, P1/2Φ is a diagonal matrix. In particular, we define
Σ � [Σ1 0K×(NT −S)], where Σ1 = [ΣK 0K×(S−K)] is of dimension K × S, and
V � [V1 V2], where V1 is of dimension NT × S.

Proposition 1. The optimization problem (11)

Fopt = arg max
F∈F

log2 |wIS +
ρ2

σ2
FHH̄HΦHPΦH̄F|

is equivalent to the following problem

Fopt = arg min
F∈F

‖V1 − F‖F (12)

Proof. The optimization function in (11) can be further simplified as

log2 |wIS +
ρ2

σ2
FHH̄HΦHPΦH̄F|

= log2(w
S) + log2 |IS +

ρ2

wσ2
FHH̄HΦHPΦH̄F|

= log2(w
S) + log2 |IS +

ρ2

wσ2
FHVΣHΣVHF|

= log2(w
S) + log2 |IS +

ρ2

wσ2
FH [V1 V2]

[
ΣH

1

0(NT −S)×K

]

[Σ1 0K×(NT −S)]
[
VH

1

VH
2

]
F| (13)
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= log2(w
S) + log2 |IS +

ρ2

wσ2
FHV1ΣH

1 Σ1VH
1 F|

(a)
= log2(w

S) + log2 |IS +
ρ2

wσ2
Σ2

1V
H
1 FF

H
V1|

(b)
= log2(w

S) + log2 |IS +
ρ2

wσ2
Σ2

1| + log2 |IS

− (IS +
ρ2

wσ2
Σ2

1)
−1 × ρ2

wσ2
Σ2

1(IS − VH
1 FFHV1)|

(c)≈ log2(w
S) + log2 |IS +

ρ2

wσ2
Σ2

1| + log2 |VH
1 FFHV1|

where (a) follows the determinant theorem of Sylvester, such as |I + AB| =
|I + BA|, (b) follows the fact that I + AB = (I + A)(I − (I + A)−1A(I − B)),
and (c) follows from adopting a high Rician factor Kf , i.e. ρ = Kf

1+Kf
, which

implies that (IS + ρ2

wσ2 Σ2
1)

−1 ρ2

wσ2 Σ2
1 ≈ IS , because w = 1+ 1−ρ2

σ2 Tr(ΦHPΦ) and
ρ2

wσ2 = ρ2

σ2+(1−ρ2)Tr(ΦHPΦ)
.

From (13), we observe that designing F is to find the largest projection on
V1, which is equal to find the smallest Euclidean distance between V1 and F,
i.e.

Fopt = arg min
F∈F

‖V1 − F‖F .

�

Since F ∈ F and F is DFT matrix as F � [ 1√
NT

e
− j2πmn

NT ]m,n=0,··· ,NT −1, the
obtainment of RF precoder F is to find the matrix belonging to F where F has
the maximum projection on V1.

To maximize the ergodic sum capacity in (8), we propose an RF precoding
algorithm in Algorithm 1. Let the matrix consisting of the vectors in F as C ∈
C

NT ×NT , where the amplitude of each column of C(j) is 1. Notice that for any
feasible solution F ∈ F , F is composed of the nonzero columns of C × diag(d),
where the temporary vector d = [d1, · · · , dNT

] ∈ {0, 1}NT and ‖d0‖ = S. d is a
selection matrix form the matrix C by selecting the largest projection on V1.

Remark 1. We observe that the RF precoder F only requires parameters V1 and
codebook C, which can be obtained at the HAP. The HAP has knowledge of
the users distribution and slowly varying LOS component, instead of instanta-
neous CSI. Therefore, the proposed RF precoding algorithm is suitable for HAP
massive MIMO systems.

4 Numerical Results and Analysis

In this section, the performance of the proposed hybrid precoding algorithm is
evaluated. We assume that the height of HAP is 20 km, the HAP is equipped
with UPA NT =

√
M =

√
N = 100, the users are randomly distributed below
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the HAP in a circle whose radius is 20 km. We set the frequency and bandwidth
as 2.4 GHz and 10 MHz respectively. The noise variance is −169 dBm/Hz.

We combine the proposed RF precoding algorithm with simple ZF baseband
precoding. We compare the proposed RF algorithm with two algorithms: one
is low complexity (LC) + ZF precoding in [4] and the other is semidefinite
relaxation (SDR) + ZF precoding in [9]. In [4], LC algorithm obtains RF precoder
as Fi,j = 1√

NT
ejηi,j , where ηi,j is the phase of the (i.j)th element of the matrix

(
√

PΦH̄)H as shown in (11). In [9], SDR algorithm derives RF precoder F
consisting of the nonzero columns of C × diag(d), where D = diag(d) can be
obtained from the convex problem as

D = arg max
d∈R

NT ,D−D2�0,Tr(D)=S

log2 |INT
+ ED| (14)

where E = ρ2

wσ2 CHH̄HΦHPΦH̄C, and (14) is derived from (11) based on
semidefinite relaxation as

log2 |IS + ρ2

wσ2 FHH̄HΦHPΦH̄F|
= log2 |INT

+ ρ2

wσ2 H̄HΦHPΦH̄FFH |
= log2 |INT

+ ρ2

wσ2 H̄HΦHPΦH̄CDCH |
= log2 |INT

+ ρ2

wσ2 CHH̄HΦHPΦH̄CD|
= log2 |INT

+ ED|

(15)

where the elements of vector d is binary, such as D−D2 = 0, where the constraint
is non-convex, and then we apply the semidefinite relaxation D − D2 � 0. SDR
algorithm obtains RF precoder by solving problem (14).

Remark 2. We observe that LC algorithm requires the same number of RF chains
S as the number of users K, while the proposed algorithm and SDR algorithm
do not have this limitation, just with the limitation of K ≤ S.
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Fig. 2. Cumulative distribution of the sum rate by different transmit power P with
K = 40 users, S = 40 RF chains, and Rician factor Kf = 10 dB.
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As shown in Fig. 2, the 10000 randomly generated samples is taken to yield
the cumulative distribution of the sum rate and it can be concluded that the
convergence of Algorithm 1 is preserved by the ascending shape of the curves.

Figure 3 depicts the performance of the proposed hybrid precoding algorithm
compared with LC + ZF scheme in [4] and SDR + ZF scheme in [9] in terms
of transmit power. We can see that the sum rate of the proposed algorithm
is higher than that of the other two comparisons as shown in Figs. 2 and 3.
The sum rate grows stably with the increase of the transmit power. As the
proposed RF precoding algorithm applies the SVD, which is better than LC and
SDR algorithm explicitly. The SDR algorithm performs the worst due to the
relaxation of D − D2 � 0.

Figure 4 depicts the performance of the proposed hybrid precoding algorithm
compared with LC + ZF scheme in [4] as a function of the number of RF chains.
The proposed outperforms the LC + ZF with the same reasons as illustrated
above. The sum rate grows stably with the increase of the number of RF chains.
It can be concluded that the sum rate will achieve an upper limit when S grows
approaching NT , which is consistent with the result in [9].
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5 Conclusion

In this paper, we have proposed a hybrid precoding scheme, which consists of a
RF precoder and a baseband precoder, to limit the RF chains for HAP massive
MIMO systems. The duality theory has been applied to exploit the ergodic sum
capacity in Rician fading channel, which only depends on the LOS component,
i.e. SCSI. Then, the RF precoder has been obtained based on SVD. The baseband
precoder has been attained through the instantaneous effective channel matrix
by ZF. Numerical results have demonstrated that the hybrid precoding algorithm
outperforms the compared algorithms.
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The Approach to Satellite Anti-interception
Communication Based on WFRFT-TDCS
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Abstract. In order to improve the security and concealment of satellite com-
munication, an anti-interception technology based on weighted fractional Fourier
transform (WFRFT) and transform domain communication system (TDCS) is
proposed. WFRFT replaces FFT/IFFT and CCSK frequency-domain mapping
replaces time-domain modulation in TDCS. Moreover, the receiving basis func-
tion is designed according to the principle of equal gain combining. The simulation
results show that,WFRFT-TDCS anti-eavesdropping technology can be applied to
satellite transceiver of spectrummismatch, as well as maintain system complexity
and enhance anti-scanning performance. Even if the SNR is greatly increased,
unauthorized receiver cannot demodulate the signal correctly. For authorized
receiver, SNR loss is less than 1 dB when the transmission spectrum availability
is more than 80%.

Keywords: Transform domain communication system · Weighted fractional
Fourier transform · Anti-interception communication · Spectrum mismatch ·
Satellite communication

1 Introduction

Compared with mobile communication networks, satellite networks are not constrained
by geographical conditions and have a wide range of signal coverage.

The above advantages are based on the premise of ensuring satellite networks’ secu-
rity. Because satellite networks are often deployed in the whole space area, satellite
communication (SATCOM) is insecure due to the broadcast nature of radio propa-
gation. This leads to poor signal concealment and confidential information leakage.
Furthermore, there is eavesdroppers’ threat in both satellite-ground channel and ground-
ground channel, which increases the risk of eavesdropping. Therefore, anti-interception
capability of SATCOM is attracting considerable attentions recently.

In order to cope with the rapid development of signal identification and parametric
estimation technology, new anti-eavesdropping methods have emerged, such as chaotic
technology, cognitive radio (CR), transform domain communication system (TDCS),
weighted fractional Fourier transform (WFRFT), etc.
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TDCS [1, 2] is a CR-based intelligent radio technology,which dynamically generates
the basis function (BF) in the transform domain for avoiding interference spectrum. Note
that anti-interception characteristic of traditional TDCS depends on the pseudo-random
phase sequence design in the BF [3, 4]. In recent years, the researches on TDCS at home
and abroad mostly take the consistency of transceiver spectrum as the precondition
[5, 6]. In SATCOM system, the differences of geographic location and electromagnetic
environment between transceivers do not satisfy the above assumption, thus deteriorating
system performance. Hence the application of TDCS in SATCOM needs to overcome
the problem of spectrum mismatch at first.

WFRFT [7–10] is a new signal processing method, whose baseband constellation
has the characteristics of fuzziness and fission by the rational design of weighted param-
eters. Its Gauss-like statistical properties has unique advantages in anti-scanning com-
munication. However, the classical 4-WFRFT has only one weighted parameter, so
eavesdroppers can intercept original signal by scanning modulation order at the cost of
time.

In secure communication, the combinatory strategy to embed WFRFT signals into
TDCS is introduced in [11–14], which is tempting to make full use of the properties of
TDCS and WFRFT.

To improve safety and reliability of SATCOM from various angles, an anti-
interception communication approach based on WFRFT-TDCS is proposed. TDCS
achieves anti-eavesdropping capacity by tamed spread spectrum over non-interference
frequency band. Additionally, aiming at solving the problem of spectrum inconsistency,
the receiving BF design is introduced, based upon equal gain combining (EGC) prin-
ciple. Furthermore, WFRFT is used to replace FFT/IFFT in TDCS. On the premise of
maintaining system complexity, it changes the spatial distribution of TDCS signals and
improves the anti-scanning ability.

The remainder of this paper is organized as follows: Section 2 presents the definitions
and properties ofWFRFT. In Section 3, the systemmodel ofWFRFT-TDCS is described
and anti-interception communicationmechanism is given. TheBERcurves are simulated
and analyzed in Section 4. Finally, Section 5 concludes this paper.

2 Weighted Fractional Fourier Transform

WFRFT is a promising technique for signal processing. In this section, we introduce its
basic definitions and investigate its anti-parameter scanning properties.

2.1 Definition

Given an arbitrary complex vector X0(n), the α-order WFRFT is defined by

S0(n) = Fα[X0(n)]

= ω0(α)X0(n) + ω1(α)X1(n)

+ ω2(α)X2(n) + ω3(α)X3(n) (1)
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where Fα denotes theWFRFTkernel (or basic operator). Xl(n)(l = 0, 1, 2, 3) represents
0– 3 times of FFT operation results respectively. The weighted coefficients ωl(α)(l =
0, 1, 2, 3) is given by

ωl(α) = 1

4

3∑

k=0

exp

[
±2π i

4
(α − l)k

]
, (l = 0, 1, 2, 3) (2)

where α is chosen in the real interval [0,4]. According to the symmetry of FFT, WFRFT
process is implemented through one N-point FFT module and two reverse modules in
Fig. 1. The physical expression is generalized as

S0(n) = ω0(α)X0(n) + ω2(α)X0(N − n)

+ ω1(α)
1√
N

N−1∑

k=0

X0(k) exp

(
j
2πkn

N

)

+ ω3(α)
1√
N

N−1∑

k=0

X0(N − k) exp

(
− j

2πkn

N

)
(3)
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Fig. 1. WFRFT physical implementation

2.2 Anti-interception Analysis

By varying the weighted coefficients, WFRFTmake transformed signals present Gauss-
like distribution on the complex plane. Only by grasping weighted coefficients and
implementing inverse transform can the constellation be restored. The analysis of Gauss-
like feature and constellation splitting is discussed in this section. Specifically, anti-
eavesdropping abilities can be studied by the qualitative analysis of the detection and
modulation recognition probability.

Because both FFT and invert FFT are linear transforms, it is known from the cen-
tral limit theorem that when multiple random variables with the same distribution are
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linearly combined, their synthetic variables have Gauss-like characteristic. The lin-
ear combination of frequency-domain term X1(n) and X3(n) constitutes the Gauss-
like function Fα(·)

Fα(X0(n)) = ω1(α)X1(n) + ω3(α)X3(n) (4)

whose amplitude directly reflects the power of Gauss-like noise.
The Gauss-like characteristic of WFRFT in Fig. 2 ensures the invalidity of conven-

tional energy-based and periodic feature-based detection, thus ensuring the low detection
probability.

Fig. 2. The Gauss-like function of BPSK

In contrast to the above case, when the time-domain terms X0(n) and X2(n) are
synthesized, the uncertainty of original data and the variability of the weighting coeffi-
cients show rich combination patterns. This time-domain term synthesis is attributed
to the splitting of signal constellation. The constellation fission function T α(·) is
defined by

T α(X0(n)) = ω0(α)X0(n) + ω2(α)X2(n) (5)

Generally speaking, on the basis of specific modulation, constellation points are rel-
atively fixed on the constellation diagram. However, constellation points change with the
change ofWFRFTweighted coefficients, as shown in Fig. 3. Thus, effective constellation
camouflage can be realized to guarantee low modulation recognition probability.

Fig. 3. The constellation fission function of BPSK
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Considering both Fα(·) and T α(·), with the increase ofα, the two constellation points
of BPSK gradually rotate clockwise and disperse. As α increases further, the boundaries
between constellation points become blurred, and eventually the constellations overlap,
as shown in Fig. 4. It is evident that transformed signals present a Gauss-like distribution
after constellation aliasing. It can be concluded that the rotation, aliasing and Gaussian
distribution of the constellation make it difficult to detect and identify modulation of the
transformed signal, thusWFRFT is an effective anti-detection signal encryptionmethod.

Fig. 4. WFRFT constellations with different α

In the SATCOM system, WFRFT can be used to replace FFT/IFFT in traditional
TDCS in order to gain better anti-eavesdropping capacity. In the wake of the adjustment
to transform coefficients, the spatial distribution of signal is changed and the parameters
are difficult to be scanned. In a nutshell, WFRFT increases anti-interception capacity,
while maintaining the complexity of the system.

3 WFRFT-TDCS System

TDCS is a spread spectrum technology in transform domain. In general, it is used to
resist interception, avoid interference andweaken the influence of multipath. In response
to the issue of low security and easy interception in the SATCOM system, this paper
presents an approach to low interception communication based on WFRFT-TDCS.

3.1 System Model

Figure 5 shows the block diagramof the system in the satellite channel. On the transmitter
side, the entire spectrum band is divided intoN spectrum bins and a spectrum occupancy
vector ATX is used to indicate the status of spectrum bins. Then, ATX is multiplied
by a M-valued complex pseudo-random phase sequence P , to get a new vector BTX.
In a traditional TDCS architecture, the resultant spectral vector BTX performs inverse
fast Fourier transform (IFFT) operation to produce a time-domain signal bTX.bTX is
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modulated with the original data using cyclic code shift keying (CCSK) scheme. The
transmitted signal is given by

SIFFT(n) = 1√
N

N−1∑

k=0

BTX(k) exp

(
j
2π(k + Si )n

N

)
(6)

where Si is the data symbol arriving at the input of CCSK modulator during the i
time slot.

Fig. 5. The block diagram in the satellite channel

In this paper, orthogonal frequency division multiplexing (OFDM) architecture is
adopted in the TDCS. Firstly, CCSK frequency-domain mapping is performed on the BF
B according to circular shift theorem in time domain. Then WFRFT is used to replace
IFFT in traditional TDCS. After that, the cyclic prefix is added to eliminate the impacts
of multipath fading channel. Combined with the constellation fission function T α(·) and
the Gauss-like function Fα(·), the transmitted signal can be written as

SF - WFRFT(n) = ω0(α)B(n) exp

(
j
2π Sin

N

)

+ ω1(α)
1√
N

N−1∑

k=0

B(k) exp

(
j
2π(k + Si )n

N

)

+ ω2(α)B(N − n) exp

(
j
2π Sin

N

)

+ ω3(α)
1√
N

N−1∑

k=0

X0(N − k) exp

(
− j

2π(k + Si )n

N

)
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= T α(B) exp

(
j
2π Sin

N

)
+ Fα(B) exp

(
j
2π Sin

N

)
(7)

By comparison, the BF B is first processed by WFRFT, and then CCSK modulation
is operated in time domain. The transmitted signal can be expressed as

ST - WFRFT(n) = ω0(α)B(n + Si ) + ω2(α)B(N − n − Si )

+ ω1(α)
1√
N

N−1∑

k=0

B(k) exp

(
j
2π(k + Si )n

N

)

+ ω3(α)
1√
N

N−1∑

k=0

X0(N − k) exp

(
− j

2π(k + Si )n

N

)

= T α
(
BSi

) + Fα(B) exp

(
j
2π Sin

N

)
(8)

According to above-mentioned Eqs. (7) and (8), it can be seen that both the time and
frequency signal processing methods of CCSK does not affect the Gauss-like charac-
teristics of Fα(·). However, constellation points of T α(·) based on CCSK time-domain
modulation are relatively fixed on the constellation diagram, while the constellation
points of T α(·) based on CCSK frequency-domain mapping are randomly distributed
and affected by data symbol Si .

The combination of WFRFT and CCSK frequency-domain mapping has better con-
stellation splitting characteristics than the combination with CCSK time-domain mod-
ulation. In secure communication, as shown in Fig. 6. WFRFT is recommended to
utilize as the last module of transmission, in order to make full use of its anti-scanning
characteristics.

Fig. 6. The constellation points of T α(·)
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3.2 Design of Receiving Basis Function

The spectrum mismatch leads to BF inconsistency, and inevitably has negative effects
on TDCS: (1) the signal is transmitted in mismatched frequency bands, resulting in the
performance penalties in demodulation; (2) the bandwidth reduction of BF causes the
interruption of communication. In CR networks, the public control channels are estab-
lished to transmit the BF among transmitters. Nevertheless, it will increase complexity
of SATCOM system and do not meet the security requirements. To solve the problem,
the arithmetic of EGC is used to design the receiving BF.

From TDCS correlation receiving process point of view, the received signal energy
is equal to the square of the product of the transmitter and the receiver’s amplitude
spectrums and phase spectrums. This is similar to the principle of the diversity combining
in fading channels.

Under the following three knownconditions: (1) the transmitter’s amplitude spectrum
is unknown; (2) the pseudo-random phase sequence is known; (3) the received signal
contains pseudo-random phase information, so the pseudo-random phase sequence P
can be used as receivers’ BF, i.e. BRX = P . The design of the receiver’s BF can be
realized by EGC principle.

4 Simulation Results

In this section, simulation results are provided to evaluate the performance of WFRFT-
TDCS scheme.

4.1 Data Transmission Performance

With the expansion of high frequency band in SATCOM, electromagnetic interference of
terrestrial communication systems canbe effectively avoided.Hence, it canbe considered
that the ratio of BF spectrum available at both transmitter and receiver is relatively high
for Ka, Ku and other higher frequencies. In this simulation, the available ratio ψ of BF
spectrum at the transmitter is 60%, 80%, 95% and 100% respectively.

Because the receiver’s BF is designed in the way of EGC, the bit error rate (BER) is
not affected by the mismatched proportion of transceiver spectrum. As can be seen from
Fig. 7, with the increase of spectrum availability, BER performance is also improved.
SNR loss is less than 1 dB when ψ is more than 80%.

4.2 Anti-interception Performance

The BER curves of authorized and unauthorized receivers are compared to verify the
effectiveness of WFRFT-TDCS technology. The parameters of the receivers are shown
in Table 1.
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Fig. 7. BER performance with different ψ

Figure 8 shows that the error rates of unauthorized receivers NO.2 and NO.3 are still
high, even if most of the transmission parameters are obtained in high SNR. This means
that unauthorized receivers are difficult to obtain reliable covert information. We can
come to conclusion that the system proposed in this paper has high anti-scanning capac-
ity. TheBER curves of unauthorized receiversNO. 1 andNO. 4 indicate that if the system
adopts TDCS or WFRFT independently, unauthorized receivers can decode signals by
traversal method. Therefore, in order to improve the security and guarantee the anti-
interception ability of SATCOM system, it is better to combine two anti-eavesdropping
means, TDCS and WFRFT, which is more difficult for unauthorized receivers to obtain
all the system parameters.

Table 1. Parameters of authorized and unauthorized receivers

Parameter Authorized
receiver

Unauthorized
receivers NO. 1

Unauthorized
receivers NO. 2

Unauthorized
receivers NO. 3

Unauthorized
receivers NO. 4

Spectrum

occupancy ARX
EGC Random number

generation
EGC EGC EGC

Pseudo-random
phase sequence P

Known Known Unknown Known Known

Transform
techniques

WFRFT WFRFT WFRFT FFT WFRFT

WFRFT
coefficient α

0.3 0.3 0.3 0.3 0.2
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Fig. 8. BER performance of authorized and unauthorized receivers

5 Conclusion

In order to improve the safety and reliability of SATCOM, an anti-interception tech-
nology based on WFRFT-TDCS is proposed. WFRFT is used to replace FFT/IFFT and
CCSK frequency-domain mapping is used to replace time-domain modulation in TDCS.
Besides, the receiving BF is designed according to the principle of EGC. Final simula-
tions demonstrate that WFRFT-TDCS anti-eavesdropping technology can be applied to
satellite transceiver of spectrum mismatch, as well as maintain system complexity and
improve anti-scanning performance.

SATCOM transmission reliability can be further improved by designing complex
transceiver BFs, such as exchanging spectrum information between the transceiver and
receiver. The adjustment strategy of WFRFT parameters will be further studied to better
adapt to time-varying satellite channels.
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Abstract. In view of the increasing on-board processing capacity, this paper
investigates the possibility of the communication reconnaissance on LEO con-
stellation satellite platforms, and proposes a wireless signal recognition algorithm
based on deep learning. The proposed algorithm visualizes the wireless signal
as a picture based on the basic digital signal processing, as a result, the signal
recognition problem is subtly transferred to an object detection problem recurring
in the field of Computer Vision (CV). Then, it co-opts deep learning models in
CV field in order to realize the end-to-end signal recognition and improve the
performance. Validating results on the field-collected signal dataset with 12 types
and 4740 samples show that, the algorithm can effectively identify the waveform
types and time/frequency coordinates of communication signals with the precision
89%, which is 40% higher than traditional algorithms.

Keywords: Wireless signal recognition · Radio frequency deep learning ·
Convolutional neural network · LEO constellation satellite

1 Introduction

Influenced by the earth curvature and ground obstacles, UHF and higher frequency
electromagnetic signals decay rapidly when they propagate on the ground, which limits
the ground-based communication reconnaissance to a small range. However, the non-
directional radiation signal emitted by the ground or low altitude communication target
may be captured and recognized by the LEO satellite, owing to the moderate distance
and the non-occlusion link between them. Furthermore, using the global coverage of the
LEO constellation, space-based communication reconnaissance can be realized in the
whole world. This can expand the area of communication reconnaissance and reduce
the cost, which is significant to the communication countermeasure and security.

Communication signal recognition is essentially a kind of “pattern recognition”, so it
maybe combinedwith artificial intelligence (AI) technology to improve theperformance.
This topic has been investigated extensively since 1990s. As shown in Fig. 1, these kind
of algorithms generally relay on the expert feature extraction, and classify signals based
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on the traditional machine learning (ML) such as Decision Tree, Naive Bayes, SVM
or Neural Networks [1–4]. They can gain a respectable performance in Additive White
Gaussian Channel (AWGN), however degrade sharply in fading channel ubiquitous in
the real world.

Fig. 1. Architecture of signal recognition based on traditional machine learning

Inspired by the tremendous success of deep learning (DL) in the field of Computer
Vision (CV), some scholars began to use DL technology to improve the wireless sig-
nal recognition performance since 2016. O’shea proposed a 4-layer CNN (convolutional
neural network) architecture to recognize themodulation type of wireless signal, directly
feeding with the raw IQ samples [5], and demonstrated the superiority of the deep learn-
ing. Based on this, [6] used a hierarchical structure to improve the performance, [7, 8]
investigated the LSTM (long-short term model) architecture and [9] investigated the
ResNet architecture.

The above literatures belong to modulation recognition, while the following belongs
to communication system recognition, which is more meaningful for communication
reconnaissance. [10] used the neuro-fuzzy similarity measurement based on the signal
power spectral density to distinguish signals. [11, 12] proposed a model similar as the
O’shea CNN to identify the wireless technology, except that the input is replaced with
spectrum density. [13, 14] adopted a similar network model, but replaced the input with
the spectrum waterfall or Choi-Williams distribution transformation result.

This paper proposes a wireless signal recognition algorithm based on end-to-end
deep learning. It does not follow the traditional idea of expert feature extraction plus
automatic classification, but co-opts deep CNN in CV field [16–18] to automatically
extract waveform features, and directly identifies the communication system types and
time/frequency coordinate.

The rest paper is organized as follows. Section 2 analyzes the satellite-ground link
loss of LEO, and investigates the possibility of the space-based communication signal
recognition. Section 3 introduces the proposed algorithm. Section 4 shows the evaluation
results, and Sect. 5 concludes the paper.

2 Link Loss Analysis of LEO SAT

LEO satellites refer to satellites with orbital altitudes between 200 km and 2000 km
[15]. Thanks to the moderate distance and the non-occlusion link, the non-directional
radiation signal emitted by the ground or low altitude communication target may be
captured and recognized by the LEO satellite.



Wireless Signal Recognition Based on Deep Learning 277

 

LEO Satellite

Earth

R+d

r

Fig. 2. Satellite-ground link of LEO

As shown in Fig. 2, assuming the orbital altitude d equals 600 km, and the scanning
angle is ±30o. According to cosine theorem shown in (1), the maximum distance r
between the satellite and the ground target satisfies the Eq. (2). In this scenario, θ equals
30o, R equals 6371 km, d equals 600 km, so r equals 704 km.

r2 + (R + d)2 − 2r(R + d) cos θ = R2 (1)

r =
2(R + d) cos θ −

√
(2(R + d) cos θ)2 − 4

(
d2 + 2Rd

)

2
(2)

According to the free space loss model shown in (3), the link loss L is about 157 dB
when the center frequency F equals 2.5 GHz.

L = 32.4 + 20 log F + 20 log r (3)

More scenarios are shown in Table 1.When the orbital altitude is 600 km, the S-band
propagation attenuation between satellite and earth is about 160 dB.

Table 1. Propagation attenuation between satellite and earth

d/km θ /o r/km F/MHz L/dB

600 0 600 2500 156.0

600 10 610 2500 156.1

600 20 642 2500 156.5

600 30 704 2500 157.3

600 40 811 2500 158.5

600 50 1006 2500 160.4

600 60 1450 2500 163.6
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Generally speaking, the transmitter-receiver link model can be expressed as (4)

C = E I RP ∗ Gr

Ls
(4)

where C is the received carrier power in watts, EIRP is Equivalent Isotropic Radiated
Power in watts, Gr is the receiver antenna gain in multiples, and Ls is the propagation
attenuation in multiples.

Divided by the receiver thermal noise N in both sides, we get

C

N
= E I RP ∗ Gr

Ls ∗ N
(5)

Denote 10 * log(x) as [x], and translating (5) into Log form, we get
[
C

N

]
= [E I RP] + [Gr ] − [Ls] − [N ] (6)

Here, [C/N] is also called signal-to-noise ratio (SNR) which is the most important
parameter to evaluate the received signal quality. According to the commutation theory,
the thermal noise [N] satisfies the Eq. (7) when the temperature T = 290 K ≈ 17 °C.

[N ](dBW ) ≈ −204 + 10 log B + NF (7)

where B is signal bandwidth in Hz and NF is the noise figure in dB.
Substitute (7) into (6), we get

SN R = [E I RP] + [Gr ] − [Ls] − [B] − NF + 204 (8)

Table 2 shows the received signal quality in some scenarios. In engineering, the NF
of the receiver on the satellite is about 2 dB, and the system should reserve a margin
about 5 dB for the propagation attenuation Ls.

Table 2. Received signal quality evaluation

EIRP/dBW Gr/dBi Ls/dB B/MHz Margin/dB SNR/dB

1 5 157.3 0.05 5 −1.3

1 5 157.3 2 5 −17.3

1 5 163.6 0.05 5 −7.6

1 5 163.6 2 5 −23.6

1 35 157.3 0.05 5 28.7

1 35 157.3 2 5 12.7

1 35 163.6 0.05 5 22.4

1 35 163.6 2 5 6.4
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Based on the previous literation and our own test, the signal recognition algorithms
can work well when SNR > 10 dB [9]. In other words, the recognition sensitivity is
10 dB. As shown in Table 2, if the antenna gain of the satellite is bigger than 35 dBi,
the received SNR is higher than the recognition sensitivity and will works well for
most narrow-bandwidth and mi-bandwidth signals. It’s a good news for space-based
communication reconnaissance!

3 The Proposed Algorithm

In this section, we will introduce the proposed wireless signal recognition algorithm
based on deep learning as shown in Fig. 3. Its input is raw I/Q flow and the output is
the signal types and corresponding time/frequency coordinates. Since there is a subtle
visualization step in the algorithm, we call it RadioImageDet.

Fig. 3. Architecture of RadioImageDet algorithm

RadioImageDet algorithm consists of preprocessing module and object detect mod-
ule. The purpose of preprocessing is to transform the original I/Q data into an expression
more conducive to automatic feature extraction and recognition. Generally speaking,
wireless communication signals show certain patterns in center frequency, bandwidth,
spectrum density and their changing trends, which are more recognizable in frequency-
domain. So, the preprocessingmodule in this algorithm takesDiscrete Fourier Transform
(DFT) to transform the input into frequency-domain expression as shown in (9), and then
combines a group of successive DFT results into a spectrum waterfall map, in order to
increase the time-domain information as shown in Fig. 4.

DFT : X [k] =
N−1∑
n=0

x[n]e− jk(2π/ N )n, k = 0, 1, . . . , N − 1

I DFT : x[n] = 1

N

N−1∑
k=0

X [k]e jk(2π/ N )n, n = 0, 1, . . . , N − 1 (9)

Fig. 4. Visualization preprocessing
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The object detect module takes the spectrum waterfall map as the input, and auto-
matically extracts the features through CNN. The following detect module transforms
the abstract features into the final results such as signal type and time/frequency coor-
dinates. The essence of this work is nearly the same as the object detection in CV. The
only difference is that the input is a spectrum waterfall map obtained from DFT, not a
picture in nature. Therefore, we co-opt the object detection models [17] in CV field to
construct a wireless signal recognition neural network model, called RadioYOLO, as
shown in Fig. 5 and Table 3.
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Fig. 5. RadioYOLO neural network model

Table 3. RadioYOLO model structure

Level Input scalar Scalar/step Channels

conv1 512 × 512 3 × 3/1 × 1 32

maxpool1 512 × 512 2 × 2/2 × 2 –

conv2 256 × 256 3 × 3/1 × 1 64

maxpool2 256 × 256 2 × 2/2 × 2 –

conv3 128 × 128 3 × 3/1 × 1 128

conv4 128 × 128 1 × 1/1 × 1 64

conv5 128 × 128 3 × 3/1 × 1 128

maxpool3 128 × 128 2 × 2/2 × 2 –

conv6 64 × 64 3 × 3/1 × 1 256

conv7 64 × 64 1 × 1/1 × 1 128

conv8 64 × 64 3 × 3/1 × 1 256

maxpool4 64 × 64 2 × 2/2 × 2 –

conv9 32 × 32 3 × 3/1 × 1 512

conv10 32 × 32 1 × 1/1 × 1 256

(continued)
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Table 3. (continued)

Level Input scalar Scalar/step Channels

conv11 32 × 32 3 × 3/1 × 1 512

conv12 32 × 32 1 × 1/1 × 1 256

conv13 32 × 32 3 × 3/1 × 1 512

maxpool5 32 × 32 2 × 2/2 × 2 –

conv14 16 × 16 3 × 3/1 × 1 1 024

conv15 16 × 16 1 × 1/1 × 1 512

conv16 16 × 16 3 × 3/1 × 1 1 024

conv17 16 × 16 1 × 1/1 × 1 512

conv18 16 × 16 3 × 3/1 × 1 1 024

conv19 16 × 16 3 × 3/1 × 1 1 024

conv20 16 × 16 3 × 3/1 × 1 1 024

conv21 32 × 32 1 × 1/1 × 1 64

reshape1 32 × 32 2 × 2 256

concatenate1 16 × 16 – 1 280

conv22 16 × 16 3 × 3/1 × 1 1 024

conv23 16 × 16 1 × 1/1 × 1 85

RadioYOLO predicts the bounding boxes based on some hand-picked priors named
anchor, which is an important hyper-parameter for the model. Five anchors are selected
according to the common characteristics of radio signals, expressed as (width, height):

(1) (0.015, 0.9): for Narrowband Continuous Signal
(2) (0.5, 0.9): for Broadband Continuous Signal
(3) (0.025, 0.05): for Narrowband Instantaneous Signal
(4) (0.469, 0.01): for Broadband Instantaneous Signal
(5) (0.469, 0.1): for Broadband Instantaneous Signal

4 Experimental Evaluation

This research trains and validates the algorithm under the framework of Tensorflow,
and evaluates the performance on field collected dataset. The comparison algorithms
include the traditional NFSC (Neuro-Fuzzy Signal Classifier) algorithm [10] and the
WII (multi-label Wireless Interference Identification) algorithm [12].

All data used in this paper is captured from the real world through a self-developed
radio frequency acquisition test-bed based on Gnuradio and Universal Software Radio
Platform (USRP), as shown in Fig. 6.
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Fig. 6. Radio frequency acquisition test-bed

The target signals cover 12 kinds of common 2G/3G/4G mobile communication
downlink signals. 650 GB raw I/Q signal data with different center frequencies and the
same sampling rate (40Msps) is collected from seven locations scattered at Beijing and
Tianjin. These raw I/Q data are divided into fragments, which contain about 2million I/Q
samples, and transformed into waterfall map patterns with size 512 * 512. The resulting
dataset has 4740 items, with 3792 for training and 948 for testing.

Data annotation is done manually according to the frequency allocation table.
Table 4 shows the 2G/3G/4G cellular downlink frequency distribution of the three
major operators in Beijing, which is attained through the relevant standards and actual
measurement.

Table 4. 2G/3G/4G cellular downlink frequency distribution in Beijing

Frequency/MHz Signal name

870–885 Tele2G_DL_CDMA

935–955 Mobi2G_DL_GSM900

955–960 Uni2G_DL_GSM900

1 805–1 820 Mobi2G_DL_GSM1800

1 840–1 860 Uni4G_DL_FDD1800

1 860–1 875 Tele4G_DL_FDD1800

1 885–1 905 Mobi4G_TDLTE_20M

1 905–1 915 Mobi4G_TDLTE_10M

2 010–2 025 Mobi3G_TDSCDMA

2 110–2 130 Tele4G_DL_FDD2100

2 130–2 135 Uni3G_DL_WCDMA

2 135–2 140 Uni3G_DL_WCDMA

2 140–2 155 Uni4G_DL_FDD2100

2 575–2 595 Mobi4G_TDLTE_20M

(continued)
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Table 4. (continued)

Frequency/MHz Signal name

2 595–2 615 Mobi4G_TDLTE_20M

2 615–2 635 Mobi4G_TDLTE_20M

Figure 7 shows the visual results of the proposed algorithm. It automatically marks
the signal type, location and confidence on the original map, according to the numerical
output. It can be seen that, the characteristics of some signals on the spectrum waterfall
map are very obvious, so they can be easily distinguished by human and the proposed
algorithm. This is the basic premise and motivation for our research.

Fig. 7. Visual results of RadioImageDet algorithm

Fig. 8. Test result - normalized confusion matrix (Color figure online)
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Figure 8 is the normalized confusion matrix of the test results of this algorithm.
The vertical axis represents the real label, the horizontal axis represents the prediction
label, and the depth of the grid color represents the magnitude of the value. Generally
speaking, darker color of the diagonal matrix means better performance, and the other
grids is on the contrary. The results show that the proposed algorithm performs well for
most of signals with the overall accuracy 86.04%.

As comparison, WII and NFSC are also evaluated on the same raw dataset. The
former uses deep learning method with a simpler CNN model, while the latter uses
traditional method based on similarity measurement. We choose precision as the metric,
which is defined as the ratio of the actual positive count to the predicted positive count for
a specific type. As shown in Fig. 9, the average precision reaches 89% for the proposed
algorithm, while 53.8% for WII and 49.3% for NFSC.

Fig. 9. Test result – Comparison of precision

5 Conclusion and Future Work

The development of LEO constellation network brings new opportunities for global
communication reconnaissance. This paper firstly analyzed the satellite-ground link loss
of LEO, and found that the SNR will be higher than 10 dB in some specific scenarios,
which means that the space-based communication signal recognition is entirely feasible.
Then, we dug into the wireless signal recognition, and proposes an algorithm based on
deep learning. Experimental results show that the precision of the proposed algorithm
reaches 89%, which is 40% higher than traditional method and 35% higher than simple
CNN method.

This research is only a preliminary exploration of the space-based communication
signal recognition based on deep learning. In the future, we will investigate the pre-
processing methods which give more prominence to the waveform features, the neural
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network models which are more suitable for wireless signal recognition, and the effects
of satellite-ground fading channel.
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