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Abstract. The fleet size and mix vehicle routing problem with time win-
dow (FSMVRPTW) is a combinatorial optimization and decision making
problem. This problem requires the use of a fleet to provide services to
customers at a minimum cost. In this paper, a hybrid ant colony algo-
rithm for FSMVRPTW is proposed, which is composed of an insertion
heuristic algorithm and an ant colony system. The ant colony optimiza-
tion algorithm is used to generate an initial solution with the constraints
of maximum capacity and time windows, and then the routing in the
initial solution is divided into partial routing and individual customers.
The insertion heuristic algorithm is used to reconstruct the solution by
taking into acco unt the factors of time windows, distance, utilization
and vehicle cost. Experiments on benchmark problems prove the feasi-
bility of the algorithm. The hybrid algorithm expands the application of
ant colony optimization algorithm and provides a new idea for solving
FSMVRPTW.

Keywords: Ant colony optimization algorithm · Vehicle routing
problem · Time windows · Heterogeneous fleet

1 Introduction

Vehicle routing problem has been extensively studied since it was proposed. Fleet
size and mix vehicle routing problem with time windows (FSMVRPTW) is an
important branch of vehicle routing problem. It refers to the use of a group of
different types of fleets to deliver services to fixed customers, and to solve the
minimum cost required to complete tasks under the conditions of meeting time
window constraints and vehicle capacity constraints. Because the heterogeneity
of fleet and the constraints of time windows are closer to real life, the research
of FSMVRPTW is of great significance. FSMVRPTW has many application
scenarios in real life, such as logistics distribution, school bus routing planning
and so on. Good routing can not only save transportation costs and improve
distribution efficiency, but also improve service quality, bringing lucrative profits
to the market.
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The vehicle routing problem is a NP-hard problem, and it is difficult to find
the exact solution, so many heuristic algorithms are produced for solving it.
Golden [1] described several effective methods to solve FSMVRP, and provides
some benchmark problems for future research. Liu and Shen [2] summarized the
previous algorithms of FSMVRP and VRPTW. They drew a conclusion that
the traditional sequential routing construction method for VRPTW is not suit-
able for heterogeneous fleet problems, while using parallel routing construction
method to solve FSMVRPTW itself is a difficult task. Several insertion-based
saving heuristic algorithms are also proposed. Mauro [3] presented a construc-
tive heuristic algorithm and a meta-heuristic algorithm to solve FSMVRPTW.
A constructive heuristic algorithm is implemented by first generates an incom-
plete solution as the initial solution, and then uses parallel insertion algorithm
to insert the remaining nodes. Based on the construction of heuristic algorithm,
meta-heuristic algorithm uses ruin strategy to eliminate part of the routing and
rebuild procedure to reconstruct the routing. Olli [4] presented a determinis-
tic annealing heuristic algorithm. The algorithm consists of three stages. In the
first stage, the initial solution is generated by combining diversification strategy
with learning mechanism. In the second stage, local search process is used to
reduce the number of routes in the initial solution. In the third stage, the solu-
tion is further improved by a set of four local search operations embedded in
the deterministic annealing framework. Repoussis and Tarantilis [5] obtained a
new adaptive memory programming (AMP) method for solving FSMVRPTW.
This method consists of a probabilistic semi-parallel construction heuristic algo-
rithm, a new solution reconstruction mechanism, an innovative iterative tabu
search algorithm for enhancing local search and a frequency-based long-term
storage structure. Vidal [6] proposed a hybrid genetic search algorithm with
advanced diversity control for a class of vehicle routing problems with large time
constraints. The algorithm achieves satisfactory results in dealing with various
complex vehicle routing problems including time windows.

Ant colony optimization algorithm [7] is a meta-heuristic algorithm which
simulates ants’foraging behavior in nature. It has unique advantages in solving
routing optimization problems. Ant colony algorithm has been widely studied
and applied in solving TSP [8,9], VRP [10,11], VRPTW [12,13], etc. But it has
less research in FSMVRPTW. The main reason is that ants can choose the next
node according to pheromone concentration, but there is no better solution to
the choice of vehicle type. If the vehicle type is taken as a variable associated with
the node coordinates, the search dimension will be improved, the search space
will be greatly expanded, and the search efficiency will be reduced. If the vehicle
type is chosen randomly when constructing feasible routing, the algorithm has
some shortcomings such as inadequate searching ability and inability to find
the optimal solution for cases with more vehicle types. This paper proposes a
hybrid ant colony algorithm, which combines ant colony system and constructive
heuristic algorithm. It can not only effectively help ants choose the right vehicle
type in multi-vehicle environment, but also give full play to the advantages of
ant colony algorithm with strong search ability.
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This paper mainly includes the following sections: In Sect. 2, the
FSMVRPTW is formulated; The Sect. 3 introduces an insertion heuristic algo-
rithm; The Sect. 4 introduces ant colony system and hybrid algorithm combining
the insertion heuristic algorithm; The Sect. 5 is numerical experiment, and the
last part is the conclusion.

2 Mathematical Model of FSMVRPTW

2.1 Symbolic Description

The relevant symbols in the mathematical model are illustrated as follows:

V = N
⋃

0: The set of all customers. Where N = 1, 2, · · · , n is the set of
customers and 0 is the distribution center.
A = {(i, j)|i, j ∈ V }: The arc set.
dij : The distance of arc (i, j).
qi: Quantity demanded of i.
si: Service time required by customer i.
[ai, bi]: Time window for customer i to receive services.
H: The set of different vehicle types for service.
K = {1, · · · , k, · · · }: The set of distinct vehicles obtained by defining n vehi-
cles of type h for each h ∈ H.
Qk: The capacity of vehicle k.
Fk: The fix-cost of vehicle k.
tik: The time when vehicle k arrives at customer i.
τi: The time when vehicle starts serving customer i.
πk: The return time of vehicle k to the distribution center.

xijk =
{

1, if vehicle k passed through arc (i, j)
0, otherwise

yik =
{

1, if i is served by vehicle k
0, otherwise

zk =
{

1, if vehicle k is used
0, otherwise

2.2 Mathematical Formulation

The mathematical model of FSMVRPTW can be expressed as follows:

min Cost =
∑

k

Fk +
∑

i,j∈A

∑

k

dijxijk (1)

Subject to : ∑

i∈V

diyki ≤ Qk, ∀k ∈ K (2)

∑

i∈V

yki = 1, ∀k ∈ K (3)
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∑

i∈V \{j}
xijk = ykj , ∀arc(i, j) ∈ A,∀k ∈ K (4)

∑

j∈V \{j}
xijk = ykj , ∀arc(i, j) ∈ A,∀k ∈ K (5)

∑

i∈N

xi0k =
∑

j∈N

x0jk = 1, ∀k ∈ K (6)

τi = max {ai, tik} , ∀i ∈ V, ∀k ∈ K (7)

tjk = τi + si + dij , ∀arc(i, j) ∈ A (8)

tik < bi, ∀i ∈ V (9)

The objective function is to minimize the sum of vehicle fix-costs and routes
distances. Constraint 2 means that the vehicle is not allowed to exceed its max-
imum capacity. Constraint 3 means that each customer can only be accessed
once. Constraint 4 and 5 ensure that no loops are generated within the routing.
Constraint 6 indicates that the starting and ending position of the vehicle must
be the distribution center, and Constraints 7 to 9 are time window constraints.

3 Insertion Heuristic Algorithm

The purpose of insertion heuristic algorithm is to insert some unvisited customers
into the current routes to form feasible solutions. The algorithm inserts each
customer into the current routing and scores it, and inserts the customer with
the highest score into the corresponding location to form a new routing until all
customers are inserted.

3.1 The Cost Value of Insertion Customers

Let r be the current partial solution and n̄ is the number of customer in it. U
denotes the set of not visited customers. g(u, r, p) is the time when the vehicle
arrives at u, where u ∈ U denote an insert customer and p is a insertion position
of r. If r still satisfies the time window constraint after u insertion, then the
insertion point p is called a feasible insertion position for u. Set Φ(u, r) as a set
of feasible insertion positions when customer u is inserted into route r. Then we
can calculate the cost value of each feasible insertion position for each insertion
customer as formula 10.

ξ (u, r) = min
p∈Φ(u,r)

{(
dipu + duip+1 − dipip+1

)

+
n̄

n
Chg V (u, r) +

n̄

n
max (0, au − g (u, r, p))} (10)
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In formula 10, ξ(u, r) is the weighted sum of three elements: (i) Regardless
of vehicle capacity limitation, the increment of routing distance when customer
u is inserted; (ii) The additional cost denoted as Chg V (u, r) (see below) to
be paid when the vehicle serving route r must be changed to the route which
also visit customer u; (iii) The waiting time of the vehicle before the service
customer u. The latter two terms are taken as coefficients by the ratio of n̄ to
n in order to increase the weight of the two terms as the insertion heuristic
algorithm proceeds. The first item has no weight coefficient because the distance
relation of three points satisfies the triangular inequality.

To formally describe cost Chg V (u, r), let h be the type of vehicle serving
route r and let h′ be the cheapest type of vehicle we must use when u is added
to the route. The cost is,

Chg V (u, r) =
(
1 − n̄

n

)
CR +

n̄

n
CA (11)

Where CR is the relative fixed cost increase.

CR = Fh′ ∑

i∈r∪{u}

qi

Qh′ − Fh
∑

i∈r

qi

Qh
(12)

And CA is the absolute fixed cost increase.

CA = Fh′ − Fh (13)

When calculating Chg V , the ratio of n̄ to n is used to adjust the weight of
CR and CA. In most cases, the evaluation value of Chg V is mainly determined
by CA, because insertion customers will increase the vehicle tolerance, so it is
necessary to reselect the vehicle type. In a few cases, the insertion of customers
will not change the vehicle type, and the Chg V is mainly determined by CR.

3.2 The Fitness Value of Inserted Customers

When the cost score of all insertion positions of each customer is obtained, then
we use the fitness function to calculate the score of each customer, and select the
next customer according to the fitness score and insert it into the corresponding
position of the route. The fitness function can be shown as

θ (u) = (s min ξ (u, r) − min ξ (u, r)) + γdd0u − γw (bu − au) (14)

Where smin denotes the second minimum value; γd and γw are two weighing
parameters, and this paper set γd = 1.0, γw = 0.2 according to Mauro [3]. θ(u)
consists of three parts: (i) the added cost value when the customer u is not
assigned to its preferred route; (ii) the distance between u and the distribution
center; (iii) the time window width of u.
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3.3 The Process of Insertion Heuristic Algorithm

The insertion heuristic algorithm can be described as follows:

Step 1: Input: partial solution r; unvisited customer U ; parameters;
Step 2: Choose an unvisited customer u from U ;
Step 3: Compute the score ξ(u, r) [see 10] define r(u) and r(u) as the routes
corresponding to the first and second minimum of ξ(u, r);
Step 4: Compute the score θ(u) [see 14]; determine the customer ū with
maximum θ(u) value;
Step 5: If u can not form a feasible solution by inserting into the route, or
the fixed cost of the fleet can be reduced if u is added to a new empty route,
initialize a new route with customer ū. Else insert ū into the position with
the minimum ξ(u, r).
Step 6: Update the solution r and set U = U\{u};
Step 7: Return to step 2 if U is not empty. Otherwise, the route r containing
all the customers is output and the algorithm is terminated.

4 Hybrid Ant Colony Algorithm

In this paper, a hybrid ant colony algorithm is proposed. Firstly, the feasible
solution is constructed using the same vehicle type (similar to VRPTW), and
then the feasible solution is reconstructed using the insertion heuristic algorithm.
The hybrid ant colony algorithm will be described in detail as follows.

4.1 The Preliminary Construction of Feasible Solutions

This paper uses the strategy of peripheral search to improve the search efficiency
of ants in large-scale customers. Firstly, feasible customers are selected according
to time window constraints and capacity constraints, and then several customers
nearest to the current customers are selected as candidate customers set (Ω) from
the set of feasible customers. As shown in the Fig. 1.

Fig. 1. Selection of candidate customers.
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Assuming that the current customer is i, the transition probability of ant
from customer i to customer j can be expressed as

pij =

⎧
⎨

⎩

Sij×τα
ij×ηβ

ij
∑

j∈Ω

Sij×τα
ij×ηβ

ij

, j ∈ Ω

0, otherwise

(15)

Where pij is transition probability of ant from customer i to j; Sij = d0i +
d0j − dij is the saving value of i and j; τij is pheromone concentration between
i and j; ηij = 1

dij
is visibility of pheromone concentration; α, β are parameters.

The next customer j is chosen according to the following formula.

j =

{
arg max

j∈Ω
(pij) , if q > pt

randomj ∈ Ω, otherwise
(16)

Where q is a value chosen randomly with uniform probability in the interval
[0,1]. pt (0 < pt ≤ 1) interpreted as the definite selection probabilities is initiated
as p0 = 1 and is dynamically adjusted with the evolutionary process. The value
of pt is as follows

pt =
{

0.95pt−1, if 0.95pt−1 > pmin

pmin, otherwise
(17)

Where p(min) is the minimum defined in evolutionary process. It is used to
ensure that certain selection opportunities can be obtained even if the value of
pt is too small. Formula 15 shows that in the early stage of iteration, j is selected
randomly from the candidate customers according to the transition probability.
With the iteration, j has a certain probability to be directly the customer with
the largest transfer probability among the candidate customers. This selection
strategy can accelerate the convergence of the algorithm and expand the search
space at the same time.

When the feasible solution is preliminarily constructed by using ant colony
algorithm, the vehicle capacity value is first set to the maximum type of capac-
ity. Each ant starts from the distribution center and randomly chooses the next
customer from the candidate customer set according to the state transition prob-
ability to construct a feasible routing. If there is no feasible customer added to
the routing, the ant returns to the distribution center to complete the construc-
tion of a feasible routing. Then repeat the above process and continue to build
a viable route from the remaining customers until all customers are accessed to
complete the construction of a viable solution.

4.2 Decomposition Strategy of Feasible Solutions

Let R = {R1, R2, ..., Rm} is a feasible solution constructed initially, where Ra

(1 ≤ a ≤ m) is a feasible route. Since the solutions are all constructed accord-
ing to the maximum vehicle load, they are not an appropriate solution for
FSMVRPTW, so they need to be disassembled and reconstructed.
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The purpose of the decomposition strategy is to decompose R into a routing
set r containing partial customers and an unvisited customer set U . For each
feasible route Ra, firstly, the actual load of the current feasible route la is calcu-
lated. And then the customers exceeding the maximum vehicle capacity of less
than la in Ra are removed. The remaining route is ra which turn into a subset
of r, and the removed customers are added to the set U . In particular, when la
is smaller than the minimum vehicle type capacity, all customers in Ra will be
removed and added to U .

4.3 The Process of Hybrid Ant Colony Optimization

The steps of the hybrid ant colony optimization algorithm for solving the
FSMVRPTW model can be described as follows:

Step 1: Input the number of ant m, the maximum iteration number maxit
and algorithmic parameters; initialize the current iteration number it = 1;
Step 2: Initialize the ant number n = 1;
Step 3: Preliminary construct a feasible solution of ant n using 4.1 algorithm,
and the initial solution Rn is obtained.
Step 4: Rn is decomposed into rn and Un according to 4.2 algorithm. Where
rn is a partial solution of ant n and Un is insert customer of ant n.
Step 5: The insertion heuristic algorithm in part 3 is used to insert the cus-
tomers in Un into rn. After the reconstructed solution is obtained, the cost
n of the solution is calculated according to formula 1.
Step 6: n = n + 1. If n > m, that is all ants have completed the solution
construction, turn to step 7. Otherwise, return to step 2.
Step 7: Update the global pheromone as follows

τnew
ij = (1 − ρ) ∗ τold

ij + Δτij (18)

Δτij =

⎧
⎨

⎩

m∑

n=1

Q
cos t(n) , if arc (i, j) ∈ rn

0, otherwise
(19)

Where ρ (0 <ρ< 1) is a constant representing the volatilization rate of
pherom-ones; Δτij is pheromone accumulation between customer i and j; Q
is a constant, indicating the total amount of pheromones released by each
ant. Because the pheromone superposition in ant colony optimization algo-
rithm is a positive feedback process, in order to avoid stagnation of search,
the maximum and minimum ant colony algorithm is adopted to limit the
concentration of pheromone to [τmin, τmax], as shown in formula 20.

τij =
{

τmax, ifτij > τmax

τmin, ifτij < τmin
(20)

Step 8: it = it + 1. If it is bigger than maxit, then the flow of the algorithm
finishes. Otherwise, go back to Step 2, and repeat the steps.
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5 Numerical Analysis

Solomon benchmark problems [14] is often used in the experiment of VRPTW
algorithm. It has 56 problems in 6 categories: R1, R2, C1, C2, RC1 and RC2, each
of which contains 100 customers. These 6 categories of problems can be divided
into random distribution (R), cluster distribution (C) and mixed distribution
(RC) according to customer distribution. The time windows of customer in R1,
C1 and RC1 problems are narrower, while those in R2, C2 and RC2 problems
are wider. For each instance of Solomon, Liu and Shen [2] introduced three
different subclasses of instances, which are characterized by type a, type b and
type c three different vehicle costs. In which type a vehicle costs are high, type
b vehicle costs are medium, and type c vehicle costs are low. Combining each
VRPTW instance with the cost of three types of vehicles, a total of 168 examples
are obtained.

Table 1. Comparison of ACO and HACO in solving benchmark problems.

Problems Type a Type b Type c

HACO ACO TS HACO ACO TS HACO ACO TS

R102 4656.2 5002.3 4762.4 2190.3 2421.4 2202.5 1812.5 2030.1 1989.4

R204 3964.3 4716.4 4283.3 2211.8 2876.1 2921.2 1751.9 2218.7 1903.7

C101 8332.7 9930.1 8549.6 2649.2 3248.3 2849.3 1910.9 2413.8 2371.5

C205 7158.6 8603.4 7934.6 2084.2 2513.4 2310.8 1583.7 2301.5 1863.4

RC103 5673.4 6057.1 5764.3 2423.5 2714.2 2692.1 2003.2 2551.3 2657.8

RC206 5831.6 6786.1 5591.4 2438.2 2846.1 2489.4 2306.6 2801.4 2841.6

In this paper, hybrid ant colony optimization algorithm (HACO), ant colony
optimization algorithm (ACO) and tabu search (TS) are used to solve and com-
pare the benchmark problems. The algorithm is programmed with MATLAB
2016a and runs on the personal computer of Intel Core i5-5200 CPU, 4G mem-
ory. The experimental parameters are as follows: the number of ants m = 15,
the maximum number of iterations maxit = 50, ρ = 0.08, α = 1.7, β = 2 and
Q = 80. One instances are selected from each type of benchmark problems and
running five times to and calculating average value as the result. The experi-
mental results of HACO, ACO and TS are shown in Table 1.

Table 2. Average and comparison of problem results.

Problem type ACO HACO Δ(%) TS Δ(%)

Type a 6849.2 5936.1 15.3 6147.6 3.6

Type b 2769.9 2332.8 18.7 2577.6 10.5

Tyoe c 2386.1 1894.8 25.9 2271.2 19.8
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To illustrate the comparison of the results, we calculate the average values of
various types of problems and average percentage error (label “Δ%”). As shown
in Table 2.

From Tables 1 and 2, we can see that all the results of HACO are better
than ACO algorithm. The average value of HACO in type a is better than ACO
15.3%, better than TS 3.6%, in type b is better than ACO 18.7%, better than
TS 10.5% and in type c is better than ACO 25.9%, better than TS 19.8%, which
shows that the proposed HACO is feasible and improves the quality of solving
multi-vehicle problem.

Figure 2 shows the convergence of ACO, HACO and TS in solving C101b.
Both results are run five times and averaged for each generation.
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2500
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4000
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t

HACO
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TS

Fig. 2. The convergence of ACO, HACO and TS in solving C101b

From Fig. 2, we can see that with the progress of iteration, HACO con-
verges faster and costs less, which shows that the hybrid algorithm proposed in
this paper effectively improves the convergence speed of traditional ant colony
optimization algorithm. The above results also show that the hybrid strategy
proposed in this paper has the advantages of fast convergence and high solution
quality. HACO effectively improves the ability of ant colony optimization algo-
rithm to solve heterogeneous fleet problems, and provides a new idea for using
ant colony algorithm to solve FSMVRPTW.

6 Conclusion

FSMVRPTW is closely related to real life. Because it is difficult to obtain exact
solutions, a hybrid optimization algorithm combining ant colony algorithm and
insertion heuristic algorithm is proposed in this paper. Firstly, a feasible solution
is constructed by using a single type of vehicle, and then a new solution is gen-
erated by reconstructing the feasible solution through decomposition strategy
and insertion strategy. Ant colony system has the advantages of strong global
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search ability and robustness in solving routing problems. The insertion heuris-
tic algorithm solves the problem that ants can not select the appropriate vehicle
type before constructing feasible routing. Hybrid ant colony optimization algo-
rithm combines the advantages of ant colony algorithm and insertion heuristic
algorithm, expands the application scope of ant colony algorithm, and provides
a new way to solve FSMVRPTW.
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