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Abstract. Large number of digital image libraries containing huge amount of
images havemade the task of searching and retrieval tedious.Content-Based Image
Retrieval (CBIR) is a field which finds solution to this problem. This paper pro-
poses CBIR a technique which extracts interest points from texture feature at mul-
tiple resolutions of image. Local Binary Pattern (LBP) has been used to perform
texture feature extraction and interest points are gathered through Speeded-Up
Robust Feature (SURF) descriptors. The multiresolution decomposition of image
is done using DiscreteWavelet Transform (DWT). DWT coefficients of gray scale
image are computed followed by computation of LBP codes of resulting DWT
coefficients. The interest points from texture image are then gathered by comput-
ing SURF descriptors of resulting LBP codes. Finally, feature vector for retrieval
is constructed through Gray-Level Co-occurrence Matrix (GLCM) which is used
to retrieve visually similar images. The performance of the proposed method has
been tested on Corel-1 K dataset and measured in terms of precision and recall.
The experimental results demonstrate that the proposed method performs better
than some of the other state-of-the-art CBIR techniques in terms of precision and
recall.

Keywords: Content-Based Image Retrieval · Local Binary Pattern · Speeded-Up
Robust Feature · Gray-Level Co-occurrence matrix

1 Introduction

The process of image acquisition is no longer a difficult task due to the invention of low-
cost image capturing devices. As a result, there are huge amount of different types of
images. In order to have an easy access to these images, it is important that the images are
properly organized. Image retrieval is a field which attempts to solve this problem. There
are two types of image retrieval systems-text-based retrieval systems and content-based
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retrieval systems. Text-based retrieval systems perform searching and retrieval through
keywords and text. Manual tagging of images is required in such systems and they fail to
retrieve visually similar images. Content-Based Image Retrieval (CBIR) systems search
and retrieve images based on the features present in the image. There is no need to
manually annotate images and the images retrieved are visually similar [1].

Most of the early CBIR techniques exploited colour feature for constructing feature
vector [2]. Later on, texture and shape features were also exploited for constructing
feature vector forCBIR [3, 4]. The use of single feature, however proved to be insufficient
because image consists ofmultiple objects and all objects may not be captured efficiently
by single feature. These limitations are overcomeby combining colour, texture, and shape
features [5]. The combination of features not only extract more than one feature from
an image but also overcome limitations of each other.

For extracting features from an image, most of the CBIR techniques exploit single
resolution of image. However, single resolution processing of image may not construct
efficient feature vector as an image consists of varying level of images. To overcome this
limitation, multiresolution processing of images is performed. Extraction of features at
multiple resolutions of image is advantageous as the features that are left undetected
at one scale get detected at another scale. A number of CBIR techniques exploiting
multiresolution techniques have been proposed [6, 7]. A novel CBIR technique has
been proposed which extracts interest points from texture feature at multiple resolutions
of image. Texture feature is computed using Local Binary Pattern (LBP) which has
proved to be an efficient feature descriptor for object recognition. The interest points
have been obtained through Speeded-Up Robust Feature (SURF) descriptor which effi-
ciently extracts scale invariant features from an image and is faster to compute. Feature
vector construction is done by combining LBP and SURF, and this combination is
exploited at multiple resolutions of image. The multiresolution decomposition of image
has been done through Discrete Wavelet Transform (DWT). The proposed method com-
putes LBP codes of DWT coefficients followed by computation of SURF descriptors
of resulting LBP codes. Finally, feature vector has been constructed using Gray-Level
Co-occurrence Matrix (GLCM) which provides information about how frequently pixel
pairs of specified value and in a specified direction occur in an image.

The rest of the paper is organized as follows- Sect. 2 discusses related work in the
field of CBIR. Section 3 gives background concept of DWT, LBP and SURF. Section 4
discusses the proposed method. Section 5 discusses experiment and results and finally,
Sect. 6 concludes the paper.

2 Related Work

The use of feature descriptors to construct feature vector for CBIR has been extensively
used in the past few years. A number of feature descriptors exploiting multiple features
of image have been proposed [8–10]. Liu et al. [11] proposed Multi-Texton Histogram
(MTH) which exploits colour and texture feature for CBIR. Liu et al. [12] proposed
Microstructure Descriptor (MSD)which combined colour, texture and shape features for
CBIR. Most of the above descriptors perform single resolution processing of image for
constructing feature vector. Single resolution processing of images may not be sufficient
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for extracting complex details from an image as an image consists of varying level of
details. To overcome these limitations, a number of multiresolution descriptors have
been proposed [13–15]. These descriptors decompose image into multiple resolutions
and construct feature vector by extracting features atmultiple scales of image.Aprinciple
advantage of these multiresolution feature descriptors is that the features that are left
undetected at one scale get detected at another scale. This paper proposes a combination
of feature descriptors which are exploited at multiple resolutions of image.

3 Discrete Wavelet Transform, Local Binary Pattern
and Speeded-Up Robust Feature

3.1 Discrete Wavelet Transform

The wavelet series expansion of function f (x) ∈ L2(R) relative to the wavelet ψ(x)
and scaling function ϕ(x) is defined as [16],

f (x) =
∑

k

c j0(k)ϕ j0k(x)+
∑

j= j0

d j (k)ψ j,k(x), (1)

where j0 is an arbitrary starting scale, c j0(k) is approximation coefficients, d j (k) is detail
coefficients.

The one-dimensional transform when extended to two-dimensional images yields
a two-dimensional scaling function ϕ(x, y) and three two-dimensional wavelets
ψH (x, y),ψV (x, y), andψD(x, y). These threewavelets performmeasure of gray-level
variations for images along different directions: ψH measures variations in horizontal
direction, ψV measures variations in vertical direction and ψD measures variations in
diagonal direction.

The DWT of function f (x, y) of size M × N is given as

Wϕ( j0,m, n) = 1√
MN

M−1∑

x=0

N−1∑

y=0

f (x, y)ϕ j0,m,n(x, y), (2)

Wi
ψ( j,m, n) = 1√

MN

M−1∑

x=0

N−1∑

y=0

f (x, y)ψ i
j,m,n(x, y), (3)

where j0 is an arbitrary starting scale and theWi
ψ( j,m, n) coefficients define an approx-

imation of f (x, y) at scale j0. The Wi
ψ( j0,m, n) coefficients add horizontal, vertical,

and diagonal details for scales j ≥ j0.

3.2 Local Binary Pattern

Ojala et al. [17] originally proposed the concept of Local Binary Pattern (LBP) for texture
analysis in an image. The original LBP operator is computed for a 3 × 3 pixel block of
an image. The pixels in this block are thresholded by the centre pixel of the block. The
LBP operator takes 3 × 3 surrounding of a pixel and
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• generates a binary 1 if the neighbor is greater than or equal to the value of centre pixel.
• generates a binary 0 if the neighbor is less than the value of centre pixel.

The values in the thresholded neighbourhood are multiplied by the weights provided
to the corresponding pixels. Some of the important properties of LBP which are useful
for image retrieval are-

• It performs encoding of the relationship between gray value of centre pixel and
neighbourhood pixels.

• It is an efficient feature descriptor to extract local features in an image.
• The structural arrangement of pixels in an image are efficiently represented by LBP.

3.3 Speeded-Up Robust Feature

The concept of SURF was first introduced by Bay et al. [18] in the year 2006. SURF is a
local feature descriptor which is used for extracting interest points from an image. The
concept of SURF is based on the principles of Scale Invariant Feature Transform (SIFT).
However, as compared to SIFT, SURF is faster to compute and is invariant to certain
image transformations such ad rotation, change in scale and illumination, and small
change in viewpoint. SURF descriptors are extensively used in various Computer Vision
applications such as object recognition, image classification, and image reconstruction.
Following are important steps in SURF algorithm-

• Interest point detection using Hessian matrix.
• Orientation assignment to interest points.
• Feature matching between images to determine whether they have same contrast.

Following are some of the important properties of SURF which are useful for image
retrieval-

1. It is an efficient feature descriptor to extract interest points in an image.
2. It covers the entire image for capturing interest points.
3. The distinct features in an image which are helpful in retrieving visually similar

images are efficiently captured by SURF.
4. It is faster to compute than SIFT.

3.4 Gray-Level Co-occurrence Matrix

Haralick et al. [19] first proposed the concept of Gray Level Co-occurrence Matrix
(GLCM). GLCM provides spatial information about intensity values. GLCM helps in
determining how frequently adjacent pixel pairs of specified values and in specified direc-
tions occur in an image. This helps in getting information about spatial distribution of
pixel values which other features such as histogram fail to provide. It also provides infor-
mation about structural arrangement of pixels. GLCM helps in getting certain textural
information of any surface such as smoothness, coarseness, and roughness etc.
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4 The Proposed Method

The proposed method consists of the following steps-

1. Computation of DWT coefficients of gray scale image.
2. Computation of LBP codes of DWT coefficients.
3. Computation of SURF descriptors of resulting LBP codes.
4. Construction of GLCM for feature vector.
5. Similarity measurement.

4.1 Computation of DWT Coefficients

DWT coefficients of gray scale image are computed and stored in matrix. When DWT
is applied on an image it produces three detail coefficient matrices which consists of
coefficients computed in three directions- horizontal detail consisting of coefficients
computed in horizontal direction, vertical detail consisting of coefficients computed in
vertical direction, and diagonal detail consisting of coefficients computed in diagonal
direction. These coefficients are stored in three separate matrices.

4.2 Computation of LBP Codes

LBP codes of resulting DWT coefficients are computed and stored in three separate
matrices. LBP codes of directional DWT coefficients produce texture matrix fromwhich
the interest points are extracted using SURF.

4.3 Computation of SURF Descriptors

Interest points from texture image is obtained by computing SURF descriptors of result-
ing LBP codes. The resulting SURF descriptors are scale-invariant features which are
used for constructing feature vector.

4.4 Construction of GLCM

The fourth step is computation of GLCM for constructing feature vector. GLCM deter-
mines co-occurrence of adjacent pixel pair values. This provides information about struc-
tural arrangement of pixel values which histogram fails to provide. GLCM of resulting
three SURF descriptor matrices is computed and stored in separate matrices. Similar-
ity measurement for each of these three matrices is done separately. GLCM is used as
feature vector for retrieving visually similar images. In the proposed method, for the
construction of feature vector, GLCM for 0° angle and distance 1 has been considered
and rescaled to size 8 × 8.
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4.5 Similarity Measurement

Similarity measurement is performed to retrieve visually similar images. Let
( fQ1, fQ2, . . . fQn) be the set of query images and let ( fDB1, fDB2, . . . fDBn) be the
set of database images. Then the similarity between query image and database image is
computed using the following formula-

Similari t y(S) =
n∑

i=1

∣∣∣∣
fDBi − fQi

1 + fDBi + fQi

∣∣∣∣, i = 1, 2, . . . , n (4)

4.6 Advantages of the Proposed Method

Following are the advantages of the proposed method-

• The proposedmethod attempts to extract interest points from texture image atmultiple
resolutions of image. Since texture represents structural arrangement of pixels, it can
be used to extract scale invariant features if an efficient texture descriptor is used.
LBP is an efficient local texture descriptor which effectively represents structural
arrangement of pixels.

• LBP fails to extract directional information. However, its combination with DWT
proves to be efficient as DWT computes coefficients in multiple directions and its
combination with LBP extracts local information in multiple directions.

• The use of SURF descriptor for extracting interest points in an image proves to be
efficient as SURF is an effective scale invariant descriptor which works faster than
other scale invariant descriptors such as SIFT and extracts more distinct features than
SIFT.

• The combination of LBP and SURF is exploited at multiple resolutions of image. The
principle advantage of using multiresolution analysis of image is that features that are
left undetected at one scale get detected at another scale.

• The use of GLCM for constructing feature vector proves to be advantageous as GLCM
provides information about spatial distribution of intensity valueswhich other features
such as histogram fails to provide.

5 Experiment and Results

For performing experiment using the proposed method, images from Corel-1 K dataset
[20] have been used. Corel-1 K dataset consists of 1000 natural images divided into ten
different categories namely, Africans, Beaches, Buildings, Buses, Dinosaurs, Elephants,
Flowers, Horses, Mountains, and Food. Each category consists of 100 images and each
image is of size either 256 × 384 or 384 × 256.

Each image of the dataset is taken as query image. If the retrieved images belong to
the same category as that of the query image, the retrieval is considered to be successful.
Otherwise, the retrieval fails.
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5.1 Performance Evaluation

The performance of the proposed method has been evaluated in terms of precision and
recall. Precision refers to the ratio of total number of relevant images retrieved to the
total number of images retrieved. Mathematically, precision can be represented as

P = IR
TR

(5)

where IR denotes total number of relevant images retrieved and TR denotes total number
of images retrieved. Recall refers to the ratio of total number of relevant images retrieved
to the total number of relevant images in the database. Mathematically, recall can be
represented as

R = IR
CR

(6)

where IR denotes total number of relevant images retrieved andCR denotes total number
of relevant images in the database. In this experiment, TR = 10 and CR = 100.

5.2 Retrieval Results

To perform the experiment, two-level DWT decomposition of 2-D gray scale image
is done. DWT decomposition of image at each level produces three detail coefficient
matrices- horizontal detail, vertical detail, and diagonal detail. LBP codes of each of these
detail coefficient matrices are obtained separately and stored in separate matrices. SURF
descriptors of resulting LBP codes are obtained to extract interest points from texture
image. Finally, construction of feature vector is done by computing GLCM of SURF
descriptor matrices. In the proposedmethod, 2-D gray scale image has been decomposed
throughDWT for two levels only because DWTdecomposition of an image causes down
sampling by a factor of 2. This reduces the size of image. For very small size image,
SURF descriptors do not get computed. For computing SURF descriptors, the size of
the image should be considerably large. Hence, only two levels of DWT decomposition
are chosen for constructing feature vector.

When DWT is applied on 2-D gray scale image, it results in three detail coefficient
matrices- horizontal detail, vertical detail, and diagonal detail. For performing similarity
measurement, the feature vector for each of thesematrices is constructed separately. This
results in three sets of similar images. Final image set of similar images is obtained by
taking union of these sets. Computation of recall is performed by counting total number
of relevant image sets in the final image set. Computation of precision values is done by
counting top nmatches for each set. This results in final image set. The top nmatches in
the final set are considered for evaluating precision. Mathematically, this can be stated as
follows. Let fH be set of similar images obtained from horizontal detail feature vector,
fV be set of similar images obtained from vertical detail feature vector, and fD be set of
similar images obtained from diagonal detail feature vector. Then, the final set of similar
images denoted by fRS is given as

fRS = fH ∪ fV ∪ fD (7)
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Table 1. Average recall and precision values for two levels of resolution

Levels of Resolution Recall (%) Precision (%)

Level 1 37.71 54.68

Level 2 56.59 77.61

Similarly, let f nH be set of top n images obtained from horizontal detail feature vector,
f nV be set of top n images obtained from vertical detail feature vector, and f nD be set of
top n images obtained from diagonal detail feature vector. Then the final set of top n
images denoted by f nPS is given as

f nPS = f nH ∪ f nV ∪ f nD (8)

Fig. 1. (a) Recall vs level of resolution (b) Precision vs level of resolution
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The above procedure is repeated for two levels of resolution. In each level the relevant
image set of the previous level is also considered and is combined with current level
to produce relevant image set for that level. If the values of precision and recall are
high, the retrieval is considered to be good. The average values of precision and recall
obtained for two levels of resolution of image are shown in Table 1. Figure 1b shows
plot between average values of precision and level of resolution and Fig. 1a shows plot
between average values of recall and level of resolution. From Table 1, Fig. 1a and b, it
can be observed that the average values of precision and recall increase with the level of
resolution.

5.3 Performance Comparison

The performance of the proposed descriptor is compared with other state-of-the-art
CBIR techniques such as Structure Element Descriptor (SED) [10, 13], Multi-Texton
Histogram (MTH) [11, 13], Microstructure Descriptor (MSD) [12], Colour Difference
Histogram (CDH) [8, 13], Xia et al. [14] and Srivastava et al. [15]. These techniques com-
binemultiple features for constructing feature vector and produce high retrieval accuracy.
However, most of these techniques exploit single resolution of image for constructing
feature vector. Single resolution of image proves to be insufficient to extract varying level
of details. The proposed method extracts interest points from texture feature by comput-
ing SURF descriptor of LBP codes at multiple resolutions of image. Hence it produces
high retrieval accuracy than other CBIR techniques. Table 2 shows the performance
comparison of the proposed method with other CBIR techniques Structure Element
Descriptor (SED) [10, 13], Multi-Texton Histogram (MTH) [11, 13], Microstructure
Descriptor (MSD) [12], Colour Difference Histogram (CDH) [8, 13], Xia et al. [14] and
Srivastava et al. [15] in terms of precision and recall. The proposed method performs
better than other state-of-the-art CBIR methods in terms of precision and recall as can
be observed from Table 2.

Table 2. Performance comparison of the proposed method with other state-of-the-art methods in
terms of Recall (%) and Precision (%)

Method Recall (%) Precision (%)

SED [10, 13] 9.39 61.58

CDH [8, 13] 7.89 65.75

MSD [12] 9.07 75.67

MTH [11, 13] 10.40 69.32

Xia et al. [14] 45.81 75.39

Srivastava et al. [15] 46.98 76.46

Proposed method 56.59 77.61
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6 Conclusion

Themethod proposed in this paper extracts interest points from texture feature atmultiple
resolutions of image. The texture feature was extracted using LBP and interest points
were obtained through SURF. The multiresolution decomposition of image was done
through DWT. The advantages of the proposed method can be summarized as follows-

1. Texture represents structural arrangement of pixelswhich can be used to extract inter-
est points. LBP proves to be an efficient texture descriptor which supplies sufficient
texture information for extracting interest points.

2. SURF is an efficient feature descriptor which efficiently extracts scale invariant
interest points from texture image produced by LBP.

3. The use of multiresolution processing of image for feature extraction proves to be
advantageous as features that are left undetected at one level get detected at another
level.

Performance of the proposed method was measured in terms of precision and recall.
The experimental results demonstrate that the proposed method performs better than
other state-of-the-art CBIR techniques. The proposed method can be further improved
by exploiting other local patterns such as Local Derivative Pattern and using other
multiresolution techniques which is going to be our future work.
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