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Preface

The main scope of this special issue is to bring together applications of machine
learning in artificial intelligence (human language, heterogeneous and streaming
data, unmanned systems, neural information processing, marketing and social sci-
ences, bioinformatics, robotics, etc.) in order to give a wide landscape of techniques
that can be successfully applied and also to show how such techniques should be
adapted to each particular domain. Statistical learning theory is a framework for
machine learning and deep learning drawing from the fields of statistics and
functional analysis. Statistical learning theory deals with the problem of finding a
predictive function based on data. Statistical learning theory has led to successful
applications in fields such as computer vision, speech recognition, health care,
business, marketing, bioinformatics, and baseball. From the perspective of statis-
tical learning theory, supervised learning is best understood. Supervised learning
involves learning from a training set of data and also from the previous experience.
Every point in the training is an input–output pair, where the input maps to an
output. The learning problem consists of inferring the function that maps between
the input and the output, such that the learned function can be used to predict output
from future input. Depending on the type of output, supervised learning problems
are either problems of regression or problems of classification.

This book will target undergraduate graduate and postgraduate students,
researchers, academicians, policy-makers, various government officials, academi-
cians, technocrats, and industry research professionals who are currently working in
the fields of academia research and research industry to improve the life span of
general public.

Chapter 1: In the process of characterizing a given population by collecting
samples, there are machine learning applications today that provide a wide range of
possibilities regarding clustering and data mining topics. These possibilities consist
of industrial and scientific application techniques that are adapted to each particular
field for the successful achievement of results. As a fundamental element in sta-
tistical learning, to understand in a simple way the use of the t-Student statistical
distribution, clarifying the concepts of sampling error and convergence criterion
based on an iterative process for the calculation of the optimal number of samples.
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With this reasoning and inference application of the t-Student distribution, this
chapter is intended to find the convenience of a procedure that can be used to
discard or not sampling protocols, serving as a starting point till more reliable data
can be available.

Chapter 2: In the past few years, there has been an astounding rise in the number
of mobile app analytical firms where the developers and innovation teams have
been gauging their entire focus onto bringing in more advancement in the field of
data analytics and thereby collaborate their own solutions to conduct competitive
analysis or market research to understand customers. This can also help the firms in
understanding various notable features like ranking, reviews, current price, and how
these have key roles in building the monetization of apps under question. The main
idea is to track mobile apps and user interaction within the apps. The baseline of
this research is to get valuable insights into regarding the entire data extraction
process being used for analyzing the app-centric metrics and predict user ratings on
the basis of it.

Chapter 3: Data constitute the raw material of any kind of processing strategy
and the core elements from the statistical learning viewpoint. The key aspect is the
way in which a data processor or algorithm could capture the essence of the data
meaning for discriminating its behavior based on its semantic. In this complexity,
the data stream processing incorporates an additional concern because it implies
that the data are processed as such they are, just using the available hardware
resources at the moment in which they arrive. The real-time decision making tends
to be a constant functionality in each data stream processing engine, be it through
the incremental decision trees, cluster analysis, among others. In this chapter, a
systematic literature mapping is carried forward with the aim of mapping strategies
that allow discriminating the data meanings and use them for guiding the processing
in the data stream context.

Chapter 4: Nowadays, object tracking is a challenge in the field of computer
vision; many algorithms are put forward to overcome the issues such as noisy,
colored background, and occlusion of object and also illusion which is low and
sudden changes in real-time videos; and trackers cannot perform well in real-time
environment. An efficient algorithm is needed for effective tracing of an object
because of variation in position under various conditions. Here, the MS algorithm is
used due to its efficiency and performance. MS-tracking algorithm is used to obtain
the position of an object by using a Kalman filter; therefore, the performance of
tracking an object for different videos is evaluated, but it does not improve the
target localization. The advanced version is developed for tracking and representing
the object in different video sequences are MS and CBWH MS using Kalman filter;
hence, this method is better than the traditional MS track, which results in the
constant tracking of an object throughout the video. It does not get influenced by
occlusions and less subjected to background cluttering.

Chapter 5: Humans are known as quick learners and have best ability to transfer
acquired knowledge to others. This acquired knowledge can be utilized in solving
different types of related tasks. Transfer learning and machine learning are con-
ventionally designed to work independently and to solve specific tasks. Idea of
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transfer learning changed its paradigm to utilize acquired knowledge in solving
related tasks. Transfer learning is being used widely in industrial applications where
the amount of labeled data is limited. This chapter applies transfer learning to the
task of named-entity recognition and investigates the effectiveness of transfer
learning in stacked bi-LSTM architecture with a fastest word embedding.

Chapter 6: Graphical representation is one of best ways of formal structure
representing related data of various categories. Knowledge graphs are having
several nodes showing entities and edge connecting theses nodes representing
relation between them. Knowledge graph construction involves making logical
relationship from unstructured data. In this process, many more similarity indexes
to establish relation and to extract logical relationship are investigated. It is a great
aid to someone who is not a domain expert as it provides a granular view of the
domain. It provisions the context-specific domain knowledge that can be easily
mined with minimal human effort.

Chapter 7: Recommendation-based systems help in prediction, performance, and
rating of goods and services. This approach supports in making decision in terms of
buying products like books, electronic devices, movies, music, etc. by combining
the suggestion and rating given by previous users. Recommendation system uses
analytic technique in calculating the response and willingness of a user whether he
is interested to buy or not. This chapter briefly describes such types of systems
based on review, recommendation, suggestion, and rating.

Chapter 8: This chapter gives a glimpse of the use of singular-value decom-
position and fuzzy C-means algorithms for Arabic text classification. Al-Jazeera
Arabic news and CNN Arabic news datasets are used to measure the effectiveness
of this approach in classifying Arabic texts. The experimental results are compared
with four supervised classification methods that have been used in previous work
on the same datasets we used in this research. These include support vector
machine, Naïve Bayes, decision tree, and polynomial networks. The results proved
the effectiveness of the proposed approach compared to recent works in Arabic text
classification.

Chapter 9: Echo state network (ESN) is a class of neuromorphic computing
approach called reservoir computing consisting of a large number of randomly
interconnected neurons. Only the reservoir-to-output read-out mappings are vari-
able and are modified during the process of training. ESN functions as a densely
interconnected recurrent neural network and is suitable for temporal prediction
tasks, but with significantly reduced training complexity. In this chapter, we pro-
pose an equalizer based on ESN and evaluate its performance over nonlinear dis-
persive channels.

Chapter 10: Melody extraction plays a significant role in the field of music
information retrieval (MIR). Over the past decade, it has emerged as one of the
active research problems in MIR domain. Nowadays, the music providers have to
facilitate searching of music based on their contents or recommend music based on
user’s interest having identical contents. Melody extraction is mandatory to fulfill
these user-interest-driven searching and recommendation. The primary objective of
melody extraction is to achieve a frequency series that corresponds to the pitch
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of the dominant melody in an audio sample. Numerous approaches have been
introduced for melody extraction, mainly from polyphonic music. Melody extrac-
tion approaches can be classified into three categories on the basis of the key
concepts used for the algorithmic design, namely salience-based, source
separation-based, and data-driven approaches. Salience-based approaches have
used the salience function of pitch candidate, which is nothing but a pitch salience
based on time–frequency representation. Source separation-based approaches dis-
tinguish the melody source from the polyphonic music. Data-driven approaches are
new and recent development for melody extraction, which basically classifies the
peak of the pitches of polyphonic music. In this chapter, these approaches are
discussed broadly along with the inherent challenges that remain to be solved. In
addition, the commonly used datasets and the performance measures that are used
to evaluate the performance of melody extraction approaches are also discussed.
The MIR applications and the music analysis, where melody extraction plays a vital
role, are briefly explained.

Chapter 11: The entropy generation principle of thermodynamics and statistical
methodology has been used in the present work for the evaluation of performance
parameters of gas turbine-steam turbine (GT-ST)-based combined power generation
system and assessment of major losses in components. The mathematical model is
carried out for the quantitative analysis of exergy estimation and efficiency of parts
in accurate manner. The statistical analysis is also agreed for examining the vari-
ations in performance of plant at different operating conditions.

Chapter 13: In this chapter, a method of an improved training pattern in back-
propagation neural networks using Holt-Winters’ seasonal method and gradient
boosting model (NHGB) is given in detail. It removes the errors that cause dis-
abilities in the hidden layers of BPNN and further improves the predictive per-
formance. It increases the weights and decays the error using Holt-Winters’
seasonal method and gradient boosting model, which reduces longer convergence
time. The NHGB method is compared with other existing methods against average
initial error, root mean square error, accuracy, sensitivity, and specificity metrics.

Chapter 14: Machine learning (ML) is increasingly being used in the healthcare
domain for time-series predictions. However, the development of multiheaded ML
architectures for multivariate time-series predictions has been less explored in the
literature concerning healthcare domain. Multiheaded neural network architectures
work on the idea that each independent variable (input series) can be handled by a
separate neural network model (head), and the output of each of these models
(heads) can be combined before a prediction is made about a dependent variable.
Here, its application and the utility of developing multiheaded ML architectures and
their ensembles for prediction of patient-related expenditures in the healthcare
domain have been described.

Chapter 15: This chapter presents framework which makes use of product and
process metrics to predict faulty modules in agile software development environ-
ment. The model makes use of soft computing methods, like Mandani and Takagi–
Sugeno-style fuzzy inference system, artificial neural network, and adaptive
neuro-fuzzy inference system for building fault prediction models. For achieving
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the goal of the study, several experiments are performed on the “Ant data set project
version” of the “PROMISE” data repository. Additionally, to assess the outcomes
of the proposed prediction model, evaluation criteria based upon receiver operating
characteristics with the area under curve (AUC (ROC)) is applied. The application
of the proposed model can help the developers not only in the design phase but also
in testing and maintenance phases. It also reduces the time effort in code and review
process.

Chapter 16: The seas and the oceans have existed since the origination of the
earth and play a very significant role in balancing the ecosystem. Coincidentally,
they are the primary and early indicators of global imbalances that maliciously
creep in the nature. Sea surface temperature is the foremost parameter that is
observed to have a direct or indirect relationship to such variations. There is a
connection among the sea surface temperature with various bio-parameters that
further affect not only the aquatic flora and fauna but the entire global biome, at
times causing drastic changes.

Chapter 17: In this chapter, a regression model for estimation of the multimedia
device performance has been established. The model takes into consideration
peculiarities of the processing pipeline organized on the device. In this case, system
works in the single-threaded mode, and therefore, all stages of processing are
performed sequentially. We define all the stages for data processing within
embedded system based on the system-on-chip circuit. According to the analysis
of the process, we identified that the conventional unit of display area can be
selected as independent variable in the model. The main peculiarity of the current
investigation is that device processes multimedia data using its own resources
without external assist from other devices.

Chapter 18: Time-series data generation is a standing problem in nearly every
field, such as science, business, medicine, industry, or even entertainment. As a
result, there is a growing demand for analyzing these data efficiently for gauging out
useful information. The time-series data have intrinsic features like noise, multi-
dimensional, and large volume. When we talk about data mining, it requires a wide
spectrum searching for similar patterns, such as query by content, clustering, or
classification. These data mining tasks can take great help from a good and robust
time-series representations. It helps in the reduction of dimensions, noise adapta-
tion, and also in achieving key aspect, effectiveness, and efficiency of data pro-
cessing. This chapter aims to review the basic as well as recent approaches for
representations along with dimensionality reduction for time-series data.

Chapter 19: In the real world, it is always the case that either the process or
measurement noise is nonlinear. Extended Kalman filters are proposed for such
scenarios, but they are only suboptimal solutions as they linearize the nonlinear data
using methods like Taylor series expansion. In any case, in reality, one experiences
an enormous number of situations where either the procedure or estimation model
(or both) is nonlinear. Using recursive Gaussian inference, identifying noisy fea-
tures and dynamically calculating the relative positions between them can be done.
By applying more variations to the prior distribution calculations method, noisy
sensor data can also be processed into small local maps and forming them into a
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consistent global map. The Kalman filter-based or pure recursive Bayesian
approach-based mapping algorithms are capable of extracting very few features
from the sensor data which are not sufficient for effective simultaneous localization
and mapping in noisy and multistoried environments.

Chapter 20: Extracting patterns from a complex real-life dataset, and drawing
inferences, thereafter, is becoming part and parcel in various areas of research
during the past two decades. Unsupervised machine learning is a type of
self-organized learning, which helps to find previously unknown patterns in the
real-life dataset without preexisting labels. However, analyzing, understating, and
identifying the typical sequential patterns of events in complex event history data,
and the ability to utilize this retrieved knowledge, create a significant impact on
many aspects of individual life course. Introduction of the sequence analysis for
analyzing the adulthood and family formation sequencing may give better under-
standing the evolution, features, and typologies of various complex life-course
processes. Not only the ordering of sequences, grouping these existing sequential
patterns into clusters is also challenging in life-course analysis. Modern tools of
unsupervised machine learning are an appropriate choice to analyze the sequences
of important life-course trajectories and in particular, when there is unobserved
heterogeneity present in the data.

Chapter 21: A very simple approach of supervised learning for predicting a
quantitative response is the regression model in linear form with Gaussian errors.
Considering regression situations where the distribution of the stochastic compo-
nent not only deviates from normality but also from symmetry and the mesocratic
property. Introducing and developing quantile-based predictive models called
herein as parametric regression quantile (PRQ) models with quantile-based sym-
metric and skewed as well as nonmesocratic additive errors.

Chapter 22: The “automatic text document summarization” (ATDS) is a mul-
tifaceted research field of machine learning, text analytics, data mining, linguistic,
and natural language processing. This can be used in the fields of news summa-
rization, e-governance, information retrieval, search engine optimization, etc. This
chapter proposes a linear model for ATS, and this works to finding an optimal
feature vector to decide the importance of different features. This is done by logistic
regression and random forest.

Chapter 23: Gender classification is an emerging area of research for the
accomplishment of efficient interaction between human and machine using speech
files. Numerous ways have been proposed for the gender classification in the past.
Speech recognition serves as a prime approach for the identification of the source.
Other means for the gender classification include gait of person, lips’ shape, facial
recognition, and iris code. In this chapter, the gender has been classified for
machine learning-based systems using speech files. These systems may be deployed
for the critical investigation areas like crime scene. There are various challenges in
this field of speech recognition like determining the multilingual segments added in
the speech stream and the gender of the speaker. To resolve these problems and to
identify the gender of the speaker, many different algorithms are used such as
frequency estimation, hidden Markov models, Gaussian mixture models, pattern
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matching algorithm, neural networks, matrix representation, vector quantization,
and decision trees.

Chapter 24: Big data is a challenge for enterprise, and the prime challenge is
how to accumulate big data? In the past and some organizations currently use the
enterprise data warehouse to store big data. As technological advancement enter-
prise data warehouse is not suitable for data storage for current market demand,
enterprise data warehouse works on the concept of schema-on-write architecture; to
get data in the data warehouse, an ETL process is required. With this architecture,
the organizations design a data model and prepare an analytic plan before loading
data. But big data analytics want data storage who works on schema-on-read
concept in which data are stored in raw format as data generated or there is no need
to prepare an analytic plan before loading data. To fulfill market demand, a new
data repository system evolved for big data storage who can store all kinds of data
at one place known as data lake. Awareness of the data lake is to enhance an
enterprise data warehouse environment. The data lake is the data-landing area for
the raw data from many and always increases the number of data sources in the
organization. Data from data lake can be distributed and transformed into the
downstream system as they required.

Greater Noida, India Prashant Johri
Greater Noida, India Jitendra Kumar Verma
Shillong, India Sudip Paul
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Chapter 1
Statistical Learning Process
for the Reduction of Sample Collection
Assuring a Desired Level of Confidence

Vicente González-Prida, Jesús Zamora, Adolfo Crespo, and Pedro Moreu

1 Introduction

Considering a process of characterizing a population when there is no possible to
control the origin of the sample or to skew a part of them, accepting some others,
it is usual to assess this characterization by averages. On the contrary, sometimes
simplifications are applied without estimating the distortions introduced into the
measurements. In general terms, a score is made with diverse values of the sampling
error (“e”) till the obtention of a reasonable number of samples N. In any case,
the application of a protocol for characterizing the population should be made in
a rigorous way. On other occasions, instead of defining the sampling error “e” as
such, other convergence criteria are used as algorithms for calculating the number
of samples, which seems to imply a different concept established in the previous
definition. This clarification is contained in the following paragraphs.

In short, the quantitative assessment of uncertainty [1] (in this case, the charac-
terization of an entire population based on a cluster of samples) implies in practice
the following elements:

• An existing system that lies as the core of the analysis. It will be the population
to characterize.

• A series of features on which there are certain interests or circumstances that
prompted the uncertainty evaluation in the process of decision-making, problem-
solving and/or planning.

• A variety of sources of uncertainty that affect the system (population) and that do
not allow having sufficiently contrasted information on the characteristic that we
are interested in defining the population.
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For the above elements, probabilistic models are considered [2], seeking to infer-
ence from a cluster of samples, characteristics of the total population. Nevertheless,
datamining and the latter reasoning and inference could always introduce uncertainty
about possible inaccuracies in the models used for calculation [3].

This chapter is intended to provide a procedure that can serve as a starting point
when there is unknown if the available data are reliable or representative for the
entire population. The purpose here is to identify a number of samples, enough
for the determination of a confidence level for the a.m. preliminary measure. Once
studied the results of the preliminary characterization and taking into account the
error of measurements, a further protocol can be applied considering the determined
cluster of samples. Nevertheless, it is also suggested to explore the possibilities of
using modeling techniques when there are no reliable previous data. An example of
an application could be the assessment of organicmatter composition by the sampling
of a recycling plant.

Regarding the sources of uncertainty, they may affect the existing system by sev-
eral means [1]. One example (among others) is through uncertain values of model
inputs that may cause errors in the model, resulting in the formulation of an uncer-
tain (or incomplete) structure model [3]. Regarding the outputs, they may be related
to multiple needs or interests, as could be, for example, the economic optimiza-
tion of certain processes. In either case, the decision-making process will depend
significantly on the involved interests. In the current case, the uncertainty study is
designed to obtain values of a specific characteristic with a determined confidence
level, within a given precision error in the calculation. The percentages obtained
for specific characteristics will be the ones that will condition the process of the
subsequent decision-making [4].

2 Sampling Protocol Proposal

2.1 Mathematical Base

Usually, for the purposes of confidential estimations, it is assumed that random
variables follow a normal distribution due to:

1. Many natural phenomena follow normal distribution, such as

• The kinematics (velocity, energy, momentum) of gases in thermodynamic
equilibrium follows a normal distribution (Maxwell–Boltzmann equations).

• In signal processing, the impulse function (Dirac delta) is a particular case of
normal distribution.

2. Many random phenomena that follow other distributions can be approached by a
normal distribution with great precision. In general terms, and due to the central
limit theorem, it is possible to assume that when the variable understudy is the
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result of the sumof a sufficiently large number of effects that act as independently,
this variable follows a normal distribution.

3. The “good behavior” of the normal distribution (in order to find confidence inter-
vals easily for expectancy and variance) makes convenient, in the first instance,
to consider that random variables are normal and, in any case, to verify whether
or not they move away from that distribution.

Therefore, the confidence intervals to be studied would be those associated with
the parameters of a normal random variable, which greatly simplifies the obtaining of
confidence intervals [5]. For that purpose, a series of distribution based on the normal
distribution can be introduced. The sampling protocol proposal will be used as the t-
student distribution. This distribution can be defined as follows: Let Z ∼ N (0; 1) and
J ∼ χ2 be independent. The random variable Tn = z/

√
(J/n) follows a t-Student

distribution with parameter n and is denoted as Tn ∼ tn . For a random variable
Tn ∼ tn , it will be denoted as tn, the value that verifies that P

[
Tn ≤ tn,α

] = 1 − α.
Therefore, P

[
Tn > tn,α

] = α. The distribution values shall be calculated from the
normal distribution values and the χ2 values. Thus, they are presented in tables.
Nevertheless, as far as the density function is symmetrical respecting its origin, one
has that P[Tn ≤ −t] = 1 − P[Tn < t], hence it is possible to reduce the table
dimension.

As commented, the statistical distribution to be used will be the t-Student distri-
bution. It is convenient to clarify the concepts of sampling error and convergence
criteria in the iterative process of calculating the number of samples [5]. In that
sense, the parameter “e” in the expression for calculating the sample size and the
convergence criterion for the iterative process are defined as follows:

e = X−μ (1)

where

• e: Maximal desired error
• X: Sample average
• μ: Population average.

Usually, it is recommended that the iterative process continues until the value
of the obtained N in the next iteration differs from the previous iteration no more
than a certain percentage.When this situation occurs, the process may be interrupted,
taking as the final value thereof, the last value obtained forN. The significance of this
approach is that by taking a value of N slightly greater than the one that could have
been, in case of continuing the adjustment, the obtained confidence level would be
raised slightly higher. The tables of t-Student used here correspond to those provided
by the ATSM standard [6]. Therefore, the values shown in the first column (N) are
increased in one unit respecting the original t-Student table [7]. This is due to the fact
that, in the original table, this column indicates the “number of freedom degrees”
(ν), which, in the case of estimating a single statistic (in our case, the populational
average μ):
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ν = N − 1 (2)

That is, the table to be used indicates directly the size of the sample by N = ν+1.
Similarly, confidence levels shown in ATSM table as 90% (t0.90) and 95% (t0.95)

correspond to 95% (t0.95) and 97.5% (t0.975) values, respectively, from the original
t-Student table [6]. The reason is because, in the original table, 95% (t0.95) and 97.5%
(t0.975), respectively, represent the probability that −∞ ≤ t ≤ 0.95 (which may be
understood that the probability of that “t” outside the range considered is 10% =
0.10) and −∞ ≤ t ≤ 0.975 (which may be understood that the probability of that “t”
outside the range considered is 5% = 0.05), whereas the standard 90% (t0.90) and
95% (t0.95) represent probabilities that −0.95 ≤ t ≤ 0.95 (i.e., the probability that
“t” outside the range considered is 10% = 0.10) and −0.975 ≤ t ≤ 0.975 (i.e., the
probability that “t” outside the range considered is 5% = 0.05).

In other words, if C is the confidence level that corresponds to tc, then

Coriginal table = C + (1 − C)/2 (3)

For example, if a confidence level of 90% (=C) is desired, the value of t-Student
should be searched in the original table in the column:

Coriginal table = 0.90 + (1−0.90)/2 = 0.95 (4)

In the case that the desired level of confidence was C = 95, in the original table
it would correspond to:

Coriginal table = 0.95 + (1−0.95)/2 = 0.975 (5)

The main purpose of this protocol is to determine the mean values (average)
of certain characteristics from a specific given population, with a desired level of
confidence. Determining the sample size to be considered is a mean to get the a.m.
purpose. As for the initial population data, needed for the beginning of the sample
size calculation, it is assumed that the mean X and the standard deviation s are known
through bibliographic studies, other preliminary studies, or by characteristic tables
that can be provided by standards related to each corresponding case study [6].

In the order of the calculated sample sizeN allows to obtain a populational average
with an error “e” relative to the initial starting value, and considering the established
confidence level, it is necessary that the initial data come from a population similar to
the one understudy. Otherwise, it cannot be assured that the confidence level results
in the one established [2]. That is, the confidence level, in the latter case, would be
completely unknown, so the procedure would be completely useless [3]. Therefore,
when reliable initial data are available, it will be possible to apply the calculation
procedures of sample size N usually established. However, when such data are not
available, it is necessary to devise a new initial protocol.

Table 1 gives a summary of all levels of confidence.
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2.2 New Sampling Protocol

In order to solve the problem raised in the previous section, a new procedure is
developed to obtain the number of samples that assures a desired level of confidence,
or in order to know the new confidence level if a smaller number of samples are
performed.

The steps to follow in this proposed basic procedure would be as follows:

• Step 0. Start with N = 4 samples
• Step 1. Perform the analysis, obtaining the average and standard deviation values.
• Step 2. Considering the desired sampling error (e), calculate the value “t” by the

algebraic expression for this statistic:

t = ((X − μ)/s)(N − 1)1/2 = (e · X/s)(N−1) · (1/2) (6)

• Step 3. In the original t-Student table, search the corresponding (or closest) con-
fidence level to the value of t calculated in the previous step is searched, for ν =
N − 1 = 3.

• Step 4. Due to the reasons given in the previous section, consider the following
expression in order to determine the confidence level that corresponds to the
experiment:

C = 1 + (CTable − 1) · 2 (7)

For example, if CTable = 0.6 was obtained, then C = 1 + (0.6 − 1) * 2 = 0.2 (i.e.,
a 20% of confidence level).

• Step 5. If the confidence level obtained in the previous step was not enough (in the
example shown, 20%), proceed to take a new sample. In this case, a fifth sample
should be performed.

• Continuation or termination:

• If the obtained level of confidence is enough, the process will be considered
completed.

• If the level of confidence was not sufficient and a new sample has been taken,
it will return to step 1.

Overall, no problems are observed in the viability of this procedure, while the
population does not vary. In addition, the above protocol could accelerate the cal-
culation of the number of samples to be taken, combining it with other procedures
which may provide average values that already approach a priori to the reality of the
searched characteristic [5].
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3 Study Cases

3.1 Simulation 1

In order to verify the validity of the new method, a simulation is carried out using
data related to determine sampling of organic matter [8]. In particular, 26 values have
been taken and are shown in Table 2.

Starting with the following formulas:

n = [
(t · s)/(e · X ′)]2 (8)

t = e · X ′/[s/(n(1/2))] (9)

The 26 known values from the samples are going to be applied in the new cal-
culation method, following the same order and considering a precision error of 6%.
By this way, taking the values of organic matter in the first four samples, the average
and the standard deviation are obtained as follows:

n = 4

X ′ = 45.36%

s = 0.06641

With the above values and considering an error e = 6%, it is obtained for the
t-student:

t = 0.819682

With this and entering in the table, it implies the following level of confidence
(see Table 3), that is, a confidence level of 0.575256 (or 57.526%).

Identically, we continue with a new iteration, that is, including a sixth sample in
the calculation as follows:

n = 5

X ′ = 47.25%

s = 0.07140

With the above values and considering an error e = 6%, it is obtained for the
t-student:

t = 0.887936
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Table 3 Confidence level for t = 0.819682

Table 4 Confidence level for t = 0.887936

With this and entering in the table, it implies the following level of confidence
(see Table 4), that is, a confidence level of 0.575256 (or 57.526%).

Identically, we continue with a new iteration. That is, including a seventh sample
in the calculation as follows:

n = 6

X ′ = 47.27%

s = 0.06386

With the above values and considering an error e = 6%, it is obtained for the
t-student:

t = 1.087797

With this and entering in the table, it implies the following level of confidence
(see Table 5), that is, a confidence level of 0.673682 (or 67.368%).
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Table 5 Confidence level for t = 1.087797

Continuing to applying the same procedure with the 26 samples, the following
results are obtained. Table 6 gives a summary of all levels of confidence.

With this, it is observed that the desired level of confidence is achieved with 15
samples considering an error in the accuracy of 6%. Graphically, the previous results
can be observed as follows (see Fig. 1).

3.2 Simulation 2

Like the previous case, the same study can be performed modifying the value of
the precision error [9]. In this way, conforming the desired accuracy is higher, the
obtained level of confidence is lower.

That is, in order to achieve a 90% of confidence level:

• For e = 6%, it would be obtained with n = 15
• For e = 5%, it would be obtained with n = 19
• For e = 4%, it would be obtained with n = 23
• For e = 3%, it would be obtained with n > 26.

Graphically, the previous results can be observed as follows (see Fig. 2).
According to the graphics, and as commented at the beginning of the chapter,

a protocol based on t-Student statistical distribution can be implemented in order
to provide good results as a criterion of convergence for calculating the number
of samples. Since the objective here has been to determine a minimum number of
characterizations that will reduce costs and efforts, it has been depicted a statistical
learning process that adjusts the number of samples to the desired confidence level
considering a specific measurement error.
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Table 6 Summary of all confidence levels

n G. freedom Mean Xn (%) Sn tn Conf. level (%)

4 3.00 45.36 0.06641 0.819682 52.75

5 4.00 47.25 0.07140 0.887936 57.53

6 5.00 47.27 0.06386 1.087797 67.37

7 6.00 47.67 0.05927 1.276841 75.12

8 7.00 48.35 0.05813 1.411495 79.90

9 8.00 47.39 0.06145 1.388278 79.75

10 9.00 47.01 0.05920 1.506743 83.39

11 10.00 46.04 0.06475 1.414823 81.25

12 11.00 46.25 0.06218 1.545962 84.96

13 12.00 46.19 0.05957 1.677609 88.07

14 13.00 45.86 0.05862 1.756268 89.74

15 14.00 46.16 0.05773 1.858310 91.57

16 15.00 46.41 0.05660 1.967574 93.21

17 16.00 46.38 0.05482 2.092721 94.73

18 17.00 45.92 0.05664 2.063765 94.53

19 18.00 45.97 0.05510 2.182232 95.74

20 19.00 45.75 0.05457 2.249603 96.35

21 20.00 45.61 0.05355 2.341845 97.03

22 21.00 45.59 0.05228 2.454272 97.71

23 22.00 45.72 0.05148 2.555719 98.20

24 23.00 45.44 0.05226 2.555689 98.23

25 24.00 45.12 0.05356 2.527522 98.15

26 25.00 45.72 0.06074 2.302961 97.01

4 Future Research Lines and Conclusions

Another interesting exercise is to observe how the previous curves evolve when the
order of the samples is taken randomly. The result obtained in all cases is similar,
tending asymptotically to the same values of confidence level, as higher is the number
of considered samples. This new procedure has the advantage that allows to stop the
sample collection at the time in which a satisfactory level of confidence for the
decision-maker is reached. When different fractions are analyzed in a population, it
is possible that each one requires a different number of samples in order to achieve
a certain level of confidence. Therefore, it does not seem as appropriate to obtain
as many samples as required for the most unfavorable fraction. On the contrary, for
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Fig. 1 Graphic summary of all confidence levels

Fig. 2 Graphic summary of all confidence levels, changing the error

each fraction, the new procedure is totally independent. In other words, the number
of samples needed for a fraction does not condition the number for any other.

In reference to the results obtained from simulations (where a random order of
26 possible samples has been considered), it is possible certain conclusions about
the necessity or not of stratification [8]. The presented case considers simple random
samples, so theymust be chosen using a procedure that ensures decision. In such case,
stratification would not be required [9]. Future research lines may explore the effect
of emerging technologies on sampling collection, clustering, and problem-solving
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related to industrial and scientific applications. In addition to this, the statistical
reasoning may consider the rapidly advancing technologies thus the probabilistic
models and methods may be inferenced to data mining in order to improve the
decision-making under uncertainty and risks. Other interesting references regarding
this topic are [10–13].
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Chapter 2
Sentiment Analysis on Google Play Store
Data Using Deep Learning

Swathi Venkatakrishnan, Abhishek Kaushik, and Jitendra Kumar Verma

1 Introduction

Mobile app stores such as Google and Apple have a wide range of applications
to suffice the basic needs of customers in the digital platform. These days, with
new renovated augmentations in technologies and ascent of opportunities, various
development tool kits are readily available in the market for software developers.
The developers are wary of interests of the customers and they also have an idea of
the target audience with respect to the application in question, but unless they do get
an appropriate feedback, there is little scope for improvement and credibility. This is
what the developers yearn for. Customer feedback and ratings have always been one
of the major metrics that can be used to review the performance and provide suitable
recommendations to enhance the functionality provided by the app [1].

Application developers usually deal with large number of critical reviews which
they have to filter out to suit the requirements of the appropriate stakeholders.
The objectives of this research can be further explained as:

• Can the application-specificmetrics, when combined as awhole, alongwith details
and reviews, be used to determine the user rating?

• How can deep learning be adopted to combine different categorical, textual and
numerical data to determine user app ratings?
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• Can vectorization techniques affect the overall outcome of the classification?

We analyse the different variants of data together by combining text, numerical and
categorical data. The sole purpose to take up this task was to put forth the various
intricate involved in data extraction and pre-processing stage, and further study the
performance of a deep learning model that would integrate the different forms of
data to perform multi-class classification. This study describes both; source of the
data and concatenation of deep learning models that use the functional layer of
Keras for combining text vectors and numerical columns of data for performing
classification [2].

2 Literature Review

Hengshu Zhu et al. [3] mainly emphasize on how the mobile app market is way
more susceptible to fraud activities such as pushing up the apps in the popularity list.
To counter this, they have explained a view of the current ranking fraud cases and
proposed an approach to study the fraud detection system to determine which app
ranks have spam markings. The two main features considered for training the model
are ranking-based evidences and application-based ratings. Hypothetical statistical
tests are performed on both; app rankings and rating variables; to study the varying
trends of these features to determine the fraud occurrence. This study helped us to
understand which mobile app features have more significance to study the varying
trends in rankings.

Data mining is not just restricted to text or image processing but it involves a lot
of other important factors such as multimedia mining or graph mining [4]. So this
knowledge discovery process is elaborated in depth by the categorization process
that performs on the same ideology as that of bag of words and the natural language
processing (NLP) technique. Vijayarani et al. have given a detailed description of the
extraction process, the stopwords elimination techniques, stemming and comparison
of methodologies adopted for removing stop words like using pre-compiled lists,
Zipf’s law, mutual informationmethods and term-based random sampling. They also
showcase scenarios in which the stemming operations based on statistical analysis
are performed. Here, it helped us in understanding the significance of stemming
operation on text data to improve the overall performance of the model.

Abhishek and Sudhanshu [2, 5] have provided an extensive critique about various
text mining techniques, tools and applications in this article. A wide-scale anal-
ysis was performed on several terminologies and techniques of data mining such
as categorization, clustering, topic tracking and sentiment analysis to name a few.
Kaur et al. [6] have investigated the sentiment analysis on Hinglish data using the
semi-supervised learning using different forms of vectorizer in parametric and non-
parametric model.

Zhang et al. [7] basically provide an overview of how deep learning and neural
network can be used to showcase a comprehensive survey of the present scenariowith
respect to the applications used for sentiment analysis. It is stated how deep learning
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uses multiple layers of processing models for main feature extraction. This study
introduces various in-depth explanations about various deep learning architectures
and how each of them, when used as an individual model or as a combination of
various neural nets can therebydepict state of the art results for various text processing
techniques.

Hinton and Salakhutdinov [8] have stated that deep learning methodology, in the
long run,will be awidely used approach for text processing owing to its high tendency
to study the data in a more refined way. If a data of high dimension is showcasing
its constraints with respect to its varsity and shape; it can very well be converted to
a low-dimensional form by training a multi-layer neural network. It also goes ahead
to state that this auto-encoder network might be a more effective way than principal
component analysis to learn the low-dimensional form of vectors.

Neural networks have always been a star performer by achieving remarkable
results in sentence and document modelling [9]. When two popular and prevail-
ing architectures, CNN and recurrent neural networks (RNN), are implemented for
language processing tasks, we can observe that they adopt totally different method-
ologies for implementation. The end result indicates distinctly that the combined
model outperforms both the individual models.

Isa et al. [10] implement a modified hybrid classification technique through the
Naive Bayes approach and the support vector machine (SVM). This project focuses
on the Bayes formula to vectorize a document rather than using the traditional classi-
fication technique. This technique comparatively uses less training time period than
the L Squared methodology and has no constraints with respect to the type of data
being used. On further evaluation, the classification accuracy increases to a legit scale
compared to Naive Bayes systems.

Abhishek et al. [5] have proposed a system where one can automate rate the
opinions in the form of unstructured data. Although it is a challenge in the present
scenario, this paper presents an in-depth ideology on sentiment analysis methods and
tools being used for the same. They have further elaborated the workflow of opinion
mining where the techniques used for opinion mining involves opinion retrieval,
classification and summarization.

Blessy et al. [11] have put forth different approaches of sentiment classification
and the existing techniques with the framework. It states that the feature extraction
stage deals with feature types specifically for opinion mining; in this context, feature
selection phase opted for opinion classification, featureweighting strategy and finally
reduction mechanisms for optimization purpose.

3 Data

3.1 Data Extraction

It is essential that the data source for research should be completely authentic. The
play scraper authentic API package is available for users for extraction purposes.
This package consists of major filters which can be used while fetching the data.
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Table 1 Sample of app categories

Categories Top free Top trending

Weather TOPFREE_WEATHER TRENDING_WEATHER

Maps and navigation TOPFREE_MAP_
AND_NAVIGATION

TRENDING_MAPS_
AND_NAVIGATION

Medical TOPFREE_MEDICAL TRENDING_MEDICAL

Photography TOPFREE_PHOTOGRAPHY TRENDING_PHOTOGRAPHY

Games TOPFREE_GAMES TRENDING_GAMES

Some of the user-friendly pointers used would be fetching data as per collection of
sections such as trending, top ranked; top paid, top free, country or region-specific
since it involves reviews from varied customers; developer-specific applications; to
fetch details as per a developer’s offered set of applications. Further, each of these
sections is bifurcated into multiple categories. The whole list of packages and python
files used is as listed out below:

1. Play scraper link1

2. Enhanced version of reviews module2

3. Built Python scripts.

For this particular researchwork, the data fetchedmainly belonged to top trending and
top free collection. Each collection had 58 categories. To mention a few as shown in
Table1. The data fetched through play scraperAPI (application programme interface)
was in JavaScriptObjectNotation (JSON) format.Apython scriptwas used to convert
the nested JSON structure to a CSV file format. This JSON form was converted to a
CSV file form using a python script named FetchJSONConvertToCSVDetails.py.

3.1.1 Structure of Play Store

This third-party package is mainly used for extracting application details. However,
this package does not have amodule for extracting reviews for the apps.One enhanced
version of the samemodule is available on GitHub for fetching reviews. This module
works on this principle of fetching application reviews with respect to the application
ID specified. They have basically created a new function that deals with reviews
section and invokes the review URL. It fetches reviews and related details of the
application ID specified.

Since the scope of this project involves dealing with multiple applications within
each category that further falls under major collections; it would be tedious to invoke

1https://pypi.org/project/play-scraper/#details.
2https://github.com/danieliu/play-scraper/commit/3906d4f6814073cdc5c83b88635607dcc99ff3d5.

https://pypi.org/project/play-scraper/#details
https://github.com/danieliu/play-scraper/commit/3906d4f6814073cdc5c83b88635607dcc99ff3d5
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reviews of each application one-by-one. So, we have created a new script Multi-
pleAppsReviews.py that can be forked for extracting reviews of all applications of
the specified category name. It also involved tweaking the code in the python scraper
main class scraper.py where we have augmented that part of the code where now, it
accepts a list of apps instead of a single app name as an input and passes this entire
list as one parameter in the POST request to the specified Uniform Resource Locator
(URL). This is in turn retrieves the reviews of all the applications appended in the
list.

3.1.2 Work Flow of Web Scraping

This play scraper is a python API. Figure1 indicates the stage-by-stage functioning
of each script used for getting the data from the play store. The detailed technical
parameters and purpose of each script are given in the Github link provided in the
references [12]. Further, the scraper.py file that was enhanced for fetching reviews
of multiple applications falling under a category is also provided in Github [13].

3.2 App Details and Review Details Specifics

3.2.1 Details

• Fetch app details as per collections: TOPFREE and TRENDING.
• Every collection has 58 small categories.
• Each category has multiple applications that are sorted under it.
• Every application has a set of detailed metrics to be used for analytical processing.

Fig. 1 Entire workflow
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• Columns for application details: application Id, category, content rating, current
version, description, description HTML, developer, developer address, developer
email, developer ID, developer URL, editor’s choice, free, histogram, IAP, IAP
range, icon, installs, interactive elements, price.

3.2.2 Reviews

• Since we have fetched application details with respect to collection and categories;
it is advisable to fetch application reviews too on similar lines.

• List of columns fetched in the reviews case are as follows: author image, author
name, current rating, review app ID, review body, review date, review ID, review
permanent link, review title.

Since this research involved studying just application detail-specific and review-
specific features, we have dropped out on all the other unnecessary columns to avoid
clogging the idea.

1. Merging the app details within two collections:
So, as per the design plan, there are two major collections: trending and top free.
Within each of these collections, there are 58 CSV files containing application
details of apps where each sheet represents a unique category within that collec-
tion. We combine all the 58 categories data sheets falling under one collection
‘top free’ with other 58 categories CSV sheets falling under the other collection
‘trending’. A python script CombineAllDetailCollections.py was used to merge
them.

2. Merging reviews within two collections:
Similar to the details case, we merge the reviews under two different collections
within one sheet. Both the merge functions are performed using Python scripts.

4 Dataset Description

While therewereminor technical glitcheswhile concatenating different types of data;
the main focus was to maintain the overall quality of the data; after we combined the
details and the reviews. As seen, the dataset seemed quite imbalanced with respect to
the number of rows maintained in both these sheets. Each app had unequal number
of reviews. To resolve this, we have considered just 20 rows of reviews for each app
using newly created python script ReviewHead.py. To ensure that we have complete
information of an app; all numerical and categorical columns in details are adjoined
to the textual columns in reviews; stacked up horizontally against each other; a python
script namedCombineDetailsToReviews.pywas created to combine the details of the
apps present in the details sheet to that of the reviews sheet keeping application ID
as the base identifier. When all 58 categories are present, it would be a little tedious
to work through.
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To make it simpler, sub-groupings of categories was added. Since there were a
varied range of 58 categories involved, we segregated the categories into 14 broad
unique categories as shown in Table2.

The main broad categories are further label encoded to pass through the learning
model.

• Improved performance of predictors
• Cost effective.

Table2 lists apps having similar base functions under one major category.

Table 2 Number of sub-categories falling under each broad category

Broad categories Sub-categories grouping

ART_AND_DESIGN Art and design

AUTOSHOP Auto and vehicles

PERFORMANCE_BOOST Lifestyle/beauty/parenting/personalization/productivity/
tools/video players

KNOWLEDGE Books and reference/business/education/libraries and
demo

ENTERTAINMENT_LIST Entertainment/music and
audio/comics/events/photography/shopping

COMMUNICATION Communication/dating/social

GAMES & FAMILY ACTVITIES Game arcade/game casual/game card/game action/game
adventure/game board/game card/game casino/game
casual/game educational/game music/game puzzle/game
racing/game role playing/game stimulation/game
sports/game strategy/game trivia/game word/sports
family pretend/family music video/family
education/family create/family brain games/family
action/family

HEALTHCARE Medical/health and fitness

FINANCE Finance

FOOD_AND_DRINK Food and drink

HOUSING House and home

MAPS_AND_TRAVEL Maps and navigation/travel/travel and local

ENTERTAINMENT_LIST Entertainment/music and
audio/comics/events/photography/shopping

NEWS News and magazines

WEATHER Weather
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5 Data Exploration

To study the impact of each of the weighted attributes such as installations, rating
score in each of these categories, exploratory data analysis was performed. The
distribution of the different major categories across the dataset is shown in Fig. 2.

Clearly, the value counts of GAMES category was the highest and the number
of applications and categories falling under WEATHER was the least. The range of
total average rating against each of the main categories and distribution of installs
against every category is depicted using a scatter plot in Figs. 3 and 4.

6 Methods

The feature variables being selected for this research work were application ID,
unique broad category, total average rating, number of installations, required android
version, user review text, user rating, total number of reviews.

Fig. 2 Distribution of the different major categories
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Fig. 3 Distribution of main categories versus average rating

Fig. 4 Distribution of main
categories versus installs

6.1 Data Processing

Since we were dealing with raw extracted data, our primary goal was to clean it to
avoid any discrepancy in our results.

6.1.1 Text Vectorization

The Scikit-learn library provides user-friendly libraries to use count vectorization
and TF-IDF vectorizer on real text data. Before we could jump into the vectorization
part, it was crucial to remove stop words, encoded punctuations, and lemmatize our
content to maintain the quality decorum during processing.
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Table 3 Results of some tested classifiers

ML classifier CV accuracy (in %) TF-IDF accuracy (in %)

Naive Bayes 67.29 70.13

XG Boost classifier 66.92 67.63

MLP classifier 67.58 65.68

1. Count Vectorization: This is one of the most basic ways that can be utilized to
represent text data numerically. This concept is also called as one-hot encoding.
The basic process that is being implemented here is we create vectors that have a
dimensionality equal to the size of the vocabulary. At every instance of encoun-
tering a vocab word within a textual review; we increase the count by 1 and add
0 in place of null encounters.

2. TF-IDF Vectorization: The term simply means “term frequency—inverse doc-
ument” (TF-IDF) frequency. This basically implements the vectorization by per-
forming the TF-IDF transformation of the matrix of counts.

Both count vectorization (CV) and TF-IDF were applied on the same column to
evaluate the performance of both the results in the case of text classification classifier
model Table3.

6.2 Numerical Data Columns

There were multiple numerical columns of different data types that were involved in
this research work. Each value range was quite extensive, so it was essential to scale
it down to a normalized range. List of columns that were normalized are as follows:

• Total Number of Reviews: Total number of reviews ranged from 10–15 to maxi-
mum range of 48160293. To ensure it stays in the same range as the other columns
used in experiment, we use Min-Max Scalar libraries to reshape our column to
lesser range.

• Installs: Total number of installations that have occurred for each application also
has huge variations in the values. To bring it down to a normalized form, we divide
the entire column by the maximum value in the column ‘1000000000’.

• Required Android Version: Required android version was one more column that
had varying values which would have been time consuming for the model to
interpret. This too was scaled down to a reasonable value using Min Max scalar.

• Average Rating: Total average rating basically ranges from 1 to 5. To bring it
down to a value similar to other columns and in the [0,1] range, we divide the
entire column using max value of the column.
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6.2.1 Categorical Encoding

Since the output variable is varied range from 1 to 5; we need to label encode it to
be used while processing the model. This is done using the to_categorical package
provided by scikit-learn.

7 Modelling Results

Using our refined dataset [14], we have used deep learning classifiers to determine
user ratings on the basis of all other application metrics. Functional layers of multi-
layered perceptron classifier were used to build the model architecture. The entire
design specification is as shown in Fig. 5. After performing web scraping and com-
bining multiple sheets into one dataset, we divide the data frame into 30% test set
and 70% train set. After the pre-processing stage, we divide our modelling stage into
two parts:

1. For application details, we select the best performing classifier amongst MLP and
DDMLP.

2. Similarly, we select the best performing model amongst MLP models in case of
application reviews; the only difference being the vectorization method used for
converting text reviews to the vector form.

The first sub-model was built specifically for text classification on the basis of
user ratings falling within the range of 1–5. Second sub-model was solely developed
to predict the user ratings from (1–5) with respect to the other numerical feature
variables. The combined hybrid model was used to merge two-layer outputs of both
the sub-models and process the entire data frame that was a combination of text
vectors, numerical values and categorical features. This combined hybrid model
recorded an optimal test accuracy of 70.45%.

This functional input layer gives the feasibility to first build layers of inputmodels.
Here, each layer is assigned a different name so it can distinctively identify each layer
weights while training the model. The first input layer is the visible layer that takes
in the set of inputs given to model for training. The number of feature variables
added here was 5. So the shape of the value was fed as 5 in the input layer itself.
The next three layers added were hidden layers constructed with ReLu activation
functions. The last hidden layer was the Softmax functional layer that gives out the
output of the app details classification. This output layer is named as output 1. The
second input model has one input layer, two hidden layers and an output layer. There
were 25, 5 and 6 neurons in each of those layers, respectively. The input layer and
the intermediate layer neurons are activated by the ReLu function. The output layer
is aligned with the Softmax function that produces a set of six-dimensional output
vector where each row would signify the probability that the sample belonged to that
class. This app reviews classification would directly indicate the user rating that the
class would fall under. The output layer of these set of layers is called as output 2.
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Keras provides few functions such as averaging the inputs and even concatenating the
inputs to create a new input layer for the third set of layered network model to form a
combination. The output 1 and output 2 are combined to form amerged content. This
merged value is then provided as an input to the hidden dense layer activated by the
ReLu function. The inputs consist of different sets of data, which would produce a
six-dimensional vector of user ratings. This last layer is also embedded with Softmax
function. The model is trained using the best probable optimizer rmsprop and sparse
categorical cross-entropy loss function.

Since a number of models and their combinations were implemented, the vari-
ations of accuracy across different epochs and batch size were recorded which is
shown in Table4.

The ROC of the multi-class classification of MLP model was used to interpret
the performance of the classifier. The curve shown in Fig. 6 shows the performance
of the model embedded with text vectorized using TF-IDF concept. This is used

Table 4 Epochs and batch size for deep learning

Classifier Epochs Batch size Train Acc Test Acc

MLP-details 25 400 64.32 64.77

DDMLP-details 25 400 64.02 64.34

MLP-countVec 25 400 69.08 67.61

MLP-TF-IDF 25 400 88.73 66.56

Functional count 25 400 68.44 67.26

Functional-TF-IDF 25 400 85.04 68.62

MLP-details 12 450 64.22 64.45

DDMLP-details 12 450 63.42 63.4

MLP-countVec 12 450 68.18 68.16

MLP-TF-IDF 12 450 85.96 68.98

Functional count 12 450 67.63 67.83

Functional-TF-IDF 12 450 75.12 70.45

MLP-details 15 500 64.33 64.36

DDMLP-details 15 500 63.47 63.3

MLP-countVec 15 500 68.47 68.2

MLP-TF-IDF 15 500 87.77 67.86

Functional count 15 500 67.82 67.99

Functional-TF-IDF 15 500 75.92 69.94

MLP-details 13 480 63.96 63.99

DDMLP-details 13 480 63.45 63.44

MLP-countVec 13 480 68.24 68.17

MLP-TF-IDF 13 480 86.84 68.78

Functional count 13 480 67.99 68.07

Functional-TF-IDF 13 480 78.43 70.32
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Fig. 6 ROC curve

to evaluate the quality of the output produced by the classifier. It aims in depicting
the true positive rates on the Y -axis and the false positive rates are determined by
the X-axis. The ROC works in a way to showcase that an ideal curve should indent
more towards the true positive score of 1 and a false positive score close to 0. The
projection should be such that the curve produced should have more area under them
to determine the effectiveness of the compiler. The graph produced, indicates that
class 0 and class 4 data, which means data classified under rating 1 and rating 5 were
correctly classified as they projected a decent area score. Classes 2, 3 and 4 which
correspond to ratings 2, 3 and 4, respectively could produce an improved area score
by adding batch normalization and other pruning techniques to fetch a better result.
This action is in pipeline for improving the overall score of the classifier.

8 Discussion

The main aim of this research process was to focus on the data refining process
and combine different types of data; details and reviews of the mobile apps data, to
determine the user rating by implementing deep learningmodelMLP.Although, there
have been extensive research on the lines of text classification and implementation
of deep learning as well as machine learning concepts for mobile apps data, not
much light has been shed in the area of multiple inputs combination of variants of
data using deep learning. TF-IDF does seem more appropriate and superior in some
cases for text classification scenarios as it balances out the frequency of the entire
text tensor under question using its inverse document frequency as opposed to count
vectorizer whichmaintains the vector of frequency of aword occurrence in document
or text corpus. It also depends on the content of the textual reviews under question, for
differences in the performance scale of count vectorizer and TF-IDF. The design plan
was to implement a combined approach using the best performing models of MLP
for both details and reviews to attainmaximum accuracy. From the table, for different
epochs and batch sizes; it can be concluded that the combined functionalmodel shows
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better performance than as individual units. The MLP model gives a decent testing
accuracy score of 70%, it can be improved by trying few combinations of neural nets.
This, thereby, satisfies our initial research theory that this model performs well to
determine the app user ratings, given various play store appmetrics and user reviews.
One major hurdle that was overcome was the ease with which the functional MLP
neural model fits the entire data, combination of both themodels, into its layers. Also,
the combinedmodel gave better results compared to individual models. Though there
is still a lot of scope for improving the results, only a few variants of MLP network
model was implemented. A lot of time was invested in the data extraction and data
refining process. Owing to this time constraint, larger combinations of neural nets
could not be implemented although it is in the pipeline. The scope for this research
is huge. The various trends and key factors of mobile app stores can be exploited to
unearth new findings and predictions.

9 Conclusion

Most of the prominent web-based applications could sustain their hold in top ranking
charts for a long run mainly because the developers are well aware of the user
requirements and user satisfaction criteria. App developers look forward to receiving
credibility for their work in the form of rankings and reviews. The play store feature
variables, irrespective of being largely unstructured and varied in its data format as
well its content, can act as performance metrics if they can be pre-processed and
well trained to determine the user-specific ratings. Although this research focused
on the columns that we felt would be appropriate for analysis, we are keeping the
topic open for other researchers too to experiment as per their needs. Although the
DOI for the data [14] is given and the post-processing operations are irreversible,
the original extracted files are provided in Github [12] for other further analysis. The
future scope of the project includes testing and building the model on various other
combinations of neural networks that can help in improving its performance.
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Chapter 3
Managing the Data Meaning in the Data
Stream Processing: A Systematic
Literature Mapping

Mario José Diván and María Laura Sánchez-Reynoso

1 Introduction

The data itself represents a captured fact or event which describes some kind of
aspect related to the real world [1]. Even when the data could be persistent not
always it is necessary. That is to say, when data collecting devices are providing data
to make decisions in real time, always there will be newly updated data replacing
the previous ones. The underlying idea of data-driven decision making is the using
of data for supporting decisions avoiding the intuition. The information is data that
simultaneously is trust, consistent, interest, and timely. Accordingly, it is possible to
say that information is data, but data not necessarily are information [2, 3].

The information tends to be continuously required when managers need to make
decisions. Updated information will imply lesser uncertainty in the decision environ-
ment than before. The real-time decision making jointly with the data stream engines
constitute two faces on the same coin becausewhen one is focused on collecting infor-
mation itself, the second one is oriented to process it as quickly as possible [4, 5].
The data stream engines process the data on the fly and in the same way in which
they arrive. However, the possibility of discriminating the meaning associated with
each one will imply a better position at the moment in which a model (e.g., a classi-
fier) needs to be trained or applied. Even more, it would be a key asset when some
recommendation needs to be searched from repositories (such as the organizational
memories), because of the expected accuracy using the data meaning possibly would
be improved [6, 7].

While the big data environment is focused on batch processing, the data stream
environment is oriented to the processing in real time at the instant in which the data
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is received. That is to say, in the big data environment, it is possible to have a huge
volume of data and it could be as big as possible but limited at the end, while in
the data stream environment there is no limit oriented to the data volume coming
from each data stream. The possibility of adequately using and applying the data
meaning for guiding the data processing in the last one, it is bounded to the available
processing resources in a given time (i.e., processor, memory, cache, etc.) [8].

The main contribution in this work is to carry out systematic mapping of the lit-
erature to identify and find the strategies responsible for modeling the data meaning
and its application in the real-time data processing bounded to data stream envi-
ronments. This is made through the use of the research method named systematic
mapping studies (SMS) on the Scopus database, which is explored and analyzed fol-
lowing the filters that allow limiting the specific field and inclusion/exclusion criteria.
Thus, data semantics, the effect in the data processing, and the impact in the online
decision making are here dimensioned from the research point of view. Finally, the
different strategies for managing the data meaning and its impact on the real-time
data processing are outlined, dimensioned, compared, and classified.

This paper has five sections. Section 2 describes the underlying idea associated
with the research work, while the systematic mapping studies methodology is intro-
duced. Section 3 outlines the step-by-step protocol application related to the SMS
researchmethod. Section 4 summarizes the comparison related to each data-meaning
strategy in relation to real-time decision making. A brief synthesis and classification
of strategies are proposed. Finally, Sect. 5 presents reached conclusions and future
work.

2 Research Method

Previous works have carried out systematic mapping on data semantic from the data
interoperability point of view [9, 10], highlighting the necessity of the pragmatic
interoperability. Another approach associated with big data, Internet of Thing, and
streaming analytics was carried out by means of techniques related to surveys [11].
However, the data-meaning modeling in the context of the data stream requires
real-time interpreting and processing, an aspect that is here included.

This research is based on the systematicmapping studies (SMS) in order to analyze
thewhole spectrumofworks associatedwith datameaning in the data streamenviron-
ment, focusing on real-time decision making. SMS is applied in terms established in
[12–16] and following the recommended guidelines. Thismethod is especially useful
when there is little evidence, or alternatively, the research topic is potentially very
broad. In another case, the systematic literature review (SLR) is able to be applied.

Basically, SMS is described through a protocol constituted by six stages, as fol-
lows: (1) aim: It is necessary to define the need for carrying out the revision, (2)
questions: It defines the questions which guide the research, (3) search strategy:
Once the aim and research questions were established, the search strategy is defined
based on such questions, (4) data extraction: From the given results applying the
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research questions and the search strategy, the data extraction and its associated
steps are defined. The filters and criteria for extracting data are specified, (5) synthe-
sis: From extracted data, the synthesis and its associated process are specified, and
(6) assurance: It introduces the mechanism for reviewing the development of the
protocol.

Next, this section is breaking down based on each stage of the protocol with the
aim of formally defining each stage, instantiating the application parameters.

2.1 Aim and Research Questions

The aim is defined as the implementation of a systematic mapping of the literature
with the aim of mapping strategies that allow discriminating the data meanings and
use them for guiding the processing in the data stream context.

In this sense, and according to the chosen methodology, the research questions
(RQs) which will guide the work are properly defined as follows:

• RQ1: What kind of alternatives exists for modeling data meaning?
• RQ2: What alternatives are feasible to be applied in real-time data processing?
• RQ3: What are the benefits and concerns related to the application of each

alternative on data streaming?
• RQ4: Is there some articulation or orientation between alternatives for modeling

the data meaning and recommender systems?
• RQ5: What types of publications focused on the modeling of data meaning in

real-time data processing for supporting decision making?
• Each question has an associated motivation which is specified in Table 1.

As it is possible to appreciate in Table 1, the research questions go progressively
specifying from the general perspective of the strategies oriented to model the data
meaning, up to specifically to analyze the application of those ones in real-time
environments articulated with the recommender systems.

2.2 Search Strategy

Once the research questions have been defined, the next step implies to define the
search strategy based on the general aim, which is shown in Table 2. It indicates the
major term in which the subject related to the research questions is expressed. In this
case, the major term is focused on data semantics, considering “data meaning” as its
synonym, while variations associated with the strategy and processing point of view
are included.

The search strategy is performedon theScopus database, focusing on the computer
science area, while the type of documents was limited to conference papers, articles,
and book chapters. In addition, the strategy considers documents written in English,
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Table 1 Research questions and its motivations

Research questions Motivation

RQ1: What kinds of alternatives exist for
modeling data meaning?

It pretends to generate a whole map from the
identification of all available alternatives for
modeling the data meaning, independently the
viewpoint of each one

RQ2: What alternatives are feasible to be
applied in real-time data processing?

The idea is to focus on alternatives feasible to
be applied in real-time environments. That is
to say, those alternatives which allow using the
data meaning for guiding the data processing
at the time in which the data arrives

RQ3: What are the benefits and concerns
related to the application of each alternative
on data streaming?

The aim is to describe benefits/strengths,
weaknesses, concerns, and trends associated
with each alternative able to be applied to the
real-time environment in a comparative way

RQ4: Is there some articulation or orientation
between alternatives for modeling the data
meaning and recommender systems?

The objective is to determine whether the data
meaning strategy, which is able to work in
real-time environments, is prepared in some
way for working with recommender systems
or not

RQ5: What types of publications focused on
the data semantics exist?

The kind of publications allows knowing
whether published results are partial or not,
jointly with the level of maturity and
evolution over time

Table 2 Main and alternative terms related to the search string

Major term Alternative terms

Data semantics “Data-meaning modeling” or “data meaning” or “data-meaning strategy” or
“data-meaning processing”

without any time restriction, in which the keyword includes “data semantics,” and
some of the major or alternative terms are included in the abstract.

2.3 Filtering Results

From results obtained applying the general and alternative terms, this stage filters
them using the inclusion and exclusion criteria, such as they are described in Table 3.

The duplicated items are removed before applicating the filtering. Thus, the fil-
tering is applied for discarding or not each item in a selective way based on the
abstract’s reading. The non-discarded items become part of the definitive list.
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Table 3 Inclusion and exclusion criteria related to the selection process

Inclusion criteria 1. The abstract must contain at least one of the terms (alternative
or main)
2. The paper’s contributions must be related to the data semantics

Abstract’s exclusion criteria 1. The document does not focus on data semantics as core
contribution, challenge or aspect
2. The article does not satisfy the search string

Full-text’s exclusion criteria 1. When the paper language is not English
2. Synthesis of invited talks or keynotes
3. When the application core is not related to the data itself
4. Comparative analysis or surveys

Table 4 Data extraction point of view

RQ Dimensions Categories

RQ1 Semantic model Representation, interpretation, method

RQ2 Data processing Real-time, semantic-driven data processing, interpretation,
decision making

RQ3 Application Real-time, semantic-driven data processing, interpretation,
decision making

RQ4 Use of the knowledge Representation, interpretation, method, decision making,
recommender systems

RQ5 Publications Data semantics, real-time, semantic-driven data processing,
recommender systems

2.4 Data Extraction Process

In this stage, each article is read for deciding whether it is retained or not. Once the
list contains all the retained articles, classification is carried out based on the defined
categories from the research questions. The categories represent the interest topics
associated with the dimensions (i.e., points of view) as it is possible to appreciate in
Table 4.

Each article is classified in one or more categories, and from those categories, it is
able to gather papersworking around the same topic contrasting different alternatives.

2.5 Synthesis Process

In this stage, retained and classified articles are analyzed for eliminating duplicates
(from the conceptual point of view), discriminating alternatives, and selecting those
which strictly satisfy the search chain jointly with the associated filtering criteria. In
other words, this stage is expected that each article at least gives a partial answer to
the research questions introduced in Table 1.
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Finally, an assessment of the protocol application could be contrasted from the
synthesis result itself and the grade of answering given to each research question.

3 Performing the Systematic Literature Mapping

Table 2 synthesizes the main and alternative terms used in the search string. Thus,
the search string looks for expressions such as “data semantics,” “data-meaning
modeling,” “data meaning,” “data-meaning strategy,” or “data-meaning processing”
contained in the abstract of each article in Scopus. Those articles which contain
some of the previous expressions will be retained as a part of the result (i.e., 650
documents).

Next, Sect. 2.2 defines the profile of the search strategy, indicating that the subject
area is “computer science”. The kinds of documents to be considered are “conference
paper,” “article” (journals), and “book chapter,” focusing on those who contain “data
semantics” as a keyword. All the kinds of documents must be written in the English
languagewithout any limitations related to the time.Thefiltered results are outlined in
Fig. 1, which contains 151 records simultaneously satisfying the imposed conditions.

From the individual reading of each abstract associated with the filtered list (i.e.,
151 records), just 61 records were retained considering the aim, major terms, and
research questions. The rest of the papers (i.e., 89) was discarded because they were
related to keynotes, invited talks, introduction letters, business policies, business pro-
cesses, rules, study cases, surveys, among other aspects in which the data semantics

Fig. 1 Screenshot related to documents found on October 17, 2019 18:44 (Argentina)
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indeed do not constitute a main focus or subject under research. Basically, the 61
records are results based on the inclusion and exclusion criteria defined in Table 3.

Table 5 shows the filtered results grouped by year and kind of publication, which
is useful for identifying the time period associated with the topic. The topic started to
be analyzed from 1996, and it continues at the date with different levels of intensity.
In the time period [1996; 2019), thirty-three articles of journals (54.10%), one book
chapter (1.64%), and twenty-seven conference papers (44.26%) were written. The
most active year in the topic up to now was 2012 with seven articles, followed by
2011, 2010, and 2008 with six articles each one.

Considering the data extraction point of view introduced in Table 4, there are five
non-exclusive defined dimensions: semantic model, data processing, application, use
of knowledge, and publications. That is to say, given an item, this could be associated
with more than one dimension because each one analyzes a different perspective of
the subject. Thus, under the “semantic model” dimension there were 60 documents,
while the “data processing,” “application,” “use of knowledge,” and “publications”
dimensions, there were 56, 56, 59, and 55 items, respectively.

4 Summary of Results: Data-Meaning Strategies
and Real-Time Data Processing

In order to satisfy the research questions and motivations introduced in Table 1,
just those items from the 61 that included at least one of the following key char-
acteristics were retained: (i) “data processing” dimension: real-time processing,
semantic-driven data processing, or decision making; (ii) “application” dimension:
semantic-driven data processing or decision making; and (iii) “use of knowledge”
dimension: decision-making or recommender systems. In this way, an item could
have a lot of characteristics but each one must at least contain one of the mentioned
for being fitted in terms of the research questions and to be included in the compara-
tive analysis. Finally, applying the mentioned criteria for warranting the satisfaction
of research questions, just 30 were considered as you can see in Table 6.

With the aim of making easy the comparative analysis, the table below discrim-
inates for each highlighted item, the authors, aim, rate (i.e., level of answering to
RQ), jointly with the individual contribution (when it is available) to the following
aspects:

• Real-time (RT): It indicates whether the work describes or not some aspect related
to real-time data processing;

• Semantic-driven data processing (SDDP): It refers to those semantic aspects
which could be used for guiding the data processing in case they are present;

• Decision making (DM): It synthesizes those aspects oriented to support the
decision-making process in relation to the data processing itself;

• Recommender system (RS): It introduces highlighted aspects oriented to give
recommendations in front of some situations.
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Table 6 Items which contained at least one key characteristic able to answer the RQ

Year Number of items Accumulated Year Number of items Accumulated

2003 1 1 2011 2 14

2004 1 2 2012 4 18

2006 1 3 2013 3 21

2007 1 4 2014 3 24

2008 2 6 2015 3 27

2009 3 9 2017 1 28

2010 3 12 2019 2 30

When an item fills an aspect (i.e., it has associated contributions), it will imply
that the level of answer (i.e., rate) to the research questions will be higher than before.
Thus, each time that an item has contributions related to an aspect, the rate will be
increased in 0.25, being the minimum value 0.25 (because at least one is required to
be considered in Table 6), while themaximum level is 1 when an item simultaneously
satisfies the four defined aspects (i.e., it has simultaneously contributions for the four
aspects). Table 7 outlines the items who reached a rate of 0.75 or upper, while the
remaining are synthesized after the table in the proper order based on the rate.

The medium rate (i.e., 0.5) implies that each work simultaneously satisfies two
aspects of four related to the research questions. The aspects’ detected combinations
were SDDP-RS, RT-SDDP, and SDDP-DM. Under the combination SDDP-RS, the
contributions and works are (i) a methodology is proposed for describing graph-
based data as a topos category. In terms of SDDP, it indicates graph-based data allow
new ways for processing and analyzing relations between data. While in terms of
RS, it identifies the topos associated with the concept definition and those involved in
the definition of other concepts. This allows reasoning on concepts but also on their
relationships in order to derive new concepts [22]; (ii) an architecture for discover-
ing data semantics from human-readable documents without previous specification
is introduced. In terms of SDDP, the automatic identification of files jointly with the
content processing is based on the underlying ontology. While in terms of RS, the
process contains an ontology of domain-specific concepts, which allow to answer
queries from an abstraction layer that contains the extracted data [23]; and (iii) a
query’s recommending strategy is introduced based on ontologies for iteratively ori-
enting users. In terms of SDDP, the queries and associated results are guided through
a domain ontology, which tries to describe the searched and underlying concepts in
order to improve accuracy. While in terms of RS, recommending’s strategy pretends
help users debugging the query, in those cases in which they do not receive results
[24].

Under the combinationSDDP-RT, the contributions andworks are as follows: (i)A
middleware platform oriented to the distribution of semantic data streams over HTTP
called Ztreamy is introduced. In terms of RT, it focuses on semantically annotated
data streams from the Web and the possibility associated with their distribution and
processing. While in terms of SDDP, the data can be filtered based on the semantics
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Table 7 Synthesis by item
from the perspective of
research questions limited to
rates equal or upper than 0.75

Authors Zhang et al. [17] Rate: 1.0

Aim Improve the semantic description in time
series databases (TSDB) through ontologies
and tagging

RT Authors proposed ontologies for modeling
the semantics of the system, metric, and
measurement unit thinking in the IoT
environment as a data collecting strategy

SDDP The data processing is guided through the
tags which are based on an ontological
definition (e.g., the source sensor, the
relationship between sensors and entities,
etc.)

DM The queries from users are supported by the
metadata based on the underlying ontology

RS They incorporate a reasoning engine in a tool
suite named SE-TSDB which is able to
derive new data streams based on the
previous ones

Authors Volkovs et al. [18] Rate: 0.75

Aim A data-cleaning framework is introduced
with the aim of repairing inconsistencies
derived from the data structure but also from
its semantic

RT No explicitly indicated. Authors refer to
continuous data cleaning, but it is not really
real-time data processing. They allude to a
continuous and cyclic repairing process but
that is not associated with partial processing
or data stream processing

SDDP The data history is used for future analysis of
data and its associated behavior

DM The classifier proposes the kind of likely
repairing in order to solve semantic issues on
data

RS It uses a logistic regression for modeling a
classifier which allows recommending the
kind of repairing to be made in order to solve
inconsistencies in data

Authors Wang et al. [19] Rate: 0.75

Aim A distributed knowledge acquisition
architecture is introduced in the context of
the knowledge discovery in databases (KDD)

RT No explicitly indicated

(continued)
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Table 7 (continued) Authors Zhang et al. [17] Rate: 1.0

SDDP The semantic web technology is proposed
for giving meaning to spread-out and
heterogeneous data sites as a way of
integrating them under the umbrella of the
semantic grid

DM As an evolution of the original data
warehouse concept, the authors claim that
the semantic grid in this architecture will
support the decision-making process in a
consistent way because the data semantic is
incorporated to deal with heterogeneity

RS The works indicate a component related to
ontology reasoning and some way in which
new knowledge could be derived from the
previous ones. However, there is no
precision about that

Authors Gu et al. [20, 21] Rate: 0.75

Aim A peer-to-peer network model supported by
two semantic layers is introduced

RT A simulation describes the way in which a
query could be routed and processed in a
dynamical peer-to-peer network

SDDP The proposal incorporates two layers. The
first one is focused on representing the
context as grouped RDF documents (i.e.,
clusters), while the second one is oriented to
represent a structured P2P network based on
each semantic cluster

DM Semantic groups are used for guiding the
query strategy and analyzing the network
structure when data need to be reached

RS No explicitly indicated

through provided services in the architecture, keeping the edge on the scalability [25];
(ii) it introduces an indexing method which considers the relative importance of data
in data streams for answering queries. In terms of RT, it processes an unbounded
data sequence for supporting the online query strategy. While in terms of SDDP, an
Importance-aware Bloom Filter (IBF) is proposed to manage queries on data streams
based on their data semantics [26]; (iii) a protocol based on data semantics from
wireless sensor networks is introduced. In terms of RT, it is focused on decreasing
the end-to-end delay and energy consumption in wireless sensor networks. While in
terms of SDDP, the designed protocol delivers data based on its meaning and priority
in wireless sensor networks. Important data is delivered before lesser important data
[27]; (iv) a collaborative strategy oriented to foster the members’ participation based
on semantic is introduced. In terms of RT, in accordance with the level of member’s
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participation, each one could receive credits to improve its routing abilities in the
members’ network when some query needs to be answered.While in terms of SDDP,
an ontology-based metadata is employed for describing the data semantics [28]; and
(v) a real-time event detection strategy is introduced. In terms of RT, it collects data
from heterogeneous sensors in real time. In addition, operations on the collected
data (e.g., correlation analysis) can be carried out. While in terms of SDDP, the
confidence functions available in the described platform are designed considering its
data semantics [29].

Under the combination of SDDP-DM, just one paper was found. As a contribu-
tion, a data leak prevention model is introduced in order to classify data based on
its semantics. In terms of SDDP, using the function term frequency—inverse docu-
ment frequency (TF-IDF) jointly with statistical analysis, the classifier is trained for
detecting the level of sensibility of each document for avoiding the data leak. While
in terms of DM, the model will classify documents based on its semantic [30].

The lowest rate (i.e., 0.25, just one aspect receives contributions) is basically asso-
ciated with two families of works which have just one common aspect in relation to
the research questions: (i) Ontology and tagging family: It is specifically oriented
to represent the knowledge through ontologies or tags with an underlying meaning;
and (ii) relationships’ family: It is focused on works which analyze the relation-
ships through a graph, or alternatively, represent the meaning by mean of a graph.
Works under both families do not incorporate in the treatment aspects related to the
real-time data processing, support the decision making, and/or strategies linked to
recommender systems.

Under the ontology and tagging family was grouped a set of works with the fol-
lowing contributions: (i) A tagging-based temporal conceptual model is introduced
to aggregate the semantics related to a conceptual model [31]; (ii) a framework
oriented to define a consistent semantic observational model is introduced, which
uses an annotation language as a way to guide the data understanding and process-
ing in a heterogeneous data sources’ environment [32, 33]; (iii) an introduction on
applicability and usability of the semantic decision table is outlined. It uses an ambi-
ent computing environment based on ontologies, exposing how semantics could be
managed through semantic decision tables [34]; (iv) an anonymization method on
categorical attributes is introduced [35, 36]; (v) a method for establishing correspon-
dences between protein data sources through semantic relationships is explained
[37]; and (vi) an approach which uses high-level data is used for capturing the data
semantic. Taxonomies are used for modeling the data semantic in the high-level data.
Next, algorithms based on the attributes’ induction are employed for generalizing
knowledge [38].

Under the relationships’ family, a set of works with the following contribu-
tions was gathered: (i) An approach for correcting intra-column anomalies is intro-
duced in big data [39]; (ii) algorithms for graph and subgraph similarity search
queries are introduced, jointly with a performance analysis [40, 41]; (iii) it proposes
a mapping schema able to be used on nominal variables along with data anonymiza-
tion process [42]; (iv) an approach for detecting the underlying semantic related
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to an arbitrary XML document is outlined [43]; (v) a strategy for generating syn-
opses based on contained semantics in relational databases is shown [44]; (vi) a
synthesis of algorithms oriented to distributed, autonomous, and heterogeneous data
sources is introduced [45]; and (vii) a method for translating from unstructured data
to information table based on ontological graphs is outlined [46].

5 Conclusions

The application of a systematicmapping study on data semanticswas shown. The col-
lecting method used “data semantics” as the main term, jointly with “data-meaning
modeling,” “datameaning,” “data-meaning strategy,” or “data-meaning processing”
as alternative terms. Thus, it was searched for those strategies responsible for model-
ing the data meaning and its application in the real-time data processing, bounded to
data stream environments. In addition, aspects related to the real-time data process-
ing jointly with recommender systems were considered. The initial results returned
650 documents, which were filtered considering the document type (i.e., only book
chapter, article, and conferences), language (i.e., English), field (i.e., computer sci-
ence), and focusing on “data semantics” in the keywords. Such filtering returned
151 documents, which were read for analyzing whether they really fit the terms, or
they are only mentioned. Accordingly, 61 documents were obtained once the indi-
vidual reading was ended. In order to satisfy the research questions and motivations
introduced in Table 1, just those items from the 61 that included at least one of the
following characteristics were retained (i) “Data processing”: real-time processing,
semantic-driven data processing, or decision making; (ii) “application”: semantic-
driven data processing or decision making; and (iii) “use of knowledge”: decision
making or recommender systems. Finally, 30 documents were retained and ready for
deep analysis.

With the aim of analyzing different perspectives related to the research ques-
tions, four aspects were defined based on documents: real-time data processing (RT),
semantic-driven data processing (SDDP), decision making (DM), and recommender
systems (RS). For scoring the pertinence of each item in terms of research questions,
a rate was introduced based on four aspects. The rate varied between 0.25 (i.e., the
item falls in just one dimension) and 1 (i.e., the item has a content that simultaneously
is related to four dimensions). Each time a document had part of its content related
to a given aspect, the rate would be increased in 0.25. The lowest rate (0.25) grouped
the works under two families called “ontology and tagging” and “relationships” with
eight items each one focused on explaining the meaning through ontologies/tagging,
or well, inferring semantics from the relationships, respectively.

Themedium rate (i.e., 0.5)was characterized through the interaction of the follow-
ing aspects: (i) SDDP-RS: three works which introduced the use of semantic-driven
data processing jointly with recommender systems, (ii) SDDP-RT: five works ori-
ented to the joint development of the semantic-driven data processing on real-time
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context, and (iii) SDDP-DM: one work focused on the semantic-driven decision
making along with the decision-making process.

Based on our criteria and study’s results, in order to analyze this kind of subject
under the indicated restrictions, the recommended options imply Zhang et al. [17],
Volkovs et al. [18], Wang et al. [19], Gu et al. [20, 21] in the given order. The
mentioned works simultaneously satisfy at least three aspects in consonance with
research questions. This exposes the number of limited and specific contributions
in the field, and being currently a challenge due to areas such as Internet of Thing
brings itself a set of complexities and opportunities able to be exploited.

As future work, an overhead analysis related to data semantics on real-time
systems using descriptions based on ontologies and tagging will be carry forward.
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Chapter 4
Tracking an Object Using Traditional
MS (Mean Shift) and CBWH MS (Mean
Shift) Algorithm with Kalman Filter

Sandeep Kumar, Rohit Raja, and Archana Gandham

1 Introduction

Tracking can be referred to as a task in order to generate the trajectories of the
objects which are moving and compute the motion of sequenced images. Numerous
approaches are proposed for translating an object in a sequence of frames, MS is
a common approach to perform the task for tracking an object. It is easy in imple-
menting and robustly tracks the performance [1]. MS algorithm compares the target
model with the current frame to obtain the region of an object which is selected. It
is hard to deal with occlusion in the object and loss of an object in the frame [1]. So,
MS procedure has to be improved by using a Kalman filter. Kalman filter estimates
active systems state, though the exact form is not known. Other limitations of theMS
approach are subjected to local minima where few features of the target are presented
in the backdrop. BWH is implemented to reduce the backdrop interference which
represents the target. But unfortunately the transformation formula is incorrect and
BWH is similar to MS tracking with the usual representation of the target [1–4].
To achieve the improved target localization CBWH MS algorithm is implemented
which is obtained by not changing the target candidate model but the target model
in the frames. The advantage of CBWH is, in spite of having much information in
backdrop CBWH can work robustly. An object position is tracked by using Kalman
Filter and that position is observed by MS algorithm. Kalman filter composed with

S. Kumar · A. Gandham
Sreyas Institute of Engineering and Technology, Hyderabad, Telangana, India
e-mail: er.sandeepsahratia@gmail.com

A. Gandham
e-mail: archana.gandham121@gmail.com

R. Raja (B)
IT Department, Guru Ghasidas Vishwavidyalaya (A Central University), Bilaspur, Chhattisgarh,
India
e-mail: drrohitraja1982@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
P. Johri et al. (eds.), Applications of Machine Learning,
Algorithms for Intelligent Systems, https://doi.org/10.1007/978-981-15-3357-0_4

47

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-15-3357-0_4&domain=pdf
mailto:er.sandeepsahratia@gmail.com
mailto:archana.gandham121@gmail.com
mailto:drrohitraja1982@gmail.com
https://doi.org/10.1007/978-981-15-3357-0_4


48 S. Kumar et al.

a set of equations which are mathematical formulations that results as an effective
computational work for estimating the particular state in several aspects in process-
ing [5–8]. It consists of two groups: Time and measurement update equations, for
projecting the progressive and ongoing state and error covariance measurement, are
estimated and to extract the prior estimation of next step time updating equations are
used, which gives optimal solutions [1, 9, 10]. Initially, an overview of the traditional
MS algorithm is provided and further, the CBWH scheme is introduced in detail.
Finally, it explains the fundamentals of KF using the formula and describes the algo-
rithm by proposing the method of tracking an object using the CBWH algorithm and
KF [4, 11–13].

2 Literature Survey

Wen and Cai presented an MS algorithm with Gaussian is studied and applied for
tracking an object. A convergence theorem and proofs are provided [1]. From the
experiment, an object is found even in the presence of occlusions in Fig. 1 [14–18].

Jeyakar and Babu presented MS algorithm has been proved as an efficient algo-
rithm for tracking an object in a video sequence. The author proposed a robust
tracking algorithmwhich overcomes the drawbacks presented in the color histogram-
based tracking [9]. From Fig. 2, it is shown that multi-fragment representation of
the target and candidate models is used to increase the robustness of object tracking
[19–21].

Comaniciu et al. presented a newmethod is obtained toward representing the target
and localization, the tracking of non-rigid objects is proposed visually by using a
central component as shown in Fig. 3 [22].

Yang et al. presented a new algorithm is proposed for tracking an object through
color as a feature in a complex environment. In order to find a location of an object,
an iterative procedure is followed and to improve theMS algorithm a CBWHmethod
is introduced to decrease the interference of the backdrop in target localization [23].
Based on the experiment, tracking of an object is not influenced by the changes in
the scale and less subjected to clutter.

a b c d

Fig. 1 Results are with the various frames a 20 frame, b 30 frame, c 70 frame, d 120 frame
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Fig. 2 Robustness to illumination change is shown in the above figure

Fig. 3 Football sequenced video frames are used to extract the tracking results
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Ning et al. presented an improvedMSalgorithm is introduced namelyBWHwhich
is put forwarded for reducing the interference of backdrop in the frame but it does
not introduce any new improvement and it is similar to MS. Therefore, CBWH is
proposed by changing target model only and refrains the changes in target candidate
model [10]. The CBWH algorithm recognizes the target which is more reliable
and accurate. It also achieves small errors and standard deviation than BWH MS
algorithm.

3 Proposed Methodology

In order to have robust tracking, the mean-shift algorithm will be an effective
approach for tracking the objects whose appearance is bounded by histograms.
BWH- and CBWH-based MS tracking is implemented by decreasing the involve-
ment of background in target localization. The following objectives are formulated
for achieving the CBWH and BWH MS tracking algorithm.

• To study and analyze the conventional robust object tracking algorithms.
• To implement existing mean-shift tracking algorithm.
• To implement CBWH- and BWH-based MS tracking algorithms.

To compare the CBWH- and BWH-based MS tracking algorithms with existing
mean-shift tracking algorithms. Tracking with BWH and CBWH MS algorithms.
In this methodology, the BWH algorithm transforms both the candidate model and
target model but does not actually decrease the interference of background features
to amend localization of the target. CBWH algorithm is then introduced to overcome
the issues by not changing the candidate model but changing the target model only.
The basic goal of this CBWH algorithm is to achieve improved target localization
by reducing the interference of background as shown in Fig. 4. MS algorithm, the
Kernel-based deterministic procedure, is an iteration ofMS trackingwhich converges
the local maximum function of measurement with assumptions of behavior on the
kernel. It is a less complicated algorithm; it gives a reliable and general solution to
track an object and independent in representing the target.

Let
{
y∗
i

}
i=1...n is denoted for the position which is normalized of a pixel which is

present in the region of target, then it is a center in origin point. q̂ is a target model
which is corresponded to the region of target which is performed is described below:

q̂ = {
q̂v

}
v=1...m (1)
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Here, q̂v is represented to the probability feature of vin target model q̂ , feature
spaces are denoted asm, Kronecker delta function is denoted as (δ), f

(
y∗
i

)
associates
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Fig. 4 Representing the target in MS algorithm

the pixel to the histogram bin, an isotropic kernel profile is k(y) and C is constant
which is a normalization function defined by

C = 1
∑n

i=1 k
(∥∥y∗

i

∥∥2
) (3)

The representation of color feature space ‘v’ in theMS algorithm is clearly shown
in the above picture of the target model. The candidate region corresponds to the
target candidate model p̂v(x) which is given by

p̂(x) = {
p̂v(x)

}
v=1...m (4)

p̂v(x) = Ch

nh∑

i=1

k

(∥∥∥∥
x − yi
h

∥∥∥∥

2
)

δ(b(yi ) − v) (5)

where

Ch = 1
∑nh

i=1 k

(∥∥∥ y−Xi

h

∥∥∥
2
) (6)

where p̂v(x) represented as the feature of probability v in the candidate model.
The pixel positions are denoted as, p̂v(x),

{
y∗
i

}
i=1...n in the target candidate region

which is centered at x, h is denoted as bandwidth and constant Ch is a normalization
function. For calculating the target model and the candidate model, a Bhattacharyya
coefficient is derived between the two normalized histograms q̂ and p̂(x) as follows:
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(x)

ρ
[
p̂(x), q̂

] =
m∑

u=1

√
p̂v(x)q̂v (7)

Calculating the distance in between p̂(x) and q̂ is defined as

d(x) =
√
1 − ρ

[
p̂(x), q̂

]
(8)

3.1 Tracking the MS

The issue of tracking an algorithm is an offset computation form where it moves
from the current location x to a new location x1 based on iteration equation.

x1 =
∑nh

i=1 xiwi g
(∥∥ x−yi

h

∥∥2
)

∑nh
i=1 wi g

(∥∥ x−yi
h

∥∥2
) (9)

where

wi =
m∑

u=1

√
q̂v

p̂v(x0)
δ[b(yi )−v] (10)

Choose the kernel within the Epanechnikov profile, (9) is decreased to

x1 =
∑nh

i=1 yiwi∑nh
i=1 wi

(11)

By using (Eq. 11), the algorithm tracks to finds the new frame which is similar to
a region of an object. The target localization is shown briefly in Fig. 5.

Performance, the target localization accuracies for this algorithm are mentioned
below and their diagrammatic representations are shown in Fig. 6.
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Fig. 5 Localization of target in MS tracking

Fig. 6 Position of the
tracker (red) and its
associated ground truth
bounding box (blue).
Centroid distance is
described by dark blue line.
Overlap is represented by
orange

3.2 Normalized Centroid Distance (NCD)

Normalized centroid distance (NCD) for a tracker centered at (xt , yt) and a ground
truth bounding box with center (xb, yb). The NCD in terms of the height (hb) and the
width (wb) of the bounding box is given as

NCD =
(
xt − xb
wb

)2

+
(
yt − yb
hb

)2

(12)

Overlap, the useful measure of tracker accuracy is part of the ground truth
bounding box is occupied in a given frame, which is referred to as overlap.

Overlap = areaCommon

areabounding_box
(13)
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3.3 BWH MS Tracking

BWH MS tracking, to decrease the interference in target localization which has
salient background features, Comaniciu et al. proposed a model for representing
the background features and discriminative features are selected from the target
candidate region and the target region. In the background, the histogram is expressed
as

{
ôv

}
v=1...m and surrounding area of target is calculated by the algorithm. The

region present in the backdrop is considered as twice the size of the target. The value
of non-zero is minimal and represented as

{
ôv

}
v=1...m is denoted by ô∗. To define the

changes in between the representations of the candidate model and target model, a
coefficient is used and given below.

vu =
{
min

(
ô∗)

ôu
, 1

}

u=1...m

(14)

This transformation will make the weights less of these features with low vu , i.e.,
which are the features of background. Then, the new model of the target is defined
as:

q̂
′
v = C ′uv

n∑

i=1

k
(∥∥y∗

i

∥∥2
)
δ
(
b
(
y∗
i

) − v
)

(15)

where

C ′ = 1
∑n

i=1 k
(‖y∗

i ‖2
)∑m

u=1 uvδ
(
b
(
y∗
i

) − v
) (16)

The new target candidate model is:

p̂
′
u(x) = C

′
huv

nh∑

i=1

k

(∥∥∥∥
x − yi
h

∥∥∥∥

2
)

δ(b(yi ) − v) (17)

where

C
′
h = 1

∑nh
i=1 k

(∥∥ x−yi
h

∥∥2
) ∑m

u=1 uvδ(b(yi ) − v)
(18)

The above algorithm is used for reducing the effect of features present in the target
candidate model which is present in the target localization.
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3.4 Similarities for Representing the BWH with Usual
Representation

In the target candidate region, the weights of points determine the convergence by
using the iteration formula in tracking an algorithm, only by reducing the weights
in the features of backdrop will decrease the information in the backdrop in target
localization relevantly. For evaluating the changes in weights of points yi which is
computed by the target candidate region in BWH, w

′
i denotes the weight of a point

computed in the target candidate region by the BWH.

w
′
i −

m∑

N=1

√
q̂

p̂(y)
δ[b(yi ) − v] (19)

Here, v′ be the feature space in the bin index which corresponds to point yi in the
candidate region. We have δ

(
b(yi ) − v′) = 1. So Eq. (16) can be simplified as

w
′
i =

√
q̂v′/ p̂v′(y) (20)

Substitute Eqs. (14) and (16) into Eq. (19), there is

w
′
i =

√√√√√√
c′u ′

v

∑n
j=1 k(I I y I I )

2
jδ

[
b
(
y∗
j

)
− v′

]

c
′
hu

′
v

∑nh
j=1 k

(
I I x−y j

h I I
)2

δ
[
b
(
y j

) − v′]
(21)

By substituting normal factors C and Ch and removing the common factor vu′

from the numerator and into the above equation, we have

w
′
i =

√√√√cch
cch

.
c′ ∑n

i=1 k(I IY
∗
t I I )

2δ
[
b(Y ∗

t ) − v′]

c
′
h

∑nh
i=1 k

(
I I x−yt

h I I
)2

δ[b(yt ) − v′]
=

√
c′ch
cc

′
h

.

√
q̂ ′

v

p̂′
v

=
√
c′ch
ccih

wi

(22)

where wi calculated by Eq. (10) is the general representation of the target candidate
model as the weight of the point and target model. Equation (21) suggests that w

′
i is

reciprocal to wi . Moreover, by associating MS iteration Eq. (11) we have

y1 =
∑nh

i=1 yi giw
′
i∑nh

i=1 giw
′
i

=
∑nh

i=1 yi giwi

√
c′ch
cc

′
h

∑nh
i=1 wi gi

√
c′ch
cc

′
h

=
∑nh

i=1 yi giwi∑nh
i=1 wi gi

(23)

Equation (23) is the MS iteration formula is uniform which is the scale transfor-
mation of weights is. Therefore, BWH actually does not strengthen MS tracking by
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transferring the target model representation and also target candidate model where
the results are almost the same as that, without using BWH (Fig. 7).

Update Target Model

No 

Start

Input video sequence.

Read first frame.

Target Model initialization

Read next frame

Apply MS, BWH CBWH

Occlusion Yes

Apply Kalman Filter 

End frame.

End.

No 

Yes

Detected

Fig. 7 Flowchart of proposed methodology
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3.5 CBWH Algorithm

As it is discussed above the BWHalgorithm does not improve any target localization.
To achieve that truly a new formula is introduced known asCBWHas shown in Figs. 8
and 9. It is employed to change the only target but not the candidate model. By this,
it can reduce the outstanding features of the backdrop in the target region.

New formula,

wn
i =

√
q̂v

p̂v
(x) (24)

Therefore,

wn
i = √

uv.w1 (25)

The CBWH MS tracking algorithm is:

Fig. 8 Algorithm of CBWH
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Fig. 9 Feature density example of MS clustering

3.6 Applications

It is a procedure of functional application to find the mode: In the density function,
begin from the points of data and conduct mean-shift method in order to the find
the stationary points. By holding the local maxima, compress or reduce the points.
Area of the attraction of the model describes the set of locations which assembles
to the same mode. The points which are available in the same area of attraction are
correlated with the same cluster. Below figure shows feature density example of MS
clustering.

4 Results

In the analysis of MS tracking, color feature space and the RGB color model feature
are used in all the experiments and 16× 16× 16 bins are quantized. The results of all
the four video sequences are tracked, i.e., skating sequence, cube sequence, smiley
sequence, and basketball sequence are shown in Figs. 10, 11, 12 and 13, Table 1
shows that the CBWH model which consists of greater accuracy in localization
when compared to BWHmodel and the usual MSmodel. Because the CBWHmodel
truly accomplishes the information of background in target localization with an
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a

b

c

Fig. 10 Comparison of three methods using color feature space for skating sequence. Frames 10,
24, 40 are displayed. From (c), CBWH MS tracking method has improved tracking accuracy than
BWH and usual MS tracking methods, aMS tracking, b BWHMS tracking, c CBWHMS tracking

error of low centroid distance and high overlap, Figures 14 and 15 show the plots
of target localization accuracies. Figure 16 illustrates the numbers of iterations by
plots in three methods for basketball sequence of video. Table 1 also shows the
average number of iterations by three methods. An average number of iterations is
less for CBWHwhen compared to BWH and the usual MS model which is observed
through the images. The noticeable features are improved in the target model while
the features of the background aremuted in CBWH. By this, theMS algorithm can be
locatedwith the greater accuracy as a target. All experimentswere done onMATLAB
7.12 version with Image Processing toolbox and Computer vision toolbox with the
following specification of computer: Processor: Intel(R)Core(TM), Processor Speed:
I3, Operating System: Windows 8, Hard Disk: 910 GB, RAM: 4 GB.
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a

b

c

Fig. 11 Comparison of three methods using color feature space for cube sequence. Frames 19,
25, 36 are displayed. From (c), CBWH MS tracking method has improved tracking accuracy than
BWH and usual MS tracking methods. aMS tracking, b BWHMS tracking, c CBWHMS tracking

5 Conclusion

In the computer vision field, the popular research subject or content is object track-
ing. It has applications which are necessary for the field of transportation intelli-
gence, defense security, intelligent video surveillance, and robot navigation. There
are many algorithms which are used in the literature on object detection and tracking.
Histogram of color feature for mean shift is based on the object tracking algorithm
which obtains a huge range of applications, due to its simplicity and good real-time
performance. In this project, color feature space is analyzed based on tracking of
mean shift, in target representation, localization of a target has to be improved and
interference of background should be decreased, analyze the BWH and CBWH.
The results of the experiments will confirm that CBWH with reduced MS iteration
number and also provides 90.12% accuracy in tracking. The advantage of CBWH
sensitivity has to be reduced in target initialization for tracking the mean shift, i.e.,
CBWH will strongly track even though the target is not initialized properly.
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a

b

c

Fig. 12 Comparison of three methods using color feature space for the smiley sequence. Frames
15, 36, 55 are displayed. From (c), CBWH MS tracking method has improved tracking accuracy
than BWH and usual MS tracking methods. a MS tracking, b BWH MS tracking, c CBWH MS
tracking

Concerning the future research, the MS method can be further improved to track
the objects using a fuzzy coding histogram to overcome the effects of quantization
inherent in fixed bin histogram. At the initial stage of this algorithm, the fuzzy
clustering is used on the initial detection region to get the cluster prototypes and
regard it as a fuzzy codebook. During the tracking period, the candidate image region
is also represented by a histogram which is constructed by the fuzzy memberships.
In addition to this, a cumulative distribution function between the fuzzy coding
histogram is used to construct a cross-bin metric and then use mean-shift iteration
to realize the robust visual tracking. The concept of MS can also be extended for
robustness by including tracking of multiple objects, occlusion detection, and scale
changes to improve the tracking accuracy.



62 S. Kumar et al.

a

b

c

Fig. 13 Comparison of three methods using color feature space for basketball video sequence.
Frames 26, 35, 45 are displayed. From (c), CBWH MS tracking method has improved tracking
accuracy than BWHand usualMS trackingmethods. aMS tracking, bBWHMS tracking, cCBWH
MS tracking

Table 1 Comparison of the analysis of mean-shift-based algorithms

Videos Algorithms NCD Overlap Iterations

Skating MS 2.5207 0.4593 3.01

BWH 2.3975 0.4593 3.01

CBWH 0.4169 0.8676 2.51

Cube MS 2.018 0.5732 7.94

BWH 2.018 0.5732 7.94

CBWH 1.2942 0.7124 4.62

Basket ball MS 0.89 0.8192 3.51

BWH 0.89 0.8192 3.51

CBWH 0.5543 0.8777 2.74

Smiley MS 1.511 0.7273 3.57

BWH 1.511 0.7273 3.57

CBWH 0.1348 0.9818 2.86
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Fig. 14 Plot of normalized centroid distance error versus different video frames using color feature
space

Fig. 15 Plot of overlap versus different video frames using color feature space
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Fig. 16 Plot of average number of iterations versus different video sequences using color feature
space
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Chapter 5
Transfer Learning and Domain
Adaptation for Named-Entity
Recognition

Raghul Prakash and Rahul Kumar Dubey

1 Introduction

Transfer learning has shown significant strides in the domain of computer vision;
however, its prevalence in the domain of natural language processing has only spiked
recently due to novel deep learning architectures that have allowed for sequential
data processing. If two or more different tasks have similar variations to be captured,
and if they share similar low-level features such as edges and shapes in the case
of computer vision [1] or semantic relationships in the case of natural languages,
then transfer learning has been found to significantly improve the performance of
the model in the target domain with very limited labelled data and training time.
Natural language processing is a broad field, and this paper pertains to the field of
named-entity recognition (NER).

Named-entity recognition is the foundation for many tasks related to information
extraction. It is used to extract named entities in documents such as person, location
and organization. There have been a lot of researches done in this field, but the study
of the transfer of knowledge across different domains has not been researched upon
adequately. The primary challenges in this field are the absence of labelled data in
the target domain and the varying types of named-entity tags that are to be assigned.
Hand annotating a text corpus with NER tags is highly cumbersome and requires
a lot of understanding of a given domain. If sensitive or classified information is
involved, then this task of providing labels for texts cannot be crowd sourced. This
is a serious problem in NER.
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Transfer learning can help solve this problem by allowing a model trained on
ample labelled data in a given domain (source domain) to adapt to a different domain
(target domain) even with sparse labelled data. There are different types of transfer
learningmethods, and this paper pertains to transductive transfer learning in different
domains with similar tasks which is also called domain adaptation. If a model is
trained extensively on a given domain (source domain) for a given task and the same
task is assigned in another domain (target domain) with limited labelled dataset, then
with a few shots of training on the labelled dataset in the target domain, the model
can adapt to the variations in the target domain with its own characteristic probability
distribution of words.

The architecture used to perform NER tagging in this research is a bi-directional
stack LSTM neural network with attention. LSTM networks are a type of recurrent
neural networks which capture long-term dependencies between the various parts
of a sentence. They do so by solving the problem of vanishing gradients which is
a major bottleneck in regular recurrent neural networks used bi-directionally be-
cause the model can capture patterns in the sequence not only from left to right
but also from right to left. This makes it easier for the model to represent complex
semantic relationships. Stacked bi-LSTM networks differ from traditional bi-LSTM
networks, and in that they learn gradually the representations of the input. Increas-
ing levels of abstractions can be achieved by using stacked bi-LSTMs, with higher
layers learning domain-specific representations. Thus, their nature makes it more
convenient for transferring the weights learned in the lower layers for the model in
the target domain. Just as how transfer learning has become a common practice in
image-related applications, with the use of models that support for increasing levels
of abstraction which can increase the transfer of knowledge, it is hypothesized that
domain-independent representations can be captured for NER in the lower layers of
the model. Also, with images, since geometry is predominately hierarchical, there is
a definitive correlation between the weights learned by layers and the various levels
of hierarchy in images from lines to shapes to objects. However, with texts, such a
definitive hierarchy is yet to be fully established in the field of NLP.

Attention models have been used in images in order to allow the neural network
to focus on certain parts of the images and spend more time learning valuable rep-
resentations from specific parts of the image, thus saving computational power. A
similar approach is adopted in this paper in order to implement hierarchy in NER.
The source dataset is the CoNLL-2003 dataset which is a newspaper corpus. The
named entities for this domain are PERS, LOC, ORG, O and MISC. The target
dataset is the CSAIL movie corpus. A survey of existing architectures is done, and
the drawbacks of previous architectures like regular bi-LSTMS are investigated. A
new model is proposed based on the stacked bi-LSTM with an attention model. The
target datasets are the CSAIL movie corpus and the WikiGold corpus. The classes
in the first corpus are ACTOR, CHARACTER, DIRECTOR, GENRE, PLOT, RAT-
ING, RATINGS_AVERAGE, REVIEW, SONG, TITLE, TRAILER, YEAR, O. The
classes in the second corpus are PERS, LOC, ORG, MISC, O. Thus, the former
domain is a novel class domain as it has different classes than the source domain
and the later domain has the same tags as the source domain. The performance of
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the model in both these target domains is used to evaluate the transferability of the
model to the target domain. The performance of the model in the target domain with
various splits of the fine-tuning and testing corpora is also investigated.

2 Related Work

Named-entity recognition is an established field and has been around since 1996,
with the first NER model by Grishman and Sundheim. Most of the NER models
were predominately rule-based and were not scalable and adaptable to the massive
amounts of unstructured text data available these days. Around that time, the need
for more sophisticated and robust NER models was emerging. NER models based
on feature engineering and machine learning started gaining popularity. These ar-
chitectures, however, were not able to adapt to different domains and required a lot
more understanding of the application domain. However, this approach was soon to
change as Collebert et al. laid the foundation for neural network-based NER systems
that require minimal feature engineering. With the advent of more computational
power, increasing depths of layers can be trained more easily, and this approach is
known as Deep learning. This architecture has shown better F1 scores in comparison
with popular shallow learning techniques like conditional random fields (CRF) when
trained on a large amount of labelled data. Deep learning solves a task by learning
from the data through increasing levels of abstraction, with lower layers learning gen-
eral features and upper layers learning more domain-specific features. This approach
of solving the problem layer by layer allows for fine-tuning much more effectively;
thus, this approach promotes the transfer of knowledge across domains.

Existing work on transfer learning for NER include work done by Lee et al. for
transfer learning in the bio-medical domain, Rodriguez et al. for transfer learning of
novel classes across various popular corpora and domains like news, spoken query,
medical, etc. These models use a bi-LSTM neural network as the foundation of the
architecture and add various optimization layers like CRF, etc. They also learn the
word embedding jointly along with the task and account for transfer in the word
embedding layer as well.

3 Procedure

Thefirst step to anynatural language processing task is pre-processing the text corpus.
The source domain NER dataset consists of newspaper articles that have been tagged
to their corresponding classes. The labelled corpus starts with -DOCSTART- O and
each line corresponds to a word, its POS tag, Chunk tag followed by its NER tag,
respectively. Each sentence is separated by an empty line.

The corpus is converted to a DataFrame with columns corresponding to the sen-
tence number of each word, the word itself and its NER tag. After that each sentence
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based on the sentence number is extracted from theDataFrame and passed to theword
embedding tool, fastText. FastText is a character-level embedding tool that converts
words to vectors. It can handle unseen vocabulary and is thus beneficial to NER.
This paper does not pertain to research on the various types of word embeddings;
thus, a consistent character-level embedding is adopted based on surveying various
popular embedding tools. This word embedding is pre-trained on both the source
domain corpus (CoNLL-2003) and the target domain corpus. Thus, the word em-
bedding layer will be neutral to both the source and target domain. The tags are then
converted to one-hot encoding vectors. Research on the positive transfer of weights
in the word embedding layer is well-established, and thus, instead of focusing on
transfer in the embedding layer, the layer has been trained simultaneously on both
the source and target corpora.

Next, a three-layer stacked bi-LSTM neural network is constructed in Keras. The
model takes as input a sentence of length 50. If the actual sentence is less than 50,
then it has been padded. Each of the words has been passed to the fastText embedding
layer before it is passed to the network. The paddings are taken care of by converting
them into a vector of zeros of size equal to the feature size which has been set to 100.
Thus, the input is a sentence tensor of rank 2 and shape (50, 100).

Next, the output is handled. Each word is assigned a unique tag, and hence,
the output tensor should also have 50 dimensions along the first axis. The tags are
converted to one-hot encoding vectors of size equal to the number of tags. Thus, the
shape of the output tensor is (50, n_tags). The corpora used in this research have tags
to demarcate whether they form a part of a named entity in the beginning or inside
of the entity if it is a multi-word entity. However, for this research, the prefixes (B-
and I-) that allow for this demarcation in the tags have been dropped. This makes
the number of classes lesser and makes it more easier for the model to learn in a
resource-constrained setting.

Now, the model is trained on the source domain corpus. The training corpus con-
tains 14,041 sentences. A validation split of 0.1 ismade. The frequency of occurrence
of each tag is shown in the table below.

The performance of the model in the source domain testing corpus is shown, and
the entity-wise F1 score is also shown in the table below. The model is compared
with existing top-performing models on the CoNLL-2003 corpus.

This shows that the model is fairly robust in the source domain.
Next, the weights of the model trained on the source domain are reused and

the lower layer of the bi-LSTM is frozen. Freezing means that the model will not
learn the weights through back-propagation. The model is compared with existing
top-performing models on the CoNLL-2003 corpus.

This shows that the model is fairly robust in the source domain (Figs. 1 and 2).



5 Transfer Learning and Domain Adaptation … 71

Fig. 1 Entity-wise F1 score for source domain

Fig. 2 Transfer learning model
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4 Results and Analysis

The performance of the model in the target domain WikiGold is investigated. The
approach to transfer learning used is supervised domain adaptation. After freezing
the weights in the first layer of the bi-LSTM stack, the model is fine-tuned on the
target domain with limited amount of labelled data. The amount of labelled data in
the target domain training corpus ranges from 30 sentences to 500 sentences in the
training corpus and 100 sentences in the testing corpus. The goal here is to analyze the
correlation between the amount of labelled data in the target domain and the benefit
of transfer to the target domain. A plot of the validation F1 score versus epoch is
shown and is a quantitative measure of how much of the learned representations of
the source domain are being reused while learning the representations in the target
domain (Figs. 3, 4, 5 and 6).

Fig. 3 Table of Wiki domain transfer versus baseline

Fig. 4 Plot of Wiki domain transfer versus baseline
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Fig. 5 F1 versus epoch (validation set)

Fig. 6 Table of Wiki domain
transfer without O tag

It can be seen that the benefit of transfer is more when the O tags are disregarded
from the F1 score. These can be attributed to the fact that O tags are easier to learn
by the model.

The effect of the similarity index of the pair of domains to be transferred is also
crucial in determining the extent of transfer.
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Chapter 6
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and Applications
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1 Introduction

A knowledge graph is designed to describe the entities and relationships of a domain.
Domel [1] introduced the idea of a Web map to provide navigation support for
hypertext browsers. Google leveraged a knowledge graph to improve the quality
of search results by building semantic relationships in information extracted from
multitude of heterogeneous sources [2]. The Google knowledge graph was based on
data from Wikipedia, Freebase [3] as well as public databases. Microsoft developed
the Bing search engine based on the Satori knowledge base, which can provide a
variety of search services ofWeb, videos, images andmaps. Pujara et al. [4] proposed
knowledge graph identification based on ontology aware partitioning to obtain better
results. Arnaout and Elbassuoni [5] proposed a general framework that extended
both the search knowledge graph and triple-pattern queries for effective searching of
RDF knowledge graphs. Fionda et al. [6] introduced the formalism regarding theWeb
of linked data. Ontology is important to help domain experts regulate and annotate
knowledge in their fields. Ontology is a philosophical theory, and it defines a set of
representational primitives to model domain knowledge or discourse in the context
of computer and information sciences [7]. It is a specification for modeling concepts,
an abstract model describing the domain and a formal definition of the concepts and
their linkages. It includes class (concepts), slots (roles or properties) and facets (role
restrictions). Ontology encapsulated with individual instances of classes comprises
a knowledge base [8–23].

Further, in the recent decade, we are seeing an enormous growth in the volume
of data being generated from a wide spectrum of areas. With an increased amount of
devices being connected to the Internet, data growth is expected to grow dramatically
in the coming years. As data generation and consumption increases, it is vital to plan
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how the data should be stored to make data processing efficient. Based on how data
is stored, it can be categorized as follows:

(a) Structured data: This type of data is typically stored in a relational database that
follows a schema like MySQL and Oracle Database, which makes it easier to
analyze.

(b) Semi-structureddata:While this typeof data is not stored in a relational database,
it still follows some organization and structure such as XML format.

(c) Unstructured data: This kind of data does not follow any schema or structure
and is often found in sources like word documents, PDF and Blogs. It is the
hardest to analyze and requires Natural Language Processing (NLP) algorithms
to process.

When data contains relationships between various entities of a domain, it is impor-
tant that this be reflected in the way data is stored and processed to serve applications.
Knowledge graph (KG) is a structured form to capture these relationships and entities
from various structured and unstructured data sources. While KG has been gaining
traction on open-source datasets that contain information found on the Web, there
have not been significant efforts to build KG for applications in industries. Indus-
trial applications can significantly benefit from having a KG representation of data.
For example, a typical software application containing several modules, classes and
functions with inter-dependencies can leverage a KG representation.

2 Knowledge Graph Development Pipeline
and Components

The quality of KG depends on the nodes and relationships extracted from the data.
KG development typically consists of two major phases: knowledge extraction and
knowledge completion. Knowledge extraction consists of the tasks NER and RE. For
example, consider the sentence: Barack Obama was born in Honolulu. In this sen-
tence, the named entities can be classified as: {Barack Obama: Person}, {Honolulu:
Location}, and the relation between the two entities is {BarackObama, born in,Hon-
olulu}. Figure 1 depicts the step-by-step knowledge graph development pipeline from
structured/semi-structured (S.S) and unstructured (U.S) data. The details of each KG
component are discussed in the next section.
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Text Corpus
(S.S & U.S)

• Entity Extraction(EE)
• Relation Extraction(RE)
• Attribute Extraction(AE)
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Knowledge Extraction
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Fulfill pipeline 
requirements
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Fig. 1 Knowledge graph development pipeline

3 Knowledge Extraction

3.1 Entity Extraction

The first main task in the pipeline to build a KG is to extract the named entities
from the data. The choice to select the appropriate algorithm for a NER task depends
largely on the amount of labeled data available to train the models. Some of the
popular algorithms to perform named entity recognition (NER) are explained below.

A. Conditional Random Fields (CRFs)

CRF is a discriminative undirected graphical model that learns the conditional prob-
ability distribution for the various classes of named entities in the data [9]. It treats
the input data to be sequential and takes into consideration surrounding context
while making a prediction for a given word. In comparison with Markov random
fields which model the prior and likelihood, CRF computes the posterior probability
between the class labels and inputs directly. The size of the context window deter-
mines the order of the CRF model. For example, if the previous word label is also
considered while making the prediction of the current word, it will be a first-order
CRF. If two previous words are considered, it will be a second-order CRF. The
standard linear chain CRF model equations are as follows:

p(y|x) = 1

Z(x)

T∏

t=1

exp

{
K∑

k=1

θk fk(yt , yt−1, xt )

}
(1)

Z(x) =
∑

y

T∏

t=1

exp

{
K∑

k=1

θk fk(yt , yt−1, xt )

}
(2)

where y: prediction labels of the sentence, x: sequence of words in the sentence, T:
total number of words in the sentence, K: total number of feature functions, yt : label
of word at position t, yt−1: label of word at position t − 1, xt = word at time t, f k: kth
feature function, Z: normalizing function that sums the probabilities over all possible
label assignments, θ k: weight associated with the kth feature function
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Each word is represented by n-dimensional feature vectors. These feature vectors
can either be manually designed or derived from word embedding models. Feature
functions play the most important role in the decision making of the CRF model.
They take as input the feature vector of the word, the label of current word and the
label of the previous word. For example, consider the feature function: f (yt , yt−1,
xt) =1 if yt = Location and yt−1= Person; f (yt , yt−1, xt) = 0 otherwise. In this
case, a positive weight for this feature function will signify that an entity of type
Location will typically follow an entity of type Person. A CRF model will consist
of several such feature functions and learn weights for each feature function in the
training phase. The parameters θ for the CRF model are learned using Maximum A
Posteriori (MAP) estimates with the help of optimization algorithms like stochastic
gradient descent [10, 11].

B. Bidirectional Long Short-Term Memory (BiLSTM) Neural Networks

Natural language text is sequential in nature and exploiting this characteristic was
the main motivation behind recurrent neural networks (RNNs). RNNs are sequential
neural network models that take into account words that have occurred until the point
of theword for which the prediction has to bemade.With this property, the prediction
for a word in a sentence will be influenced by all the words that have occurred before
it, thereby giving more contexts to the model. RNN models have performed well
when the length of the sentences is short. In cases of longer length sentences, RNN’s
performance started to decrease significantly due to two major problems:

(i) Vanishing Gradient: This happens when the gradient of the loss function with
respect to the weights in the initial layer becomes close to zero due to successive
multiplications of the gradient values less than zero. This can happen when
the activation function is a sigmoid activation function, which outputs a value
between 0 and 1. As a result, the neural network weights in the beginning of
the network stop learning which causes the output to become immune to words
occurring in the beginning of the sentence.

(ii) Exploding Gradient: Contrary to the vanishing gradient problem, exploding
gradient leads to very large updates in the weights in the neural network. This
happens due to successive multiplications of values greater than 1, when using
activation functions like ReLU. Exploding gradient can lead to an unstable
neural network and even overflow in some cases.

To tackle these problems, LSTM [12] networks are used inNLP applications these
days to capture long-term dependencies in a sentence. LSTM networks have gates
that regulate the information going in and out of an LSTM cell. The components of
an LSTM cell are as follows:

(a) Cell state: This is the memory held by each LSTM unit at every time step.
(b) Hidden state: This is a regulated amount of cell state passed onto future time

steps.
(c) Input gate: It regulates the amount of new value computed in the LSTM cell

being used for the cell state.
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Fig. 2 BiLSTM model
architecture

(d) Forget gate: It regulates how much of the previous cell state value is retained.
(e) Output gate: It regulates the amount of cell state that is allowed to be output

from the LSTM cell.

The gates often use a sigmoid activation function as it gives an activation between
0 and 1. For example, if the forget gate value is 0, the entire value of the previous cell
state is discarded. The LSTM neural network is able to remember and forget long-
term dependencies. As a result, LSTM networks have been widely used to perform
tasks like NER where it is important to know the sequence of words. While vanilla
LSTMnetworks only look at words that have occurred before a target word, BiLSTM
networks (Fig. 2) look forwords occurring both before and after a targetword.Having
a bidirectional view significantly improves the performance of sequence models.
BiLSTMmodel functions in the same way as a LSTMmodel except that it computes
all the components for the forward pass as well as the backward pass. The hidden
states from the forward and backward passes are concatenated and passed on for
further computation.

3.2 Relation Extraction (RE) and Attribute Extraction (AE)

In most cases, knowledge is represented in the form of a relation triple in a KG. A
relation triple is of the form<Subject, Relation,Object> or <Entity, Relation, Entity>.
Many popular graph databases that follow the Resource Description Framework
(RDF) store information in the form of triples. While the types of relations extracted
from a corpus depend on the KG ontology, some of the popular RE algorithms in
use today for extracting triples from natural language text are Stanford OpenIE [13]
and ClausIE [14]. Further, attribute extraction (AE) is a special kind of relation
extraction methodology where each attribute can be represented as a property (in
labeled property graphs) or as a relation (in RDF graphs).
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A. Stanford OpenIE

Stanford OpenIE focuses on handling long sentences by breaking them into short
and coherent clauses, which are maximally shortened. This enables the algorithm
to have a larger contextual awareness and gives meaningful relation triples to any
application consuming it. It uses a multi-class logistic regression classifier that is
trained on labeled relations of the Wikipedia corpus, which is then used to generate
relations for an unseen corpus.

B. ClausIE

ClausIE extracts relations by separating detection of information from the represen-
tation in terms of extractions. It uses dependency parsing and a small set of domain-
independent lexica. ClausIE needs no training data and is purely domain agnostic in
its behavior. It detects clauses in the text and its type to generatemeaningful relations.

4 Knowledge Graph Construction

KG construction (also called as completion) is an important phase to make the
graph less noisy and more refined. During the graph construction phase, entities and
relations might be referred using similar phrases. For example, Vladimir Putin and
vLaDImir PUTin are the same entity and should be resolved into a single node in the
KG. Graph completion consists of three important phases, namely entity resolution,
link prediction and node labeling.

4.1 Entity Resolution

This task aims at finding nodes that are referring to the same entity in the KG and
resolves them into a single node. Entity resolution is also referred to as de-duplication.
There are several methods to perform entity resolution:

(i) String similarity: Using edit distance algorithms like Levenshtein distance,
two node labels can be compared, and if the edit distance is below a chosen
threshold, the two nodes can be merged.

(ii) Embedding similarity: To merge nodes based on semantic similarity, vector
embeddings are used to compare two nodes. A vector embedding of each
node label can be created and compared using measures like cosine similarity.
Vector embeddings are learned using neural networks and can take into account
semantic meanings of words. For example, if there are two nodes, namely
Russian President Putin and Vladimir Putin, the two nodes will be merged
based on their high semantic similarity.
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(iii) Ontological rules: Based on a KG ontology, the category of the node as well
as the relations it has with other nodes in the KG, entity resolution can be
performed. For example, consider the following relations:
R1: President_of (Russian President Putin, Russia)
R2: President_of (Vladimir Putin, Russia)
Then, with an ontological rule like:
If R1 = President_of (A, B) and R2 = President_of (C, D) and B = D, then
A = C.

With this rule, Russian President Putin and Vladimir Putin will be merged into a
single node.

4.2 Link Prediction

Unstructured text can often containmissing information, which can lead to an incom-
plete KG. To tackle this problem, making inferences to predict relations between
entities will make the KG more informative and complete. Link prediction is often
done by following ontological rules. For example, consider the following relation:

R1: President_of (Russian President Putin, Russia)
Then, with an ontological rule like:
If R1= President_of (A, B), then create R2= lives_in (A, B) if R2 does not exist.
With this rule, a new relation lives_in will be created between Russian President
Putin and Russia.
Although the above examples of entity resolution and link prediction are straight
forward, both these tasks are usually performed via a probabilistic model known
as Probabilistic Soft Logic (PSL) [15].

4.3 Node Labeling

Node labeling is the task of appending a new node to the KG by labeling its correct
entity class and attributes. PSL is a widely used framework in KG completion tasks.
PSL learns the probabilities of rules that will be used in the completion tasks. These
rules can have logical operators, arithmetic operators or a combination of both. For
example, a PSL rule can be represented as:

<Weight> : <Rule> 25.0 : son_of (A, B)&son_of (C, B) → brother_of (A, C)

Since aKGcompletion taskdepends on the soft logic probabilistic score calculated
from a weighted sum of PSL rules, these weights decide the influence of a rule.
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The weights are usually learned using optimization algorithms. In domain-specific
applications based on the underlying ontology of the corpus, these rules form the
criteria based on which nodes are merged and new relations are added to the KG.

5 Knowledge Graph Challenges in Sparse Corpus

Some of the notable efforts in KG development include the Google Knowledge
Graph, Never Ending Language Learner (NELL) [16], Yet Another Great Ontology
(YAGO) [17] and ConceptNet [18]. These have captured several million entities and
relations from large-scale datasets like Wikipedia, WordNet, etc. The challenges of
building a KG in an industrial setting are multifold: Data is largely unstructured,
sparse and contains large amount of domain-specific lexica.

Due to the above challenges, off-the-shelf NLP algorithms perform significantly
poor on industrial domain-specific data as compared to open-source datasets like
Wikipedia. In the case of NER, while BiLSTM-based models perform extremely
well when there is a large amount of labeled corpus, their performance is severely
hampered in the case of less labeled and sparse corpus (Fig. 3). CRF-based models
performwell even in the case of sparse corpus but require efficient feature engineering
to be performed in domain-specific applications found in industries. The performance
of the existing RE algorithms also drops when applied on a domain-specific corpus.
For example, Stanford OpenIE uses a pre-trained classifier that is trained on labeled
relations of theWikipedia corpus. It uses this trained classifier as a source to generate
relations for an unseen corpus. The problem arises when the domain-specific corpus
do not follow the same semantic patterns as learned by the classifier. While ClausIE
generates a large number of relation triples, they often miss the conditional phrases,
which are extremely vital in a domain-specific application. Another challenge with

Fig. 3 BiLSTM
performance with respect to
training set size on
Groningen Meaning Bank
(GMB) corpus



6 Knowledge Graph from Informal Text: Architecture … 83

the existing RE algorithms is that they do not take into consideration the underlying
ontology of the corpus. As a result, large number of relations aremissed or incorrectly
formed when the RE algorithms are applied to an industrial corpus. To tackle the
above challenges in NER and RE, we have developed improved versions of the CRF
model and ClausIE model to handle domain-specific corpus.

5.1 CRF with Automatic Feature Engineering-Based NER
Model

As discussed above, the existing CRFmodels have their limitations when performing
a NER task on domain-specific corpus. To handle the sparsity of data, an efficient
domain-specific feature engineering should be performed to capture the niche lexica.
Manually performing feature engineering is a laborious task and often requires a
domain expert to choose the relevant features. Another important task in CRF-based
models is the order. For example, a first-order CRF model considers the labels and
features of only the word at time step t − 1 in addition to the features of word at time
step t. Choosing this order should be based on the n-gram distribution of the named
entities found in the corpus. We made the following improvements to the existing
CRF model for NER:

(i) Order of the CRF model is chosen based on the most frequently occurring n-
gram (at word level) in the named entities. For example, if most of the named
entities in the corpus are bi-grams (2 words), then a first-order CRF model
will be adequate. However, if the entities are mostly tri-gram (3 words), then a
second-order CRF model will perform better as the context window increases
in making a prediction.

(ii) Automatic featuring engineering is done by extracting n-grams (at alphabet
level) from named entities which occur in less than ‘C’ named entity classes.
These n-grams are extracted from leading and trailing ends of the words. For
example, if all the entities belonging to the class ‘PERSON’ begin with the
n-gram phrase ‘per_’, then this n-gram feature will be useful in identifying
PERSON entities.

The value of ‘C’ is decided based on the total number of entity classes. A small
value of ‘C’ is recommended (<3), since the higher the value of ‘C’, the n-gram is a
common occurrence across multiple entity classes and hence is not useful in distin-
guishing between entities of those classes. The recommended method to choosing
value of ‘n’ is using heuristics depending on the taxonomy of entities in the domain.
The larger the value of ‘n’, more will be the emphasis that will be given on the entire
portion of the entity word.
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5.2 AugmentedIE

The quality of relation triples is perhaps the most important component in determin-
ing the overall quality of a knowledge graph. As discussed earlier, industrial domain
corpus poses its own unique challenges, which have to be handled to create a mean-
ingful KG. We made the following improvements to the existing ClausIE model for
improving RE:

(i) Grouping triples based on ontology: While the existing RE algorithms operate
at a sentence level, it is important to consider the ontology of the domain while
grouping triples. This leads to a fully connected graph and prevents dangling
triples in the KG. Grouping triples is extremely important in an industrial
application that consists of hierarchy between the various entity classes. For
example, a complex system can have multiple modules, which in turn can have
multiple functions, which in turn can have signals and variables. Adhering to
such an ontology will help in creating new relations between entities.

(ii) Co-reference resolution (Coref): It is very common to see entities being referred
in different ways across a domain document. For example, consider the follow-
ing sentences: Vladimir Putin is the president of Russia. He lives in Moscow.
In these sentences, Vladimir Putin and He are the same references. Before
generating triples, He must be resolved as Vladimir Putin. Coref significantly
improves the quality of triples generated from a corpus. Awidely popular Coref
algorithm that is used is Neuralcoref [19].

(iii) Handling conditional sentences: The existing RE algorithms do not perform
well in the case of conditional sentences. Some of the problems of ClausIE on
conditional sentences are:

• Triples miss the conditional phrase.
• The cause and effect components of the conditional sentence are not coupled.

For example, consider the following conditional sentence:
C is ON if A is ON and if B is OFF. ClausIE generated the following triples

for it: <C> <is> <ON if A is ON>, <C> <is> <ON if B is OFF>, <A> <is>
<ON>, <B> <is> <OFF>.

As we can see, the triples are noisy and incorrect. The ideal triple will be:
<C is ON> <if > <A is ON and B is OFF>.

To tackle these challenges, we have developed a novel algorithm using a Con-
stituency Parse Tree (CPT) to identify the cause and effect phrases from a conditional
sentence. CPT breaks down each sentence into a set of clauses with the leaf nodes
being Part of Speech (POS) tags for each word. Each causal condition is referred
to as a Pre-condition, and each effect is referred to as Post-condition. In the above
example, A is ON and B is OFF are Pre-conditions and C is ON is a Post-condition.
The algorithms are described below:
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CPT pathfinder algorithm steps for finding Pre-conditions:

Step 1: Apply Depth First Search (DFS) on the CPT to find a subtree with root node
as ‘SBAR’ or ‘PP’. Let this subtree be Tn found at depth n of the CPT.

Step 2: Apply Breadth First Search (BFS) for Tn and check if there exists a pair
of child subtrees STx,n+1 and STx+1,n+1, where x and x + 1 are the index of
child subtrees found at level n + 1, such that root node of STx,n+1 is ‘IN’ or
begins with ‘WH’ and root of STx+1,n+1 is ‘S’.

Step 3: Check if there exists more than one child subtree STy,n+2 of STx+1,n+1, where
y is in range(0, number of subtrees of STx+1,n+1 at level n + 2), such that the
root node of STy,n+2 is ‘S’. For each such subtree, STy,n+2 perform Step 4. If
none exist, perform Step 4 for STx+1,n+1.

Step 4: Apply DFS and create a Pre-condition string appending each leaf node until
a subtree is found that satisfies Step 1 and Step 2.

Step 5: Step 1 DFS continues.

CPT pathfinder algorithm for finding Post-conditions:

Step 1: Apply BFS on the CPT to find pairs of subtrees T’x’,n’ and T’x’+1,n’,with ‘P’
in root node label where n’ is the depth in the CPT and x’ and x’ + 1 are the
BFS index, respectively.

Step 2: T’x’,n’ and T’x’+1,n’ should not be subtrees of any Pre-condition string tree
STx+1,n+1. The leaves ofT’x’,n’ andT’x’+1,n’ are appended in sequence to create
a Post-condition string. Each such pair of subtrees creates a Post-condition
string.

Step 3: If there exists an odd-numbered subtrees in Step 1, the leaves of this subtree
create the Post-condition string.

Executing the above algorithms on the sentence:
C is ON if A is ON and if B is OFF, we get the following Pre-conditions and

Post-conditions: Pre-conditions: (i) A is ON (ii) B is OFF; Post-conditions: (i) C is
ON

As we can see, the algorithm successfully captures the cause and effect phrases
in the conditional sentence. After we extract the Pre-conditions and Post-conditions,
triples can be created as needed depending on the type of conjunction present in the
sentence. In the above sentence, a triple can be extracted with the following template:

<POST-CONDITION1> <if> <PRE-CONDITION1 and PRE-CONDITION2>
<C is ON> <if > <A is ON and B is OFF>

6 Industrial Applications

KG can be greatly leveraged in industrial applications where there is a large amount
of data containing numerous entities and relationships. Some of the general use cases
that KG can serve are Question-Answering (QA) system, recommendation systems,
fraud detection. Specifically in the SDLC, some of the applications where a KG can
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be efficiently used are test case generation, requirement analysis, bug prediction and
localization. Since every industrial application goes through a rigorous testing cycle,
we have developed an automatic test case generation system called Requirement to
Test Case (Req2Test) to overcome the existing test development challenges (Figs. 4
and 5) that leverages a KG to capture domain knowledge (Fig. 4).

The first step in generating test cases is to extract the test intent from the require-
ment statement. The test intent describes three fundamental components required to
create a test case:

(i) Pre-conditions: These are all the conditions required to be satisfied before an
Action or Post-condition of the requirement statement can be achieved.

(ii) Actions: These are all the actions that are performed once the Pre-conditions
have been satisfied.

(iii) Post-conditions: These are all the conditions that are observed after the Pre-
conditions and Actions have been satisfied.

For example, consider the requirement statement: If SignalA is on and ButtonA
is pressed, then SignalB is on. The testable intent will be: Pre-conditions: SignalA is
on, Actions: ButtonA is pressed, Post-conditions: SignalB is on.
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Fig. 6 KG pipeline for automatic generation of test cases

The Req2Test pipeline (Fig. 6) consists of two phases: Phase 1 deals with gen-
erating the KG from the text corpus available. Phase 2 deals with processing the
requirement statements, extraction of test intent and querying the KG to generate the
test case.

6.1 Phase 1—KG Creation

The information extraction tool consists of the CPT algorithm discussed above,
HOCRF with automatic feature engineering-based NER model and Fasttext vector
embedding [24]. The CPT algorithm is executed on the text corpus to represent the
entire domain with respect to the ontology (Fig. 7). NER is performed to check if
any of the Pre-conditions or Post-conditions are actually Actions. If so, these nodes
are assigned to Action only entity. Sentence vector embedding is used to map text
found in the requirement statements to the nodes found in the KG, as usually there is
a variation in the descriptions found in the requirements and that of the KG. The KG
(Fig. 8) is stored in a Neo4j graph database and queried using CYPHER language.

6.2 Phase 2—KG Based Req2Test Application

This phase uses the information extraction tool to extract the test intent from the
requirement statements. Once the test intent is found, the corresponding nodes are
queried in the KG. Since usually the requirements do not mention all the test case
conditions, these missing conditions are grabbed from the KG.
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Fig. 7 KG ontology for Req2Test

Fig. 8 Sample KG for Req2Test in Neo4j Database

7 Summary

Knowledge graph is a powerful tool that can be used to efficiently represent complex
systems. While the existing KG has leveraged primarily structured data, new tech-
niques need to be developed in NER and RE to handle semi-structured and unstruc-
tured data. The current NER and RE algorithms have challenges when applied to
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industrial domain applications. We have proposed two algorithms, namely Higher-
Order CRF with automatic feature engineering and AugmentedIE, that tackle chal-
lenges in off-the-shelf NER and RE models, respectively. There are several deep
learning approaches which can be applied to potentially improve the performance of
NER and RE models. For example, recent works have proposed leveraging transfer
learning, where a pre-trained neural network is used as a starting point and fine-tuned
with the less amount of labeled data in the target domain. Another recent advance-
ment in NLP uses attention models to improve the performance of NER and RE
models. Attention models can remember long-term dependencies in text and use that
to make better prediction on tasks.
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Chapter 7
Neighborhood-Based Collaborative
Recommendations: An Introduction

Vijay Verma and Rajesh Kumar Aggarwal

1 Introduction

Collaborative filtering is themost popular andwidely used technique in recommender
systems. The detailed discussions on CFRSs are provided in various research articles
published in the past; Table 1 lists these articles based on their nature/type along with
the total citations received.

The key idea behind CFRSs is that the information regarding the past behaviors
or interests of users (belonging to a particular system) are analyzed and exploited
for predicting the items of interest for an active user of the system. CFRS techniques
consider the following assumptions:

• In the past, if users had shown the same interests, then they will have similar
interests in the future too.

• With respect to the time, user’s preferences remain constant and consistent.

Additionally, CFRS provides three key advantages over content-based
approaches. Firstly, these approaches are applicable for items for which the content
is not available or burdensome since humans conclude the overall quality of items.
Secondly, CFRS is based on the quality of items as judged by associates rather than
the content of items, which may not be a good indicator of the quality. Finally, these
approaches may suggest items with entirely different content as long as other similar
users have shown interest in these items, i.e., items with lucky discovery.
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Table 1 Research articles on CFRSs

References Title Type or nature Year Total citationsa

[1] A Survey of Collaborative
Filtering Techniques

Survey 2009 2938

[2] Collaborative Filtering
Recommender Systems

Survey 2011 820

[3] Collaborative Filtering beyond
the User-Item Matrix: A Survey
of the State of the Art and
Future Challenges

Survey 2014 447

[4] Collaborative Filtering
Recommender Systems

Book chapter 2007 1750

[5] A Comparative Study of
Collaborative Filtering
Algorithms

Comparative Study 2012 142

[6] Comparing State-of-the-Art
Collaborative Filtering Systems

Comparative Study 2007 198

aAs reported from Google scholar till May 29, 2019

Article [7] suggests that collaborative recommender systems canbe further catego-
rized into two broad classes: memory-based and model-based approaches. Memory-
based algorithms are basically heuristic in nature andprovide recommendations using
the entire collection of rating data available in the user-itemmatrix (UI-matrix) [8, 9].
Memory-based algorithms, also known as neighborhood-based collaborative filtering
algorithms, were among the earliest approaches for collaborative filtering. Memory-
based algorithms predict ratings for user-item pairs based on their neighborhoods.
In contrast to neighborhood-based approaches, the model-based approaches build a
model from rating data via learning [10–13]. The model-based approaches repre-
sent the user-item interactions with their latent characteristics and are trained using
different methods from machine learning and data mining, such as decision trees,
rule-based, Bayesian clustering, SVM, SVD, LSA, and LDA. Lastly, this model is
used for predicting the preferences of users for new items.

2 Notations

In order to describe the mathematical formulations of the recommendation process,
we need to introduce a few notations which are used throughout the chapter. Firstly,
the notations for underlying objects (items and users) in an RS are described. The
items are denoted by variables i, j ∈ I , and the users are denoted by variables
u, v ∈ U , where I is the set of all items in the system, and U is the set of all
users in the system. If more than two users or items are needed, then we will use
the numeric subscripts, such as i1, i2, . . . , in . The rating data recorded in the form
of a user-item matrix (UI-matrix) of order |U| × |I|, also called rating matrix and
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Table 2 Notations used throughout the chapter

Symbol Meaning

U All the users of the system

I All the items available in the system

R All the ratings made by the users for the items

S All possible preferences that can be expressed by the users such as S = {1, 2, 3, 4, 5}

rui The rating value given by a user u ∈ U to a particular item i

Iu The set of items rated by a particular user u

Ui The set of users who have rated a particular item i

Iuv The set of items rated by both the users u and v, i.e., (Iu ∩ Iv)

Uij The set of users who have rated both the items i and j, i.e., (Ui ∩ Uj)

denoted by R. This rating matrix, R, is sparsely populated and may also be loosely
treated as a set of ratings. An entry rui ∈ R denotes the preference from user u
for item i. Also, the set of all possible values for a rating is denoted by S (e.g.,
S = {1, 2, 3, 4, 5} or {like, dislike}).

The following subsets are commonly used in the recommender system literature.
Ui is the subset of users who have rated the item i; likewise, Iu represents a subset
of items rated by user u. Finally, Iuv represents the set of items that are rated by
two users, u and v, i.e., Iu ∩ Iv. Similarly, Uij denotes the set of users who have
rated both items i and j. Table 2 summarizes these notations. The area of RSs is
evolving continuously, and different authors/researchers have used endless notations
for describing their work. To that end, research [14] tries to suggest a commonway of
providing notations with proper justification in the RS field for teaching and research
purposes.

3 Neighborhood-Based Recommendations

Among all CFRSs, the neighborhood-based algorithms (e.g., k-nearest neighbors)
are the traditional ways of providing recommendations [15]. These algorithms are
very popular due to their simplicity in terms of implementation and efficiency in
terms of performance. These algorithms are based on the popular precept of word-of-
mouth, which states that people have confidence in the opinions of other like-minded
people. The fundamental assumption behind these approaches is that similar users
demonstrate similar interests, whereas similar items draw similar rating patterns [16].
In order to demonstrate this idea, consider the following example based on the ratings
of Fig. 1.

Example 1 Suppose the system has to predict the interestingness of user Pintu for the
movie “Darr” that he has not watched earlier. The system realizes that both Pintu and
Chintu have similar preferences with respect to movies as both of them did not like
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Baazigar Darr Mohra Krish Dil Se

Chhotu 5 3 1 1
Pintu 2 ? 3 4 5
Chintu 1 5 2 5 5
Motu 2

Fig. 1 Example scenario explaining the principle of word-of-mouth

Collaborative 
Filtering(CF)

Memory-based
(Neoghborhood-based)

User-based CF(UBCF) Item-based CF (IBCF)

Model-based 

Fig. 2 General classification of collaborative filtering-based recommendations

“Baazigar” but admired “Krish”; therefore, the system may recommend the movie
“Darr” to the user Pintu with high relevancy.

Basically, there are two types of neighborhood-based approaches: User-based col-
laborative filtering (UBCF) and item-based collaborative filtering (IBCF). Figure 2
depicts a broad classification of collaborative filtering-based recommender systems.

User-based Collaborative Filtering (UBCF): the main idea is to identify similar
users (also called peer users or nearest neighbors) who displayed similar prefer-
ences to those of an active user in the past. Then, the ratings provided by these
similar users are used to provide recommendations.
Item-based Collaborative Filtering (IBCF): In this case, for estimating the pref-
erence value for an item i by an active u, firstly, determine a set of items which are
similar to item i, then, the ratings received by these similar items from the user u
are utilized for recommendations.

One substantial difference between UBCF and IBCF algorithms is that in the
former case, ratings of peer users are utilized, whereas in the latter case, active user’s
own ratings are used for prediction purposes. With respect to the UI-matrix, UBCF
approaches define the similarities among rows (or users), whereas IBCF approaches
define similarities among columns (or items), as shown in Fig. 3. However, both
UBCF and IBCF provide different types of recommendations but are almost identical
to each other with small differences.
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Fig. 3 Example scenario for calculating item-item similarity in IBCF

3.1 User-Based Recommendations

For an active user u for whom we want to predict the rating rui for new item i, a
user-based method usually performs the following tasks [17]:

• Calculate the similarity between the target user and all other users.
Research Issue: how this similarity can be computed?

• A subset of users, based on similarity weight, is retained as the neighborhood of
the target user u and denoted by N(u).
Research Issue: how this neighborhood is selected?

The above two steps are used to improve the efficiency (in terms of speed) of user-
based methods and may be performed off-line before the actual recommendation
process. Furthermore, it is very difficult and impractical to consider every other item
that the target user has not rated as a candidate for the recommendation; therefore,
these steps consider only items that are familiar to users in the neighborhood.

• Select k closest users (from the neighborhood of the target user) who have rated
item i (i.e., separately for each predicted item) such that Ni(u) = k. It is necessary
since we have to consider only those neighbors who have rated item i, here, Ni(u)
denotes the neighbors of user u who have rated the item i. These k closest users
are known as k-nearest neighbors (k-NN).

• Finally, the rating rui can be estimated using the ratings from users in the setNi(u).
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The simplest way for estimating the value of rui is to average the ratings of Ni(u).

r̂ui = 1

|Ni (u)|
∑

v∈Ni (u)

rvi (1)

But, Eq. (1) does not take into consideration the similarity weights of different
neighbors while estimating the preference value r̂ui ,; therefore, one must weight the
rating of each user v with its similarity to the target user u.

r̂ui =
∑

v∈Ni (u) wuv∗rvi∑
v∈Ni (u)|wuv| (2)

Equation (2) takes only positive values of similarity in its denominator so that
the predicted rating will remain within the range. Furthermore, Eq. (2) does not
consider the individual’s difference for quantifying the same level of admiration
using different rating values for an item. This situation can be generally handled by
using normalized ratings, i.e., a weighted average of normalized ratings is utilized
by means of some function h(rui) in order to handle this issue. It is noteworthy to
understand that predicted rating must be transformed into the initial rating scale;
therefore, one has to perform the operation h−1 in Eq. (3).

r̂ui = h−1

(∑
v∈Ni (u) wuv ∗ h(rvi )∑

v∈Ni (u)|wuv|

)
(3)

User-based classification
The approach, described in Sect. 3.1, estimates the rating values using the regression-
based technique. However, one may also employ a classification-based approach for
predicting the value of rui using considering neighbor’s vote for the item i. Formally,
for each rating r ∈ S , the vote vir given by the neighbors of u can be calculated as
follows:

vir =
∑

v∈Ni (u)

δ(rvi = r)wuv (4)

Here, δ(rvi = r) is 1 if rvi = r, and 0 otherwise. After computing the votes for
each possible value of the rating, the estimated rating will be the one for which v is
maximum.

r̂ui = argmaxr∈S

⎛

⎝
∑

v∈Ni (u)

δ(rvi = r)wuv

⎞

⎠ (5)
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How to choose between regression and classification?
The selection of either neighborhood-based regression or classification usually
depends upon the way of collecting or recording the users’ preference data. There-
fore, the system’s rating scale determines which one is better suited for the appli-
cation at hand. If ratings are continuous, then a regression-based approach is more
suitable; however, if the rating scale consists of only a few discrete values, then a
classification-based method might be fitting. Additionally, the normalization process
usually results in ordinal ratings into continuous ratings, so the classification-based
approaches also become challenging.

3.2 Item-Based Recommendations

In item-based recommendations, neighborhoods are defined in terms of items rather
than users; therefore, similarities between items are calculated, and the user’s own
ratings are utilized for estimating ratings. The procedure is analogous to user-based
recommendation; thus, the two methods experience an interdependent connection.
Nevertheless, both approaches provide recommendations that have an ample amount
of differences. Here, for a target item i for which we want to predict rating rui for a
user u, an item-based method carries out the following tasks:

• Calculate the similarity between the target item and all other items.
• A subset of items, based on similarity weight, is retained as the neighborhood of

the target item i and denoted by N(i).
Here, again, these two steps are necessary for improving the efficiency (in terms
of speed) of item-based methods and may be performed off-line before the actual
recommendation process.

• Select k closest items (from the neighborhood of the target item) which are rated
by the user u (i.e., chosen for each user differently) such that Nu(i) = k. This is
necessary as we have to consider only those items that are rated by the user u.
Here, Nu(i) denotes the neighbors of item i which are rated by the user u; these k
closest items are known as k-nearest neighbors (k-NN).

• Finally, the rating rui can be estimated using the ratings from user u given to items
in the set Nu(i). Now, the value of rui may be estimated using methods analogous
to the user-based methods.

r̂ui =
∑

j∈Nu(i)
wi jru j∑

j∈Nu(i)

∣∣wi j

∣∣ (6)

Here, again, the differences in the ratings received by an item can also be taken
into consideration by using Eq. (7)

r̂ui = h−1

(∑
j∈Nu(i)

wi j ∗ h(ru j )∑
j∈Nu(i)

∣∣wi j

∣∣

)
(7)
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3.3 User-Based Versus Item-Based Methods

RS designers should consider the following criteria when deciding between user-
based and item-based methods.

Computational complexity
Neighborhood-based approaches consist of two phases: an off-line phase and an
online phase. Computing the similarity values and neighborhood selection is accom-
plished during the off-line phase. Therefore, for each user (or item), an appropriate
peer group is identified and stored based on the calculations of the off-line phase. In
the online phase, these similarity values and peer groups are utilized for proving the
recommendations. Let us assume that p is the maximum number of ratings given by
a user, and obviously, p will be far less than total number of items (n) in the system,
i.e., p � n; similarly, q is the maximum number of ratings received by an item,
and clearly, q will be very less than the total number of users (m) in the system, i.e.,
q � m.

So, we can say that the similarity calculation will take the maximum running
time of p for a couple of users. In order to determine the peers of a user, the total
running time will be O(m.p); thus, the overall running time for finding the peers
of all users will be O(m2.p), i.e., the running time of the off-line phase in a user-
based method. Analogously, the running time of the off-line phase of an item-based
methodwill beO(n2.q). In an online phase, the estimation of the predicted rating will
take O(k) running time for both user-based and item-based methods; here, k is the
neighborhood size of peers. Furthermore, such estimation of ratings can be computed
for the maximum of all items; thus, the online running time will be O(k.n) for both
user-based and item-based approaches. Table 3 summarizes these computational
complexities of neighborhood-based recommendations.

It is clear that the space and time complexity of neighborhood-based methods
depend on the proportion of the number of users to the number of items. If the
number of users is more than the number of items, then item-based methods require
less space and time in comparison with user-based methods (during off-line phase)
and vice versa.

Accuracy
Similar to computational complexity, the comparative accuracy between user-based
and item-based approaches relies upon the ratio of the number of users to the number
of items in the system, i.e., dataset at hand. In cases where the number of users is

Table 3 Space and time
complexity of user-based and
item-based methods

Space Time

Off-line Online

UBCF O (|U|2) O (|U|2 . p) O (|U| . k)

IBCF O (|I|2) O (|I|2 . q) O (|I| . k)
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more than the number of items (such as Amazon.com), then item-based approaches
can result in more accurate recommendations [18, 19]. Similarly, when the number
of items is more than the number of users (such as research paper recommender
systems), then user-based methods provide better accuracy than item-based meth-
ods [20]. However, in most cases, item-based approaches often result in better rec-
ommendations in terms of accuracy since the user’s own ratings are utilized for
the recommendation process, whereas user-based methods extrapolate other users’
ratings.

Stability
The comparative stability of user-based and item-based approaches relies upon the
repetitiveness and quantity of alteration in the users and items of the system. If the
number of items in the system is not changing with respect to the number of users in
the system, then it is preferable to use item-based methods as the similarity between
items can be computed and stored occasionally.

Explanation
It is always beneficial for both the system and its users if the system provides jus-
tification for the recommendations to the users. Justifiability will increase the trust
and confidence of the users toward the recommender system. Item-based methods
have the edge over the user-based approaches since the neighborhood items that are
used in the prediction process can be shown to the users as a logical reason for the
recommendations.

Serendipity
The concept of serendipity augments the notion of novelty by including a factor of
surprise [20]. Since the item-based methods recommend items that similar to ones
that are enjoyed by a user in the past; therefore, the recommendations are not different
from the usual interest of that particular user. On the other hand, user-based methods
recommend items that other similar users appreciated in the past. Thus, user-based
approaches will provide more serendipitous recommendations in comparison with
item-based approaches.

4 Neighborhood-Based Methods in Action

While implementing the neighborhood-based recommendations, one has to decide
on many factors such as regression-based versus classification-based rating predic-
tion, user-based versus item-based approach as these choices influence the overall
quality of the recommendations. Additionally, there are other very crucial considera-
tions that may have a significant impact on the recommendation process, e.g., rating
normalization, computation of similarity values, neighborhood selection, etc. Here,
we will discuss the most common variations for each of these components, along
with their pros and cons.
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4.1 Rating Normalization

In order to consider an individual’s difference in quantifying the same level of admi-
ration via different ratings, there are two popular ways for rating normalization:
mean-centering and z-score.

Mean-centering
Here, the raw ratings are converted into positive or negative ratings, which directly
provide the appreciation of the user for an item via the sign of the normalized rating.
In a user-based method, raw rating rui is converted into mean-centered rating h(rui)
by subtracting average user rating ru from it as follows:

h(rui ) = rui − ru (8)

Therefore, the user-based prediction is obtained using Eq. (9)

r̂ui = ru +
∑

v∈Ni (u) wuv ∗ (rvi − rv)∑
v∈Ni (u)|wuv| (9)

Z-score normalization
This scheme also considers the spread of the ratings and is defined as follows:

h(rui ) = rui−ru

σu
(10)

So, the rating prediction is computed using Eq. (11).

r̂ui = ru + σu

∑
v∈Ni (u) wuv ∗ (rvi − rv)/σv∑

v∈Ni (u)|wuv| (11)

For item-based methods, analogous equations similar to Eqs. (9) and (11) can be
written easily.

4.2 Similarity Computation

The similarity values are not only used for selecting the neighborhood but also for
providing weight to these neighbors in the prediction process; therefore, similarity
values portray a very crucial role in neighborhood-based recommendations. Numer-
ous similaritymeasures have been proposed in the RS literature. The traditional simi-
larity measures, such as the Pearson correlation coefficient (PCC), Cosine similarity,
etc., are popularly used to determine the similarity between users or items.
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PCC(u, v) =
∑

i∈Iuv (rui − ru)(rvi − rv)√∑
i∈Iuv (rui − ru)

2 ∑
i∈Iuv (rvi − rv)

2
(12)

COS(u, v) =
∑

i∈Iuv ruirvi√∑
i∈Iu r

2
ui

∑
i∈Iv r

2
vi

(13)

The rationale for the significance of similarity weight
Due to data sparsity, similarity values may be often calculated using a small number
of common ratings, which may result in poor recommendations. Therefore, one
should always consider the importance of similarity weights using some strategies.
In particular, significance weighting [17, 21] calculates the effective similarity by
acknowledging the number of commonly rated items in the following manner.

W ′
uv = min{|Iuv, γ }

γ
× wuv (14)

Here, γ is a threshold parameter which is determined empirically, and it has been
shown that γ ≥ 25 provides better predictive accuracy, while γ = 50 results in the
best results [16, 17]. Yet, the parameter’s optimal value is data-dependent. Another
approach uses the concept of shrinkage for improving an inadequate predictor if it
becomes valueless, and the strategy is rationalized through the Bayesian perspective
[22].

Rationale for variance
While calculating the similarity between users via commonly rated items, it is irrele-
vant to consider items that are rated (either liked or disliked) by the entire population.
For example, most users like a famous movie such as “Titanic”; therefore, the simi-
larity between two users should not be calculated using this movie. In order to handle
such biases, Breese et al. [7] used inverse user frequency analogous to the concept
of inverse document frequency in the information retrieval domain. In this approach,
each item is assigned a weight (λi), according to Eq. (15), and then, the similarity
between users is calculated using frequency-weighted Pearson correlation (FWPC)
as defined in Eq. (16) for better predictive accuracy.

λi = log
|U |
|Ui | (15)

FWPC(u, v) =
∑

i∈Iuv λi (rui − ru)(rvi − rv)√∑
i∈Iuv λi(rui − ru)

2 ∑
i∈Iuv λi (rvi − rv)

2
(16)
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4.3 Variations in Selecting Peer Groups

The effectiveness of a recommender system is significantly influenced by both the
neighborhood size and the criteria used for neighborhood selection. There are various
ways in which one can select the peers of a target user or item. The neighborhood
selection is made in two phases: off-line phase (also called pre-prediction filtering
of neighbors) and online phase (during prediction).

Pre-prediction phase
It is irrelevant to store all non-zero similarity values between each pair of users or
items, particularly in a very large-scale recommender system. Therefore, this phase
causes neighborhood-based approaches within the realm of practicality. Usually, the
following ways are utilized.

• Top-N: In this approach, only a list of top-N nearest neighbors is retained for
each user or item. The value of N should be chosen cautiously in order to satisfy
conflicting goals, such as memory requirement and coverage.

• Threshold-based: Here, only those neighbors have selected whose similarity
weight values are higher than a given threshold. Further, the value of the threshold
must be chosen very carefully and sometimes challenging to decide.

Neighbors during the predictions
After selecting the neighborhood of each user or item, the estimated value of rating
for a user-item combination is predicted with k-nearest neighbors. The optimal value
of k is normally dependent on data and calculated empirically. When the value of
k is small (e.g., k < 20), then the recommendations are less accurate; thus, if we
increase the value of k, then prediction accuracy will increase until a certain point
(e.g., k > 50).

5 Rating Matrix

The user-item interactions are stored in the form of a matrix, called the rating matrix
(denoted byR). The order of the ratingmatrix ism× n for a systemwithm users and n
items. The type of interactions between users and items varies fromone application to
another but can be broadly categories into three categories: scalar, binary, and unary
responses. Scalar responses may further be categorized into three types: continuous
ratings, interval-based ratings, and ordinal ratings. It is noteworthy to understand that
the design of a recommender system is influenced by the way of collecting user-item
interactions. Additionally, there exist various ways in which these ratings can be
obtained.
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5.1 Continuous Ratings

Here, the preferences of users are specified on a continuous scale, which can demon-
strate interest/disinterest for items at a fine-grain level. For example, Jester Joke RS
enables users to provide rating values between−10 and+10 with any real value. The
major problem with such continuous rating scales is that the users have to choose
among infinite possible values, which are somehow cumbersome; therefore, such
systems are very uncommon in a real-world scenario.

5.2 Interval-Scaled Ratings

In such ratings, a set of ordered integers are utilized for quantifying the interest of
users. The size of the set may vary according to the application at hands such as five-
point or seven-point or ten-point scale, albeit most of the systems use a five-point
scale. The numerical integer values might be chosen wisely, for example, a five-point
scale may be either {1, 2, 3, 4, 5} or {−2, −1, 0, 1, 2}. The following assumptions
are usually associated with such ratings.

• The separations between rating values are defined via designated numerical
values.

• Usually, rating values are equidistant.

In real-world RSs, interval-based ratings are very popular; Fig. 4 illustrates two
examples of five-point rating scales along with the semantic explanations used by
different e-commerce portals such as (a) Amazon (b) Flipkart.

There exist systems which provide an unequal number of positive and negative
preferences, therefore, results in an unbalanced rating scale. For example, Netflix

Fig. 4 Examples of five-point interval-based ratings with semantic explanation, a Amazon,
b Flipkart
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uses a five-point scale in which the last three rating values (i.e., 3, 4, and 5) are
positive, whereas the first two ratings (1 and 2) are negative ratings.

5.3 Ordinal Ratings

These ratings aremuch analogous to the interval-based ratings andmay be considered
as a special case of interval-based ratings. Here, a set of ordered categorical values
are used for modeling choices of users, hence called ordinal ratings (similar to the
concept of ordinal attributes). For example, the set of ordinal values {very good, good,
neutral, bad, very bad} may be used for achieving the desired goal. One important
distinction from interval-based ratings is that the ordinal values may or may not be
equidistant from each other. However, in real-world scenarios, the ordinal values
may always be designated to equidistant values similar to interval-based ratings. In
order to avoid any bias from rating design, in most cases, the numbers of positive
and negative ratings are the same. If the number of ratings is odd, then there may be
the “Neutral” option present, while in case of an even number of ratings, the neutral
choice is not available. A rating system where neutral choice is not present is known
as the forced-choice method.

5.4 Binary Ratings

Here, only two options are available for users to describe their interests; also, these
two options are corresponding to +ve and −ve responses from users. This rating
system is also a very special case of interval-based (or ordinal ratings) and does not
permit users for neutral choice; hence, it is an example of the forced-choice method.
For example, the Pandora music portal facilitates its users to either like or dislike a
specific music item [23].

5.5 Unary Ratings

There are two different points of view for understanding the interpretation of the
unary ratings. According to the first view, unary ratings are a very special case of
ratings where a user can only specify a positive inclination toward items, but there
is no way to specify negative inclination. For example, the like button of Facebook
is the real-world example of a unary rating system [24]. Secondly, unary ratings
may also be used to simulate the activities of users (such as browsing behaviors
and purchase histories) within the system in the form of implicit feedback data
[25–27]. In the case of implicit datasets, users do not specify the ratings explicitly,
but the preferences are derived from their actions within the system. Sometimes,
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i1 i2 i3 i4 i5

u1
4 1 5 

u2 2 3 
u3 1 4 
u4 3 5 

(a) (b)

i1 i2 i3 i4 i5

u1 1 1 1

u2 1 1 

u3 1 1 

u4 1 1

Fig. 5 Example of a explicit ratings and corresponding, b implicit ratings

unary ratings are very helpful under certain cases and streamline the design and
development of the recommender systems. Figure 5 illustrates an example of implicit
ratings derived from the corresponding explicit ratings.

6 Characteristics of the Rating Matrix

Generally, real-world datasets satisfy the following key properties related to the
distribution of ratings in the UI-matrix.

6.1 Sparsity

In real-world datasets, the user-item matrix is very sparse since users specify ratings
usually for a small fraction of items only. The sparsity problem occurs in almost all
real-world datasets and results in impediment for effective recommendations. The
sparsity of a dataset is defined as the ratio of unspecified ratings to the total number
of entries in the user-item matrix and calculated as follows.

sparsity = 1 − |R|
|U | × |I | (17)

Table 4 calculates the sparsity of the benchmark rating datasets from the Movie-
Lens Web site, which are collected and made publically available by the GroupLens
research lab [28]. Furthermore, it is clear from the real-world example of MovieLens
datasets that the sparsity problem’s volume is also increasing over time, as depicted
in Fig. 6. The sparsity problem makes the process of finding a neighborhood very
difficult due to very few numbers of common ratings between users or items. There
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Table 4 Sparsity problem in MovieLens datasets

Dataset Release date Brief description Sparsity level (%)

ML-100K 04/1998 943 users have provided
100,000 ratings on 1682 movies

1 − 100,000
943∗1682 = 93.696%

ML-1M 02/2003 6040 users have provided
1000,209 ratings on 3900
movies

1 − 1,000,209
6040∗3900 = 95.754%

ML-10M 01/2009 71,567 users have provided
10,000,054 ratings on 10,681
movies

1 − 10,000,054
71,567∗10,681 = 98.692%

ML-20M 04/2015 7,138,493 users have provided
20,000,263 ratings on 27,278
movies

1 − 20,000,263
138,493∗27,278 = 99.470%

93.696

95.754

98.692
99.47

1998 2003 2009 2015

sp
ar

sit
y 

(%
)

Dataset release year

Sparsity  in MovieLens Datasets 

Fig. 6 Sparsity problem with respect to time for MovieLens datasets

are different approaches available in the literature for dealing with the sparsity prob-
lem. One simple solution is to utilize additional information (other than UI-matrix)
about users such as age, gender, etc., in order to define the affinity between users.
For example, research [29] presented an example of a hybrid approach for defining
the neighborhood by utilizing the demographic information of users. Another com-
mon way to deal with the sparsity problem is to replace missing entries with default
values [7, 30] such as user/item’s average rating or central value of the rating scale.
Furthermore, the content information may also be used to fill the missing values, and
such techniques are considered to be more trustworthy.

6.2 The Long-Tail Property

In real-world datasets, ratings receivedby itemsusually showa specific characteristic,
which is called long-tail property. This property demonstrates that the distribution of
ratings among items is highly skewed, i.e., only a limited number of items are rated
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frequently, and such items are called popular items. Furthermore, a huge number
of items are rated rarely. We have evaluated this property for MovieLens dataset
by plotting movie ids (on X-axis) against the total number of ratings received by
movies (on the Y-axis); also, movie ids are arranged in decreasing order of frequency
by which the movie is rated. Figure 7 illustrates this property for the MovieLens
dataset. It is noteworthy to understand that the recommendation process has been
affected by long-tail property in many situations, such as

• RS service providers may target items that are present in long-tail due to a larger
profit margin in comparison with the items that have high frequency and are
competitive because of their popularity. Research [31] discusses the cases of a
few e-commerce portals targeting items in the long-tail.

• Since items in the long-tail received very few ratings, therefore, it is hard to
provide recommendations in the long-tail or predictions are misleading. In order
to tackle such situations, the overall recommendation process must be modified
for relevant recommendations [32, 33].

Table 5 provides a list of movies that have been rated highest for each dataset,
and such data may be useful under specific situations.

6.3 Cold-Start Problem

When new users or items are added to a recommender system, then there are no rating
data available for these newly added users or items. In such cases, it becomes much
more difficult for the system to provide recommendations for these newly added users
or items by applying traditional collaborative filtering methods [34]. However, other
recommendation approaches, such as content-based or knowledge-based, are more
robust with respect to cold starts. This problem is linked with the sparsity problem
in the UI-matrix [35]; further, there are three cases of cold-start problem: new item,
new user, and new community [36].

• New item: It appears when new items are added into the system and do not have
initial ratings; therefore, it becomes very hard to recommend these newly added
items [37].

• New users: It appears when new users enter into the system and have not rated any
items; therefore, they cannot receive any personalized recommendation [38, 39].

• New community: It refers to the initial struggle that is required to activate the
system for reliable recommendations, also known as recommendations on new
items for new users [40].
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Table 5 Highest-rated items
for each dataset in MovieLens

Dataset Movie Id Frequency

MovieLens-100K 50 583

MovieLens-1M 2858 3428

MovieLens-10M 296 34,864

MovieLens-20M 296 67,310
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Chapter 8
Classification of Arabic Text Using
Singular Value Decomposition and Fuzzy
C-Means Algorithms

Ahmad T. Al-Taani and Sami H. Al-Sayadi

1 Introduction

Due to the exponentially increasing amount of available natural language electronic
text over the past two decades, text classification is an important area inNLP and used
in many applications, like data mining, spam e-mail filtering, information retrieval,
online newspapers or Web site, opinion mining, automatic indexing, and recently
used for detecting violence in social media. Text classification helps to classify huge
amount of texts on the Web, which requires more time and cost classified by human
experts.

There are many challenges faced researchers in Arabic text classification area;
these include morphology complexity, no standard datasets for evaluation purposes,
stemming, and widely used synonyms in the Arabic language [1].

Recently, researchers proposed many supervised approaches for Arabic text clas-
sification. Examples include support vector machine (SVM) [2–6], decision tree [2,
7] and k-nearest neighbor (KNN) [2, 5]. All authors used the vector space model
for representation which was introduced by Salton et al. [8]. Vector space model has
some limitations such as high dimension of the input space. This limitation should
be tackled to prevent hardware limitation and execution time complexity, which lead
to misclassification.

Fuzzy c-means algorithm (FCM) is a popular unsupervised machine learning
algorithm. It was proposed by Roubens in 1978 [9]. FCM classifier uses the degree
of the membership function (µ); it allows one document of a collection to belong
to two or more clusters; this feature is one of the reasons that motivated us to use it
in Arabic text classification because the root of the Arabic words has many possible
meanings and may lead to many possible clustering. Thus, FCM solves the issues of
Arabic document classification [10]. FCM was first used for document clustering in
2010 [11], but the large scale of datasets is still a challenge for the FCM algorithm.
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To tackle the limitations of vector space model mentioned earlier and to increase
the value of data, we applied the singular value decomposition (SVD) reduction
technique. The proposed technique enhanced the performance of the classifier by
reducing the high dimensionality, increasing the value of data, and increasing the
execution speed for the FCM classifier. In the implementation, Gensim [12] and
Sklearn tools [13] are used. Gensim is an NLP library implemented in Python, and
Sklearn is a classification and dimensionality reduction tool.

Remaining parts of this paper are presented as follows: Sect. 2 presents the criti-
cal analysis of the previous work on Arabic text classification. A full description of
the methodology is discussed in Sect. 3. Section4 presents and discusses the experi-
mental experiments as well as the comparison of the results with other approaches.
Finally, conclusion directions for future work are presented in Sect. 5.

2 Literature Review

During the past twenty years, many approaches have been developed for Arabic text
clustering and classification. The recent research in those areas is critically analyzed
and assessed in this section.

Singh et al. [14] applied the traditional and the improved heuristic k-means al-
gorithm for documents clustering as well as FCM algorithm. The authors evaluated
their approach on some standard datasets. The results showed that the use of TF-IDF
and stemming improved the clustering process.

Ludwig [15] proposed parallelization of FCM algorithm using MapReduce
paradigm. The approach achieved competitive results in terms of accuracy compared
to other clustering algorithms.

El-Ameen and Shaout [10] proposed the use of fuzzy representation of a single
word to solve the uncertainty of the meaning of an Arabic word. No results are
presented by the authors, but they draw a conclusion that fuzzy representation of
Arabic documents can solve the ambiguities of words possible senses.

Harish et al. [16] introduced a method of interval-valued representation by us-
ing standard deviation and FCM. Results showed that the method obtained good
classification results compared to the existing methods.

Deng et al. [17] improved FCM by editing the distance algorithm and reducing
the high dimensionality of text vector and used it for classification. According to the
authors, the improved approach gave more accurate clustering results in comparison
with the traditional FCM algorithm.

Li et al. [18] suggested the use of neural network and SVD for text classification;
they compared the impact of SVD on English text classification. Experimental re-
sults showed that combining neural network and SVD in classification gives better
classification that traditional methods with vector space model.

Samat et al. [19] and Abidin et al. [20] used SVD for dimensionality reduction
in unsupervised methods such as k-means for English and Malay text classification.
The proposed approaches gave promising results as the authors reported.
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Oliynyk et al. [21] combined FCM with SVD to classify single-neuron activity.
The results showed high classification accuracy.

Hasan and Matsumoto [22] proposed the use of hierarchical clustering algorithm
of k-means and logical structure between these clusters, after applying SVD to extract
key features from the term weights in document-term matrix. They concluded that
the results are better when conceptual similarity is used instead of term similarity.

Al-Anzi and AbuZeina [2] used SVD to extract textual features based on LSI and
used well-known classifiers such as NB, KNN, random forest, SVM, TD, and cosine
measure to classify the documents. Alqabas Newspaper corpus is used to evaluate
the performance of their approach. The results proved that SVM performed (with the
best accuracy of 82.5%) better than NB, KNN, random forest, SVM, TD, and cosine
measure.

Elghannam [3] proposed the use of bigram alphabet and chi-square to con-
struct feature terms and for feature selection, respectively. The authors reported that
their approach obtained high accuracy compared to other Arabic text classification
approaches.

Larabi and Alalyani [4] used the firefly algorithm for feature selection and SVM
classification. The Open Source Arabic Corpus (OSAC) is used for evaluation. The
results outperformed three previous approaches with a precision of 0.99.

Bahassine et al. [7] proposed the use of chi-square for feature selection to enhance
the classification performance. Then SVM and decision tree classifiers are used for
Arabic documents classification. A dataset of 5070 Arabic documents is used for
evaluation. The authors reported that their approach obtained better results with an
F-measure of 90.5 compared to three traditional feature selection methods.

Al-Salemi et al. [5] introduced a new multi-label Arabic news dataset named
RTAnews. This dataset is used for Arabic text categorization using different classi-
fication algorithms such as SVM, KNN, and random Forest. The results showed the
performance of each of these algorithms.

AbuZeina and Al-Anzi [23] suggested the use of Euclidean distance for Arabic
text classification and used linear discrimination analysis for feature extraction while
used document frequency for feature selection. The authors evaluated the proposed
approach with SVM, KNN, NN, and NB classifiers. The results gave an accuracy of
about 84% for both SVM and LDA.

Mesleh [6] conducted a comparison of different feature selection techniques using
SVM classifier for the classification of Arabic articles. An Arabic corpus of 7842
documents is used to evaluate the robustness of the classifier. The author reported
that the results of using Fallout FSS and chi-square metrics with SVM are better than
other metrics for Arabic text classification.

Al-Anzi and AbuZeina [24] usedMarkov chain model to score Arabic documents
for text classification purposes. To evaluate their approach, they used Arabic corpus
which consists of 11,191 documents collected from Alqabas Newspaper. Reported
results showed that the effectiveness of the classifier was better using Markov chain
model compared when using the latent semantic indexing (LSI) method.

Harrag and Al-Qawasmah [25] combined artificial neural networks (ANN) with
SVD for Arabic text classification. An artificial Arabic corpus collected from Hadith
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channelWeb site is used for the evaluation. Results showed that the use of ANNwith
SVD obtained better results than the ANN alone.

Chantar and Corne [26] used binary PSO algorithm for feature selection andKNN
classifier for Arabic text classification. To validate the approach, three classifiers
are used: J48, naive Bayes, and SVM. Alj-News5 dataset is used for evaluation.
Preprocessing steps are performed on the dataset before feature selection and text
classification; these include removing stop words, non-Arabic characters, digits, and
diacritics. The authors reported that the PSO performed good for feature selection.

Ouatik and Alaoui [27] used deep learning for categorization of Arabic text.
The deep learning approach obtained good performance in comparison with three
algorithms, SVM, decision tree, and naive Bayes, applied on the CNN Arabic news
dataset.

A summary of previous work reviewed is presented in Table1.
After intensive investigations of the previous studies, we found SVM outper-

formed all competitive approaches in text classification area, and chi-square outper-
formed all competitive methods in feature selection. The existing researches used
supervised methods for text classification with different feature selection methods.
In this research, we proposed a new method for Arabic text classification based on
unsupervised methods.

Table 1 A summary of key previous works in Arabic text classification

References Dataset Feature Selection Method Performance

[3]
Al Jazeera News,
#Doc: 1500
Classes: 5

Chi-square SVM-SMO Precision: 0.94
Recall: 0.94
F-measure: 0.949

[4]
OSAC
#Doc: 5843
Classes: 6

Firefly algorithm SVM P-measure: 0.99

[7]
CNN Arabic
#Doc: 5070

Imp-Chi-square SVM, DT F-measure: 90%
for SVM
F-measure: 86%
for DT

[5]
RTAnews Arabic
#Doc: 23837
Classes: 40

Chi-square SVM, KNN,
RFBoost

F-measure: 0.73
for LP-SVM
F-measure: 0.72
for RFBoost

[6]
Artificial
#Doc: 7842
Classes: 10

Chi, lg, Gss, Ngl,
Mi, Or, Gsss, Df,
Pwr, Acc, Acc2,
F1, Pr, Re, Fo,
and Er

SVM Precision: 95.54
with Chi
Precision: 94.83
with Fo

[25]
HadithNews
#Doc: 453
Classes: 14

SVD NN Accuracy: 52%
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3 Methodology

The proposed approach consists of four phases: Text preprocessing is performed in
phase one, feature extraction is done in phase 2, and then, features extracted in phase
2 are feed into phase 3 for classification. In phase 4, the results are evaluated using
two standard datasets for Arabic text classification: CNNArabic news andAl Jazeera
news. Figure1 shows the structure of the classification approach.

Fig. 1 Structure of the
classification approach
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3.1 Text Preprocessing

Reducing features in the dataset is a crucial step in order to reduce the complexity
of text classification methods and to obtain high accurate classification results. Two
preprocessing operations are performed on the two used datasets (CNNArabic news
and Al Jazeera news); these include: stop-words removal, elimination of non-Arabic
characters, digits, and special characters, and tokenization. Stop words removed
includepronouns, auxiliary verbs, preposition, determiners, articles, and conjunction.
We extended and used the stop word list adopted by El-khair [28] which consists
of 1337 stop words. We used the NLTK library in the tokenization step to convert
documents into sequences of tokens instead of characters.

3.2 Feature Extraction

Feature extraction is a preprocessing step and plays important role is document
classification. Feature extraction purpose is to convert the free-text sentences into a set
of words and enriching their semantic meaning. This is done through the evaluation
of their weights in different related domains. Three subtasks are involved in this
stage: representing document-term matrix, normalizing document-term matrix, and
applying singular value decomposition.

Representing Document-Term Matrix
Document-term matrix ( fij) is a mathematical process to compute the frequency of
terms that occur in a text. In this study, columns represent documents and rows refer
to tokens in documents.

Normalizing Document-Term Matrix
Document-term matrix is normalized to local normalization factor based on simple
logarithmic using Formula (1) and to global normalization factor based on entropy
using Formula (2) [29].

localfactor = 1 + log fij (1)

globalfactor = 1 +
ndoc∑

j=1

Entropy (2)

Before applying entropy on global factor, we find the probability of terms in j th
document. Let Pij be the count of the words normalized to sum to one over the rows,
Formula (3):

pij =
(

fi
T

∑ndoc
j=1 fij

)T

(3)
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Subsequently, the log-entropy weighting is calculated as follows (Formula 4):

Entropy = pij log pi
log (ndoc)

(4)

From Formulas 1 and 2, we compute the normalized document-term matrix by:

NormalizeDTM = (globalfactor ∗ localfactor
T)

T
(5)

Applying Singular Value Decomposition
Salton and Buckley [30] used vector space model (VSM) for feature extraction, but
this representation has high-dimensional input space. This dimensionality increases
execution time complexity and hardware limitations. In Arabic language and others,
many words have the same meaning, and sometimes a word has a different meaning,
so it is affected to measure the similarity between documents.

For text clustering, we used the SVD method to reduce time and to enhance
classification performance. The goal of using SVD is to reduce and convert the high-
dimensional space into low semantic dimensional space and to find the relationship
between the terms and documents for Arabic text classification. SVD is a theorem
which states that anm× nmatrix A can be represented as a product of three matrices:
left singular vector, m × k orthogonal matrix U, singular vector, k × k diagonal
matrix S, and right singular vector, k × n orthogonal matrix V. This is represented
in Formula (6) [31]:

Amn = Umk × Skk × V T
kn (6)

where k is the rank of the matrix.
In this work, we used only the left singular vector (Umk)matrix; it is represented

as shown in Formula (7):
d∧ = NT

DTM ∗ Umk . (7)

where NT
DTM is the transpose of the normalized document-term matrix and d∧ is the

new document vector. This document is then used by the FCM classifier to classify
documents. The process of applying the SVD is represented in Fig. 2.

Fig. 2 SVD representation
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3.3 Applying Fuzzy C-Means Classifier

FCM is an unsupervised learning classifier proposed by Roubens [9]. It is affected
by feature weights; if the feature weights are high dimensional, then it performs
poorly. Therefore, it is important to reduce high-dimensional space to ensure the good
performance of the FCM algorithm. So, we used the SVD decomposition technique
to reduce the high-dimensional space and to enhance the performance of the FCM
algorithm. This classifier uses the degree of membership function (µ), i.e., the FCM
allows one document of collections to belong to two or more clusters.

The coverage of the FCM may be either local or global minimum of the object
function J (D,U,C) which is represented as follows:

J (D,U,C) =
c∑

i=1

N∑

j=1

ui
md2

(
Ci , Dj

)
(8)

where uijm is the member function and d2(Ci , Dj ) is the Euclidean distance, the
distance between cluster centers Ci and the data point Dj .

4 Experimental Results

The Arabic text classification approach is evaluated on classifying Arabic texts using
the CNN Arabic news and Al Jazeera Arabic news (Alj-News5) datasets. Detailed
description of these datasets, the analysis and discussion of the result, and comparison
of the proposed approach with the previous works are presented in this section.

4.1 Feature Reduction

We applied SVD for extracting the features for building the FCM classifier by se-
lecting the left singular vector (U) only. To choose the topmost orthogonal matrix
features, we set up k-ranking approximation as k = 7 for Alj-News5 dataset and k =
8 for CNN Arabic news dataset. This technique has proved to achieve high accuracy
classification results compared to other reduction methods.

4.2 Arabic Datasets

We chose the CNN dataset and Alj-News5 dataset since they are used in several
previous researches for Arabic text classification which enables us to compare our
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results with these researches. The CNN Arabic news dataset consists of 5070 doc-
uments [32]. The documents are distributed among six classes: Business with 836
documents, Entertainments with 474 documents, Middle East news with 1462 doc-
uments, Science and Technology with 526 documents, Sports with 762 documents,
and Worlds news with 1010 documents. Alj-News5 is an Arabic dataset which con-
sists of 1500 documents [33]. The documents are divided into five classes; each class
contains 300 documents: Sport, Art, Science, Economy, Politics.

4.3 Performance Evaluation Measures

Precision, recall, andF-measure are used to evaluate the performance of the proposed
FCM classifier. These measures are computed as shown in Formulae (9), (10), and
(11), respectively [32].

Precision = True Positive

True Positive + False Positive
(9)

Recall = True Positive

True Positive + Falsely Negative
(10)

F-measure = 2 ∗ Precision ∗ Recall

Precision + Recall
(11)

Tables2 and 3 show the detailed results on the two datasets. Results showed sig-
nificant contributions on enhancing text classification by using just left singular
vector of SVD for feature extraction and FCM classifier for text classification. Best
performance achieved on Science class with a recall of 100% and an F-measure
of 96%, while Politic class achieved a lowest recall (48%) and f -measure (65%)
on Alj-News5 dataset (Table3). On the other hand, using the CNN Arabic dataset,
best performance achieved on Sport class with a recall of 100% and an F-measure
of 90%, while Entertainment class achieved a lowest recall (10%) and F-measure
(12%) (Table2).

Table 2 Measures on CNN news dataset

Categories Precision Recall F-measure

Business 0.92 0.76 0.832

Entertainment 0.15 0.1 0.12

Middle East 0.44 0.95 0.6014

SciTech 0.85 0.37 0.5155

Sport 0.81 1 0.8950

World 0.44 0.55 0.4888

Average 0.6016 0.6266 0.6118
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Table 3 Measures on Alj-News5 dataset

Categories Precision Recall F-measure

Art 0.82 0.86 0.839

Economy 0.48 1 0.649

Politics 1 0.48 0.649

Sciences 0.92 1 0.958

Sport 0.54 1 0.7012

Average 0.752 0.868 0.76

4.4 Comparison with Other Approaches

We compared the SVD-FCM proposed approach (unsupervised approach) with the
previous supervised approaches using SVM, decision trees, naiveBayes [26, 27], and
polynomial networks [34]. The comparison of the results and other approaches on
the same datasets is presented next. Chantar and Corne [26] and Al-Tahrawi and Al-
Khatib [34] results usingAlj-News5 are summarized in Figs. 3, 4, and 5. After careful
inspection of the results, it can be noticed that the proposed approach outperformed
other approaches even though supervised approaches should perform better, while
the proposed approach in an unsupervised approach. FCM is the proposed approach,
DT is the decision tree, NB is naive Bayes, SVM is support vector machine, and PN
is polynomial networks. These figures show that the proposed SVD-FCM approach
achieved good results in comparison with the other approaches.

Fig. 3 FCMs precision
versus others on Alj-News5
dataset

Fig. 4 FCMs recall versus
others on Alj-News5 dataset
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Fig. 5 FCMs F-measure
versus others on Alj-News5
dataset

Fig. 6 FCMs precision,
recall, and F-measure versus
others on CNN dataset

Figure6 presents the comparison of our results with the results of Ouatik and
Alaoui [27] on the CNN Arabic news dataset.

In conclusion, the proposed approach outperformed the DT andNB algorithms on
CNN Arabic news dataset; also, the proposed approach outperformed the decision
tree DT and recall results with NB classifier on Alj-News5 dataset. SVM also outper-
formed all competitive approaches in text classification area. After the investigations
of the proposed approach results, we can deduce that we added two basic contri-
butions to the area of text classification. It achieved high-speed execution by using
SVD-FCM classifier, and it achieved competitive results compared to supervised
approaches on the same datasets.

5 Conclusions and Future Work

This paper proposed the use of SVD algorithm and FCM classifier for Arabic text
classification. The SVD is used as reduction technique, and FCM is used for classi-
fication. The FCM approach has some limitations, which are high complexity time
and high-dimensional space. To solve these limitations, we used SVD reduction
technique to tackle the problem of high dimensionality of the space by converting it
into semantic dimensional space, representing relationship between terms and docu-
ments. Since the FCM approach is based on degrees of membership function which
is based on inverse-distance weight, and the root of the Arabic words have many
possible meanings and may lead to many possible clustering, so the combination
of SVD and FCM approaches produced high precision results in text classification
area. The proposed approach has two main contributions. First, it reduced the high
dimensionality which increased the value of data that helped to reach high-speed of
execution by FCM with high performance of accuracy. Second, it reached competi-
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tive results as an unsupervised method compared with results obtained by supervised
approaches on the same datasets.

The proposed SVD-FCM approach achieved high performance accuracy com-
pared with existing approaches evaluated on two datasets. The results proved that
the use of SVD and FCM algorithms added a new contribution to the area of Arabic
text classification. As a direction to future work, we suggest to apply this approach
for detecting violence on social media.
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Chapter 9
Echo State Network Based Nonlinear
Channel Equalization in Wireless
Communication System

Saikat Majumder

1 Introduction

Signals transmitted over a communication channel are not only corrupted by noise
but are also degraded by multipath interference. Multipath interference results in
distortion called inter-symbol interference (ISI) which severely degrades the per-
formance of communication system. In addition, the transmitted information may
also suffer from nonlinear distortion introduced at various stages of transmitter and
receiver equipments. Moreover, with steady increase in data rates in the last decade,
severity of such impairments have become more significant. Addition of an adap-
tive equalizer enables reliable reception of transmitted symbols in nonlinear and ISI
channels. Conventional methods of channel equalization utilize a transversal filter or
lattice structure because of their simplicity in implementation. However, the perfor-
mance of linear equalizers utilizing gradient-based algorithms is limited, specially
in case of channels with deep spectral nulls and nonlinearity. For the recovery of
symbols transmitted through such channels, complexity of the equalizer should be
at least equivalent to the channel introducing the distortion. Research has shown that
nonlinear equalizers significantly outperform linear equalizers in nonlinear and ISI
channels.

In recent years, artificial neural networks (ANN)-based equalizers were intro-
duced to provide effective solution in nonlinear channels. Inherent nonlinear archi-
tecture of ANN allows the receiver to have nonlinear decision boundaries which
enable efficient classification of distorted digital signals [1]. In one of the earliest
work on ANN-based equalizer, a multilayer perceptron (MLP) decision feedback
equalizer was proposed and weighed against a LMS-based linear equalizer [2]. Chen
et al. proposed channel equalizers consisting of MLP trained by back propagation al-
gorithm in [3]. Superiority of MLP equalizers compared to established equalizers of
the time were proven in [4, 5]. In order to reduce the computational complexity and
training time of the neural network, alternate architecture in the form of functional
link neural network (FLNN)was proposed byPao [6]. Functional expansion in FLNN
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is done using Gaussian or orthogonal polynomials like Legendre and Chebyshev. In
[7], Patra et al. proposed Chebyshev polynomial-based FLNN for channel equaliza-
tion. Work on FLNN-based equalizer was extended to Legendre neural network for
equalization of QAM signal constellation in [8].

Radial basis function (RBF) equalizers offer a substitute framework to MLP and
FLNN because of its close resemblance to Bayesian approach of equalization [5].
Many technique have been developed in literature applying RBF to channel equal-
ization [9, 10]. These works show that RBF equalizer produce better results and
has lesser computational complexity compared to maximum likelihood sequence
estimator (MLSE) equalizer over time-varying fading channel.

Numerous nature-inspired optimization algorithm have been proposed in last
decade and many of them were applied to the research on channel equalization.
In many of these algorithms, nature-inspired algorithm replaces the conventional
training algorithms like LMS, RLS or backpropagation. Nature-inspired algorithms
use a swarm or population of possible solutions who combine their experience to
explore the solution space and find the optimal solution [11]. Some of the recent
works have applied particle swarm optimization [12, 13], directed search optimiza-
tion [14], frog-leaping algorithm [15], moth-flame optimization [16] to the problem
of training adaptive channel equalizer.

Besides ANN, recurrent neural networks (RNN) is a potent device which has
both dynamic memory and flexible computational capabilities. In contrast to MLP,
RNN exhibit dynamic behaviour due to presence of feedback connections. Studies
show thatRNNs are capable of superior estimation performance despite large training
complexity [17]. However, training aRNN is inherently difficult and computationally
slow. Because of the difficulties associated with training RNN, reservoir computing
(RC) have recently attracted much attention. RC is considered a flavour of RNN,
suited for temporal data processing tasks, which can store nonlinear transformations
of the external input stimuli. ESN is one the popular forms of RC that provide an
efficient computationalmodel approximating nonlinear dynamical system. ESNdoes
not have the training disadvantage of RNNs and can outperformHessian-free trained
RNNs [18].

In this chapter, we propose an ESN-based equalizer for a channel suffering from
ISI and nonlinearity. Literature survey reveals that there has been little or no research
on application of ESN for ISI channel equalization, other than some studies on
equalization of nonlinear satellite channels [18, 19]. In addition, we compare the
BER performance offered by some of the common reservoir types for the first time
in literature.

Outline of remaining part of this chapter is as follows. In Sects. 2 and 3, we in-
troduce ESN, its control parameters, training algorithm and its application in equal-
ization of ISI and nonlinear channel. Section4 describes some of the prevalent ar-
chitecture of reservoirs and their design. We present the algorithm for ESN-based
equalizer cum symbol detector for digital communication in Sect. 5 and evaluate its
bit-error rate (BER) performance in Sect. 6. Sensitivity analysis of the parameters of
ESN is performed and performance is compared to standard equalizer in literature.
Finally, Sect. 7 is conclusion.
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2 System Model and Equalization

The block diagram of an adaptive equalization scheme for signal transmitted through
a nonlinear communication channel in shown in Fig. 1. Consider a data communica-
tion link which use binary phase shift keying (BPSK) modulation for transmission
of random binary sequence b(k). Each symbol in b(k) is drawn randomly from the
set {+1,−1}. This input b(k) passes through a channel having impulse response
h(k) and nonlinearity f . The signal gets further contaminated by zero-mean, additive
white Gaussian noise (AWGN) w(k) at the receiver. The signal available at the input
of equalizer is u(k) = f (v(k)) + w(k), where v(k) = ∑Nh

i=1 h(i)b(k − i) and h(i),
i = 1, . . . ,Nh, is channel impulse response. h(i) is modelled as an finite impulse
response (FIR) filter of length Nh and b(k) is its input.

The receiver consists of an adaptive equalizer and a decision device. If the
equalizer is designed to be an FIR filter, then its impulse response is heq(j) for
j = 1, . . . ,Neq, where Neq is length of the equalizer. The equalizer produces an esti-
mate ŷ(k), which should be as close as possible to desired output y(k) = b(k − τ ).
The delay parameter τ is usually taken to be Neq/2 + imax − 1, where imax is the
index of maximum absolute value in [h(1), . . . , h(Nh)]. In a nonlinear channel, an
ideal equalizer cancels out the inter-symbol interference and channel nonlinearities
by a suitable choice of weights heq(j). Equalizer error at the output is computed as

e(k) = y(k) − ŷ(k) (1)

Since, e2(k) is always positive and has better analytical properties, it is used as cost
function instead of e(k). The purpose of an adaptive algorithm is to recursively update
the equalizer weights to reduce the e2(k) so that estimate ŷ(k) approaches the desired
signal y(k).

Fig. 1 Block diagram of a typical communication system employing an adaptive equalizer at the
receiver
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3 Echo State Network

ESN is an innovative new method of realizing the RNN. It is having low computa-
tional demands, without the disadvantages of RNN. The inner weights of the ESN are
randomvalueswhich are fixed at the time of initialization and onlyweights connected
to the output node (readout weights) are trained using linear regression. Regression
process selects the readout weights so as to minimize the difference between desired
output and weighted sum of reservoir states. This is illustrated in Fig. 2a. ESN is ini-
tialized with random input matrixWin and random reservoirW. During the training
process, only Wout is modified to get the desired output. It is the reservoir W from
which ESN derives its power. Though the reservoir is initialized randomly, not all
random initialization results in a good ESN. Finding good reservoir weights for a
specific task requires a lot of repetitions with random initialization and the research
on this is still in its nascent stage. A few methods exist in literature which try to find
good reservoir for improving the performance of ESN using deterministic methods,
but random initialization of W is most widely applied in ESN literature.

3.1 Architecture of ESN

Let us consider the architecture of a typical ESN, an example of which is shown
in Fig. 2a. The ESN shown is a recurrent network with M inputs (constituting in-
put layer), N internal processing elements (PE) (constituting the reservoir) and L
output units. At time index k, signal array u(k) = [u1(k), u2(k), . . . , uM (k)]T is
applied to the input of the ESN causing the internal reservoir state to update to
x(k) = [x1(k), x2(k), . . . , xN (k)]T. Output of the network at this point of time is,
ŷ(k) = [ŷ1(k), ŷ2(k), . . . , ŷL(k)]T if there are L outputs or ŷ(k) in case of single
output network. The input weight matrixWin = (win

ij ) is a N × M dimensional ma-
trix connecting the input and the reservoir. There are N PEs in the reservoir which
are connected with each other, with interconnection between them defined by the
N × N matrixW = (wij). Connections from PEs to the output nodes are defined by

Fig. 2 a Architecture of ESN, b ESN-based equalizer
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an L × N matrixWout = (wout
ij ) and an N × L matrixWfb = (wfb

ij ) for the feedback
connection from output to internal PEs.

Figure2b shows implementation of equalizer with ESN. It consists of a delay line
which converts serial stream u(k) into vector input u(k) at time instant n. Output of
the ESN ŷ(k) is applied to a decision device which converts continuous values into
discrete symbols. BER is computed by comparing the estimated symbols b̂(k) with
transmitted symbols b(k).

3.2 Training

ESN is a supervised learning machine which can be made to output a desired signal
y(k) in response to input sequence u(k). The reservoir in ESN emulates the function
of a brain and consists of N 2 interconnections between N PEs. But unlike the brain,
learning does not modify the interconnection weights wij of the reservoir. In the
process of training, only the internal PE states x(k) are updated in response to inputs
as given below

x(k + 1) = g(Winu(k + 1) + Wx(k) + Wfby(k)), (2)

where g = [g1, g2, . . . , gN ] are activation function. Usually, gi are hyperbolic tangent
function (tanh) or linear function. Readout networkweights-in the states x to produce
the output according to

y(k) = Woutx(k + 1). (3)

For simplification of understanding, we will consider ESN without feedback in
this work. If utr(k) is the training input sequence, the state update equation is

x(k + 1) = tanh(Winutr(k + 1) + Wx(k)), (4)

In Eq. (4), input vectors utr(k) are applied one-by-one to drive the dynamics of the
reservoir. After the network is driven by aNtr number of inputs, the state vectors x(k),
for k = 1, . . . ,Ntr , are aggregated in a state matrix S. The state vectors are ordered in
such a way that each row consists of x(k) for a particular time index k. Therefore, kth
row number of S indicates the time index k and column number i ∈ [1,N ] indicates
state of ith PE. Usually, channel states x(k) recorded in the beginning of training are
discarded since they are contaminated by initial transients.

Another popular architecture of ESN use a leaky-integrator type neuron. Com-
pared to standard ESN, this design consists of an additional parameter called leaking
rate α and its introduction enables ESN to learn slow dynamics like very slow sine
wave [20]. The state update equations for leaky-integrator ESN are
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x̃(k + 1) = tanh(Winutr(k + 1) + Wx(k)), (5)

x(k + 1) = (1 − α)x(k) + αx̃(k + 1). (6)

After collection of states in S for all the time steps (during training), readout
matrixWout is calculated by performing inverse operation.

Wout = YtrS+, (7)

where S+ is pseudo-inverse of S and Ytr is the array of all the target output samples
ytr(k) for k = 1, . . . ,Ntr . Most universal and stable method to calculate (7) in this
context is ridge regression:

Wout = YtrST(SST + βI)−1. (8)

3.3 Testing

After applying training inpututr to the reservoir and target outputYtr for the computa-
tion of readout matrix, the ESN operates on test data (u(k), y(k)) for k = 1, . . . ,Nts.
During testing, there is no need to washout initial states as the reservoir has already
been initialized. The only difference with respect to training stage is that output
ŷ = [ŷ(1), ŷ(2), . . . , ŷ(Nts)] is computed using the Wout obtained earlier in (7). Fi-
nally, performance of the network is evaluated using mean square error (MSE) given
below.

E(ŷ, yts) = 1

Nts

Nts∑

k=1

(ŷ(k) − y(k))2 (9)

where, Nts is the number of samples in testing sequence y(k).

4 Reservoir Design Considerations

4.1 Reservoir

Reservoir matrix of ESN should satisfy certain algebraic properties called echo state
property. Jaeger defined a network to have echo state property if after transient phase,
the network state is independent of the effects of initial conditions and is driven
completely by subsequent input signals [20]. One loose method of ascertaining echo
state property is to keep spectral radius ofW less than 1. Spectral radius is the largest
of the eigenvalues of a matrix in terms of the magnitude.We next explain some of
the common methods of constructing reservoirs in literature [21–23].
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RandomReservoir: Random reservoir is just aN × N randommatrix where matrix
elements wij ∈ [0, a] or wij ∈ [−a, a] for some real number a. It is generated by
initializing a random sparse matrix W′ and its spectral radius R(W′) is calculated.
Reservoir with desired spectral radius ρ is obtained by scaling W as

W = ρ
W′

R(W′)
(10)

The requirement ofR(W) < 1 is a loose one and is merely used as initial reference
point. Suitable value of ρ can be selected based on empirical results so as to minimize
BER or MSE. A general guideline is to set ρ higher for tasks where generation of
input signal involves long term memory [21]. Besides spectral radius, other impor-
tant parameters are sparsity, size and underlying probability density function (PDF)
of non-zero elements. Size of the reservoir is specified by N processing elements
whose interconnection is defined by N × N matrixW. In general, it is expected that
larger reservoir will perform better compared to a smaller reservoir, provided due
consideration has been given to regularization. Reservoir size may range from 10
to 10,000 depending on the application. A large reservoir is able to span a larger
function space and can accommodate complex dynamical signals.

A sparse reservoir W consists of fewer non-zero elements compared to zeros in
thematrix. In general, sparse reservoirs perform better and reduce computational cost
of the network [20]. There are no analytical results for optimum value of sparsity
and it need to be obtained through Monte Carlo simulations. Even though the matrix
W is sparse, the PDF of non-zero elements have significant effect on the network.
Uniform and Gaussian distributions are most commonly used and tend to give better
performance. Width of the distribution does not matter because that is modified to
achieve desired spectral radius [21].

MinimumComplexity Reservoirs: To simplify reservoir construction, three differ-
ent topology templates were proposed in [23]. These ESN are similar in all aspects to
random reservoir, except the construction ofWin andW. In this case, all the non-zero
elements of input matrix Win are either +c or −c with equal probability, where c is
a real number.

Weights in reservoir consists of only two different weights, p and q. Construction
of the reservoir is greatly simplified because of this deterministic topology and is
suitable for VLSI implementation. Three different topologies proposed are described
next.

1. Delay line reservoir (DLR) consists of all the PEs connected in cascade. The
reservoir matrixW is sparse with only lower subdiagonal having a random non-
zero number. This is illustrated in Fig. 3a, where wj+1,j = p for j = 1, . . . ,N − 1
and wij = 0 otherwise.

2. DLR with feedback (DLRB) network consists of PEs organized in line, but in
addition, each PE is also connected to its previous PE. Non-zero elements of
W are given as wj+1,j = p, j = 1, . . . ,N − 1 for lower subdiagonal and wj,j+1 =
q, j = 1, . . . ,N − 1 for upper subdiagonal. This is illustrated in Fig. 3b.
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Fig. 3 Three different type of minimum complexity reservoir: a DLR, b DLRB and c SCR

3. Simple cycle reservoir (SCR) is one in which PE are connected to each other
in such a way to form a loop. Non-zero elements are given as wj+1,j = p for
j = 1, . . . ,N − 1 and w1,N = p.

Orthonormal Matrix Reservoir: It was postulated in [24] that random reservoir
along with activation function in ESN acts as dynamical basis for the signal. Decom-
position of signal into pertinent subcomponents in such a way to minimize redun-
dancy between themwill allow better utilization of reservoir resources. Utilization of
orthonormal basis as weight matrix results in minimization of commonality between
subcomponents and might provide improvement in results compared to a simple
random weight matrix.

5 Channel Equalization Using ESN

Like other machine learning algorithms, training and subsequent testing of an ESN-
based equalizer is required for it to perform the intended task. Training allows ESN
to capture the underlying functional relationship using the training data and make
correct inferences when the system is let out into the real world. For the purpose of
training and testing, available dataset is divided into three parts:

1. First part serves to flush network of its initial states and transients.
2. Subsequent training inputs drive the network for actual learning of ESN output

weights.
3. Finally, testing part is used for validating the newly trained network.

Training of ESN essentially consists of computing the output weights using stored
collection of internal states and target output. The algorithm for ESN-based equalizer
training and testing is summarized as follows:

1. Pass random binary signal b(k) through communication channel with impulse
response h(k), nonlinearity f and noise w(k) to produce training sequence u(k).

2. Generate reservoir (Win,W,α) ensuring echo state property. Once Win, W are
generated at initialization, they are not changed during the training process.
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3. Run the ESN-based equalizer with training data sequence u(k) and subsequently
save the reservoir states as x(k).

4. The states vectors of ESN for initial time steps k = 1, . . . , k0 are flushed out from
x(k). For time k > k0, collect network state x(k) in matrix S.

5. Compute the readout weight matrixWout using linear regression as given in (7).
6. Apply test input to the trained network and obtain the equalized/decoded symbols.

Compare the decoded symbols with desired output to compute BER.

6 Simulation Results

Wenext present the simulation results which allowed us to explore the design choices
in ESN. After that, simulation results for the proposed equalizer and symbol detector
are given and compared with a standard equalizer in literature.

6.1 Effect of ESN Parameters

The system model adopted for simulation is shown in Fig. 1. A large number of
simulation trials had been carried out to study the effect of parameters and channel
conditions on BER performance. First set of simulations analyze the effect of reser-
voir parameters on the performance of the equalizer. Simulations were performed on
two benchmark channels whose impulse response are given as [11]:

Channel-1 : h1 = [0.2602, 0.9298, 0.2602], (11)

Channel-2 : h2 = [0.3040, 0.9030, 0.3040]. (12)

Both the channels are associated with three different kinds of nonlinearity given by
[25]

f0(k) = v(k) (13)

f1(k) = tanh(v(k)) (14)

f2(k) = v(k) + 0.2v2(k) − 0.1v3(k) (15)

where, v(k) is output of ISI channel with impulse response h(k) as shown in Fig. 1. In
(13), f0 does not introduce any nonlinearity and is applied to study the behaviour of
equalizer in the presence of ISI only. While nonlinearity f1 can be observed in power
amplifiers, f2 is an arbitrary nonlinear function. Performance study of the equalizer
and symbol detector was carried out using bit-error rate (BER) measure. During
training, signal-to-noise ratio (SNR) at the input of the equalizer is 20 dB. Number
of input samples applied to train the reservoir is 5000. For testing, the algorithm is run
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for different values of SNR till some minimum numbers of errors are encountered.
The ESN is of leaky-integrator type with α = 0.3.

In the first set of experiments, we simulate the ESN-based equalizer and find
out the minimum number of inputs required, so as to minimize BER. The BER
performance for Channel-1 and Channel-2 as function of number of inputs is plotted
in Fig. 4. The equalizer simulated consists of reservoir size N = 50 at an SNR of 15
dB. The reservoir is randomly generated with random weights uniformly distributed
between [−1, 1]with sparsity of 0.1 and spectral radius of 0.9. The input samples are
applied to the reservoir in the form of delay-line with number of inputs varying from
2 to 10. It can be seen from Fig. 4 that BER of the equalizer improves with increase
in the number of inputs. There is a sharp fall in BER for input length greater than
3, which is in fact the length of ISI channel filter. BER performance stagnates to a
constant value when number of input is greater than 6 for both the channels. Hence,
for all the subsequent experiments, number of input was to beM = 6.

In the next experiment, we compare the BER performance of equalizer for differ-
ent reservoirs proposed in literature. These reservoirs differ with respect to the con-
struction of the matrixW as discussed in earlier section. Simulations are performed
with cascade of linear channels in (11)–(12) with nonlinearities given by (13)–(15).
Table1 lists and compares the BER performance for Channel-1 at an SNR of 15 dB.
It was observed that for the linear channel (f0), DLRB reservoir performs best with
a BER of 2.27 × 10−5. With nonlinearity f1, minimum BER is obtained with DLR
type reservoir. BLRB reservoir also exhibits best performance for the case of chan-
nel with nonlinearity f2. Simulations were also performed for Channel-2 with the
nonlinearities (13)–(15) and similar results in terms of performance were obtained.

Fig. 4 BER of ESN-based equalizer as function of number of inputs
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Table 1 Comparison of BER performance of different types of reservoirs at an SNR of 15 dB.
Minimum value of BER for each channel combination is shown in bold

Reservoir Channel-1 Channel-2

f0(×10−5) f1(×10−6) f2(×10−4) f0(×10−4) f1(×10−5) f2(×10−4)

Random 2.70 1.88 2.00 3.85 2.70 13.0

Orth. 2.70 1.71 1.61 3.82 2.11 14.0

DLR 3.30 1.36 1.49 3.69 1.77 9.90

SCR 3.06 1.78 1.65 3.50 1.81 9.68

DLRB 2.27 1.95 1.06 3.31 2.00 7.14

Fig. 5 BER performance plots as function of reservoir size for different types of reservoirs

Figure5 displays the variation in BER of ESN equalizer with change in number
of internal states N . The figure also compares the BER attained by DLR-, SCR- and
DLRB- type reservoirs for different reservoir sizes. Because of the consistency in
performance of these reservoirs inChannel-1 andChannel-2 and avoid repetition, this
experiment is only performed for Channel-1. It can be observed from the figure that
the equalizer performed best with reservoir size N of 30–50 for SCR and DLRB.
On the other hand, DLR showed fairly uniform BER in the range of N = 20 to
N = 50, with a sharp dip in BER at N = 60. With these observation, we can safely
pick DLRB reservoir with size 40 for all the subsequent simulations. It should be
noted that optimum reservoir size is dependent on the problem at hand is frequently
obtained by empirical methods.
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6.2 Equalizer Performance Comparison

The next set of results compare the performance of the ESN-based equalizer with
LMS equalizer. LMS equalizer is a standard algorithm in wireless communication
and is frequently used for comparing against other equalizers [18, 26].

In this experiment, the equalizers are compared for transmission over different
severity of ISI distortion. Impulse response of channels with different amount of ISI
is generated using the following relation [25, 26]

h(j) =
{
0.5 + 0.5 cos( 2π

Λ
(j − 2)), j = 1, 2, 3

0, otherwise.
(16)

where, parameter Λ controls the eigenvalue spread χ(R) and R = E[u(k)uT(k)].
In Figs. 6, 7 and 8, BER is plotted for eigenvalue spread χ in the range of 10–

50 and SNR of 15 dB. Figure6 shows the plot for the case of transmission over
ISI channel given by impulse response in (16) and without any nonlinearity (f0). It
can be observed that with increase in χ, BER also increases. For all values of χ,
proposed ESN equalizer performs better compared to LMS equalizer, but the gap in
BER performance also increases with increase in EVR. Similar conclusion can also
be drawn from Fig. 7 for channel specified by (16) in cascade with nonlinearity f1
and Fig. 8 for f2.

Fig. 6 BER as function of eigenvalue spread in linear ISI channel
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Fig. 7 BER as function of eigenvalue spread in ISI channel with nonlinearity f1

Fig. 8 BER as function of eigenvalue spread in ISI channel with nonlinearity f2
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7 Conclusion

In this article, we introduced a ESN-based equalizer for ISI and nonlinear channel,
where it is trained as binary classifier for the purpose of symbol detection. Perfor-
mance of this equalizer was studied for different length of input, reservoir size and
type. Based on the results obtained, suitable parameter for ESN was selected and
BER performance of proposed equalizer was compared to LMS equalizer. Simula-
tions performed over different linear and nonlinear channelswith different eigenvalue
spread prove the superiority of proposed equalizer over LMS algorithm.
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Chapter 10
Melody Extraction from Music:
A Comprehensive Study

Ranjeet Kumar, Anupam Biswas, and Pinki Roy

1 Introduction

In recent years, music providers like Google Play, iTunes, JioSaavan and Gaana have
been evolved overwhelmingly. The music industry is also restructured completely
from disc era to digital era and todays situation where users can get access to mil-
lions of tracks on their phones or on cloud-based services. This massive collection
of music requires some way to deal with searching and retrieve desired piece of
track efficiently. Presently, the fundamental concern of music providers is to charac-
terize this huge number of tracks on the basis of their components like beat, pitch,
melody and so on [1]. Among these components, melody is predominantly used for
characterization of music.

The term melody is a thought of musicological subject to the judgment of the
human group of audience and we can hope to find diverse definitions of melody in
diverse context. Some of the definitions for melody are: “mix of a pitch arrangement
and a rhythmhaving an obviously characterized shape” [1], and “pitched sounds orga-
nized in melodic time as per given social conventions and constraints” [2]. Melody
of music is the single or monophonic pitch gathering that an audience may copy at
any point of time asked to hum or whistle a touch of polyphonic music, and that when
an audience heard in contrast, they would just observe the essence of that particular
music [3]. This concept is still accessible to a broad level of subjectivity, since vari-
ous audience members might hum various parts in the wake of tuning in to a similar
melody.

The melody extraction task includes automatically acquiring a sequence of fre-
quency values of the predominant melodic line from polyphonic music signal Fig. 1.
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Fig. 1 Melody extraction from music signal

The term polyphonicmeans the music that can produce at least two notes at the same
time, be it on various tools (e.g., bass, voice and guitar) or a solitary equipped instru-
ment for playing several note on a single period like piano. A listener can reproduce
the melodies without having any musical knowledge. However, this task becomes
very difficult when we try to automate it, because of the superposition of two or more
sounds produced by various instruments [4].

Automaticmelody extraction is very popular task inMIR. Lots of approaches have
been developed for melody extraction from polyphonic music [5]. These approaches
are classified into three categories, namely (1) salience-based approach, (2) source
separation-based approach and (3) data-driven approach. Recently, DeepNeural Net-
work (DNN) has gained attention in MIR applications. DNN has the ability to esti-
mate any function with linear weights and activation functions by providing enough
number of data.DNN is a fully data-driven approachwhich performswell in sequence
to sequence problems. Many application uses the melody extraction, including iden-
tification of a particular piece of music and searching a song by humming or singing
of its melody, singer characterization and music transcription (description of notes
being played in a music signal). It can also be used for creating music production
tools. In this chapter, various melody extraction approaches, datasets, performance
measures and applications are covered.

Rest of the chapter is organized as follows: Sect. 2 briefly explained the overview
of techniques, Sect. 3 discussed the datasets used to extract melody and their details,
Sect. 4 briefed about the performance measures of melody extraction techniques
and their descriptions, Sect. 5 detailed about the application of melody extraction
techniques, and Sect. 6 provided the challenges to improve the performance of
melody extraction techniques andfinally highlighted the concluding points and future
perspectives.

2 Melody Extraction Techniques

As discussed in the introduction, melody extraction is a task to evaluate the sequence
of f0 (fundamental frequency) corresponds to the predominant melodic line from
the music where more than two notes can sound simultaneously. Earlier melody
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extraction approaches were designed for monophonic music. However, nowadays
the focus has been shifted to melody extraction from polyphonic music to estimate
f0. In polyphonic music, melody extraction requires more attention to identify the
part of music where actual melody resides and estimate pitch value on that part
only. There are two types of sources from where the melody is extracted and built
the datasets. (1) Waveform representation or audio and acoustic data and (2) Sym-
bolic representation like scores and MIDI [1, 5]. The application where waveform
representation used is very complex to implement in comparison with symbolic rep-
resentation. For extraction of melody using waveform representation follows some
steps like pitch evaluation, note segmentation and then melody estimation. All algo-
rithms based on their fundamental strategy have been explored here to classify. Most
methods fall within previously introduced two primary categories: salience-based
approach and source separation-based approach [1, 4], and some techniques do not
fit in either class: data-driven-based technique in which the energy spectrum is trans-
ferred straight into a machine learning technique which tries to divide the spectral
frequency of melody.

2.1 Salience-Based Approaches

Most of the melody extraction approaches utilize salience function. A salience func-
tion is nothing but pitch salience, which is computed based on the time-frequency
representation [6]. The pitch over time is calculated and then tracking rule is applied
to estimate the melodic line without separation from rest of the music file [1]. The
melody extraction process through salience-based approach is divided broadly into
three steps as shown in Fig. 2.

Preprocessing: In this step, normally to enhance the frequency of the music part
(where melody is expected), some filter is used. Band pass filter has been applied
by Goto [7], while equal loudness filter which is perceptually motivated is used for
preprocessing by Salamon and Gómez [1]. Source separation-based approach also
been used before further processing for signal enhancement. However, Harmonic-

Fig. 2 Melody extraction using salience-based approach
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Percussive Sound Separation (HPSS) technique has been used by the Hsu [8] to
separate the accompaniment and melody from music signal.

Spectral transform and processing: The preprocessed signal is sliced into time
frames. Next, on each of the frames, some transformation function has been imple-
mented to obtain spectral representation. With a typical window length 40 to 100
ms (gives sufficient frequency resolution to differentiate diverse notes), Short-
Time Fourier Transform (STFT) approach is applied as transform function. Multi-
Resolution Fast Fourier Transform (MRFFT) is trying to overcome the limitation
of time-frequency resolution. In this transforms, larger windows can be used at low
frequency and lower windows’ size at higher frequency [9]. Salamon and Gómez [1]
showed that there are no significant difference between STFT and MRFFT used for
melody estimation. After transformation is applied, most methodologies just utilize
spectral maxims for further evaluation. Spectral magnitude normalization is applied
to reduce the timbre on the analysis [5]. Other approaches apply Filter peaks based
on magnitude to filter out peaks which do not contain harmonic information to detect
the peaks. Salamon and Gómez [1] estimate more precise amplitude and frequency
for every spectral peak from the phase spectrum by evaluating its frequency.

Salience function: Salience function lies in the multipitch representation which is
core of salience-based approaches. It estimates the salience function of each pitch
value where we anticipate to obtain the melody over time. To obtain the salience
function, diverse techniques have been proposed. Most methodologies utilize some
kind of harmonic summation, which determines the salience of the specific pitch as
a weighted sum of the sufficiency of its harmonic frequencies [1, 10–12]. Expect
Maximization (EM) to fit many tone models into the observed range [7]. The evalu-
ated Maximum a Posteriori Probability (MAP) of tone model of which fundamental
frequency f0 relates to a specific pitch is viewed as the pitch’s salience. An approach
chooses a pitch esteem which is actually above a single octave or beneath the right
pitch of the song referred as octave error, which is appeared when fundamental fre-
quency f0 of the actual pitched signal is exact multiple of f0. Some approaches
tried to reduce this error directly by inspecting sets of ghostly peaks which possibly
have a place with a similar harmonic arrangement and constricting the consequence
of their summation if there are numerous high amplitude spectral peaks whose fre-
quencies lie between the pair being considered [13]. Spectral smoothness has applied
for octave error reduction by Klapuri [14], in which amplitude of each peak in the
salience function is recalculated in the wake of smoothing the phantom envelope
of its relating harmonic frequencies. Peak representing to octave errors will have
an unpredictable envelope (contrasted with a smoother envelope for genuine notes)
and along these lines will be weakened by this procedure. Here, we note that for all
intents and purposes all strategies decrease octave errors non-explicitly by punishing
enormous bounces in pitch during the tracking phase of the approach.

Tracking: The rest is to determine the peaks (i.e., pitches) that make up the melody,
given the peaks of the salience feature. Tracking is one of the most important phases
of each approach and perhaps also the most diverse phase in which virtually every
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algorithm utilizes a distinct strategy.Mostmethods try tomonitor themelody straight
from the peaks of salience, through some preliminary grouping phase in which peaks
are grouped into fragments or trajectories and later from this onlymelody is chosen [1,
4, 11]. Usually this clustering is done by monitoring sequential pitches based on
moment, peaks and salience. The final sequence of melody is achieved by a range
of monitoring methods from given pitch contours. Dressler [13] and Goto [7] use
heuristic-based tracking, while Yeh [15] and Ryynänen [10] use HMM. Salamon [1]
and Paiva [4] come with a distinct approach—they try to delete all pitch counters (or
notes) that do not belong to the melody rather than monitoring the melody.

Voicing: The voicing detection is a significant component of the melody extraction
that is sometimes ignored. In this phase, algorithms detect the part of music where
melody is present and when it is not. Usually, an algorithm’s voicing detection step
is implemented at the very end. Fixed or dynamic per frame salience-based threshold
approach is usually used [4, 13, 16] butRyynänen [10] comeswith a distinct approach
which includes a silencemodel in the algorithm’sHMMmonitoring portion (Table1).

2.2 Source Separation-Based Approaches

The use of source separation algorithms is an alternative approach for salience-
based melody extraction technique, to separate the melody source from the mixture
of music. This strategy is the latest and has become popular following the progress
made in studies on the separation of the audio source. Although there is a big bunch of
research on the separation of a melody from the lead vocal source, these algorithms
are typically assessed by measuring them based on a signal-to-noise relationship,
and few are evaluated as our objective here in terms of the estimation of the melody
frequency sequence.

Durrieu et al. [17] come with the idea of source separation-based approach. As an
instantaneous amount of two contributions: the accompaniment and the lead, Durrieu
models the energy spectrogram of the signal. Accompanying contribution as a sum of
arbitrary sources and lead voice contribution is depicted by a source or filter model
with separate spectral form. Smooth Gaussian-Scaled Mixture Model (SGSMM)
and a Smooth Instantaneous Mixture Model (SIMM) are suggested as two distinct
depictions of the source/filter model. The first depicts the lead voice (or instrument)
as the immediate mix of all possible peaks while the other is more realistic that it
enables only one source/filter pair to be active at any time, though computerized.
In both scenarios, the model variables are calculated using a framework for maxi-
mization of expectations. Using a Viterbi algorithm, a smooth trajectory is acquired
through model variables and obtained the final melody sequence which includes the
fundamental frequency f0 of the source after model parameters are estimated. Voice
detection occurs with the help of Wiener filters to split the melody signal based on
model variables and to then calculate the power of that music signal in each frame
for sequences in which the melody is present.
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Table 1 Salience-based approaches
Algorithm Preprocessing

and spectral
transform

Processing Salience function Tracking Voicing

Arora and Behera
[35]

STFT and log
spectrum

Peak selection Log specific IFT Tracking of the
harmonic cluster

Harmonic sum

Cancela [11] Constant Q +
high pass filter

Normalization of
log power

Harmonocity
map

Countour
tracking and
smoothing

Adaptive
threshold

Dressler [13] MRFFT and peak
correction

Magnitude
threshold

Spectral peak
comparison

Streaming rules Dynamic
threshold

Goto [7] Bandpass filter
and multirate
filterbank

IF-based peak
selection

EM fit to tone
model

Tracking agents –

Jo et al. [12] STFT – Harmonic
summation

Stable candidate
+ rule-based
selection

Implicit

Marolt [32] STFT Noisier
harmonics

EM fit to tone
model

Tracking agents –

Paiva et al. [4] Auditory model Autocorrelation
peaks

Summery
correlogram

Multipitch
trajectories and
note detection

Salience valleys

Rao and Rao [16] FFT with high
resolution

Main lob
matching
magnitude

SMS and TWM Dynamic
programming

NHC threshold

Ryynänen and
Klapuri [10]

STFT Spectral
whitening

Harmonic
summation

HMM + global
HMM

Silence model

Salamon and
Gómez [1]

Eqal loudness
filter and STFT

IF-based peak
correction

Harmonic
summation

Countour
tracking

Salience
distribution

Sutton [36] Semitone +
bandpass

NA NA Monophonic
pitch tracker
HMM

Confidence
HMM

Hsu and Jang [8] Harm/perc sound
separation +
MRFFT

Vocal partial
discrimination

Sub-harmonic
summation

Dynamic
programming

Classification

Yeh et al. [15] Harm/perc sound
separation +
MRFFT

Vocal partial
discrimination

Sub-harmonic
summation

HMM –

Tachibana et al. [18] proposed a quite different strategy, which is based on the
time variation of the melody compared to longer chord notes. Harmonic-Percussive
Sound Separation (HPSS) approach is used for this purpose. The model was ini-
tially intended for harmonic separation from percussive components in a music mix
by splitting channels which are smooth in time (harmonic content) and channels
which are smooth in frequency (percussive content). The algorithm can be used to
distinguish “continuous” sounds from “temporarily variable” (melody + percussive)
sounds by altering the window duration used for assessment. The algorithm will
run again once for the removal of percussive components in its initial form after
the accompaniment is removed. The melody of the signal should be considerably
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improved after these two passes. By applying dynamic programming, the sequence
of melody is obtained directly from the improved signal spectrum by discovering the
route to maximize the MAP of the frequency sequence, in which the probability of
a spectrum-specific frequency is proportional to the weighted sum of multiples for
energy and the possibilities of transformation are based on the distance between two
sub-sequent frequency values. Detection of voicing is performed by setting a limit
on the range between the two signals generated by the HPSS algorithm’s second run
(the melody signal and the percussive signal).

For comprehensiveness, a few singing speech source separation techniques are
briefly discussed here. As already noted, although these techniques have not been
assessed in aspects of melody extraction, they can either be used as a preprocessing
phase comparable to the previously described approaches, by incorporating them
with a tracking method for monophonic pitch that measures the melody fundamental
frequency f0 series from the separated speech signals. The fact that the accompa-
niment of music commonly has a recurring structure while there is various variety
in tone is another approach to separate the lead voice. Huang et al. [19] take advan-
tage of this assuming that the accompaniment’s spectrograph can be modeled on a
low rank matrix and a sparse matrix on the voice’s spectrogram. Rafii and Pardo [20]
proposed a distinct way to exploit repetition. First, they use autocorrelation applied
to the spectrometric blend to determine the time of the accompaniment repeatedly.
After calculating the median of successive repeat spectrograms, they get a spectro-
gram that only includes a repeating signal (accompanying). This spectrogram is used
to distinguish the accompaniment from the voice by using a time-frequency mask.

2.3 Data-Driven Approaches

As we have already discussed, most of the algorithms are based on salience function
and source separation from the music mixture, and data-driven-based approaches
have been rarely explored. But in recent year, this type of approach turns as emerging
area of research. This approach can be divided into following steps.

Preprocessing: In this step, some spectrogram is used to visualize the distribution of
energy in time and frequency domain both of music signal. Most of the researchers
used the spectrogram with hanning windows [21, 22] while Su [23] uses the high
pass filter to allow high frequencies to get pass while cutting low frequencies in
preprocessing step. Mainly, hamming window is used to reduce the effects of the
leakage that occurs during spectral transform.

Spectral transform: Preprocessed signal is now ready to be chopped into frames.
Each of theses frames goes through some transformation function to gain spectral rep-
resentation.Most of the authors applied STFT because where the frequency elements
of a signal differ over time, it supplies time-based frequency information [21]. Huang
et al. [24] used Constant—Q Transform (CQT), as a time-frequency representation
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for music recordings. CQT is essentially best suited and resulting representation is
very least dimensional in comparison with STFT.

Activation function: Activation functions are very essential in order to study some-
thing very complex and non-linear complicated structure between inputs and respon-
sive variable in Deep Neural Network (DNN) and to make sense of it. ReLU function
is the mostly used activation function because it does not saturate and very quick
to obtain [22, 23, 25]. Park et al. [21] and Fan et al. [26] applied sigmoid function
instead of ReLU function.

Processing: Kum et al. [22] come up with the idea of multi-column deep neural net-
works for melody extraction. They used this model as classification-based approach
and trained each of neural network to predict a pitch label. They combine the out-
put of networks and post-processing it with hidden Markov model and inferred it as
melody contour. Radenen [27] proposed a system based on combining two deep neu-
ral network for estimating the fundamental frequency of melody. Recently, Park and
Yoo [21] come with the idea of long short-term memory recurrent neural network to
extract the melody and simultaneously detecting the frame where melody is present.
A convolution neural network based on patch has been introduced by Su [23] to
extract vocal melody from polyphonic audio files. They have considered that a short
pitch contour is sufficient to differentiate voiced melody from accompaniment and
data augmentation is absent. Huang and Liu [24] combined the concept of harmonic
structure and neural network and named as deep harmonic neural network while Lu
and Su [28] proposed an algorithm based on deep convolutional neural networks
with dilated convolution as semantic segmentation tool (Table2).

Table 2 The data-driven-based approaches

Algorithm Preprocessing Spectral
transform

Activation
function

Processing Approach

Dogac et al.
[25]

Log-
spectrogram
with hamming
windows

STFT +
source filter
nonnegative
matrix
factorization
(SF-NMF)

ReLU CNN- RNN Classification
based

Hyunsin et al.
[21]

Spectrogram
with hanning
windowing

STFT Sigmoid LSTM- RNN
+ Harmonic
sum loss

Classification
based

Su [23] High pass
filter

STFT +
combined
frequency and
periodicity
(CFP)

ReLU Patch based
CNN

–

(continued)
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Table 2 (continued)

Algorithm Preprocessing Spectral
transform

Activation
function

Processing Approach

Kum et al.
[22]

Spectrogram
with hanning
windowing

Augmentation
pitch shifting

ReLU MCDNN +
HMM Viterbi
smoothing

Classification
based

Yuzhi et al.
[24]

Spectrogram Constant Q
transform
(CQT)

– DHNN +
beam search
tracking

–

Fan et al. [26] Magnitude
spectrum

STFT Sigmoid DNN + root
mean squared
gradient
RMSProp +
dynamic
programming

Source
separation
based

3 Datasets

As we have discussed the approaches to evaluate the melody of audio file. In this
section, datasets which are commonly used formelody extraction has been discussed.
There are many datasets collected by distinct research groups for melody extraction.
Some of them are freely available for research in the field of MIR. Table3 represents
the datasets and their descriptions.

MIREX05: Most commonly used datasets in melody extraction field that are gen-
erated from MIDI files. There are various genres available like Rock, Pop, Jazz,
classical piano and so on. This database is recorded on single channel, with 16-bit
with 44,100Hz sampling rate of 20–30s segments [29].

Medley DB: This dataset consists of 196 total number of tracks recorded inWAVfile
with 44.1 kHz sampling rate in 16-bit. Medley DB is basically recorded by singer
having genres like classical, rock, folk, jazz, etc. [30].

Table 3 Dataset collections and its description

Name Sampling rate
(in KHZ)

Pulse code
modulation
(in bit)

Genres Duration
(in seconds)

MIREX 2005 44.1 16 Rock, Pop, Jazz,
Piano

20–30

Medley DB 44.1 16 Classical, Rock,
Folk, Jazz

–

MIR-1K 16 16 – 4–13

ADC 2004 44.1 16 Daisy, Jazz,
Opera, MIDI, Pop

20
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MIR-1K: This is generated by group of 11 males and 8 females non-professional
group of singers. The duration is between 4 to 13seconds and the total length of the
clip is 133min. 1000 song clips were recorded at both right and left channels. This
dataset is publicly available recorded with 16 kHz sampling rate [26].

ADC 2004: This dataset consists of four excerpts of each genres pop, jazz, daisy,
opera and MIDI. It contains 20 audio clips recorded at sampling rate of 44.1 kHz
and about 20 s duration with 16-bit pulse code modulation [22].

4 Performance Measures

In melody extraction approaches, two goals are accomplished: Firstly estimate at
which interval melody is present and when it is not, and estimate pitch of the melody.
For evaluating the performance of approaches for a given music file, we have to
compare the ground truth with the algorithms outcome [1]. The actual series of fun-
damental frequency representing the melody of music file is containing in ground
truth file having format as the format of outcome file. In this section, we have dis-
cussed some of the performance measures commonly used for melody extraction
algorithms.

Let vector f and F represents the uni-dimensional estimated melody pitch fre-
quency sequence and ground truth frequency sequence, respectively. v indicates the
voicing indicator vector, whose i th element vi = 1 when i th frame is estimated as
voiced (i.e., particular frame where melody is present), with corresponding ground
truth V . Unvoicing indicators represented by v̄i = 1 − vi .

4.1 Voice Recall (VR)

The ratio of frames is labeled as voiced frame with the ground truth melodic frame,
i.e., true labeled frames of melodic/ground truth melodic frame.

VR =
∑

i vi Vi
∑

i vi
(1)

4.2 Voicing False Alarm (VFA)

The ratio of mistakenly estimated frames as melodic frame with frames is labeled as
non-melodic.

VFA =
∑

i vi v̄i∑
i v̄i

(2)
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4.3 Raw Pitch Accuracy (RPA)

The portion of correct pitch of frames that are correctly detected as melodic and
frames which are correctly pitch but estimated as unpitched with the frames that are
ground truth melody frame.

RPA =
∑

i viτ [ζ( fi ) − ζ(Fi )]
∑

i vi
(3)

where τ is described by the threshold feature and defined by:

τ [a] =
{
1 if |a| < 50

0 if |a| > 50
(4)

And ζ maps a frequency value to a motivated axis, where each semitone is seg-
mented into 100 cents. Frequency can be described over a reference frequency fref
by a significant value number of cents.

ζ( f ) = log2

(
f

fref

)

(5)

4.4 Raw Chroma Accuracy (RCA)

It is the same thing as the RPA except ignoring the octave error (i.e., both the ground
truth and estimated frequency sequence are mapped on a single octave).

RCA =
∑

i viτ [〈ζ( fi ) − ζ(Fi )〉12]
∑

i vi
(6)

where,

〈a〉12 = a − 12� a

12
+ 0.5� (7)

4.5 Overall Accuracy (OA)

Overall accuracy is nothing but the ratio of frames is correctly labeled with melody
and pitch both. If L is total number of frame, then OA can be described as:

OA = 1

L

∑

i

Viτ [ζ( fi ) − ζ(Fi )] + V̄i v̄i (8)
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5 Melody Extraction Applications

The progress made during the last decade in algorithmic efficiency of melody extrac-
tion techniques now allows adequately excellent outcomes to buildmore complicated
systems on them. In this section, we are discussing few of these systems, where
melody extraction techniques play a crucial role.

Classification: Automatic music classification tries, through the automatic alloca-
tion of descriptive labels, to assist individual consumers and executives of big music
distributors to organize their collections in these collections. Music genre (Rock,
Pop, Folk, Jazz, etc.) is the most favorable labels for organizing the music. In [3],
the writers introduce a model for genre classification on the basis of melodic char-
acteristics that have been achieved using melody extraction. The writers show how
these characteristics can help enhance classification precision with more frequently
used timbral characteristics, like Mel-Frequency Cepstral Coefficients (MFCC).

Music retrieval: Music retrieval is one of the most highly beneficial systems for
melody extraction, which is, by observing and comparing songs, helping consumers
discover the songs, however, they are interested in or explore new musically. Here,
we emphasize two different and related recruitment applications in this large appli-
cation field: version identification (version ID) or also cover song ID and Query-By-
Humming (QBH) applications. The tack of version ID is to automatically retrieve
various releases of musical recordings supplied to the user by the system. To detec-
tion of possible violations of copyright on Web sites (e.g., YouTube), in order to
automate the evaluation of how artists and musicians affect the composition of each
other. Although the melody is one of the few unchanged aspects of music across var-
ious versions, various studies examined the usages of melody extraction in version
ID, whether it is to try and transcribe it fully [31], using it as an intermediate repre-
sentation for computing similarity [32] or merging it with another key characteristics
(e.g., accompaniment, bass-line or harmony) [33].

QBH systems aim to assist the client in the circumstance where he recalls the
song’s melody but has no publisher data (e.g., artist, album or title). Applications
based on QBH assist the client to collect this data by permitting them to hum or sing
the melody. Although there was still no professional melody extraction scheme for
QBH system, promising findings were presented in the study models [33].

Transcription: Although mid-level melody frequency representation is already
extremely helpful but sometimes desirable to transcribe to western symbolic nota-
tion. Music transcript is a unique and appealing goal to help consumers understand
music by generating automatic scores [10]. The broad variety of methods created
for symbolic melodic resemblance and retrieval may be applied by acquiring a sym-
bolic representation of the melody [34]. Transcription can be obtained by applying a
melody extraction approach quantized its output to generate a musical note on time
and pitch.
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De-soloing: In this process, lead instruments are removed from a polyphonic music.
In source separation techniques, melody extraction can be utilized by offering a
melody’s “score” as a first step toward de-soloing.

6 Challenges

High degree of polyphonic instrumental music: While most methods can handle
instrumental music, many are specially adapted to vocal music due to the huge
vocal music popularity and the distinctive voice of people which systems can take
advantage of. If extraction of melody from instrumental music is handled adequately,
then we can create systems that generalize to a wider spectrum of music materials.
Compared to vocal melody extraction, this poses two difficulties: firstly, instrumental
sound is not as limited as vocal music. Instruments have a broader variety of pits,
can quickly generate changeable pitch patterns and can include big pitch jumps.
Secondly, in timbre and on the pitch contour of the particular notes, the tool playing
the melody can be nearer to other tools that make it more difficult to separate the
melody from its accompaniment.

Irrespective of what the instrument is playing, the job is more difficult as we raise
the number of instruments in the music mix. This makes it more difficult to properly
identify particular pitching sources and to overlap spectral content. Even if the pitch
attributes of distinct notes are properly differentiated, it is now extremely difficult to
see which of them pertain to the melody.

Voicing detection: As we have discussed earlier, to achieve high overall accuracy
there must be higher raw pitch accuracy and better voicing detection approach. Most
of the techniques concentrate mainly on the former melody extraction aspect and less
on the latter, some of them even do not involves a voicing detection step. At present,
most efficient algorithms for voicing detection have an average false alarm rate.
In [1], the researchers observe that the greatest possible increase in their algorithm’s
efficiency would be a reduction of false alarm voices.

7 Conclusion and Future Perspective

In this chapter, comprehensive study about the melody extraction approaches and
their algorithmic design as well as potential systems, where melody extraction tech-
nique can be applied, has been briefly discussed.Melody can be defined as the estima-
tion of predominant fundamental frequency f0 from the melodic line of polyphonic
music. The wide range of algorithms for melody extraction has been recognized.
These approaches can be classified based on key concepts used in the algorithmic
design, namely salience based, source separation based and data-driven approaches.
The data-driven approaches perform better than the conventional salience-based
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techniques and source separation-based approaches.Data-driven approach has poten-
tial to improve performance if training dataset is augmented by pitch shifting and
modifying the pitch label accordingly. To evaluate the melody extraction algorithm,
various performancemeasures have been discussed. It has been observed thatmelody
extraction concept has been utilized in various applications such as classification,
music retrieval, transcription and de-soloing. High degree of polyphonic instrumen-
tal music makes the melody extraction job more difficult as the raising of number of
instruments in the music. Voicing detection algorithm can be utilized to improve the
high overall accuracy.
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Chapter 11
Comparative Analysis of Combined Gas
Turbine–Steam Turbine Power Cycle
Performance by Using Entropy
Generation and Statistical Methodology

Kaushalendra Kumar Dubey and R. S. Mishra

1 Introduction

The precious quantity of heat is lost during the combining of two different power
generation systemwhichwill affect the plant performance. The first law of thermody-
namics defines the energetic criteria of system. It is incapable to give the information
about thermal deficiency due to irreversibilities in process. The estimation of real
performance of thermal system and quality of energy are possible by the exergy
analysis. The entropy generation approach established the energy–exergy analysis
for the different thermal utilities of thermal power plant, and statistical methodol-
ogy helps to compare the performance parameters like power output, gas turbine
thermal efficiency, fuel consumption and exergetic efficiencies at different com-
bustible gases which are utilized in combustion process. The Taguchi optimization
method is used for the parametric analysis in the present work for findings of possi-
ble overall efficiency, heat loss and gas turbine performance with the combination of
operating temperature, pressure ratio and different fuel gases. The main objective of
energy–exergy modeling is to identify losses in components and true performance
of plant.

Several researches have been conducted on performance analysis of power plant
and parametric optimization by using statistical analysis tool. The authors conducted
exergy destruction analysis of gas turbine-based cogeneration thermal plant and
observed the effect of compression ratio, steam pressure, turbine inlet temperature,
refrigeration temperature, etc. Another research analyzed the exergy performance of
ejector-absorption refrigeration system which is efficient by 8% in the application of
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wastage-heat-combined power system with refrigeration effect [1–3]. Sapele, Nige-
ria, based low-power generation category steam power plant of 75 MegaWatt (MW)
has computed maximum exergy destruction as 87.3% in boiler and plant exergy
efficiency as 11.03%. The higher energy loss in boiler signifies the treatment of
boiler utilities. The exergonomic concept for different power generation techniques is
reviewed. Authors addressed the boiler and condenser component which have major
exergy destruction in case of Rankine power cycle, whereas combustion chamber has
major exergy destruction in case of gas turbine power plants [4–6]. Authors explain
about exergy as the maximum rate of work, which is the theoretical limitation of
system and undoubtedly shows that no real system can conserve exergy and can be
recovered [7]. The exergetic performance of the re-powered Rankine cycle with gas
turbine concluded that combustion chamber and boiler have more irreversibility in
GT and ST plants, respectively. Researcher developed a computational model for the
parametric investigation. Their analysis involved the effect of compression ratio of
used combustion gas, turbine inlet temperature and boiler pressure on the energetic
and exergetic performance [8]. The energy–exergy modeling is the performance in
terms of energy–exergy analysis of several thermal systems like ammonia–sodium
thiocyanate absorption system, organic Rankine cycle and combined cooling power
generation plant (CCPP), it provides the opportunity to improve and identify the
location of losses, losses mainly occur during the operation, and it is remarked as
exergy destruction. The performance assessment of energy and exergy analysis of
various configurations of the CCPP plant for waste heat recovery through HRSG
and equivalent payback period is also estimated [9–11]. The physical system’s sim-
ulation and quantitative modeling is mainly dependent on the mathematical models
for accuracy and optimized design with multitude of parameters, furthermore, sta-
tistical mathematics implemented for error estimation, parametric comparison and
optimization for both actual and model data examination. For modeling and analy-
sis, generally traditional mathematical approaches have been incorporated, but com-
plex problems can be solved by soft computing, fuzzy logic and neural networks
approaches [12]. The another type of plant data analysis deals with statistical model-
ing techniques like regression model, least square method, maximum likelihood esti-
mator (MLE) method, autoregression integrated moving average model (ARIMA),
and multiple linear regression (MLR), artificial neural network (ANN), root mean
square error, etc., for error identification, parametric comparison and complex prob-
lem solving [13–18]. The parametric analysis of geothermal power plant is estimated
by using multiple linear regression method, and ANOVA-I and II. The another math-
ematical tools like ANN, Toguchi have been conducted for organic Rankine cycle
performance analysis and compared with R-analysis tool for error estimation and
parametric comparison in recent research work [19, 20].
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2 Brief of Combined GT-ST Power Generation System

The proposed plant is integrated with gas turbine and steam turbine with HRSG
system. The exhaust temperature from gas turbine has the potential to run the steam
turbine plant through HRSG. The steam power plant thermal efficiency is fixed with
maximum possible efficiency, 36%, because the gas turbine power cycle works as
topping cycle, and the variation in GT plant will affect the overall performance of
plant. The layout of proposed plant is shown in Fig. 1, and operational conditions
and combustible gas properties have been listed in Tables 1 and 2.

The combined GT-ST plant is integrated with GT power generation and ST power
generation. The following process is given below in Fig. 1 as per thementioned plants
schematic.

Process: 1-2-Isentropic compression of atmospheric air in GT plant.
Process: 2-3-Combustion of gas in combustion chamber-1 of GT plant.
Process: 3-4-Isentropic flue gas expansion in gas turbine of GT plant.
Process: 4-5-Combustion of flue gas in combustion chamber-2 of GT plant.
Process: 5-6-Stack flows out.

Fig. 1 Thermodynamic schematic of combined GT-ST plant
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Process: 6-a-Steam generation in HRSG of ST plant by utilizing exhaust heat
from GT plant.
Process: a-b-Isentropic steam expansion and steam turbine working performance
of ST plant.
Process: b-c-Steam condensation and heat rejection of ST plant.
Process: c-d-Pumping of condensed water and makeup water and supplying it to
HRSG of ST plant.

3 Plant Operation Condition

3.1 Thermodynamic Analysis and Statistical Modeling
of Combined GT-ST Power Plant

The governing equation of analysis is based on energy–mass conservation and
entropy generation principle of thermodynamics. The linear regression method is
used in terms of Taguchi model for parametric optimization for the GT-ST plant per-
formance. Mass and energy balance equations have been applied in all thermal util-
ities. In order to simplify the analysis, some fundamental assumptions and proposed
analysis are adopted from PK Nag for combined GT-ST model [20, 21]:

1. The thermodynamic process is assumed as steady flow with consideration of
control volume (CV) system.

2. The isentropic performance is considered for compressor, pumps and both GT
and ST turbines.

Apply mass–energy and first law energy equation in all utilities of GT plant. The
thermodynamic relation and equations for power plant components are as follows

Compressor
The work done by the compressor is the function of operating condition of air intake
through compressor, and the outlet temperature can be expressed as follows:

P1 = 1 bar, P2 = 8 bar, T1 = 25 °C = 298 K and ηc = 0.88

T 2

T 1
=

(
P2

P1

) (γ−1)
(γ ∗ηc )

(1)

Wcomp = mair × Cpair(T 2 − T 1) (1a)

Combustor
The pressure drop (�Pcc) across the Cis as follows

P3/P2 = (1 − �Pcc) (2)
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Assume flow rate of flue gas as 1 kg/s and that of fuel f kg/s

The mass flow rate of air = (1 − f )kg/s (3)

Therefore,

f × CV f = m f × Cpgas(T 3 − T 4)−(1 − f )Cpair(T 2 − T 0) (4)

Air Fuel Ratio = A

F
= (1 − f )

f
(5)

Octane combustion reaction occurs as follows (it will vary for all mentioned fuel
gases)

C8H18 + 12.5 O2 = 8CO2 + 9H2O (6)

For stoichiometric combustion A/F ratio = (12.5×32)
(0.232×114) = 15.12

(C8H18 = 12 * 8 + 1 * 18 = 114)

Gas Turbine
The GT outlet temperature is estimated by isentropic efficiency (ηGT), and the GT
inlet temperature (T3) and gas turbine pressure ratio (P3/P4) are as follows:

P4 = 1.05 bar, T3 = 900 °C

T 3

T 4
=

(
P3

P4

) (γ−1)(ηGT)
(γ )

(7)

Heat Recovery Steam Generator (HRSG)
The flue gas temperature at inlet of HRSG is calculated by

Let the pinch-point temperature differences (T5 − Tf ) be 30 °C
(pinch point at exit of GT and inlet of ST)
Tf = (Tsat)40 bar = 250.4 °C
T5 = Tf + 30 °C
(The enthalpy and entropy values taken from the steam properties table are as per

the operating condition)
From mass and energy balance between GT and ST,

mgas × Cpgas(T 4 − T 5) = msteam
(
ha − h f

)
(8)

And

air flow rate entering the compressor = mair = (1 − f )mgas (9)
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Fuel mass flow rate mfuel = w f = f × mgas (9a)

Then, energy interaction between HRSG and stack flow, and temperature of stack
flue gas are as follows

1.14(482 − T 6) = 0.106(3272 − 721.1) (9b)

Stack flow temperature = T6

Power Output of GT-ST Plant
The combined GT-ST plant power output is achieved by the net workdone by both
gas turbine and steam turbine, and the total work of GT and ST plant is given by

W total = WST plant + WGT plant

But, the steam turbine workdone is a function of isentropic efficiency of steam
turbine, which is given already, so thermal equation for steam turbine work in terms
of enthalpy across inlet and outlet of ST is as follows

WST = ws(ha − hbs) × ηst (10)

From enthalpy and entropy equation between steam turbine expansion process,

h = h f + xh f g and s = s f + x s f g (11)

After expansion of steam, steam quality also occurs in terms of dryness fraction,
and entropy is also changed as follows

So,

sbs = s fb + xbs × s f gb (12)

And

Enthalpy at condenser line = hbs = h fb + xbs × h f gb (13)

Workdone by GT plant depends on the difference between gas turbine work and
compressor work consumption, and the combined equation for WGT and WCOMP is
as follows

WGTplant = WGT − WCOMP (14)

WGTplant = mgas × Cpgas(T 3 − T 4)

− mair × Cpair(T 2 − T 1) (15)
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When two plants are combined, there is always some heat loss. If heat rejected
by GT plant as topping cycle is absorbed by ST plant as bottoming cycle, then lost
heat is the coefficient in the exhaust stack

XL =
(
wg × Cpg(T 6 − T 1)

w f × CV f

)
(16)

For the overall thermal efficiency, the topping and bottoming cycle are evaluated
by considering heat lost between topping and bottoming cycle, The overall efficiency
of plant is as follows

ηoverall plant = ηST plant + ηGT plant−ηST plant × ηGT plant − ηST plant × XL (17)

The plant efficiency of GT and ST plant depends on workdone by both turbines
and heat supplied through combustion chamber and HRSG, respectively, in GT and
ST plant. The equations for efficiencies are as follows

ηSTplant = (ha − hb)/(ha − he) (18)

Put all values of enthalpy from Eqs. 10–13

ηGTplant = (WGT)/
(
w f × CV f

)
(19)

From Eq. 17 ηoverall

Exergy Analysis

Assume exergy flux ψ = (�G0/�H0) = 1.0401 + 0.1728 (h/c) (20)

where �H0 = wf × (CV)0
And (h/c)—mass ratio of hydrogen to carbon in octane (C8H18) fuel.
From Eq. 20, exergy input = �G0 = ψ × �H0

T0�S0 = �G0 − �H0 (21)

Exergy destruction of components due to irreversibility in process, The all equa-
tions of irreversibility are in terms of TdS form, where temperature T is ambient
temperature as T 0

Compressor

Rate of energy dissipation in compressor
(
Icomp

) = waT0

(
Cpa ln

T 2

T 1
− Ra ln

P2

P1

)

(22)
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But, Ra = Cp

(
γ−1
γ

)
.

Combustion Chamber
The irreversibility in CC is estimated by the energy balance between product,
reactants, air and used fuel, respectively.

Icc = T0

[
wg

{
Cpg ln

T 3

T 0
− Rg ln

P3

P0

}
−

{
wgCpg ln

T 2

T 0
− waRa ln

P2

P0

}
+ �S

]

(23)

Gas Turbine

Rate of energy lost or work lost in GT = IGT = wgT0

[
Cpg ln

T 4

T 3
− Rg ln

P4

P3

]

(24)

HRSG
Rate of energy lost in heat recovery steam generator—IHRSG

IHRSG = T0

[
ws(sa − se) + Cpgln

T 6

T 4
− Rgln

P6

P4

]
(25)

Steam Turbine
Rate of energy or work lost in the steam turbine = IST

IST = T0ws(sb − sa) (26)

Exergy lost due to exhaust flue gas

IEXHFLUEGAS = T6∫
T 0

(
1 − T 0

T

)
dQ = wg × Cpg

[
(T 6 − T 0) − T 0 ln

T 6

T 0

]
(27)

Exergetic Efficiency = ηEX = Total Output

Exergy Input
(28)
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Linear Regression Analysis—Taguchi Method
The Taguchi-based linear regression model is used in this analysis for both overall
and gas turbine. The five different gases have been used in combustion chamber at
different pressure ratios and operating temperature ranges.

Taguchi model helps to identify the suitable combination of input factors for
optimized result of plant operation.

The mathematical expression for expected value of performance parameters as
follows which give the optimized result in all set of available factors and level of
operating conditions.

AP + BQ + CR − 2Y (29)

where A, B, C are response level values and P, Q, R are mean value of response. Y
is average value of total runs of operating parameters.

In the present statisticalmodel, five levels of three factors (pressure ratio, operating
temperature and type of fuel gases) have been considered. And, overall efficiency, gas
turbine efficiency, heat loss in GT plant, exergy of compressor, exergy of combustion
chamber and exergy of gas turbine-like resultant parameters are investigated. All
factors and its level are given in Table 3.

Above-mentioned factors and its level are analyzed by L25 model of Taguchi
analysis.

Taguchi Model
Taguchi orthogonal array design

L25(5**3)
Factors: 3
Runs: 25
Columns of L25(5**6) Array 1 2 3

Table 3 Factors and levels of combined GT-ST power plant

Factors (input operational factor) Level

1 2 3 4 5

A-pressure ratio in bar 6 7 8 9 10

B-operating temperature at inlet of GT in
°C

500 600 700 800 900

C-fuel gases Methane Ethane Propane Butane Propane
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Taguchi Analysis

Response Table for Means

Level      A      B      C
1      39.80  32.60  45.80
2      42.00  38.00  39.60
3 41.00  42.80  40.60
4      41.60  45.60  40.40
5      41.80  47.20 39.80
Delta   2.20  14.60   6.20
Rank       3      1      2

Analysis of Variance for SN ratios
Source          DF   Seq SS   Adj SS  Adj MS      F      P
A                4   0.6840 0.6840  0.1710   0.38  0.816
B                4  35.6924  35.6924  8.9231  20.01  0.000
C                4   6.1002   6.1002  1.5251   3.42  0.044
Residual Error  12   5.3525   5.3525  0.4460
Total           24  47.8290

4 Results and Discussion

The observations and results of combined GT-ST plant are mentioned in tables and
different figures. The general plant output and exergy of components are given in
Tables 4 and 5, respectively. The present results consider ethane gas as a fuel gas
in gas turbine plant with all the permissible conditions for plant working, which is
already mentioned in Table 1.

The major highlights of combined GT-ST results in Table 4 show 38, 27 and 41.7
of ST plant efficiency, GT plant efficiency and combined GT-ST plant efficiency,
respectively, with the 35.4% of heat loss during the GT and ST cycle combination.
The 247 °C of stack flow temperature from HRSG has huge potential for cooling or
refrigeration plan works as a generator heat source. Table 5 contains the results of
actual useful energy of components of plant. The combustion chamber of GT plant
has higher energy loss with 41.6%, whereas GT utilizes maximum energy of input.

Table 4 Observations of GT-ST plant performance

WSTplant 29 MW mgas/mair/mfuel 275.4 kg/s/271.3 kg/s/4.46 kg

WGT plant 53 MW Heat lost during combining of
GT-ST cycle = XL

35.4%

ηSTplant 38% Stack flow temp (T6) 247 °C

ηGTplant 27% ηoverall plant 41.7%
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Table 5 Exergy balance of GT-ST power plant components

Compressor Ex_loss 6613 kW Exhaust flue gases
Ex_loss

17,760 kW = 8.3%

Combustion chamber
Ex_loss

88,661 kW = 41.6% Total ILOSS or
destruction = ∑

I loss
132,945

Gas turbine Ex_loss 5646 kW = 2% Exergy input (�G0) 212,810 kW

HRSG Ex_loss 7583 kW = 3.5% Total output 82,000 kW

Steam turbine Ex_loss 6412 kW = 3% Exergetic efficiency =
ηEX

38.5%

The overall efficiency of plant is estimated as 41.7%, but the actual plant performance
is calculated as exergetic efficiency as 38.5%. This result is recommended for the
plant operation as per the operating conditions for ethane gas.

4.1 Effect of Performance Parameters on Plant

4.1.1 Effect of Compression Ratio on Overall Efficiency with Different
Gases

The compression ratio helps to enhance the gas turbine inlet temperature, and higher
temperature of GT inlet gives higher thermal efficiency. Figure 2a–e are showing the
effect of compression ratio in overall efficiency of combined GT-ST plant with five
different gases burning in combustion chamber of GT plant. Methane gas has always
higher efficiency with high CR and temperature values, whereas other gases have
valuable output with all ranges of CR values. The performance is also influenced by
the heat loss during the coupling of GT-ST cycle.

4.1.2 Effect of Heat Loss and Gas Turbine Efficiency in Overall
Efficiency of Plant

The overall plant output is greatly affected by the heat loss. The maximum possible
GT efficiency is achieved as 42% at 900 °C with methane gas firing as shown in
Fig. 3a. The heat supply through combustion chamber is converted intoGTworkdone
and GT cycle heat rejection further, but rejected heat of GT cycle is utilized through
HRSG of steam power plant for ST work output. If heat loss is more, then overall
performancewill decrease as shown in Fig. 3b.At low temperature of gas turbine inlet
temperature, heat loss is more, but at higher temperatures, rejected heat is completely
utilized, and minimum heat loss enhances the overall performance which is justified
in Eq. 17.
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4.1.3 Exergy Loss

The maximum loss in terms of exergy loss occurs in combustion chamber of GT
plant as 41.6% in this analysis, and it is due to the incomplete combustion, unburnt
fuel and heat loss to the surroundings. Exergy destruction of all components is shown
in Fig. 4. Stack flow heat loss is also considered as major factor in exergy destruction
at high temperature of stack flow. It should not be more than 250 °C.

Fig. 4 Components exergy
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4.1.4 Optimized Result for Overall Efficiency and Heat Loss
by Statistical Modeling

Figure 5a, b explains the suitable combination for performance of GT-ST plant which
is achieved by the 5-5-1 combination of A, B, C factors, and it concludes that the
10 bar of compression ratio with 900 °C of gas turbine inlet temperature of maximum
temperature of GT-ST plant gives the 47.6% of overall efficiency by using methane
gas as a fuel in CC of gas turbine and at same combination estimates 30.6% of
minimum heat loss. The residual plot in Fig. 5a also gives the perfect fit curve of
linear regression model that means the factors’ combination of 5-5-1 is suitable for
this analysis under the different levels of pressure ratio, operating temperatures and
gaseous fuel.

From Eq. 29—AP + BQ+CR − 2Y (Y is average value all 25 values of
efficiencies)
where P, Q and R are taken as 5-5-1, A5 + B5 + C1 − 2(43.1)
From response table of Taguchi analysis—41.8 + 47.2 + 45.8 − 2(43.76)
Optimized value of overall efficiency—47.23% (near to actual value of overall
efficiency)
The actual plant overall efficiency estimated by thermodynamic approach is 47.6%
and optimized value of same parameter is 47.23% by using linear regression
method of Taguchi model.

5 Conclusions

Energetic criteria deal by the first law of thermodynamics, whereas exergetic criteria
defined by the second law of thermodynamics, and it gives the real performance
of thermal systems. The present analysis carried energy and exergy approach of
thermodynamics with mathematical statistical modeling for optimized results with
the different levels of performance factors. The highlights of this analysis have been
mentioned below

1. The performance of combined GT-ST plant is influenced by gas turbine perfor-
mance and as well as affected by heat loss. The temperature value of stack flow
at the compression of 8 bar and 900 °C has sufficient potential for heat recovery
and employment of trigeneration system further.

2. The assessment of exergy destruction is important for actual plant performance.
The determination of exergy loss estimation of various components helps to iden-
tify the components for controlling heat loss or re-designing of identified parts.
Combustion chamber and heat recovery steam generator have major exergy loss
in GT and ST plant, respectively. Steam turbine exergy destruction is more than
gas turbine destruction due to pressure reduction and steam condensation during
the expansion of steam. It indicates that the temperature at the inlet of steam
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turbine must be high as per materialistic temperature limit of turbine material.
Superheated steam is required for the achievable turbine performance.

3. The three major input factors of this analysis in order of compression ratio, gas
turbine inlet temperature and gaseous fuel type have been considered with the
five levels of different operating conditions. The GTIT factor has significant
impact on plant performance, whereas CR values have minimum influence. The
CR value is most effective for methane and ethane gas fuel at high temperature of
GTIT, and other gaseous fuel have no significant output in CR values, as shown
in Fig.3.

4. The linear regression fit curve is also perfect for the present analysis, and the
combination of all three factors are in order of 5-5-1 for optimized result as
10 bar of CR generates 900 °C with the methane gas burning that estimates
47.6% of overall efficiency and 30.1% of minimum heat loss.

5. The actual efficiency is achieved by the approach of energy–exergy analysis,
and expected result is obtained by the Taguchi method of DOE. Both results are
more close, so it justifies the present statistical model which is suitable for this
multi-parametric analysis.

The both approaches of analysis give the comparative and optimized solution
for plant operation at suitable operating condition. The present statistical model of
DOE helps to compare the actual and expected values for plant performance study,
machinery optimization, components identification for controlling heat loss, best
combination of factor with the large range of input operating parameters.
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Chapter 12
Data Mining—A Tool for Handling Huge
Voluminous Data

Seema Maitrey and Yogesh Kumar Gupta

1 Introduction

Tremendous and exceedingly huge data is being accumulated recently almost in
every field and growing continuously. The precious information is concealed in large
databases. It is becoming very difficult and inefficient for researchers to analyze and
retrieve knowledge from such huge tomb of data. Data is voluminous, so human
intervention is not required, thus results in a rapid and economical way of exploring
and analyzing data. Algorithms of data mining are comprised of techniques which
existed few years back, i.e., at least 10 years [1]. Now, they are refined with matured,
reliable and user-friendly tools in such a manner that they have consistently outper-
formed the previous methods. Data mining produced information and knowledge
that got used in several areas, such as education, health care, finance, science, mar-
ket analysis, intelligence agencies, internal revenue service, sports, Web education,
credit scoring, engineering design and many more [2]. The significant use of data
mining in these special areas affects our life in one way or other. It is improved due to
the rise in information technology [3]. These fields are making the use of databases
technology, parallel computing, distributed computing.
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1.1 Unavailability of Past Data

Many businesses and the organizations possess huge voluminous data but were not
able to store such vast data in the past. Today, decision support system (DSS) is used
in making decisions for the organizations, but a few years ago, the online transaction
processing (OLTP) systems were key to business. Due to the resources issue in the
6 past, the usage of any service, e.g., disk space, processing cost, data retrieval,
etc., has been costlier in comparison with the current time. Thus, it became a major
reason for not storing historical data [3]. In the current time, the disk storage is
not a problem and hence has become increasingly affordable. Almost every level of
businesses treats their data as a corporate asset overmoney and uses it for competitive
advantage. For instance, looking at the previous purchasing behavior of customers
helps in identifying and predicting their upcoming buying manner. Thus, most of
the businesses are extracting their archived patterns to evaluate strategies to explore
their business growth potential [4]. Almost every organization is investing in setting
up their own data warehouse so as to get more and more benefit from the precious
information that is concealed in their data [5]. As soon as the data warehouse was
set up and build, the data mining process come into focus [6].

1.1.1 New Business Challenges

Although there exist easily affordable systems to store andmanage huge collection of
data, yet the businesses encounter new challenges. For instance, the concern regard-
ing software systems and hardware devices get sorted out efficiently through large
data warehouses. Along with this, the concern was regarding the process required
to convert data into information and finally to obtain the modest advantage. By the
time, the data storage cost has become reasonable and affordable. But, the hardware
configurations like the processor, memory devices, throughput and network remain
constraints. The data collected from the past was so voluminous that many IT man-
agers and business analysts do not know where to start [7]. They were unable to
manage the massive amounts of data and failed to retrieve useful information from
these data. In such critical situation, a process called as data mining came up with
the solution. The upcoming process of data mining greatly relies on the technique of
sampling. It is highly concentrated on pictorial representations for data exploration,
statistical analysis and modeling, and evaluation of the outcome [8]. The database
systems are required to become fast in evaluating query and efficient in retrieving
information from the explosive collection of data. There accumulated 7 abundant
data, but the available DBMS is very time-consuming, so it became essential build-
ing an effective database which can successfully work upon such huge collection of
data [9]. To handle such situation where there is a mismatch in data collection and
the processing power, it is required to make efficient use of the processing power of
the CPU and exploit its ability of parallel processing [10]. We know that there have
been proposed and done many efforts at parallelizing query evaluation, but there is
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still opportunity to enhance existing techniques by merging this advance concept of
parallelization [11, 12].

1.1.2 Outline of Chapter

The chapter is organized into five sections. Section 1.1 provides data mining intro-
duction, unavailability and challenges of the past data. Section 1.2 focuses on the
background of the earlier techniques and the preferred techniques to handle large
databases. Section 1.3 demonstrates the overview of data mining. Section 1.4 gives
patterns to accommodate different data. The key idea from data mining to big data
is represented under Sect. 1.5.

1.2 Background

Fundamentally, data mining identify patterns and trends hidden in that information
which helps to make the decision [13]. Data mining principles have been existing for
many years, but gained popularity and acceptance when there was flood of data, i.e.,
when data resulted in a huge tomb of data or big data. This huge collection of data
resulted in the sudden rise of more widespread data mining techniques. Due to the
collection of the enormous set of data, the approval of simple and straightforward
statistics is no longer adequate [14]. Thus, this required more complex data mining
techniques. The precious information which found embedded in a vast group of data
is extracted by data mining. It has become one of the remarkable areas of data mining
to reveal such hidden information under voluminous datasets [15, 16]. It remains an
issue for a long 8 time when required to take out appropriate information from large
databases quickly. For this purpose, many techniques are evolved [17].

1.2.1 Earlier Technique for Mining Large Databases

There are several techniques found in datamining. They are clustering, classification,
prediction, association, deviation and outlier analysis [18]. Among these techniques,
clustering is taken into consideration for the research which would help in mining
large databases [19], i.e., to be used in data exploration. The valuable information is
hidden in large databases [20].

Preferred Technique to Handle Large Databases Data mining has evolved with
seven operations to handle large databases. They are [21]:

• query and reporting, multidimensional analysis and statistical analysis, predictive
modeling, link analysis, database segmentation and deviation detection [11].

Some efficient methods, such as fuzzy set theory, approximate reasoning and
genetic algorithms, have been made into practical use to handle the very tedious task
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of collecting, analyzing and extracting information from huge amount of datasets.
These became very useful in decision making. Along with this, the knowledge dis-
covery database (KDD) was also enhanced to retrieve information in logical and
efficient manner from any format, such as graph, flow chart, audio, video and many
others [20, 22].

1.2.2 Data Mining: A Combination of Several Fields of Study

Data mining, a multi-disciplinary field, can be shown in the figure [21, 23] (Fig. 1):

(i) Statistics: Deals with analyzing numerical data. Required tools are regres-
sion, clustering, correlation analysis and Bayesian network. A simple Bayesian
network is given below [24] (Fig. 2).

(ii) Artificial Learning: The learning and predicting is based on past or earlier
data that can be managed by using the methods—inductive concept learning,
conceptual clustering and decision tree induction. Figure shows a decision tree
which depicts weather forecasting, as [25] (Fig. 3).

Fig. 1 Data mining: A combination of several fields of study

Fig. 2 Bayesian network with the variables shown in the nodes
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Fig. 3 Depicting weather forecasting using decision tree

(iii) DatabaseManagementTechniques: Such techniques aremainly used to develop
characteristics of the existing data. Data mining uses techniques, such as
iterative database scanning for frequent item sets, attribute focusing and
attribute-oriented induction (AOI) [26, 27].

(iv) Data Visualization: An efficient way for end users to identify trends, patterns,
correlations, outliers and easily understand the retrieved information from large
data sets.

1.3 Overview of Data Mining

Data mining is not an age-old technology. It is relatively new technology, but it is
already made in use by a number of industries [25, 26]. In an entire knowledge
discovery from database (KDD) process, data mining can be depicted in Fig. 4 as
[28].

KDD, an iterative process, initially begins by collecting raw data and finally
convert it into a new representation of knowledge. Data mining is not a single-step
process as it is very complex and involves a number of steps [26, 27].

Fig. 4 Process of KDD with data mining step
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Table 1 Steps of data mining

(1) Clean the data by removing noise or unwanted data

(2) Combined data from multiple heterogeneous resources and kept at one place

(3) Data get transformed (or consolidated) by using summary/aggregation operations

(4) It is the data mining processing step, a critical practice to extract data patterns

(5) The extracted patterns get evaluated on the basis of some interestingness measures which
recognize the remarkable patterns that represent knowledge

(6) Finally, present the mined knowledge to user in a visualized manner

1.3.1 Classification of Data Mining Process

The two types of data mining process are data preparation or data preprocessing and
data mining.

(i) Data preprocessing includes data cleaning, data integration, data selection and
data transformation.

(ii) Data mining includes the integration of data mining, pattern evaluation and
knowledge representation [5, 23].

Entire process of data mining can be prescribed in the table as (Table 1).

1.3.2 Data Mining Architecture

The important components involved in building the architecture of a data mining
system are data repositories, data warehouse server, data mining engine, pattern
evaluation module, GUI and knowledge base. It can be depicted as in the figure [21]
(Fig. 5):

(a) Data Repositories: It consists of database, data warehouse, WWW, text files
and other documents. It requires data cleaning, integration and selection before
transferring data to the database or data warehouse server.

(b) Database or DataWarehouse Server: It handles the relevant data retrieval based
on the users request [2]

(c) Data Mining Engine: It is the heart or core component of any data mining
system. It is responsible to perform the tasks such as association, classification,
characterization, clustering, prediction and time-series analysis [15, 26]

(d) Pattern Evaluation: It is associated with the data mining engine to satisfy the
users demand [27].

(e) Graphical User Interface: It acts as an interface between the user and the data
mining system by displaying the result in user-friendly manner [13, 29].

(f) Knowledge Base: It guides the search or evaluates the interestingness of the
result patterns. It gets interacted by the pattern evaluation module on regular
basis so as to update itself accordingly [30].
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Fig. 5 Components of any data mining system

1.3.3 The Fundamentals of Data Mining

It became difficult for a person (an expert) to analyze huge data and find out valuable
information out of it. This is made possible with the evolution of data mining and its
three strong technologies. They are datamining algorithms, enormous data collection
and computerswith powerfulmultiprocessor [1]. Traditional data analysis techniques
found challenges in handling large as well as new types of datasets. Thus, researchers
focused on developing 16 proficient and more scalable tools to handle diverse data
easily. Concepts given by data mining are shown in Fig. 6 as: [19].

Algorithms of data mining are comprised of techniques which existed few years
back, i.e., at least 10 years [29]. Now, they are refinedwithmatured, reliable and user-
friendly tools in such amanner that they have consistently outperformed the previous

Fig. 6 Concepts of data mining related to other areas
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Fig. 7 Data mining and its
relationship with other areas

methods. Data mining produced information and knowledge that got used in several
areas such as education, health care, finance, science, market analysis, intelligence
agencies, internal revenue service, sports,Web education, credit scoring, engineering
design andmanymore. The significant use of datamining in these special areas affects
our life in one way or other. It is improved due to the rise in information technology
[30]. Relationship of data mining with other areas can be depicted in Fig. 7.

1.4 Patterns to Accommodate Different Applications

In general, there are two types of data mining tasks [12, 22], given in Fig. 8 as:

• Prediction: To presume the forthcoming result on the basis of the experience of
other existing values present in the database.

• Description: Emphasis on finding patterns that describe the data in very simple
and human-interpretable form [31].

Fig. 8 Two types of task in data mining
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The description is considered to be more important than prediction in the KDD
process [15].

1.4.1 Data Mining Tasks

Following functionalities are kept under data mining tasks, such as classification,
prediction, time-series analysis, association, clustering and summarization. All these
functionalities can be further classified into predictive datamining tasks or descriptive
data mining tasks. The following data mining tasks help prediction and description
in achieving their objectives [11, 28] as shown in Fig. 9 as:

• Predictive tasks are helpful in predicting unknown or future values of another data
set of interest.

• Descriptive tasks usually find data describing patterns and come up with new,
significant information from the available data set [11, 16].

(a) Classification: Categorize an object based on its attributes.
(b) Prediction: Predicts future values of data on the basis of available data set.
(c) Time-Series Analysis: Analyze time-series data in order to extract useful

patterns, trends, rules and statistics.
(d) Association: Helpful in identifying the relationships between objects.
(e) Clustering: Identify and collect data objects based on the similarity of data set

[27].
(f) Summarization: The generalization and organization of relevant data in a

smaller set that gives aggregated information of the data.

Fig. 9 Categorization of data mining tasks into prediction and description
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1.4.2 Major Issues and Challenges in Data Mining [7, 28, 29]

Issues

• Considering diverse data to mine different kinds of knowledge.
• Lower performance.
• Inclusion of background knowledge
• Problem with data quality
• Absence of efficient parallel, distributed and incremental mining methods
• Constrained resource for data mining
• Gap between the discovered knowledge and existing one.

Challenges
Main reasons for challenges can be as follows [1, 9, 16]:

(a) Due to the fact that the data available is of heterogeneous types, incomplete and
noisy.

(b) As the data is mainly available on different platforms in distributed computing
environments, it becomes practically very difficult to bring all the data to a
centralized data repository. Thus, the lack of tools and algorithms that enable
mining of distributed data is a challenge.

(c) Data accumulated in today’s world is heterogeneous. It can be in any form, such
as images, audio and video, complex data, temporal data, spatial data, time
series, natural language text and so on. It is really difficult to handle and extract
required information from such dynamic and heterogeneous kinds of data.

(d) Lack of efficient algorithms and techniques adversely affects the performance
of the data mining process.

(e) Collecting and incorporating background knowledge is a complex process.
(f) Inability to represent the information in an accurate and easy-to-understand way

to the end user.
(g) Serious issues in terms of data security, privacy and governance.

1.5 Data Mining to Big Data Mining: Key Idea

The phenomenon big data has sharply accelerated the data mining. Many organi-
zations have converted their paper-based systems to electronic systems. This trans-
formation has brought several benefits to the organizations, such as time savings, a
better management and making the tasks easier. Efficient and successful handling of
the big data requires parallel processing.

Parallel processing aims to speedup the execution time of a program by sharing
the work to be done among several processors [22]. In sequential processing, a single
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processor is responsible to execute the entire data sets. It takes extremely long time
to produce the result [17]. So, it is not suitable to process very large databases with
a single processor. Therefore, the sequential program is required to get decompose
into several threads. Threads are the independent units of computation and can be
executed simultaneously on different processors to achieve a substantial reduction in
execution time. As soon as threads are introduced during processing, several numbers
of critical points are needed to be considered, such as the mechanisms to generate
threads, synchronize the threads, performing communication of data between threads
and after completion of the task the threads have to be terminated. It is a fact that
these aspects of a parallel program are significantly more complex than those of
a sequential program. But, when there is the task of processing big databases in
a speedy and efficient manner, then the parallel program becomes very important
[30, 31]. Thus, to bring data mining in practicality, it becomes crucial to introduce
parallelism in its working.

2 Conclusion

Several data mining techniques are available to perform the processing of large
databases. Data is not necessarily to be of same type. Appropriate techniques are
available for information extraction from each type of data. When single technique
is not efficient for such job, then the combination of two or more techniques is
effective. Regardless of the many issues and challenges, data mining should still
be considered as a valuable tool to many corporations. Data mining has laid down
the foundation for other crucial techniques that can work on distributed and parallel
environment in an efficient manner.
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Chapter 13
Improving the Training Pattern
in Back-Propagation Neural Networks
Using Holt-Winters’ Seasonal Method
and Gradient Boosting Model

S. Brilly Sangeetha, N. R. Wilfred Blessing, N. Yuvaraj, and J. Adeline Sneha

1 Introduction

From the past decades, machine learning tends to become a backbone in the field of
information technology. The machine learning process considers a set of input and
its desired output for updating the internal layers, which ensures that the predicted
output is closer to the actual output. Amachine learningmodel uses its internal layers
to produce the most likely output based on its training states. Hence, it is referred as
model fitting. The applications of machine learning model vary widely from several
application areas from military to medicine, from advertising to product recommen-
dation, etc. The machine learning models tend to grow likely as the application areas
dealing with the number of data increase. Among several empirical models, artificial
neural network (ANN) [1] is considered as the most advantageous machine learn-
ing model due to its accurate decisions making based on its learning state provided
at the time of training. It offers wider capability of providing desired results from
incomplete knowledge or missing information. There are several other factors that
ensure ANN is a better model for prediction, which includes higher fault tolerance
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even at the time of network nodes getting corrupted. The rate of corruption is slower
than other machine learning models.

A multilayered ANN performs wider Boolean function than other computing
units with single layer. The identification of correct weights in multilayered ANN
substantially increases with complicated topologies and increasing parameters in the
network. These multilayered ANN suffers mostly from the problem of identifying
correct combination of node weights in relation with massive data flow. This promi-
nently leads to the higher error ratio that produces poor prediction results. To reduce
the percentage of errors during weights computation, ANN uses back propagation.
The back propagation used in ANN estimates the gradient for finding the weights
needed to be used in the network.

In BPNN, the computation of error takes place at the output node, and it is dis-
tributed backward along the layers. Back propagation in general is a supervised learn-
ing that tends to train the deep neural network using four-layered approach. It aims at
reducing the errors, which can be fed at input to produce the desired prediction result,
and the variations with actual output are very minimal. However, back-propagation
neural networks (BPNNs) [2–4] suffer from the problem of network immobility. The
network immobility occurs due to the adjustment of weights for larger input values
at the time of training. These large values force the internal units to function with
extreme values, due to the presence of derivative of very small activation function.
Such immobility adjusts the network weights more rapidly that does not allow the
network to acquire an optimal solution. This leads to higher computational burden
in the network for finding the correct combination of weights when more parameters
are considered. Further, as the number of hidden layers increases, the BPNN learn-
ing slows down exponentially. This is due to error signal attenuation as it propagates
along the hidden layers. Thus, in multilayered BPNN, the optimization of prediction
tends to reduce with increasing hidden layers and its weights.

In this paper, the errors occurring due to BPNN disabilities are removed and
predictive performance is improved by increasing the weights and decaying the error
signal usingHolt-Winters’ seasonalmethod and gradient boostingmodel. The design
is made in such a way that it avoids longer convergence time on a plateau region.

The main contribution of the work involves the following:

1. BPNN is combined with Holt-Winters’ seasonal method and gradient boosting
model.

2. Holt-Winters’ seasonal method forecasts the weights as inputs to train the hidden
layers. It optimizes theweights required to train the hidden layerswith a threshold
limit that sets to reduce the use of hidden layers, and this tends to reduce the
computational complexity.

3. Gradient boosting model acts as a learning rate parameter to compensate the
signal attenuation errors in hidden layers using different learning rates. This
parameter controls the network weight adjustment w.r.t the gradient loss.

Lesser the value is, slower is the movement along the downward slope. Hence,
the gradient boosting model uses low learning rate and ensures that no local minima
points are missed. This avoids longer time convergence, especially on a plateau
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region. The tree boosting method provides highly effective solutions by combining
several weak predictors (in the present study, we consider predictors that are error
signal).

2 Related Works

Mason et al. [5] consider the three different prediction methods, namely multilayer
ANN, logistic regression and probabilistic NN, for engineering students in university
case studies. The study introduces PNN for student retention in engineering and
comparing the results of PNN with other methods.

Sun and Wang [6] study a forecasting model for wind speed that includes an
empirical decomposition ensemble, phase space reconstruction, sample entropy, and
two hidden-layer neural re-propagation networks that improve the prediction of wind
speed. First, the collected and sampled data is preprocessed by quick decomposition
method, and then, entropy of samples is applied on empirical mode. The prediction
model is improved using neural back-propagation network that was subsequently
developed for forecasting the time series.

Ye and Kim [7] proposed neural back-spreading network Levenberg–Marquardt
to improve the prediction accuracy that is combined with quasi-Newton and descent
gradient methods to achieve quick convergence and better overall performance. In
addition, the weight of the network can be adaptively adjusted to ensure that the
system can converge efficiently.

3 Proposed Method

In this section, we study the disabilities in BPNN and the efforts to improve the
predictive performance of BPNN. This chapter identifies the solution to these two
problems: increasing weights and error signal decay using Holt-Winters’ seasonal
method and gradient boosting, respectively.

First, the Holt-Winters’ seasonal method is a triple exponential smoothing model
that forecasts the weights required for the hidden layers. This method is effective in
dealing huge weights that tremendously required to train the hidden layers. The Holt-
Winters’ seasonal method optimizes the required weights and eliminates redundant
weights required for training the inner layers. As the number of layers increases, the
computational complexity increases; hence, a threshold (redundant) limit is set in
BPNN regarding the usage of hidden layers. Instead, the predictions or forecasting is
made by Holt-Winters’ seasonal method that simplifies the predictions with reduced
weights.

Second, to compensate the attenuation of error signal in deep layers, gradient
boostingmodel is used. This method uses different learning rates for different hidden
layers. The gradient boosting algorithm acts as a learning rate parameter, which is
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regarded as a hyper parameter used for controlling the adjustment of networkweights
w.r.t gradient loss. Lesser the value is, slower is the movement along the downward
slope. Hence, the gradient boosting model uses low learning rate and ensures that
no local minima points are missed. This avoids longer time convergence, especially
on a plateau region. The tree boosting method provides highly effective solutions by
combining several weak predictors (in the present study, we consider predictors that
are error signal).

Holt-Winters’ Seasonal Method for Optimizing the Hidden Layers
Exponential smoothing is defined as a process that reviews the weights in contin-
uous manner based on past observations. Exponential smoothing attributes reduce
the weights in an exponential manner if the observation is from past iterations.
Recent observations, in other words, are more important than the past iterations
while updating the hidden layers.

Using BPNN input data, α, β, and μ, the model parameters are initialized. For
choosing the best parameters, the MAPE is used as an error measure. These parame-
ters are constantly updated in the adaptive Holt-Winters’ method, taking into account
the recent weights from the hidden layers. The motivation behind using the adaptive
method is that the weights can change the behavior and model parameters required
for training the BPNN adapt to the behavioral change against non-adaptive tech-
nique. This assumption has been confirmed by tests conducted on certain standard
time-series data.

Thismethod is usedwhere the data indicate needed inputs and a threshold value for
the hidden layers. Triple exponential smoothing a third parameter is added to handle
this input to set the threshold value. We are now introducing a third seasonality
equation. The resulting equations are called as Holt-Winters.

The multiplicative model generates the threshold value required for the hidden
layers. We assume in this model that the weights are updated in following manner:

yt = (b1 + b2t)St + εt (1)

where

b1 is regarded as the permanent component
b2 is regarded as the linear trend component
St is regarded as the multiplicative threshold factor
εt is regarded as the random error component.

Consider L as the weights required to train the hidden layers of BPNN over T th
iteration. The seasonal factors are the sum to the season length, i.e.,

∑

1≤t≤L

St = L (2)
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The b2 component can be deleted from the model if considered unnecessary. In
addition the hidden layers of BPNN with input and threshold values are updated
using different processes, which are given below:

Overall Smoothing of Weights

Gt = β ∗ (St − St − 1) + (1 − β) ∗ Gt−1 (3)

where 0 < β < 1 is considered as a smoothing constant factor.
The estimation of trend component is defined as the difference of smoothed value

between the de-threshold-level estimates.

Updated Threshold Value
Update for the next iteration. The update over next iteration is given as follows:

yt = (Rt−1 + Gt−1)St−L (4)

It is noted that the optimal estimation of the threshold value at T th iteration is last
updated at time L.

Multiple-step-ahead forecasts (for T < q). The forecasted weight value over the
iteration T is given as:

yt+T = (Rt−1 + T ∗ Gt−1)St+T−L (5)

Thus, Holt-Winters’ seasonal method forecasts the required weights in the form
of inputs to train the hidden layers. It optimizes the weights required to train the
hidden layers with a threshold limit that sets to reduce the use of hidden layers, and
this tends to reduce the computational complexity.

Gradient Boosting Model
Gradient boosting model is regarded as a learning rate parameter that helps in com-
pensating the errors occurring due to signal attenuation in hidden layers using differ-
ent learning rates. This parameter controls the network weight adjustment w.r.t the
gradient loss.

The present study describes XGBoost operation, where an efficient and highly
scalable open-source implementation is easy to implement, and this works specifi-
cally on slick data [8].

Theminimization of residual error from the previousmodel, XGBoost trainsmany
sequential models. Each XGBoost model is a regression tree [9]. The formation of a
decision tree means the identification, by classification, of a number of rules-based
splits in the input. This is generalized by the CART algorithm by continuously taking
valued weights on each decision tree leaf.

For a true response yi and predictive model y(1) = f 1(xi), a loss function is defined
as l(y(1), yi) between the response obtained and the predicted instances.
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The aim is then simply to minimize the loss over each hidden layer say i, together
with some regularization function �, which biased toward simple models.

L =
∑

i

l
(
y(1)
i , yi

)
+ Ω( f1) (6)

XGBoost is used to construct another tree, f 2(xi) for residual approximation after
minimizing the value of L for a single tree. The minimization is regarded as the total
loss L between the true response yi and the sum of initial predictions of the training
tree.

L =
∑

i

l
(
y(1)
i + f2(xi ), yi

)
+ Ω( f2) (7)

For predetermined trees, each input is trained for approximating the residual sum
of previous trees, and this process is considered to be sequential.

XGBoost is designed with a tree in order to reduce the total loss in gradual terms.
After the process of training at the end of all iteration, the output sum of all trees
produces new predictions.

y =
N∑

k=1

fk(x) (8)

In reality, it is easier to select the functions f k by increasing the gradient boosting
and reducing the loss function by a second-order approximation [10].

To optimize performance and prevent overfit, XGBoost offers a number of
additional parameters.

Many of these describe the criteria of training each tree. The parameters are train
trees, maximum depth and decision of each tree, and allowed minimum weight on
decision leaf, ratio of subsampling data, and minimum gain to acquire new branch
decision.

4 Results and Discussions

The BPNN with gradient boosting and Holt-Winters’ exponential smoothening
(BPNN-GB-HWES) is tested against several other machine learning models that
includes:BPNN,ANN, feedforwardneural network (FNN),Kohonen self-organizing
neural network (KSO-NN), radial basis function neural network (RBF-NN), convo-
lutional neural network (CNN), recurrent neural network—long short-term memory
(RNN-LSTM), and modular neural network (MNN).

The proposed method is evaluated on two datasets that include sunspot activities
prediction [11] and breast cancer diagnosis [12].
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Table 1 Performance
evaluation on detecting the
breast cancer over 450 runs

Algorithms RMSE Average initial error

BPNN-GB-HWES 0.092342 0.1932656

BPNN 0.095724 0.2013644

ANN 0.099885 0.2154658

FNN 0.125884 0.0232154

RBF-NN 0.154874 0.0254045

KSO-NN 0.198557 0.0257929

RNN-LSTM 0.215128 0.2918460

CNN 0.235485 0.2990850

MNN 0.264587 0.3254982

BPNN-GB-HWES 0.293765 0.3546844

BPNN 0.315478 0.4282790

The BPNN-GB-HWES with other methods are simulated in MATLAB platform
against several performance metrics including mean square error (MSE), root MSE
(RSME), and average initial error. Further, the performance evaluation is carried out
using several real-time datasets that include the prediction of automobile sales data
and the prediction of stock markets. The results are measured in terms of classi-
fication accuracy, specificity, sensitivity, and F-measure. The result shows that the
proposed BPNN-GB-HWES outperformed other existing NN methods in terms of
MSE, RSME, average initial error, accuracy, specificity, sensitivity, and F-measure.
Finally, the proposed method is tested in terms of number of nodes or networks
getting stuck by initial weights.

It is seen that at the end of 450 iterations, the RMSE of BPNN-GB-HWES is
0.092342 (Table 1), which is marginally lesser than other methods for breast can-
cer dataset. Similarly, for the sunspots activity detection, the RMSE is 0.090215
(Table 2), which is lesser than other methods. Hence, the study concludes that with
increasing iterations, the reduction in RMSE may by marginally high.

In Table 3, we found that the accuracy of detecting the breast cancer using BPNN-
GB-HWES is 0.950, which is higher than other methods. Likewise in Table 4, the
accuracy of detecting the breast cancer using BPNN-GB-HWES is 0.925, which is
higher than other methods.

The result shows that the proposed method has reduced number of nodes that
do not stuck with the initial weights as compared with other approaches. The study
further reduces RMSE rate by 0.09 in both the datasets, we found that after several
iterations, the proposed method achieved the rationale of lesser RMSE. However,
the number of iterations to achieve this RMSE rate was quite higher for other NN
algorithms and certain algorithms failed before reaching that particular rate.



196 S. Brilly Sangeetha et al.

Table 2 Performance
evaluation of dataset on
detecting the sunspots
problem over 450 runs

Algorithms RMSE Average initial error

BPNN-GB-HWES 0.090215 0.1932143

BPNN 0.094242 0.2087965

ANN 0.099548 0.2102152

FNN 0.124265 0.0238485

RBF-NN 0.152151 0.0253565

KSO-NN 0.195458 0.0259658

RNN-LSTM 0.213251 0.2918524

CNN 0.232955 0.2992212

MNN 0.262158 0.3259964

BPNN-GB-HWES 0.290889 0.3540235

BPNN 0.312548 0.4280218

Table 3 Performance
evaluation of dataset on
detecting the breast cancer
over 450 runs

Algorithms Accuracy Specificity Sensitivity

BPNN-GB-HWES 0.950 0.995 0.985

BPNN 0.925 0.972 0.972

ANN 0.916 0.933 0.952

FNN 0.875 0.912 0.895

RBF-NN 0.860 0.882 0.833

KSO-NN 0.835 0.853 0.821

RNN-LSTM 0.770 0.812 0.801

CNN 0.765 0.793 0.750

MNN 0.740 0.745 0.745

BPNN-GB-HWES 0.725 0.714 0.714

BPNN 0.710 0.695 0.778

Table 4 Performance
evaluation of dataset on
detecting the sunspots
problem over 450 runs

Algorithms Accuracy Specificity Sensitivity

BPNN-GB-HWES 0.952 0.971 0.962

BPNN 0.921 0.962 0.954

ANN 0.902 0.958 0.929

FNN 0.862 0.900 0.881

RBF-NN 0.851 0.874 0.849

KSO-NN 0.810 0.845 0.803

RNN-LSTM 0.762 0.839 0.785

CNN 0.758 0.802 0.769

MNN 0.733 0.795 0.721

BPNN-GB-HWES 0.712 0.751 0.705

BPNN 0.690 0.701 0.665
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5 Conclusions

In this study, we improve BPNN to avoid two problems increasing weights and error
signal decay using Holt-Winters’ seasonal method and gradient boosting model,
respectively. The Holt-Winters’ seasonal method is a triple exponential smoothing
model that forecasts theweights required for the hidden layers. In order to compensate
the attenuation of error signal in deep layers, gradient boosting model is used. Tree
boosting is used to provide highly effective solutions by combining several weak
predictors. The simulation results show that the proposed method is higher in terms
of accuracy and reduced error than other methods. For breast cancer dataset and
sunspots activity detection, the RMSE of BPNN-GB-HWES is marginally lesser
than other methods. Further, the accuracy of BPNN-GB-HWES is higher than other
existing methods. The BPNN-GB-HWES has reduced the total nodes in the network,
and it avoids being stuck by initial weights, which has caused reduced RMSE and
increased accuracy. Hence, the study concludes that the tuning the weights as per
the requirement and eliminating the decay of error signals helps to improve the
prediction patterns of NN through back propagation. This is considered to be an
improvedmethod than other existingmethods and can be applied onmodernmachine
learning classification techniques. The study can further be enhanced by forecasting
both time and frequency domain models to study the real-time estimation of heart
rate of patients. Also, deep learning methods can be adopted to adaptively learn the
network.
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Chapter 14
Ensemble of Multi-headed Machine
Learning Architectures for Time-Series
Forecasting of Healthcare Expenditures

Shruti Kaushik, Abhinav Choudhury, Nataraj Dasgupta, Sayee Natarajan,
Larry A. Pickett, and Varun Dutt

1 Introduction

Predicting expenditure on medications is one of the crucial issues in the world as
it may help patients to better manage their spending on healthcare [1]. Also, it may
help pharmaceutical companies optimize their manufacturing process and determine
attractive pricing for their medications [2]. Machine learning (ML) offers a wide
range of techniques to predict future medicine expenditures using data of historical
expenditures as well as other healthcare variables. For example, literature has devel-
oped autoregressive integrated moving average (ARIMA), multi-layer perceptron
(MLP), long short-term memory (LSTM), and convolutional neural network (CNN)
models to predict the future medicine expenditures and other healthcare outcomes
[1, 3, 4, 5]. Researchers have also utilized traditional approaches like k-nearest
neighbor and support vector machines’ frameworks for time-series predictions [6].
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However, the non-stationary and non-linear dynamics of the time-series poses major
challenges in predicting the underlying time-series accurately [7].

Literature has shown the advantages of usingLSTMandCNNmodels for perform-
ing time-series predictions when the underlying time-series depicts non-linear and/or
non-stationary behavior [7]. However, prior research has not utilized the benefits of
convolutional long short-termmemory (ConvLSTM) models and convolutional neu-
ral network models combined with long short-term memory (CNN-LSTM) models
for predicting the non-linear and non-stationary time-series in healthcare domains.

Second, an investigation involving LSTM, ConvLSTM, and CNN-LSTM multi-
headed neural network architectures has not been explored for predicting the time-
series in healthcare domains. In these multi-headed architectures, each independent
variable (input series) is handled by a separate neural network model (head), and
the output of each of these models (heads) is combined before a prediction is made
about a dependent variable [8].

Third, prior research in the field of time-series forecasting suggests that significant
improvement in performance can be attained by merging predictions from various
models [9, 10]. Prior research has used theweighted approaches to train the ensemble
models [10, 11]. However, combination ofmulti-headed neural network architectures
via ensemble models has been less explored in the literature for predicting healthcare
outcomes.

Fourth, prior research has shown the advantages of shuffling the supervised mini-
batches while training the univariate time-series LSTM models [10]. Shuffling is
helpful because it avoids the model getting trapped in local minima during training
due to the repeated presentation of data in the same order. In addition, prior research
has shown a regularization technique that called dropout to be helpful in reducing the
overfitting in neural network architectures [12]. However, the effect of shuffling and
dropout has not been evaluated so far on multi-headed architectures for time-series
prediction problems.

Overall, building upon these gaps in the literature, the primary objective of this
research is to evaluate multi-headed architectures involving LSTM, ConvLSTM, and
CNN-LSTM models as well as evaluate an ensemble of these multi-headed mod-
els. The ensemble model combines the predictions of the LSTM, ConvLSTM, and
CNN-LSTM models to predict patients’ expenditures on certain pain medications.1

Moreover, we also compare four different variations across different multi-headed
neural architectures: shuffle with dropout, shuffle without dropout, no-shuffle with
dropout, and no-shuffle without dropout. When shuffling is present (shuffle), smaller
supervised sets (mini-batches) containing attributes corresponding to the chosen
look-back (lag) period are created and shuffled across the time-series during net-
work training. However, when shuffle is not present (no-shuffle), the mini-batches
are created in the order they occur in data and inputted into the network without
shuffling. Also, when dropout is present, certain proportion of nodes in the network
is randomly discarded during model training. When dropout is absent, no nodes are
discarded during training in the network.

1Pain medications were chosen as they cut across a number of patient-related ailments.
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In what follows, we first provide a brief review of the related literature. Next, we
explain the methodology of applying different multi-headed architectures consisting
of LSTM, CNN-LSTM, ConvLSTM, and their ensemble for multivariate time-series
prediction of healthcare outcomes. In Sect. 4, we present our experimental results,
where we compare different models’ predictions. Finally, we conclude our paper and
provide a discussion on the implication of this research and its future scope.

2 Background

In recent years, ML algorithms (e.g., LSTM, CNN) have gained lot of attention
in almost every domain [4, 7, 13–15]. The ML neural networks can automatically
learn the complex and arbitrary mappings from inputs to outputs [7]. Neural network
models like LSTMs can handle the ordering of observations (important for time-
series problems), which is not offered by multi-layer perceptron or CNN models
[4].

Recently, LSTMs and their variants ConvLSTM and CNN-LSTM have been used
by researchers to solve different problems across a number of domains [13–16]. For
example, Zhao et al. have used LSTMs for traffic forecasting [13]. These authors used
the temporal–spatial information and proposed anLSTMnetwork for short-term traf-
fic forecast. Xingjian et al. have used convolutional LSTM (ConvLSTM) to predict
the rainfall intensity for a short period of time [14]. They showed that ConvLSTM
performed better than a fully connected LSTM to forecast rainfall intensity.

Researchers have also developed cascades of CNN and LSTMmodels to learn the
upward and downward trend in a time-series [15]. For example, Ref. [15] showed that
the CNN-LSTM (a cascade model) outperformed the stand-alone CNN and LSTM
models to learn the trend in a time-series.

Moreover, there have been multi-headed neural network models proposed in the
recent literature, where a head (a neural network) is used for each independent vari-
able and outputs of each head are combined to give the final prediction for the
dependent variable [8, 17]. Researchers have developed multi-headed recurrent neu-
ral networks in certain identification tasks [8] and clustering tasks [17]. However, to
the best of our knowledge, multi-headed architectures of LSTM, ConvLSTM, and
CNN-LSTM have not been evaluated yet for the multivariate time-series forecasting
in the healthcare domain. Moreover, shuffling the mini-batches while training the
neural networks and adding regularization to reduce overfitting has proven to be
effective training mechanisms in the literature [10, 12].

Additionally, researchers have used ensemble techniques to further improve the
performance of the individual models [9, 11, 18]. Prior research has shown that
the ensemble approach performs better than the individual ML models [9]. Thus, we
also create an ensemblemodel using the predictions of these threemulti-headmodels
and compare its performance with the individual models for multivariate time-series
prediction of patients’ expenditures. Moreover, we expect the ensemble model to
perform better than the individual models. One likely reason for this expectation
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is that the ensemble method is likely to give more weight to those model predic-
tions that are accurate compared to those that are less accurate. Also, prior research
shows that the ConvLSTM and CNN-LSTM architectures perform better compared
to individual LSTM or CNN architectures on image datasets, where both spatial and
temporal information contribute toward predictions [14]. In this research, we deal
with only temporal information in a multi-headed architecture. Thus, by projecting
from individual architectures to multi-headed architectures in the absence of spatial
information, we expect the multi-headed LSTM model to perform better compared
to the ConvLSTM and CNN-LSTM models. Also, we expect that shuffling between
the supervisedmini-batches or dropout mechanisms to likely help models to improve
their prediction on test data.

Overall, the main contribution of our research is to evaluate the performance of
three multi-headed architectures, i.e., LSTM, ConvLSTM, and CNN-LSTM to pre-
dict the weekly average expenditure on certain medications. The second contribution
is to compare the individual multi-headed models with their ensemble model. The
third contribution is to evaluate the performance of shuffle and dropout variations
while training the multi-headed neural architectures.

3 Method

3.1 Data

In this paper, we selected two pain medications (named “A” and “B”) from the
Truven MarketScan dataset for our analyses [19].2 These two pain medications were
among the top-ten most prescribed pain medications in the USA [20]. Data for both
medications range between January 2, 2011, and April 15, 2015 (1565 days). For
our analyses, across both pain medications, we used the dataset between January 2,
2011, and July 30, 2014 (1306 days), for model training and the dataset between July
31, 2014, and April 15, 2015 (259 days), for model testing. On average, each day,
about 1428 patients refilled medicine A, and about 550 patients refilled medicine
B. For both medicines, we prepared a multivariate time-series containing the daily
average expenditures by patients on these medications, respectively. The time-series
was stationary for medicine A; however, it was not stationary for medicine B (one
time-differencing was performed on medicine B’s time-series, to make it stationary).
We used 20 attributes across both medicines for performing time-series analyses.
These attributes provided information regarding the number of patients of a particular
gender (male, female), age group (0–17, 18–34, 35–44, 45–54, and 55–65), region
(south, northeast, north central, west, and unknown), health-plan (two type of health
plans), and different diagnoses and procedure codes (six ICD-9 codes)who consumed
medicine on a particular day. These six ICD-9 codes were selected from the frequent

2To maintain privacy, the actual names of the two pain medications have not been disclosed.
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pattern mining using Apriori algorithm [21]. The 21st attribute was the average
expenditure per patient for a medicine on a day t which was defined as per the
following equation:

Daily Average Expendituret = it
/
jt (1)

where i was the total amount spent in a day t on the medicine across all patients and j
was the total number of patients who refilled themedicine in day t. This daily average
expenditure on a medicine along with the 20 other attributes was used to compute
the weekly average expenditure, where the weekly average expenditure was used to
evaluate model performance.

3.2 Evaluation Metrics

All the models were fit to data at a weekly level using the following metrics: root
mean squared error (RMSE; error) and R-square (R2; trend) [22]. As weekly average
expenditure predictions were of interest, the RMSE and R2 scores and visualizations
for weekly average expenditures were computed in weekly blocks of seven days.
Thus, the daily average expenditures per patient were summed across seven days in
a block for whole dataset. This resulted in the weekly average expenditure across
186 blocks of training data and 37 blocks of test data. We calibrated all models to
reduce error and capture trend in data. Thus, all models were calibrated using an
objective function that was defined as the following3: [RMSE/10 + (1 − R2)]. This
objective function ensured that the obtained parameters minimized the error (RMSE)
andmaximized the trend (R2) on the weekly average expenditure per patient between
model and actual data. The R2 (between 0 and 1) accounts for whether the model’s
predictions follow the same trend as that present in the actual data. The larger the R2

(closer to 1), the larger the ability of the model to predict the trend in actual data.

3.3 Experiment Design for Multi-headed LSTM

Figure 1a shows the multi-headed LTSM architecture used in this paper. The first
layer across all heads is the input layer where mini-batches of each feature in data
are put into a separate head. As shown in Fig. 1a, for training the multi-headed
LSTM on a medicine, each variable (20 independent variables and one dependent
variable) for the medicine was put into a separate LSTM model (head) to produce a
single combined concatenated output. The dense (output) layer contained 1 neuron
which gave the expenditure prediction about the medicine for a timeperiod. We used

3RMSE was divided by 10 in order to bring both RMSE and 1 − R2 on the same scale. RMSE
captures the error, and R2 captures the trend.



204 S. Kaushik et al.

Fig. 1 a Multi-headed
LSTM and b multi-headed
ConvLSTM

a grid search procedure to train different hyper-parameters in the LSTM block in
each head. The hyper-parameters used and their range of variation in the grid search
were the following: hidden layers (1, 2, 3, and 4), number of neurons in a layer
(4, 8, 16, 32, and 64), batch size (5, 10, 15, and 20), number of epochs (8, 16, 32,
64, 128, 256, and 512), lag/look-back period (2–8), activation function (tanh, adam,
and adagrad), and dropout rate (20–60%).4 Additionally, the training was done in
four ways: shuffle with dropout, shuffle without dropout, no-shuffle with dropout,
and no-shuffle without dropout. When shuffling was present, the mini-batches were
shuffled randomly across time-series for each medicine. When shuffling was absent,
we did not shuffle the mini-batches and presented these batches in sequential order
to the neural network. For dropout present conditions, we put a dropout layer after
each hidden layer in the LSTM block. For dropout absent conditions, we did not
apply any dropout layer.

4A 20% dropout rate means that 20% connections will be dropped randomly from this layer to the
next layer.
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3.4 Experiment Design for Multi-headed ConvLSTM

Themulti-headedConvLSTMarchitecture was also trained exactly in a samemanner
as multi-headed LSTM. Figure 1b shows the example of a multi-headed ConvLSTM
architecture in which the first layer across all heads is the input layer where mini-
batches of each feature in data are put into a separate head. Here also, each feature
variable was put into a separate model (head) to produce a single combined concate-
nated output. The ConvLSTM is different from the LSTM in a manner that in Con-
vLSTM layers, the internal matrix multiplications (present in LSTM) are replaced
with convolution operations [14]. Convolution is a mathematical operation which is
performed on the input data with the use of a filter (a matrix) to produce a feature
map [14]. The ConvLSTM block in each head has contained first the ConvLSTM
layer where we passed (32, 64, or 128) filters with different kernel sizes (1, 3, 5, and
7). The output of this ConvLSTM layer was passed to different fully connected or
dropout layers. At last, the output from each head after training was then concate-
nated to predict the expenditure (21st feature) on a medicine on a day. The dense
(output) layer contained 1 neuron which gave the expenditure prediction about the
medicine for a timeperiod.

3.5 Experiment Design for Multi-headed CNN-LSTM

The multi-headed CNN-LSTM architecture was also trained in a same way as other
twomulti-headed architectures. The example of multi-headed CNN-LSTM architec-
ture is shown in Fig. 2. As shown in Fig. 2, the CNN-LSTM architecture contained

Fig. 2 Multi-headed
CNN-LSTM architecture
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both a CNN model as well as an LSTM model in each head. The CNN block is
used for features extraction, and it is followed by the LSTM block for the sequence
prediction of data [15]. There was a flatten layer just after the CNN block to flatten
the 3D output from convolution layer in a 1D vector (input to LSTM). The outputs
from each LSTM head were concatenated and passed through a dense layer, which
then produce the daily expenditures for a medicine. Different number of filter (32,
64, or 128) and different kernel sizes (1, 3, 5, and 7) were varied as hyper-parameters
in the CNN block. The hyper-parameters in the LSTM block were varied similar to
those in the multi-headed LSTM model.

3.6 Ensemble Model

We used the normalized exponential weighted (NEW) algorithm [9] to ensemble the
predictions of the multi-headed LSTM, ConvLSTM, and CNN-LSTM architectures.
The working of the NEW algorithm is presented in the box below. Given a set of
predictions on the training data from different models, the NEW algorithm starts
with equal weights to all predictions (i.e., half weight to the multi-headed LSTM,
ConvLSTM, and CNN-LSTM model predictions) and computes the ensemble pre-
diction. Then, for the first training sample (i.e., the first point out of 1306 points), the
squared error between the ensemble model’s prediction and actual data is computed
(line 4). Next, the weights are updated using the squared error for different model
predictions (line 5), where the parameter η is the learning-rate parameter. Finally,
we normalize the weights obtained for each model’s predictions by dividing it with
the total sum of the weights across all models (line 6). This process continues until
all the 1306 training samples are covered. We calibrated the value of the η parameter
by varying its values from 0.01 to 1.0 in steps of 0.01.

Normalized Exponential Weighted Algorithm

1. Input: N models each predicting outcomes f ti for round t, and a free parameter η

2. w1
i ← 1/N for i = 1, …, N (Set initial weights of each model i’s predictions to 1/N)

3. for training samples t = 1, 2, … do

4. l
(
f ti , yt

) = ( f ti − yt )2 (Calculation of squared error where yt is the actual value)

5. wt+1
i ← wt

i e
ηl( f ti ,yt)

6. wt+1
i ← wt+1

i

/∑N
i=1 w

t+1
i (normalization of weights)
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4 Results

4.1 Multi-headed LSTM Model

Table 1 shows themulti-headedLSTMmodel’sRMSEandR2 on training and test data
for different shuffle and dropout combinations on medicines A and B (shuffle with
dropout, shuffle without dropout, no-shuffle with dropout, and no-shuffle without
dropout). As given in Table 1, the best RMSE on test data (=USD 318.82 per patient)
was obtained for the no-shuffle and dropout combination for medicine A, and this
model was trained with two lag periods, 64 epochs, 20 batch size, and tanh as the
activation function. All the heads contained two LSTM layers, two dropout layers,
and one output layer. The architecture description is as follows: first LSTM layer
with 64 neurons, dropout layer with 30% dropout rate, second LSTM layer with 64
neurons, another dropout layer with 30% dropout rate, and finally the output layer
with 1 neuron. The output from each head was then merged using a dense layer
with 64 neurons, a dropout layer with 30% dropout rate, another dense layer with
64 neurons, dropout layer with 30% dropout rate, and finally one output layer with
1 neuron (concatenated output). On medicine B, we obtained the best RMSE on test
data (=USD 40.31 per patient) for no-shuffle and with dropout combination. The
model was trained with two lag periods, 64 epochs, 15 batch size, and relu activation
function. First, we trained all the 21 heads, and then, the output from each head
was concatenated using five dense layers, five dropout layers, and finally one output
layer at the end. The 20 heads contained one LSTM layer with 64 neurons, one
dropout layer with 30% dropout rate, and a second LSTM layer with 64 neurons.

Table 1 Multi-headed LSTM results during training and test

Medicine
name

Combinations of
shuffle and dropout

Train RMSE Train R2 Test RMSE Test R2

A Shuffle with dropout 230.23 0.46 365.49 0.01

A Shuffle without
dropout

233.97 0.45 396.34 0.01

A No-shuffle with
dropout

237.81 0.45 318.82 0.05

A No-shuffle without
dropout

234.29 0.43 340.42 0.01

B Shuffle with dropout 43.35 0.98 40.32 0.91

B Shuffle without
dropout

43.36 0.98 40.33 0.91

B No-shuffle with
dropout

42.92 0.98 40.31 0.93

B No-shuffle without
dropout

43.41 0.98 40.36 0.92

Note The bold text highlights the variation with the lowest RMSE on test data
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Fig. 3 Average expenditure (in USD per patient) from the multi-headed LSTMmodel for medicine
A (a) and for medicine B (b) in test data

The 21st head contained four LSTM layers with 64 neurons and three dropout layers
having 50% dropout rate between each LSTM layer. The output from each head was
concatenated using first dense layer containing 128 neurons, followed by one dropout
layer with 60% dropout rate, second dense layer with 64 neurons, second dropout
layer with 40% dropout rate, third dense layer with 32 neurons, third dropout layer
with 60% dropout rate, fourth dense layer with 16 neurons, fourth dropout layer with
60% dropout rate, fifth dense layer with 8 neurons, fifth dropout layer with 60%
dropout rate, and finally the output layer with 1 neuron. Figure 3 shows that the
LSTM model fits for medicine A (Fig. 3a) and medicine B (Fig. 3b) in test data for
the best-performing model combinations. As shown in Fig. 3, the LSTM model fits
were reasonably accurate for medicine B compared to medicine A.

4.2 Multi-headed ConvLSTM Model

Table 2 shows the multi-headed ConvLSTM model’s RMSE and R2 on training
and test data for different shuffle and dropout combinations on medicines A and
B (shuffle with dropout, shuffle without dropout, no-shuffle with dropout, and no-
shuffle without dropout). As given in Table 2, the best RMSE on test data (=USD
326.91 per patient) was obtained for the no-shuffle and with dropout combination
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Table 2 Multi-headed ConvLSTM results during training and test

Medicine
name

Combinations of
shuffle and dropout

Train RMSE Train R2 Test RMSE Test R2

A Shuffle with dropout 228.29 0.47 331.37 0.02

A Shuffle without
dropout

230.55 0.46 361.57 0.03

A No-shuffle with
dropout

220.69 0.51 326.91 0.02

A No-shuffle without
dropout

221.32 0.50 334.19 0.02

B Shuffle with dropout 56.84 0.97 64.49 0.77

B Shuffle without
dropout

63.05 0.96 86.81 0.62

B No-shuffle with
dropout

56.37 0.97 62.40 0.79

B No-shuffle without
dropout

57.54 0.96 81.90 0.65

Note The bold text highlights the variation with the lowest RMSE on test data

for medicine A, and this model was trained with two lag periods, 128 epochs, 20
batch size, and tanh activation layer. All the 21 heads contained one ConvLSTM
layer with 128 filters, kernel (1, 5), followed by one dropout layer with 30% dropout
rate, and the flatten layer at the end. The output from each head was merged using
three dense layers, two dropout layers, and one output layer at the end. The output
from each head was combined using one dense layer with 128 neurons, followed
by one dropout layer with 30% dropout rate, second dense layer with 64 neurons,
second dropout layer with 30% dropout rate, third dense layer with 32 neurons, and
finally one output layer with 1 neuron. On medicine B, we obtained the best RMSE
on test data (=USD 62.40 per patient) for no-shuffle and with dropout combination.
The corresponding model was trained with two lag periods, 64 epochs, 15 batch size,
and tanh activation function. All the heads possessed one ConvLSTM layer with 32
filters, kernel (1, 5), followed by a dropout layer with 30% dropout rate, and a flatten
layer at the end. The output from each head was merged using four dense layers,
four dropout layers, and one output layer at the end. The output from each head was
combined using the following architecture: first dense layer with 64 neurons, first
dropout layer with 50% dropout rate, second dense layer with 32 neurons, second
dropout layer with 60% dropout rate, third dense layer with 16 neurons, third dropout
layer with 60% dropout rate, fourth dense layer with 8 neurons, fourth dropout layer
with 60% dropout rate, and finally the output layer with 1 neuron. Figure 4 shows
the ConvLSTM model fits for medicine A (Fig. 4a) and medicine B (Fig. 4b) in test
data for the best-performing model combinations.
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Fig. 4 Average expenditure (in USD per patient) from the multi-headed ConvLSTM model for
medicine A (a) and for medicine B (b) in test data

4.3 Multi-headed CNN-LSTM Model

Table 3 gives the multi-headed CNN-LSTM model’s RMSE and R2 on training
and test data for different shuffle and dropout combinations on medicines A and
B (shuffle with dropout, shuffle without dropout, no-shuffle with dropout, and no-
shuffle without dropout). As given in Table 3, the best RMSE on test data (=USD
312.24 per patient) was obtained for the no-shuffle and with dropout combination
for medicine A. All the heads in this model were comprised of 1D convolution
layer with 64 filters having 3 kernel size, followed by a flatten layer, one dropout
layer with 20% dropout rate, and the LSTM layer with 16 neurons. These heads
were trained with two lag periods, 64 epochs, 15 batch size, and relu activation
function. The output from all the 21 heads was merged using two dense layers, one
dropout layer, and one output layer at the end. The output from different heads was
combined using the following architecture: first dense layer having 64 neurons and
tanh activation function, first dropout layer with 20% dropout rate, second dense
layer with 32 neurons and tanh activation, and finally the output layer with 1 neuron.
On medicine B, we obtained the best RMSE on test data (=USD 45.09 per patient)
for no-shuffle and with dropout combination. All the 21 heads in this model were
comprised of 1D convolution layer with 32 filters having 3 kernel size, followed by
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Table 3 Multi-headed CNN-LSTM results during training and test

Medicine
name

Combinations of
shuffle and dropout

Train RMSE Train R2 Test RMSE Test R2

A Shuffle with dropout 214.67 0.53 349.16 0.03

A Shuffle without
dropout

200.97 0.60 314.68 0.01

A No-shuffle with
dropout

218.28 0.52 312.24 0.03

A No-shuffle without
dropout

215.99 0.53 315.13 0.01

B Shuffle with dropout 57.20 0.98 54.07 0.89

B Shuffle without
dropout

49.39 0.97 47.71 0.89

B No-shuffle with
dropout

47.87 0.98 45.09 0.89

B No-shuffle without
dropout

50.32 0.97 48.84 0.87

Note The bold text highlights the variation with the lowest RMSE on test data

a flatten layer, one dropout layer with 30% dropout rate, and a LSTM layer with 8
neurons. These heads were trained with two lag periods, 64 epochs, 20 batch size,
and tanh activation function. The output from all the 21 heads was merged using
two dense layers, two dropout layers, and one output layer at the end. The output
from different heads was combined using the following architecture: first dense layer
having 32 neurons and tanh activation function, first dropout layer with 30% dropout
rate, second dense layer with 32 neurons and tanh activation, second dropout layer
with 30% dropout rate, finally the output layer with 1 neuron. Figure 5 shows the
CNN-LSTMmodel fits for medicine A (Fig. 5a) and medicine B (Fig. 5b) in test data
for the best-performing model combinations. As shown in Fig. 5, the CNN-LSTM
model fits were reasonably accurate for medicine B compared to medicine A.

4.4 Ensemble Model

Table 4 shows the ensemble model’s RMSE and R2 on training and test data on both
the medicines. These results were obtained using the best predictions (the results
which are shown in bold in Tables 1, 2, and 3) from each of the LSTM, ConvLSTM,
and CNN-LSTM models. The ensemble results on medicine A were obtained with
the following weights: 0.15 for LSTM, 0.00 for ConvLSTM, and 0.85 for CNN-
LSTM,withη = 0.01 as the learning-rate parameter from the normalized exponential
weighted algorithm. On medicine B, the ensemble results were obtained with the
following weights: 0.80 for LSTM, 0.00 for ConvLSTM, and 0.2 for CNN-LSTM.
The ensemble model weights for medicine B were obtained for η = 0.05 using
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Fig. 5 Average expenditure (in USD per patient) from the multi-headed CNN-LSTM model for
medicine A (a) and for medicine B, (b) in test data

Table 4 Ensemble model results during training and test

Ensemble model for medicines Train RMSE Train R2 Test RMSE Test R2

A 220.06 0.41 311.05 0.05

B 43.64 0.98 39.93 0.92

the NEW algorithm. Figure 6 shows the model fits from the ensemble model for
medicine A (Fig. 6a) and medicine B (Fig. 6b). As given in Table 4, the test RMSE
has improved from stand-alone models for both the medicines.

5 Discussion and Conclusions

Time-series architectures have gained popularity among researchers across various
disciplines [4, 13–15]. Specifically, the recurrent architectures such as long short-
termmemory (LSTM)havebeenutilized for time-series predictions [4, 10].However,
the variants of LSTM such as ConvLSTM and CNN-LSTM have not been evaluated
for time-series predictions in the healthcare domain. Additionally, researchers have
utilized single-headed neural network architectures to predict the future time-series in
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Fig. 6 Average expenditure (in USD per patient) from the ensemble model for medicine A (a) and
for medicine B, (b) in test data

the healthcare domain [10]. However, the potential of multi-headed neural network
architectures had not been utilized for multivariate time-series predictions in the
healthcare domain. In multi-headed architectures, each head may take one predictor
as input, and finally, the output from each head (model) may be merged to provide a
single output for the predicted variable. In addition, outside of the healthcare domain,
prior research has shown that ensemble of different architectures can improve the
overall performance [11]. The main contribution of our research was to evaluate the
performance of multi-headed LSTM, ConvLSTM, CNN-LSTM, and ensemble of
all these three multi-headed models to predict the weekly average expenditure by
patients on two pain medications. Another objective of this paper was to evaluate
the advantages of shuffling training data and adding of dropouts while training the
neural network models.

First, as per our expectation, we found that the best value of test RMSE and
test R2 was obtained from the ensemble model for both the medications. Ensemble
model is likely to give more weight to the model that gives accurate predictions. For
example, in this research, ensemble model gave a zero weight to the ConvLSTM
model, which was the worst-performing model across both medicines. Overall, we
obtained the best performance on test data using the ensemble model by combining
the predictions from the multi-headed LSTM and CNN-LSTM models.

Second, we found that for medicine A, the multi-headed CNN-LSTM model
performed better compared to the multi-headed ConvLSTM and LSTM models.
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However, formedicine B, themulti-headed LSTMmodel performed better compared
to the multi-headed ConvLSTM and CNN-LSTM models. A likely reason for this
result could be that the extracted features from the CNN layers across different heads
were beneficial for medicine A compared to medicine B.

Third, we found that the performance of the multi-headed ConvLSTM model
was poor in terms of test RMSE and test R2 across both medicines. A likely reason
for the poorer performance of the multi-headed ConvLSTM model is because the
ConvLSTM models are known for learning the spatial feature representations in
image datasets and the datasets used in this manuscript mainly dealt with temporal
features [14]. Thus, the ConvLSTM model did not perform as well as the other
multi-headed models.

Fourth, we found that all models performed better on test data and reduced over-
fitting in dropout present conditions across both medicines. A likely reason is that
dropouts caused our neural network architectures to reduce over-fitting in the dataset.
However, the reduction in overfitting was small across all models as themulti-headed
architectures are more complex compared to single-headed counterparts.

Fifth, we found that the multi-headed neural network models gave better perfor-
mance when training time-series data was not shuffled. This result disagrees with
the prior literature, where shuffling of mini-batches is helpful for LSTM models in
univariate time-series predictions [10]. A likely reason could be that the random shuf-
fling between mini-batches caused a loss of temporal information among sequences,
where this temporal information was needed by our recurrent models.

Furthermore, in this paper, we tried to reduce overfitting using the dropout regu-
larization technique. We found that in dropout present conditions, the difference in
the test RMSE and training RMSEwas reduced compared to the dropout absent con-
ditions. However, adding dropout layers only reduced overfitting by a small amount,
perhaps, due to the complexity of the multi-headed models. Prior research has pro-
posed other regularization techniques such as l1 and l2 regularization for the problem
of overfitting [12]. These regularization techniques add a regularization term to the
cost function to penalize the model for having several parameters. The parameter
reduction leads to simpler models that likely reduce overfitting. In future, we plan
to apply the l1 and l2 regularization to evaluate their ability to reduce overfitting in
data.

Overall, we believe that the multi-headed architectures and weighted ensemble
approaches could be helpful to caregivers, patients, and pharmaceutical companies
to predict per-patient expenditures where we can utilize the demographic details
and other patient variables in predicting their future expenditures. In future, we plan
to perform long-range bi-weekly or monthly predictions to evaluate the capacity of
multi-headed neural network architectures for making such predictions. Also, as part
of our future research, we plan to evaluate other novel networked architectures (e.g.,
generative adversarial networks) and their ensembles for time-series forecasting of
healthcare expenditure data.
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Chapter 15
Soft Computing Approaches
to Investigate Software Fault Proneness
in Agile Software Development
Environment

Pooja Sharma and Amrit Lal Sangal

1 Introduction

In current eras, agile software development (ASD) practices like scrum, extreme pro-
gramming, the agile unified process, Kanban, lean software development, dynamic
systems developmentmethod (DSDM) and others techniques [1–5] have replaced the
traditional software development (TSD) approaches. Application of agile method-
ologies is related to enhancement in progress practices, i.e., quicker delivery, effective
communication, improved class product with reduced bugs, and less overhead costs
[3, 5]. In the literature, various articles focus on achievement features of ASD [6],
agile project achievement with respect to traditional methods [7], advanced product
frameworks for ASD maturity [8], organizational and people considerations [9, 10].
According to Beck et al. [11], the highest priority in ASD is to pacify the client with
the incessant release of the projects. The projects developed are continuously pro-
duced as updates in which testing and restructuring actions are performed in parallel.
If developments are incessantly beingmade in a spiral developmentmanner, modules
will undergo changes continuously, and newfangled units will be added further to
sustain new necessities for components. It may create new defects [12]. Owing to a
different association among diverse updates of the identical software development if
faultiness in components/methods/class happens in an update, it may be innate later.
As a result, determination of faultiness in software components becomes significant
as it helps to categorize components that necessitate restructuring or complete test-
ing. According to [13], there are numerous benefits of SFP, as it supports to improve
the testing and maintenance procedure, thus surge the product value.
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Errors, bug, defects, faults, and failures are interrelated terms which create con-
fusion in their descriptions [12]. According to the IEEE standard ‘610-1990,’ these
terms are defined as error: Human mistake which produces inappropriate outcome.
Bug: An unanticipated outcome or indefinite aberration operation found by a pro-
grammer, afterward compile of code, the test stage is known as a bug. Fault: An
inappropriate step, method, or information description in a computer creates the
program code to accomplish in unsuspected style, which is generally recognized
as defect, and these are initiated by the mediator, not by the programmer. Failure:
Incapability of a process or software module to achieve its essential purposes within
definite performance necessities. Faults are unlike from failures. Faults indicate the
superiority characteristic which elucidates a situation that software fails to achieve
its anticipated occupations.

Since last two years, SFP has addressed problems in software faults from two
viewpoints: First is to suggest a new technique or method-combination technique
to surge fault prediction efficiency, and second is to use new constraints to recom-
mend extreme operative features for the fault estimation [14]. The SFP models are
constructed based on the approaches of product metrics which already present in
the literature in abundance [15, 16], but models employ both products, and process
metrics are little known. Moreover, significant work has been made for the classi-
fication of the process metrics like number of revisions (NR), number of distinct
committers (NDC), number of modified lines (NML), and number of defects in the
previous versions (NDPV), which affects the effectiveness of fault proneness [17–
19]. In order to develop advanced models and launch indication, more studies need
to be conducted. Although numerous approaches (e.g., logistic regression, Naive
Bayes, neural networks) are employed in fault prediction methods, it is not apparent
whether the features which perform better in one practice will also be convenient in
other techniques. So, the investigations are repeated using other methods [20].

To this effect, authors in this work are using soft computing methods to generate
fault prediction models as an application of these methodologies and make use of
the concepts of indecisiveness, inaccuracy, guesstimate, etc., [21]. To attain the goal
of the study, experiments are performed on different versions of Ant project from
the PROMISE repository [22, 23]. Object-oriented metrics’ suites along with pro-
cess metrics are employed to identify fault-proneness classes in software modules
developed in multiple, sequential releases using a highly iterative or agile process.
Further, to assess the results of the proposed prediction model, evaluation criteria
based upon ROC (AUC) is applied.

2 Related Work

In these days, SFP is themost emergent research area. Numerousworks conducted on
fault prediction with several methodologies. Various methodologies for fault predic-
tion are logistic regression (LR) [24, 25], naive Bayes (NB) [26, 27], support vector
machines (SVM) [28], FIS [29], KNN [30], decision tree [16, 30], random forest (RF)
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[31], linear or multiple regression (L/MR) [32–34], neural networks [35, 36]. SVM
and naïve Bayes (NB) methods are compared [37] by performing experimentations
on datasets of NASAMDP repository. Erturk and Sezer [14] provided an assessment
of soft computing methods for fault determination using McCabe metrics. Czibula
et al. [38] offered a new cataloguing method created on ‘relational association rule
mining’ in SFP. Khosgoftaar et al. [39] used ‘rule-based’ and ‘case-based-learning’
approaches to distinguish model as faulty/non-faulty. Lu et al. [40] discussed the
active learning method, which estimates for initial-level updates, with the exemption
of the preliminary updates of the software. Additionally, complete reviews on defect
prediction were presented by Catal and Diri [41], Kitchenham [42] and Hall et al.
[43].

As observed from the above studies, statistical model has been discovered much
for the evaluation of software fault attributes. Soft computingmethods are effectively
applied transversely in several fields like investment,medication and other commerce
zones in the literature. Recently, the authors have exposed inordinate attention in
the direction of soft computing methods to resolve the indeterminate problems in
software fault prediction.

2.1 Soft Computing Approaches

The proposed research frameworkmakes use of FIS, ANN, and ANFIS as it provides
a hybrid approach which makes use of skilled judgment and data to learn to change
estimate gradually. FIS is a Mamdani style rule-based method which is reliant on the
fuzzy concept. FIS structures are based on linguistic values. This chapter discussed
Mamdani-based inference process which is processed in following phases: (i) fuzzi-
fication method, (ii) rule-valuation based on input metrics, (iii) aggregation of the
rule-evaluation output, and (iv) defuzzification.

ANN is a soft computing method stimulated like the working of the human mind.
ANN belongs to a collection of information-processing systemswhich can be used to
find information, outlines ormodels from a huge volume of data. ANNmodels can be
runwith predictable or lost values in datasets. It holds large numeral of neuronswhich
are interrelated to one another. In the proposedmethodology,ANNused three-layered
feed-forward method and also used supervised machine learning procedures. Inputs
are provided using input vectors at the input layer to ANN. Weights are restructured
in each repetition for matching the goal data or decrease mean square error (MSE).
The fault is taken as goal value in the Ant dataset from promise repository. ANN
system is trained using the Levenberg–Marquardt (LM) algorithm because it works
like a black box, and its readability and interpretability are difficult to find. Additional
details of ANN are given by Hecht-Nielsen [44].

ANFIS is a graphical system based on Takagi–Sugeno fuzzy type and trained
using a neural network. Nodes are connected to complete the functionality in the
collected layers in the network. Thus, it associates the features of both ANN and
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Fig. 1 ANFIS structure

FIS. The outcome of each Takagi–Sugeno rule is the addition of linear association
of inputs and a constant value of ANFIS.

Let us take z = f (x, y), which is a first-order Takagi-FIS and consists of two rules.

1. If x is a1 and y is b1, then f 1 = a1x + b1y + c1
2. If x is a2 and y is b2, then f 2 = a2x + b2y + c2

[x, y] are input vectors, as shown in Fig. 1. The shooting assets of w1 and w2 are
multiplication of membership scores. The output (f ) is the average weighted score
for every rule’s output w̄1, and w̄2, are the fraction of each fire asset to the total of
all firing assets. Sugeno fuzzy model is learned by the integration of fuzzy model
with adaptive neural networks, and we get the network known as ANFIS, which is
represented in Fig. 1.

ANFIS is constructed using five layers exclusive of input layer, i.e., layer 0:
Layer 0, i.e., input layer contains ‘n’ number of nodes, where n denotes the total

number of inputs.
Layer 1 is the fuzzification layer with a linguistic value like Gaussian function

with mean.

Ai (x0) = 1

1 +
[
x−ci
ai

]2bi (1)

{ai, bi, ci} are the number of parameters. When the parameter’s value varies, the
bell-shaped function differs in shape. Parameters in the respective layers are called
premise parameters, and the back-propagation algorithm improves their values during
the learning phase. As the value of the parameters varies, the value of the linguistic
term Ai also varies.

Layer 2 is known as the product layer. The value of each node is obtained by
multiplying linguistic inputs which are calculated in the previous layer, and node
value is fixed. The membership values µAi (x0)µBi (x1) are multiplied to find the
weighting strength of rules, where x0 has the linguistic value of Ai, and xi has the
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linguistic value of Bi, in the predecessor part of Rule i. Here are pn nodes which
denote the number of rules in layer 2. Every node has the forerunner part of the rule
(if part of the if-then rule).

wi = µAi (x0) ∗ µBi (x1) (2)

Layer 3 is called the normalized layer, which is used to stabilize the power of
rules using

Wi = wi∑R
j=1 wj

(3)

Here, wi is the weighting asset of the ith rule.
Layer 4 is the defuzzification layer. These rules are applied in the weighted output

of each node.

Wi fi = Wi (p0x0 + p1x1 + p2x2) (4)

Pis is the list of parameters, the value of i = n + 1, where n is the total inputs
assigned to the model. The equation written above is only for two inputs and can
be extended for more inputs also. Finally, Wi assigns the output ‘O’ of layer 3. The
parameters of the layers are restructured using learning algorithm in each step. The
least square approximation method is used in ANFIS and a sequential model; the
back-propagation process is used to train the network.

Layer 5 is called the output layer. It is the summation of all incoming nodes as a
single node which is represented as the modelled output by ANFIS network.

∑
i

w̄i fi =
∑

i w̄i fi∑
wi

(5)

where w̄i fi represents the weighted output of node i.

3 Dataset and Metrics Definitions

NASA MDP [22] and PROMISE [23] are renowned repositories for envisaging the
software faults. The PROMISE repository contains datasets about the SFP problem.
We have chosen versions of Ant project from the PROMISE repository. For per-
forming the fault prediction, four software attributes are taken as input, and three CK
metrics, i.e., CBO, WMC, and RFC [14, 24, 25] and one process metric NR [20] are
considered.
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The definitions of the software metrics are as follows:

1. CBO: Coupling between objects is the total number of other classes which is
coupled to a class. If the value of CBO is high, then maintainability, testability,
modularity, and reusability values decrease and the complication of the system
increases. So, the value of CBO should be less.

2. Weighted method count (WMC): It is the total of complexities of all the methods
in a class. As the value of WMC increases, the specialty degree also rises.

3. Response for class (RFC): When a class object receives a call, then the total
number of modules executed in reply is called the value of RFC.

4. Number of revisions (NR): It deals with the numeral of revisions retrieved from
the main program in a version control system.

Table 1 presents the detail of the dataset along with the range of values used.

4 Proposed Methodology

In the study, first authors build a fuzzy inference system (FIS) and then used ANN
and ANFIS’s both data-driven methods for the evaluation and explanation of results.
ANN is the best method for fault prediction because the achievement of the ANN
for predicting the faults has been presented in the literature [44–49].

In this chapter, the attributes (CBO, RFC, WMC, and NR) are used as input
attributes, and bug characterizes as output linguistic attribute. Input attributes are
classified into three ranges that are low, medium, and high, and output attribute is
specified with two values as low and high. The initial value for all input attributes
(‘a’) is zero for all software metrics; the largest range value (‘c’) is the present
maximum value of the relevant metric, and moderate value (‘b’) is half of ‘c.’ The
crisp values (metric values) of linguistic attributes to fuzzy values are converted using
membership functions. In this study, we used triangular membership functions. If-
then rules are composed in rule-based FIS model. Membership functions range, used
for the selected metrics from project datasets, is presented in Table 1. As there are
four inputs (WMC, CBO, RFC, and NR) and one output (faultiness/bug), a total of
81 rules are generated and applied. Table 2 presents the sample details of the if-then
rules used in the FIS system. The common execution details of the fuzzy inference
system are discussed in Table 3. The data gathered for four software releases of
projects Ant 1.4, 1.5, 1.6, 1.7 are being used for validation and implementation of
proposed techniques.

The ANN models were built for product metrics (WMC, CBO, and RFC) and
product plus process metrics (WMC, CBO, RFC, and NR). Figure 2 shows the ANN
model structure with four inputs. For four inputs model, a total of 10 neurons are used
in the hidden layers. Due to inequality ≤2N + 1 (N is the input) the neuron count of
the hidden layer is six. The training method for ANN models is scaled as conjugate
gradient and run as a pattern recognition network. It is a feed-forward network which
can be trained to categorize inputs according to the goal. The classified output data
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Table 2 Sample of fuzzy ‘if-then’ rules in the FIS model

Input metrics

If WMC CBO RFC NR Then Faultiness

R-1 L L L L L

R-2 M L L L L

R-3 H L L L L

R-4 L M L L L

R-5 H M M L M

. . . . . .

. . . . . .

R—rule, L—low, M—medium, H—high

Table 3 Fuzzy inference
system details

Fuzzy method Mamdani

Fuzzy input variables Minimum
Medium
Maximum

Fuzzy output variables Minimum
Maximum

Membership function Triangular

Input function range Minimum value of metrics
Maximum value of metrics

Output function range 0
1

Rule count 81

for pattern recognition system consist of bug data. Supervised machine learning
algorithms are used by ANN and train the data using Levenberg–Marquardt (LM).
The detailed description of the ANN is found in [46]. The ANN model performs
the classification task, as a result of approximately fifty repetitions with 0.134 mean
squared errors. The training process will be aborted when the performance gradient
reduces below the lowest performance gradient.

Fig. 2 Artificial neural network model structure
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Fig. 3 ANFIS structure

ANFIS architecture (having four inputs) consists of five layers as shown in Fig. 3,
and total stages with execution information are as follows.

From initial layer (layer 0), input parameters with respect to metrics (CBO, RFC,
WMC, and NR) are taken for input. In layer 1, neurons are fuzzified with the crisp
inputs using membership function. Triangular membership functions are considered
with three fuzzy sets low, medium, and high. In layer 2, the rule for the input neurons
is defined, and a total of 81 rules are generated and fired. Train dataset consists of
approximately 777 cases. Layer 3 normalizes the weight factor of every rule coming
from layer 2. The defined rules are applied with the normalized strength to layer 4,
and the impact of each rule toward the output is calculated. The crisp output in layer 5
is obtained by adding all the results coming from layer 4.When epoch is observed for
the forward pass, the least-squares estimator is employed, and the gradient descent
method is implemented in the backward pass. In the forward pass, coefficients in the
polynomial expression are tuned, and in the backward pass, ranges and parameters
of membership functions are adjusted. Model training is continuing until the change
in errors between the current and earlier iteration is obtained, or the preferred epoch
touched. The model runs up to 100 iterations and then stopped. Figures 4 and 5
provides the details of testing and training errors.
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Fig. 4 Testing error mapping Takagi–Sugeno FIS to ANFIS

Fig. 5 Training error mapping Takagi–Sugeno FIS to ANFIS

5 Results and Discussion

We analyzed the result using ROC (AUC), accuracy, and standard error. These per-
formance measures measure the performance evaluation for Ant project. To attain
these evaluations, experimentations are performed in theMATLAB (R2015b). In the
proposed study, the experiments are performed on three methods: (i) FIS (ii) ANN
(iii) ANFIS models, which are trained and tested using Ant-projects versions.

Accuracy: Act as primary constraint used for authenticating any prediction or
classification model. Definition of accuracy is the number of correct assessments
completed to the overall assessments. The formula for accuracy evaluation is as:

Accuracy = Number of correct evaluations completed/Overall evaluations
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Accuracy = (TP + TN)/Total instances ∗ 100

Here, TP is true positive, and TN is true negative.
Receiver operating characteristics curve (ROC): It defines the FP and TP rates of

the prediction. ROC is a probability curve, andAUC represents the degree ormeasure
of reparability. ROC (AUC) is capable of distinguishing between the classes. More
the value of AUC, better the model is at predicting false as 0 s and true as 1 s.

If the value of AUC = true means there is no error in the prediction.

If AUC > 0.5, means it is useful for SFP model.

Standard error of the mean: How much the predicted fault value deviates from the
actual fault (accuracy) rate?

SEM = SD/
√
n, where SD is predicted standard deviation and ‘n’ is the number

of faulty modules.
Tables 4 and 5 present the values of accuracy, standard error, andROC for different

versions of the selected project datasets. Accuracy is recorded between 81.6 and 89.3
for models which make use of product metrics and process metrics and are based on
ANFIS approach with standard error ranging from 0.044 to 0.049, respectively, as
compared to the accuracy range 79.1–84.8 formodels which considered only product
metrics. For ANN models (with product + process metrics), the accuracy range is
79.1–92.6 as compared to accuracy range 71.6–88.9 (with product metrics). For
FIS-based models (with product+ process metrics), the accuracy range is 66.4–79.1
as compared to accuracy range 61.7–77.1 (with product metrics). This shows that
models developed using neural networks have better accuracy, followed by models
developed using ANFIS. Fuzzy models have the lowest accuracy among them. Also,
the models developed using product and process metrics perform better than the
models developed using only product metrics.

6 Conclusion and Future Research Scope

SFP is a classification method which signifies that the software module is faulty/non-
faulty by taking some metrics of software projects. It helps us to make the software
product profitable, effective, and consistent.

In the proposed study, FIS, ANN, and ANFIS-based fault prediction methods
are employed to organize the faulty modules. Results of the projected methods are
explored in ROC (AUC); accuracy and standard error. For models with three inputs,
i.e., WMC, CBO, and RFC, the values of accuracy obtained are 84.8% for ANFIS,
88.8% for ANN, and 77% for FIS. For models with four inputs (WMC, CBO, RFC,
and NR), the values of accuracy obtained are 88.2% for ANFIS, 92.6% for ANN,
and 79.1% for FIS. It is found from the experimentation that the results of the ANN
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Fig. 6 ROC curve for the proposed methods

approach outperform than ANFIS approach. Figure 6 presents the ROC curve for
the proposed methods. Fault-proneness modules’ accuracy is found significantly
lower, ranging from 70 to 85%, with a higher range of misclassification rate [14, 15].
Another concern of software fault prediction research is uneven dispersal of faults
in the fault datasets which may clue to partial learning [17].

Moreover some topics like optimal software metric measures should be included
in fault estimationmethods alongwith investigation of cost efficiency of the proposed
models. For future work, the proposed methodology is to be extended for developing
more advancedmodels with high accuracy for assessing the faultiness of themodules
in the agile software development environment. Also, the cross-project and cross-
company projects’ defect datasets can be considered for experimentation and to
generalize the results.
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Chapter 16
Week Ahead Time Series Prediction
of Sea Surface Temperature Using
Nonlinear Autoregressive Network
with and Without Exogenous Inputs

Geetali Saha and N. C. Chauhan

1 Introduction

Oceans make up more than two-thirds of the Earth surface and house innumerable
species throughout the journey of evolution. They themselves are also evolving as the
Earth continues to age through the centuries. The warm and cold currents developing
in the oceans cause various changes on the surface of the Earth transgressing all man-
made boundaries. Many parameters of the ocean are found to reflect such changes.
However, the foremost among them is the sea surface temperature and the winds over
ocean water that is found to have been correlated to various other biotic parameters
affecting the overall global climate.

The National Oceanic and Atmospheric Administration (NOAA) [1], headquar-
tered at USA, plays an important role toward storing, analyzing, and distributing
observations related to the ocean. It includes land-based station data for location-
based collection of weather parameters, satellite data that is raw data collected by
the satellites and archived by NCEI—National Centers for Environmental Informa-
tion (NCEI) formerly known as National Climatic Data Center (NCDC), radar data
for tracking moving targets and Marine or Ocean data collected from ships at sea,
moored buoys, and coastal stations among others. NOAA’s Pacific Marine Environ-
mental Laboratory (PMEL) [2] ensures measurement of critical observations and
advance research in the domains of Earth atmosphere climatic interactions.

Several indices, based on sea surface temperature anomalies (SSTA), are proposed
for the tropical Pacific measurement and monitoring for duration of 30 years. Most
common are the Niño 3.4 index and the Oceanic Niño Index (ONI) that characterize
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Fig. 1 Region outline [4]

Table 1 Niño indices with their locations and characteristics [5]

Type Location Characteristics Remarks

Niño 1 + 2 0–10 S,
90 W–80 W

Smallest region Most Eastern
Niño SST regions

Largest variance of Niño SST

Niño 3 5 N–5 S,
150 W–90 W

Was primary focus for
monitoring and predicting El
Niño

Trenberth (1997) proved that
the ENSO lies further west

Niño 3.4 5 N–5 S,
170 W–120 W

Represents the average
equatorial Pacific SSTs

5-month running mean,
SSTAs >+ 0.4 °C for six
months

ONI 5 N–5 S,
170 W–120 W

Operational definition used by
NOAA, widely accepted

3-month running mean,
SSTAs >+ 0.5 °C for five
months

Niño 4 5 N–5 S,
160 E–150 W

Captures SSTAs in the
Central Equatorial Pacific

Less variance than the rest of
the Niño regions

the El Niño and La Niña events. Various numbers are used to label corresponding
regions by ship tracks since 1949 by Rasmusson and Carpenter [3] (Fig. 1; Table 1).

ElNiño (warm) andLaNiña (cool) events in the tropical Pacific are identifiedusing
the Oceanic Niño Index (ONI), a standard by NOAA. An overlapping consecutive
3-month period at and beyond +0.5 °C anomaly classifies them to be a warm (El
Niño) event or cold (La Niña) event. Further classification in the range of 0.5–0.9
SSTA is weak, 1.0–1.4 is moderate, 1.5–1.9 is strong, and beyond 2.0 is very strong
(shown in Fig. 2 in terms of increasing color intensities).

The present paper is organized as follows: Section 2 covers the literature survey.
Section 3 gives an insight into the basic nonlinear autoregressive model with and
without exogenous input for time series prediction. Section 4 shows the dataset details
used in the proposed work. Section 5 is about the proposed methods. Section 6 is
about the result obtained using the proposed methods. Section 7 summarizes the
results obtained.
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Fig. 2 El Niño (warm in red) and La Niña (cool in blue) events in terms of SSTA across 1949–2015
[5]

2 Literature Review

Climatic variations are circulation driven based on the exchange of energy measured
in terms of the sea surface temperature (SST) and this exchange depends on the
interactions of the various radiative flux and heat flux at the sea surface. Sea surface
temperature anomalies act as a mirror reflecting the dynamic behavior of the marine
world, the overall weather and the Earth at large. Many researchers have correlated
the variations in the SST values to the occurrence of various other events.

Hu and He [6] have investigated the early appearance of Green Tide in the Yellow
Sea during Olympic sailing competition in the coastal waters of Qingdao in Summer
2008. With the help of Floating Algae Index (FAI) and the marine environmental
parameters during 2008–2013, they established a green tide monitoring system and
concluded that the rising SST anomaly caused the massive algae bloom.

Carbone et al. [7] observed the Hg0 concentrations and the relative humidity
measured at MLO—Mauna Loa Observatory, Hawaii and compared these to the
Pacific sea surface temperature (SST) periodicities between 2002 and 2009 with the
use of Empirical Mode Decomposition technique. They developed a direct effect of
SST on Hg0 concentrations.

Mustapha et al. [8] have utilized 11 years (1998–2008) of AVHRR—Advanced
Very High Resolution Radiometer data consisting of 6602 individual images (via day
and night passes) analyzed to derive SST fronts from SST fields using SIED—Single
Image Edge Detection algorithm. Their analysis of the Amundsen Gulf Region and
the Mackenzie Shelf, recurrent SST patterns, especially at the peak of Summer is
detected.

Stock et al. [9], with his team of twelve NOAA faculties, have investigated seven
LargeMarine Ecosystems (LMEs) adjacent to the USA. They established an indirect
link of SST Anomaly on species of interest via mixed layer depths, stratification
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and horizontal transports using two dynamical seasonal forecast systems, namely
NOAA’s, GFDL’s, CM 2.5-FLOR prediction system and the NCEP System.

Dinesh Kumar et al. [10] have used monthly SST data fromNOAAERSST at two
locations:Arabian Sea (10°–20°N and 60°–70°E) andBay ofBengal (10°–20°N and
85°–95° E) from 1880 to 2010. They have concluded warmer SSTs characteristics
in the Bay of Bengal as compared to the Arabian Sea.

Cañadas andVázquez [11] have tried to establish a linkbetween the sub-population
of short-beaked common Dolphin with SST at the Alboran Sea and the Gulf of Vera.
Using data obtained by a survey on common dolphins from 1992 to 2011, and ocean
parameters fromNOAAOceanWatch, it was concluded that an increase in SST leads
toward declining population density and this was found to be more true in cases of
extreme SSTA, emphasizing the need for SSTA calculation.

Lins et al. [12], using PIRATA in the Atlantic Dataset, have performed year long
multistep prediction coupledwith SVMmodels. They have obtainedMAPE less than
2% and all MAE lower than 0.37 °C.

Picone et al. [13] have investigated the various measurement collection methods
that contribute to observations of sea surface temperature in the Italian Sea. ICOADS
Dataset (reconstructed time series having temporal data for 106 years starting from
1900 and for the location boundary of 35° N–46° N, 7° E–20° E) is compared with
CNR-MED dataset and shows good agreement of SST values at basin scales.

Salles et al. [14] have collected SST data from PIRATA using different sensor
buoys, making a dataset containing 50,000 entries; of which every valid test dataset
must have at least two years duration of uninterrupted data. Considering variable size
of training dataset, the future values of SST are predicted with the help of ARIMA
model clubbed with Random Walk as a baseline prediction model.

Using satellite and in situ measurements over a span of 29 years (1981–2009),
a relationship between dominant Empirical Orthogonal Function (EOF) and long-
term trends of SST variation is established by Park et al. [15]. Differential surface
warming is observed in the Yellow Sea where warming rates reduced monotonically
with depth having most remarkable warming trends in the neighborhood of Yangtze
river, contributed significantly by the river discharge.

Using reanalysis datasets for atmosphere and oceans on daily, 10-day andmonthly
basis for the July–October months from 2002 to 2005, Wada et al. [16] tried to estab-
lish a relationship betweenmaximumTropical cyclone intensity andSST.UsingArgo
profiling float observations accumulated Tropical Cyclone Heat Potential (TCHP)
since genesis to minimum central pressure (MCP) is calculated and a stronger trop-
ical cyclone is detected in the Western Pacific and validated using TCHP values
derived from three oceanic reanalysis datasets.

With the help of approximately 25,000 in situ subsurface temperature profiles
during 1997–2007, Ali et al. [17] have tried to develop an ANN model to derive
TCHP in the Indian Ocean using satellite-derived SST, sea surface height anomalies
at 26 °C isotherm. For validation, 8000 independent in situ profiles in the years 2008–
09 are used and the ANN approach is observed to be providing a better performance
than the other techniques discussed.
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An attempt to synthesize Ocean Subsurface Thermal Structure (OSTS) by ANN
approach from surface parameters, like net radiation, net surface heat flux, wind
stress, SST and dynamic height from Arabian Sea mooring (15.5° N and 61.5° E),
deployed by the Woods Hole Oceanographic Institution during October 1994–Octo-
ber 1995 is made by Ali et al. [18]. Predicted profiles were found to have very low
error when compared with the in situ results.

Thus, prediction of SST values helps in forecasting various other occurrences
found to be correlated. Different techniques are gaining popularity in this direc-
tion, right from the basic numerical techniques to advanced neural network-based
approaches.

Neural networks in particular date back its origin to the early 1940s when in 1943,
a neurophysiologist Warren McCulloch with a mathematicianWalter Pitts published
an article describing how the neurons might work by modeling it in using electrical
circuits. However, it was later, in 1972 that Kohonen and Anderson, both working
independent of each other proposed ADAptive LINear Elements (ADALINE) cir-
cuits, thereby reigniting interest in this domain which also resulted into the advent of
multi-layer neural networks. It was in 1986 that Rumelhart et al. [19] proposed
backpropagation of errors. Later during 1989, Chen and Billings [20] proposed
the NARMAX model for input–output representations of nonlinear discrete-time
systems.

The nonlinear autoregression method finds versatile applications. Using NARX
model, Du et al. [21] have proposed a prediction model for analysis of Surge Protec-
tive Devices (SPD) response characteristics. Xie et al. [22] have used NARX neural
network and tested it for Co2 compressor using Gamma Test for single-step ahead
prediction. Ercan [23] has targeted day ahead prediction of the exchange rate for
OMX Baltic Benchmark GI (OMXBBGI) market index value using previous day’s
index value. Jawad et al. [24] have proposed a GA-based NARX-NN algorithm and
tested the same on real-world datasets of ERCOT (for electrical load prediction) and
CDMO (for wind speed prediction). Lipu et al. [25] have used NARX-NN clubbed
with lighting search algorithm (LSA) to estimate the state of charge for lithium-ion
battery.

Saha and Chauhan [26] have investigated the step ahead prediction of weather
parameters: average low temperature, average high temperature, average humidity,
average wind speed of the Manaus region, Brazil from 1970 to 2015 using a NAR
network.

Saha and Chauhan [27] have proposed Dependency Investigation of Sea Surface
Temperature on Sea Bottom Temperature and Sea Surface Salinity using data from
Scripps Pier on the Western Coast of California (1916–2015). The SST data has
multistep prediction usingNARnetwork and the sameusingSeaBottomTemperature
and Sea Surface Salinity has single-step ahead prediction using NARX network.
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3 Time Series Models

A time series is made of a set of time stamped data, usually collected at predefined
regular intervals of time. Its formation is attributed by repeated observations at fixed
intervals of time.Many time series data of variable types, dimensions, and utilities are
available to researchers for analysis. The UCI Machine Learning Repository [28] is
one such collection that is highly recognized by the research scholars of the machine
learning community for validating and testing of proposed algorithms. David Aha in
1987 along with fellow graduate students at UC Irvine created this as an ftp archive
which in 2007 was updated to its present version by Arthur Asuncion and David
Newman. The National Science Foundation funds it. The El Nino dataset used in the
proposed algorithm has readings collected from various buoys positioned across the
equatorial Pacific.

Most time series are temporal sequential data recorded over time either on an
hourly, daily, monthly or yearly basis—but the duration remains constant over the
complete series. Through many years, the analysis of these time series has revealed
that many characteristics stay hidden in the patterns of the time series. Often, they
occur naturally in various application areas. The aim of time series analysis is to
mimic, identify, and explore potential hidden characteristics that make a forecast
possible. Here, data collected from the mentioned site is fed and simulated using
MATLAB tool for data analysis. Later, they are compared to judge its accuracy and
relevance using various error measures.

3.1 Basic Nonlinear Autoregressive Models

3.1.1 The Nonlinear Autoregressive Network

This model can accept dynamic inputs represented by time series sets and it is
particularly useful to describe the nonlinear dynamic in a wide variety of systems.

Refer Fig. 3.
Its general formulation is given by

y(t + 1) = F(u(t), u(t − 1), u(t − 2) . . . u(t − D)) (1)

where
u(t), u(t − 1), u(t − 2) … u(t − D) are the inputs at time t, (t − 1), (t − 2), …

(t − D) respectively.
F function describes the nonlinear correlation between the model output y (t + 1)

and the input u(t) based on previous states from time t, t − 1 to t − D only.
The weights of the neural network are tuned by the Levenberg–Marquardt rule.
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Fig. 3 Nonlinear autoregressive neural network

3.1.2 The Nonlinear Autoregressive Network with Exogenous Inputs

This model is modified to accept dynamic inputs along with any other exogenous
inputs represented by time series sets and it is particularly useful to establish a
relationship between both time series.

Refer Fig. 4.

Fig. 4 NARX neural network with y(t) inputs and u(t) exogenous inputs
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A nonlinear NARX can be mathematically represented as

y(t + 1) = G[u(t); e(t)] (2)

where
the vectors u(t) and e(t) denote the input and exogenous time series, respectively.
G function describes the nonlinear correlation between the model output y (t+ 1)

and the inputs (u(t) and e(t)) based on previous states from time t, t − 1 to t − D.

3.1.3 The Exogenous Inputs in Parallel Mode

A nonlinear autoregressive network with an additional input has two possible modes
of operation. Both of them are shown in Fig. 5. Our proposed algorithm uses parallel
modewhere the estimated outputs are fed back and included in the output’s regressor.

The mathematical expression is given by

y(t + 1) = H [y(t), . . . y(t − D); e(t), e(t − 1) . . . e(t − D)] (3)

3.2 Error Measures

Comparison of the predicted values with the actual data is error. And there are
innumerable error parameters that have various interpretations in the domain of
statistical analysis.

Fig. 5 NARX neural network architecture; TDL is time delay layer
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Following are the error parameters associated with our experimental setup and
analysis:

Mean square error (MSE),
Normalized mean square error (NMSE)
Root mean square error (RMSE),
Normalized root mean square error (NRMSE),
Maximum absolute error (MaxAE),
Mean absolute error (MeanAE),
Mean absolute percentage error (MAPE),
Standard deviation of data (SDD),
Standard deviation of error (SDE),
Residual standard deviation (SRes)

MSE = 1

n

n∑

i=1

(yt − ft )
2 (4)

NMSE = MSE

ymax − ymin
(5)

RMSE =
√√√√1

n

n∑

i=1

(yt − ft )2 (6)

NRMSE = RMSE

ymax − ymin
(7)

MaxAE = max(abs(yt − ft )) (8)

MeanAE = mean(abs(yt − ft )) (9)

MAPE = 1

m

m∑

i=1

(abs((yt − ft )/yt )) (10)

SDD = std dev(DATA) (11)

SDE = std dev(yt − ft ) (12)

SRes =
√√√√

m∑

i=1

(yt − ft )2
1

m − 2
(13)
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where

yt actual data
f t forecasted data
ymax maximum value of the dataset
ymin minimum value of the dataset
n total count of dataset
m count of multistep; for one week m = 7.

4 Dataset Used

The ownership of the data [28] lies with PMEL laboratory of NOAA. A set of buoys,
stationed by International Tropical Ocean Global Atmosphere (TOGA)’s Tropical
Atmosphere Ocean (TAO) program, are installed for recording.

Donated by Dr. Di Cook, Department of Statistics, Iowa State University in June
1999, it ismade up of 178080 instances and 12 attributes having somemissing values.

About 70 moored buoys across the equatorial Pacific are installed to measure
various parameters—subsurface temperatures down to 500 meters depth, surface
winds, sea surface temperatures, air temperature, and relative humidity. The present
dataset is composed of the following components date of measurement, location of
the buoy, zonal winds (for west < 0, for east > 0), meridional winds (for south < 0,
for north > 0), air temperature, relative humidity, and SST. Variations in wind data
are +10 m/s and that in relative humidity is 70–90%. Fluctuations in air temperature
and sea surface temperature are both in the range of 20–30 °C. All readings are taken
at the same time of the day.

A section of the data having very few missing values is identified. The location
identified is at 0° N latitude and−110 E longitudes. It is slightly larger than 10 years
data and is dated from 10/05/1985 to 20/07/1995.

As identified in many previous literatures, to avoid the problem of overfitting,
training and testing datasets are segregated at the very beginning of the experi-
mental setup. The training data is made up of the values dated from 10/05/1985 to
10/05/1995. The duration from 11/05/1995 to 20/07/1995 is used as an independent
test dataset.

5 Proposed Methods

The training data comprising of 10 years of daily data is rearranged and the mean
of daily SST value is calculated using the respective last ten years data. This is the
mean value of SST. And it is subtracted from the present SST reading giving the sea
surface temperature anomaly (SSTA). This is compared to the forecasted value.
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5.1 SSTA

5.1.1 Sea Surface Temperature Anomaly (SSTA)

A set of time stamped SST data is converted to time series data. The sea surface tem-
perature time series is analyzed against different possible values of delay and hidden
neurons in an open-loop configuration using a nonlinear autoregressive network for
single-step prediction.

The purpose of this implementation is meant to obtain the optimized values of
H (number of hidden neurons) = 20 and D (number of delay neurons) = 2. Refer
Fig. 6.

Fig. 6 Proposed NAR NN using optimized values of D and H in open-loop configuration
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5.2 SSTA_NAR

5.2.1 Nonlinear Autoregression Network—Multistep Prediction
for SSTA (SSTA_NAR)

Using the optimized values of H and D, the purpose of closed-loop implementation
is to retain predicted values and continue the forecasting for 7 days of SSTA. TDL
represents the Time Delay Layer.

In the present case, last ten years of SST data is fed to the neural network as
the training dataset. The testing dataset is a total of 70 days, one week each at a
time. Results show 10 iterations compiled one after the other forming a time series
representation of 70 timestamps of SST data. Refer Fig. 7.

Fig. 7 Proposed NAR NN using optimized values of D and H in closed-loop configuration
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5.3 SSTA_AirT

5.3.1 Nonlinear Autoregression Network—Multistep Prediction Using
Air Temperature as an Exogenous Input (SSTA_AirT)

Using the optimized values of H and D, we predict a week ahead values of SSTA
using previous values of the SST time series and the air temperature time series.

In the present case, last ten years of (SST and Air Temperature) data is fed to the
NN as the training dataset. The testing dataset is a total of 70 days, one week each
at a time. Results show 10 iterations compiled one after the other forming a time
series representation of 70 timestamps of SST data calculated with the help of Air
Temperature data. Refer Figs. 8 and 9 for the open and closed-loop configurations,
respectively and Table 3 for the individual week wise results.

Fig. 8 Proposed NARX-NN with exogenous input e(t) in open-loop configuration
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Fig. 9 Proposed NARX-NN with exogenous input e(t) in closed-loop configuration

5.4 SSTA_Z

5.4.1 Nonlinear Autoregression Network—Multistep Prediction Using
Zonal Winds as an Exogenous Input (SSTA_Z)

Using the optimized values of H and D, we predict multiple step ahead values of
SSTA using previous values of the SST time series and the Zonal wind time series.
In the present case, last ten years of (SST and Zonal wind) data is fed to the neural
network as the training dataset. The testing dataset is a total of 70 days, one week
each at a time. Results show 10 iterations compiled one after the other forming a time
series representation of 70 timestamps of SST data calculated with the help of zonal
winds data. Refer Figs. 8 and 9 for the open-loop and closed-loop configurations,
respectively and Table 4 for the individual week wise results.
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5.5 SSTA_M

5.5.1 Nonlinear Autoregression Network—Multistep Prediction Using
Meridional Winds as an Exogenous Input (SSTA_M)

Using the optimized values of H and D, we predict multiple step ahead values of
SSTA using previous values of the SST time series and the meridional wind time
series. In the present case, last ten years of (SST and meridional wind) data is fed to
the neural network as the training dataset. The testing dataset is a total of 70 days, one
week each at a time. Results show 10 iterations compiled one after the other forming
a time series representation of 70 timestamps of SST data calculated with the help
of Meridional winds data. Refer Figs. 8 and 9 for the open-loop and closed-loop
configurations, respectively and Table 5 for the individual week wise results.

6 Results

Using a 10-year dataset of the equatorial Pacific region in a site-specific approach,
the proposed network is used to forecast the next week SST values.

The legends are explained as follows:

SSTA = T − M is the SSTA calculated by taking the difference of mean from
actual.
SSTA_NAR is the SSTA calculated using the SST series only.
SSTA_AirT—SSTA calculated using the Air Temperature data as an exogenous
input (Figs. 8, 9 and 10; Table 3).
SSTA_Z—SSTA calculated using the Zonal winds as an exogenous input (Figs. 8,
9 and 10; Table 4).
SSTA_M—SSTA calculated using the Meridional winds as the exogenous input
(Figs. 8, 9 and 10; Table 5).

The error parameters are tabulated for reference and understanding. It is observed
that for all the test datasets, the value of standard deviation of error is far smaller than
the standard deviation of data. The values of normalized mean square error (NMSE)
and normalized root mean square error (NRMSE) are found to never exceed 0.13 °C
and 0.1 °C, respectively. The maximum absolute error (MaxAE) of 2.1496 °C is
observed when no exogenous input is provided to the neural network. The value of
standard deviation of the residuals (SRes) never exceeds 0.5213 °C. The mean abso-
lute percentage error (MAPE) and mean absolute error (MeanAE) have a maximum
value of 0.0369 °C and 0.9847 °C, respectively, which is significantly low.
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Fig. 10 SSTA comparative of all the proposed methods amounting to 70 timestamps

7 Summary

A comparative of all the methods is tabulated in terms of errors and the time series
plots give a pictorial view of the agreement in values.

It is to be noted here that all themethods provide forecasted values very near to the
actual SSTA. However, it is the performance of the model in presence of the Zonal
and the Meridional winds that provide least error—both in the error comparative and
in the time series plots. This is in agreement to the basic fact that this warming and
cooling of the sea surface temperature is subject to the wind direction and intensities
prevailing at different places at different instances of time.
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Chapter 17
Regression Model of Frame Rate
Processing Performance for Embedded
Systems Devices

Yaroslav Krainyk

1 Introduction

Contemporary Internet-of-Things (IoT) devices [1, 2] are having momentum of a
great success in the market and have spread to almost all spheres of information com-
munication technologies applications. Such inquiry causes that IoT devices obtain
new functionality, and customers are expecting increased performance andhigher ser-
vice level from them. However, base device constraints should be taken into account
under those circumstances. Typically, top-segment devices are oriented on the maxi-
mum autonomous work time alongside with high-intensive computational tasks. The
primary example of such devices is multimedia-enabled IoT modules [3, 4].

The most common hardware platform for IoT devices with multimedia capabil-
ities is microcontrollers with dedicated modules or system-on-chips (SoC) [5] with
integrated processing cores. The last ones may contain graphics processing core and
facilitate necessary computational power even for complex scenes. They also include
necessary video interfaces. However, at the same time, output of the processed frame
to the custom display (not via standard video interface) requires low-level implemen-
tation of the procedure. Due to this culprit, achievable frame rate for video depends on
the peculiarities of software implementation and interface selected for data transfer.

Another point to mention about the problem is usage of the existing display mod-
ules in new systems. High pace of development cycles and shortened time-to-market
value cause adoption of the existing components that is not always the best option
for performance. Transition from one display to another obviously implies changes
in the performance parameters. Thus, mathematical apparatus for performance esti-
mation in terms of video frame rate for multimedia IoT module is required. This
will allow the designer to have necessary information to make the decision about
component substitution.
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In this work, we investigate multimedia-enabled IoT device that comprises SoC
module and display to devise performance estimationmodel for such kind of systems.

2 Background and Related Works

Multimedia-enabled IoT devices [6–10] can be applied in different fields of social life
and can provide advanced user experience. They are tightly connected with concept
of smart environmentswhere suck kind of devices automate numerous routine actions
for customers [6, 7].

SoC architectural solution for hardware organization was a breakthrough point
in the development of modern computer systems. SoCs offer all main components
within a single die and therefore reduce total number of parts in the final product.
SoCs have become a hardware platform for single-board computers (SBCs). This
type of devices combines decent computational power with low level of energy
consumption due to SoC usage. They also are a fundamental part for multimedia-
enabled IoT devices. Hence, in this work, we exploit SBC Friendly ARM Nano-Pi
Neo Air [11] as the control module for the system.

From the point of view of content flow to the display device, we can distinguish
the next two classes of devices:

1. Devices that receive multimedia data from the external source. These devices are
not responsible for content processing and just direct them from the input to the
output.

2. Content-generating devices that perform content processing directly on the target
device.

Theperformanceof the devices that belong to thefirst type depends on the through-
put of the interfaces involved into multimedia transfer. Therefore, it can be estimated
quite precisely under different conditions. At the same time, performance of the
content-generating device relies on the complexity of the scene and software imple-
mentation of the rendering procedure. With this statement in mind, in this paper,
we focus on the performance of the devices that belong to the second class and
intend to provide mathematical model suitable for productivity estimation under
circumstances of software-based content processing.

In opposite to conventional video interfaces, universal interfaces can communicate
with almost any device type that has corresponding functionality. However, this fea-
ture is achieved at the expense of performance. Performance plays indispensable role
for graphics presentation and serves as the major indicator for user experience. Serial
Peripheral Interface (SPI) is one of the most widespread communication interfaces
and display modules include SPI as one of the possible options for data transmission.
In general, SPI can be characterized as synchronous one-bit wide connection. This
interface is quite ubiquitous and can be found as a compound part in modern SoCs.
In the current work, we assume that display is connected to SBC via SPI.
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Linear regression [12–15] is a powerful and simplemethod for dependency identi-
fication between two variables (in classic case). In this paper, we assume that depen-
dent variable is number of frames displayed on the screen per unit of time. The
independent variable is tightly coupled with software and will be defined in the main
section.

The contribution of the paper is the developed linear regression model for per-
formance estimation of the content-generating multimedia IoT device. The model
provides the opportunity to estimate performance in terms of frame rate according
to area of graphical objects that are to be shown on the screen.

3 Model of Performance Estimation

Let us providemore details about organization of the system under investigation. The
system contains module of the single-board computer Nano-Pi Neo Air and display
module that is based on ILI9163 display controller. The display itself has resolution
of 128× 128 pixels withmaximal 18-bit-per-pixel color presentation scheme. This is
feasible to consider this testbed as a small IoT device. The interconnection between
computer and display is made via SPI. The general scheme of elements connection
is demonstrated in Fig. 1.

Speaking of software organization, we assume that a single-thread model of soft-
ware implementation is employed. Thus, it is guaranteed that processor is occupied
by a single processing stage at the moment. The following processing pipeline has
been used in the test implementation:

1. Calculations of the new parameters of the scene.
2. Rendering of the scene (this task is submitted to the graphical core).
3. Copying of the processed image into memory region available for processor.
4. Transmission of the data array to the display.

The built-in graphical core is responsible for rendering of a graphical scene. It
is easy to observe that during rendering stage, the main processing core is idle. As
image data are ready, processor duplicates into memory region and adopts image
presentation to the one that is suitable for display.

From the point of view of processor time usage, the last two stages consume the
same amount of time without regard of what actually is rendered by the software.
The first stage supposes calculation of new geometrical positions, scale factors, and
rotation angles. The performance of this stage actually depends on the quantity of the
graphical objects and transformation complexity. However, as size of the display is

Fig. 1 General scheme of
elements connection Single-board 

computer
DisplaySPI
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relatively small and, hence, number of objects to display is also quite limited, we can
assume that it is not much impactful on the performance. Another point to mention
is that those calculations for transformation can be performed relatively fast even
for dynamic scenes. Therefore, time consumed by this stage can also be deemed as
stable interval during different pipeline iterations.

Thus, it brings us to the situation when the second stage is the stage that causes
most variations in the pipeline performance. Generation of multimedia content on
IoT device is a complex task that demands cooperation of main processing modules.
To provide necessary user experience, first of all, it is necessary to assure perfor-
mance and quality of graphics. This is the reason for selection of OpenGL [16]
technology for graphics processing. It effectively harnesses graphical core and is
capable of guaranteeing decent performance for this task. In context of user interface
and graphics quality, it is worth to mention that textures are the first option to build
advanced interface and content with OpenGL. In the further part of the work, it is
presumed that graphical objects are represented as textures.

OpenGL employs complex and sophisticated pipeline that allows developers to
perform 3D processing of graphics. It includes transformations from object space
to image space with several intermediate stages. General flowchart of the OpenGL
graphics processing in the user-space application is shown in Fig. 2. The pipeline
incorporates numerous parameters to set up the final view of the scene. In this work,
the following assumption is put forward. The total time required for processing
depends on the area of objects in the rendering process.

In context of the previous statement, the virtual display area can be taken as a
conventional unit of area for further investigation. This unit is represented as a final
image that is visible according to the objects’ positions and camera settings. The
typical recommendation for display coordinate space assignment is different and is
quite customizable. Hereinafter, coordinate space of the display is assigned to the
values [−1; 1] for both dimensions. Which means that if object’s corner points are
(−1; −1) and (1; 1), then it will cover all area of the display. Object with corner
coordinates (0; 0) and (1; 1) occupies only quarter of display area.

Let us assume that at the specific moment, a set of graphical objects O =
{o1, o2, . . . , on}, should be displayed on the screen. All the elements of O can be
characterized by their areas Si , i = 1, n relatively to the display area. The perfor-
mance of graphical output system is typically expressed in frames-per-second (FPS).
The device developer should assess this parameter at the testing stage. The perfor-
mance should not plummet lower the specific threshold. Additionally, generation
of graphical content might imply quite complex dynamic scenes with high quantity
of objects where performance can change tremendously from one scene to another.
Although, performance of the graphics core can be retrieved from the specification,
it is a tedious task and calculation for each scene is not rational. Therefore, the pro-
posed model simplifies assessment of the performance according to the total area of
rendered objects in the scene. The model allows approximating performance of the
system and formulating basic rules to follow for software responsible for graphics
processing. First, we introduce total objects’ area parameter that is calculated as
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Fig. 2 General organization
of graphics processing in
OpenGL application

Finish

Prepare 
graphics data

Start

Is running?

For each graphical object

Rotate

Scale

Translate
No

SumS =
n∑

i=1

Si . (1)

Providing that display area is denoted as Sscreen, the ratio of total objects’ area to
display area can be defined as a metric

M = SumS

Sscreen
. (2)

This metric is used as independent parameter in the model. The idea behind this
metric is to identify how many layers of objects can be rendered on the screen
with area Sscreen that is perceived as the single layer of visual content. As graphical
applications employ concept of layer extensively, this metric becomes intuitively
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understandable. Thus, basically, the rule to guarantee performance during specific
scene rendering is that the value of M should be higher than the threshold.

The general representation of the regression model with framerate as dependent
variable can be written as follows

F = a · SumS

Sscreen
+ b. (3)

The peculiarity of the proposed model is that intercept component b actually
includes performance expenses at other three stages of content generation. Although
the exact values can be calculated separately, previously made assumption that those
values are not subject to significant changes allows concealing them in b value.
Because screen parameters are indirectly involved into the equation, substitution of
the screen will result in different model numerical values.

The software for the testing has been implemented in Java programming language
and using LWJGL library [17]. LWJGL implements OpenGL ES standard and can
be deployed on the devices with ARM architecture that include Nano Pi Neo Air
board. LWJGL can also be considered as an enabler of OpenGL ES functionality for
software run by Java virtual machine.

4 Results

To measure processor time spent on one iteration, we employ system functions for
measurements of time intervals available in Java. For this purpose, the moment of the
iteration start is to be fixed directly before the beginning of the cycle as well as the
moment of the finish. Difference of the values stored in the corresponding variable
contains information about time interval. Adequate amount of statistical information
has been collected during this stage to prove correctness of the selected approach. The
statistics includes time data that match to scenes with different values of area metric.
We also modeled scenes with different number of objects to render. They have been
further converted to FPS parameter. Moreover, the data also includes measurements
for consequential dynamic scenes where total area parameter is changing perma-
nently. Traditionally, graphical scene can be divided into two layers, background
and foreground. Thus, it can be presumed that background layer should occupy full
possible layer area on the display, and total area of foreground objects may vary.
Due to this point, the measurements have been taken with one background layer (4
conventional area units) and variable number of foreground objects that consume
from 1.5 to 7.25 area units. The higher boundary of this range indicates that almost
three layers are to be rendered for the scene.

To build the final regression model, all the obtained data has been have been
processed by Python script that employs scikit-learn library [18] as a main tool to
calculate coefficients of the model. Matplotlib library has been used to visualize data
set and final model for the peculiar hardware configuration. Horizontal axis denotes
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Fig. 3 Visualization of
statistics data points and
corresponding regression
model with calculated
coefficients

area of graphical data, and vertical axis defines performance in FPS. The final plot
is illustrated in Fig. 3.

The obtained statistics and chart shown in Fig. 3 clearly indicate that usage of
linear regression model to estimate performance is adequate. To prove this even
further, conventional root mean squared error (RMSE) metric has been calculated
for predicted values. With RMSE equals to value 0.177, it can be stated that the
model is sufficient to estimate performance of the system.

Moreover, to prove correctness of linear regression selection, coefficient of
determination has been computed for the acquired data set according to

R2 = 1− SSres
SStot

, (4)

where SSres denotes residual sum of squares and SStot denotes total sum of squares.
The calculated value of the R2 metric is equal to 0.978 on the selected interval.
As this statistics is close to 1, it can be declared that dependent and independent
variables have been chosen correctly, and the model fits for prediction of IoT device
performance.

It is also easy to observe recommendation about the maximum area of graphical
elements in the scene to keep necessary performance mark using the plot. The final
presentation of the model is next.

F = −2.501 · SumS

Sscreen
+ 17.523. (5)

From the practical point of view, plot in Fig. 3 demonstrates that performance of
the system under test never gets lower than 10 FPS if total area of rendered objects
does not go higher approximately 11 area units.
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5 Discussions

The attained results prove that the linear regression model can be applied to esti-
mate performance of content-generating multimedia IoT devices. It can be exploited
to declare basic rule about software implementation regarding areas of graphical
objects. However, due to possible differences in hardware parts (throughput during
the access to SD-card, different display, etc.), retrieved parameters of the model may
require calculation and justification to match specific configuration.

The implication of the proposed approach is that it can be used for the system
that includes SBC as the main module, and all operations are performed by SoC.
However, strict recommendations can be alleged for the approach use. First, SoC
architecture is supposed to be a combination of processor core and graphics core that
have an access to singlememory region. Second, transfer of the generatedmultimedia
content to the display is a responsibility of user-space application.While conventional
devices have built-in functionality for multimedia output (video ports, dedicated
memory, preinstalled drivers, etc.), the device under consideration transfers data via
general-purpose SPI interface. Third, all graphics objects are going through the same
processing pipeline at every loop of the scene generation.

The proposed instrument should be used cautiously when applied to other mul-
timedia devices. More advanced architectures depend on much more parameters
that should be taken into consideration. Therefore, more sophisticated model should
adopted for this class of devices.

6 Conclusions

The proposed regression model aims to provide reliable apparatus for performance
estimation for content-generating multimedia IoT-device. Classic linear regression
has been employed for this purpose. The results obtained using developed testbed
were used for model inference and they proved feasibility of the assumption made
in the paper. From the practical point of view, it can be used to ensure that output
frame rate will not be lower than it is declared in the product specification. It can
be achieved by limiting amount of multimedia information to be processed by the
device.
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Chapter 18
Time Series Data Representation
and Dimensionality Reduction
Techniques

Anshul Sharma, Abhinav Kumar, Anil Kumar Pandey, and Rishav Singh

1 Introduction

A time series can simply be understood as an ordered sequence of numbers, represent-
ing data collected over a regular time interval which are usually obtained from differ-
ent application domains like scientific, health care, industries, financial domains, etc.
In concordance with researches in the area of data mining, time series data mining
methods help in certain essential tasks. These tasks can be categorized as cluster-
ing, classification, indexing, motif discovery, and rules discovery. While performing
these tasks, different approaches need to be followed. Representation and similar-
ity measures are key elements of time series data mining which eventually assist to
achieve greater efficiency and effectiveness in information processing.

Essentially, time series is a wide spectrum high-dimensional data. The processing
and storage of this kind of data in their raw format are very tedious, cumbersome as
well as expensive. This leads to the importance of developing relevant representation
techniques with the aim of reducing the high dimensionality and also preserving the
fundamental characteristics of the data. This has to be done with a certain amount of
precision and acumen because time series data is not like canonical data (data with
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nominal/categorical or ordinal variables) with straightforward distance definition
between values. This is desirable for querying, clustering, classification, and other
mining tasks if we are looking for similarity-based retrieval in time series data.

The way, representation is selected, depends on how appropriate it is to impact
the ease and effectiveness of time series data mining task to obtain information and
knowledge that is relevant and valuable. The problem of the high dimensionality of
information needs to be resolved because it adversely affects the outcomes of time
series data mining, as an inverse proportionality relationship exists between query
precision and dimensional effectiveness. There are various methods suggested in the
literature to achieve reduced dimensionality in time series data representation [1–
10]. These representation techniques can be characterized as data adaptive and non-
data adaptive [1]. In methods, that are data adaptive, the transformation parameters
rely on information such as APCA [2], while the transformation parameters do not
alter in non-data adaptive methods, or in other words, the parameter does not rely
on information such as PAA [1]. In the literature, various kinds of representations
for time series are presented [1–4]; some of them are specific to particular domain
application, while others are general to be used in any application. The challenges of
indexing time series for fast retrieval have been addressed in the majority of works,
but this chapter is more inclined towards those time series representation methods
that are more appropriate for classification/clustering.

In the literature, many variations of the primary method are proposed, but here,
we have considered only basic and fundamental methods. The systematic work-
flow used in the chapter is summarized in the following way: Sect. 2 represents the
proposed taxonomy for representation and dimensionality reduction. Section 3 intro-
duces the piecewise linear methods, which include five methods. Section 4 describes
the symbolic-based methods, which include three fundamentals symbolic methods.
In Sect. 5, feature-based methods are described that are specially designed for clas-
sification/clustering. Section 6 includes transformation-based methods that are used
in diversified field of applications. Section 7 discusses the cutting edge and the latest
techniques for time series classification. Lastly, Sect. 8 provides a conclusion and
directions for future research.

2 A Taxonomy of Representation/Dimensionality
Reduction Techniques

As stated earlier, the taxonomy that we suggest is categorized in the representation
and dimensionality reduction processes intended for time series data along with an
inclination towards classification and clustering tasks. However, these representa-
tions are not restricted to this scope; they can also be used for other time series data
mining endeavours. The proposed taxonomy is presented in Fig. 1 and divides the
methods into four categories.
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Fig. 1 Taxonomy of time series representation and dimensionality reduction techniques

• Piecewise linear methods: in this, the time series is usually divided into different
segments, and approximation of these segments is taken to represent the series.
These methods include piecewise aggregate approximation (PAA) [3], adaptive
piecewise constant approximation (APCA) [2], piecewise linear approximation
(PLA) [5], dispersion-based piecewise aggregate approximation (DPAA) [6], and
piecewise trend approximation (PTA) [7].

• Symbolic-based methods represent the time series into a symbolic format, and
they provide a higher level of an approximation than piecewise linear methods;
these include symbolic aggregate approximation (SAX) [4], symbolic Fourier
approximation (SFA) [8], and trend-based SAX reduction [9].

• Feature-based methodsfirst learn the unique features set from the training data and
then represent the time series in terms of these features. These methods include
Bag of patterns (BOP) [10], Bag-Of-SFA-Symbols (BOSS) [11], and shapelets
[12].

• Transformation-based methods considered the time series as signal and convert it
into other domains such as frequency or time–frequency and extract the informa-
tive information that is hidden in the time domain. Thesemethods include discrete
Fourier transformation (DFT) [13], discrete cosine transformation (DCT) [14],
and discrete wavelet transformation (DWT) [4, 14].
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3 Piecewise Linear Methods

If we depict the time series in different ways, we can achieve a high level of reduced
dimensionality, i.e. by reducing the sample size of raw data. Sampling is one of the
easiest ways to represent time series. A rate of p/q is used in this strategy, where q
represents a segment of raw time series and p is the selected sample points from the
segment. However, it has a drawback; if the sampling rate is too small, it distorts the
shape of the sampled time series. In this section, the piecewise linear model for time
series representation is taken into consideration, which usually splits the time series
into equal length and provides the relevant information from them.

3.1 PAA

PAA aims at dimensionality reduction by taking the mean of frames which are of
equal size. If X = {

x1, x2, . . . , x p
}
is considered a time series whose length is p,

the PAA of X can be calculated by dividing X into q number of segments of equal
lengths of size p/q, where q � p. In this transformation, each segment of the raw
time series is represented by the mean of the value of its elements.

X = q

p

(p/q)∑

j=p/q(i−1)+1

x j (1)

Figure 2 illustrates the notion of PAA. It ensures the division of the original series
into correct size of frames. Moreover, two specific cases of this approach are noticed.
When p is equal toq, thenwe found no difference between transformed representation
and original time series, or we can say both are an identical representation. If q
is equivalent to 1, then the mean value of the original sequence is obtained from
the transformed representation. In general, it can be said that a piecewise constant
approximation of the initial sequence is produced by this transformation.

Fig. 2 X is the raw time series and X is the PPA representation of X
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Fig. 3 X is the original time series and X is the APCA representation of X

3.2 APCA

APCA can be considered as an extended version of PAA. To attain the APCA
representation, the time series is stratified into K pieces of unequal length based
on its size. Here, low activities are represented by long segments, and region
of high activities is represented by short segments. The average value and the
index of the segment’s right endpoint are used here to depict each segment in
the sequence. Hence, the time series X = {

x1, x2, x3, . . . , x p
}
is represented as{

x̄1, xr1, x̄2, xr2, . . . , x̄k, xrk, . . . , x̄m, xrq
}
, where x̄k is the elements’ mean value in

the kth segment and xrk is the index of the rightmost element of the kth segment. As
shown in Fig. 3, segments of series are of different lengths.

3.3 DPAA

DPAAcanbeunderstood as another formofPAA.DPAAsplits a series into sequences
of same length. Further, it records the mean value and standard deviation for each
segment. The primary distinction betweenPAAandDPAA is that it takes into account
both central tendency and dispersion, which is available in each subsequence. For a
given time series X = {

x1, x2, x3, . . . , x p
}
, the DPAA representation of X can be

expressed formally by X = (
x̄1, σx,1

)
,
(
x̄2, σx,2

)
, . . . ,

(
x̄k, σx,q

)
where

x̄i =
i p

q∑

j=(i−1) p
q +1

x j(
p
q

) (2)

σx,i =

√√√√√
i p

q∑

j=(i−1) p
q +1

(
x j − x̄i

)2
(

p
q

) (3)
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Fig. 4 Linear fit between two endpoints (a) and (b) of a segment

We can call these two statistical measures [defined in Eqs. (2) and (3)] as features.
In the above expressions, p denotes the length of original time series and q represents
the number of segments. It is assumed that the term p

q should be an integer value that
represents the number of points in each segment. Therefore, the original time series
should be padded with suitable numbers of zeros before the transformation. Finally,
the reduced dimensionality of time series is 2q because each segment carries two
feature values.

3.4 PLA

PLA representation of time series is the most widely used method. In PLA, we
partition a time series X of size p into q parts (q � p), as we do in PAA, but in this
case, each segment is represented by a straight line. Equal length segments, e.g. l
= p/q is produced in uniform segmentation, whereas in non-uniform segmentation,
X is partitioned into parts of unequal length so that they can best fit the shape of
the time series. In a further process, linear interpolation is used to approximate the
segment Xa:b by joining a line between xa and xb. Here, xa and xb are the end points
of the segment as shown in Fig. 4.

3.5 PTA

Local trends of time series data are used as a base for PTA representation. First
of all, this process involves the transformation of raw data into local trends (ratios).
Secondly, it performs segmentation to discriminate time series into distinct segments
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of different trends. Finally, the ratios of the first and the last data points are taken
from each segment for approximation.

For any given time series X = {
(x1, t1), (x2, t2), . . . ,

(
x p, tp

)}
, where xi is a

real value and ti is the time stamp, the PTA representation of X is presented by the
following expression:

X = {(
r1, rt1

)
,
(
r2, rt2

)
, . . . ,

(
rq , rtq

)}
, q ≤ p, (4)

where rti is the rightmost element of the ith segment, ri (1 < i ≤ q) is the proportion
between rti−1 and rti in ith segment, r1 is the proportion between t1 and rt1 , ith segment
length is computed using rti − rti−1 .

PTA uses the piecewise discontinuous function to obtain dimensionality reduction
of time series. This algorithm contains three major steps:

• Local trend transformation: data points of the new transformed series are obtained
by computing the ratio between any two successive data point of the original series.

• Segmentation: local trends in the time series are transformed by division into
segments of variable length in a way that the different trends are represented by
two conjunctive segments.

• Segment approximation: the ratio of the leftmost and rightmost data points
inside the segment is used to represent each segment that indicates the trend
characteristic.

4 Symbolic-Based Methods

The past decades have seen the introduction of many symbolic representations of
time series. This method basically uses pre-designated mapping rules to convert
the time series with a numerical form into a sequential series of discrete symbols.
Symbolic methods are more adaptive to noise. SAX is the most widely accepted
technique of symbolic representation on time series data mining. This representation
method guarantees a significant reduction in dimensionality and a reduced bounding
property, which in turn improves the efficiency of algorithms.

4.1 SAX

SAX can be considered as one of the most competent, pertinent, and competitive
approaches for the dimensionality reduction in time series. In this, a set of symbols
are used to represent a time series of length p into q where q � p. First, we normalize
the time series so that its mean becomes zero and the standard deviation converted
into unity. Then, the time series is partitioned into an appropriate number of seg-
ments with the sequence of q real values to compute a PAA representation of the
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Table 1 A look-up table that contains the brake points for alphabets between 3 and 8

v 3 4 5 6 7 8

β1 −0.043 −0.67 −0.84 −0.97 −1.07 −1.15

β2 0.43 0 −0.25 −0.43 −0.57 −0.67

β3 0.67 0.25 0 −0.18 −0.32

β4 0.84 0.43 0.18 0

β5 0.97 0.57 0.32

β6 1.07 0.67

β7 1.15

Fig. 5 SAX representation: firstly, time series is discretized using PAA; after that, PAA coefficient
is mapped with SAX symbols. In the example, the series is represented by baabccb

normalized series. Further, the discretization process assigns the discrete symbols
from alphabet v of size l to these real numbers. This process usually determines
breakpoints resulting in the assigned symbols of v occurring with equal probabilities
in the representation; this is shown in Table 1. As the time series forms Gaussian
distribution after normalization, the breakpoints β1, β2, β3, . . . , βv are determined
from the statistical table in such a way that the area under the normal curve N(0, 1)
from βk to βk+1 is 1/l, for all k. The SAX representation of time series X is shown
in Fig. 5.

One slightly modified version of SAX is extended symbolic aggregate approx-
imation [15]. In this approximation, three symbols are used for each segment, in
which the first symbol represents minimum value, the second symbol represents
mean value, and the third symbol represents the maximum values of the segment.

4.2 SFA

The SFA representation of a time series is performed by the use of a set of symbols,
(called SFAword). These alphabets of symbols are of a finite set. The transformation
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Fig. 6 SFA representation of time series T, approximated by DFT and discretized using MCB [16]

process of a time series can be generalized in two parts from numerical to symbolic
representation: (i) approximation and (ii) quantization. Approximation maps a time
series, with reduced dimensionality into lower dimensional space and produces a
vector, representing real values. Discretization maps assign each real value to a
symbolically interpreted discrete value.

As said above, SFA is constituted of a couple of operations, as shown in Fig. 6.
First, approximation is performed with the use of DFT, configured by the SFA word
length L ∈ N. Quantization is performed with the use ofMultiple Coefficient Binning
(MCB) technique; this is configured by alphabet size C ∈ N equal to the number of
bins.

The aim of the approximation process is to represent a signal of length n by a
reduced length signal of length L. The uses of Fourier higher-order coefficients are
often connected with time series where there are rapid changes in a signal such as
noise or dropouts. The first L ≤ n Fourier coefficients are used for low-pass filter-
ing of the signal. In the frequency domain, quantization helps in noise reduction by
separating the series into frequency bins, and each bin is represented by a Fourier
coefficient. Mainly, the quantization is performed by Multiple Coefficient Binning
that helps in determining equi-depth bins which in turn help in mapping each imag-
inary as well as a real part of the Fourier coefficients to symbols. Further, a separate
histogram is built for imaginary as well as for real part in MCB using all training
samples, and then, partitioning of histograms is done with the use of equi-depth
binning.
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In Fig. 6, SFA transformation is illustrated at the top right where DFT is used
to transform a time series and gets a real-valued vector (1.89; −4.73; −4.89; 0.56).
Here, the MCB bins are used to quantize the vector to the SFA word DAAC.

4.3 Trend-Based SAX Reduction

Thismethod follows a trend-basedSAXrepresentation approachwhich is also termed
as SAX_CP. In this approach, abrupt change points and variations in data are taken
as a base to capture the trend information, presented in the time series. In SAX_CP,
discrimination between two time series is done on the basis of adaptation of a segment
size that is variable, relying on the change points in time series. The representation
of SAX_CP covers the following steps:

• Abrupt change point’s detection: here, trend change points in the time series
are considered as the change points. They have to be detected for the identifica-
tion of the sizes of different segments that are used in the SAX_CP representa-
tion. In this approach, the segment size is not constant but variable; this, in turn,
makes the representation and classification of sequences in a time series far more
challenging.

• Trend computation: the trends are identified based on differences between seg-
ments and its mean. In this process, a specific difference (variations) is generated
by each segment which is coded in a binary string.

• Sequences generation: SAX symbols are generated, and each one of them is
explained andmarkedwith the trend, and the sumof the segments points variations
with respect to the segment mean.

Fig. 7 Segment representation for SAX and SAX_CP for the time series S [9]
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As shown in Fig. 7, SAX has fixed length size window, while SAX_CP has vari-
able size window. SAX_CP also considers the change point information; therefore,
symbol sequence for SAX and SAX_CP is different as cfge and cffhe, respectively.

5 Feature-Based Methods

These methods are specifically defined for classification or clustering task. In this
approach, features are extracted from the dataset such as symbolic sequence or
shapelets. Further, the time series is represented by these features. Feature-based
representation of time series is more robust to time invariant. In the next subsection,
we explain the three feature-based techniques, which include (BOP) [10], (BOSS)
[11], and shapelets [12].

5.1 BOP

BOP is a representation technique similar to a bag of words (BOW) for time series
data based on the histogram. BOW is a widely used representation technique in the
area of text mining and information retrieval. This approach is more appropriate for
high-dimensional time series where similarities, based on higher-level structures,
need to be considered. The core feature used by this approach is SAX.

In this approach, firstly, the “vocabulary” patterns are constructed from a time
series dataset. A sliding window approach is used to accomplish this task; it extracts
subsequences from the time series of length q. Each of these subsequences is then
given a mean zero through normalization with unity as the standard deviation. Sub-
sequently, these subsequences are converted to a SAX string. Thus, a set of strings
was obtained in which each string corresponds to a time series subsequence.

Whenever any subsequence Pi is taken, the likelihood of Pi−1 and Pi+1 being
similar to its immediate neighbouring subsequences is very high, if Pi happens to
be in the smooth region of the time series. Consequently, a number of consecutive
subsequences can be mapped to the same string; subsequences thus mapped are
known as trivial matches of Pi . They are sometimes counted as true independent
patterns; in order to avoid this over-counting, only the first occurrence of the string is
taken into account for recording, and the rest are ignored until a significantly different
string is found. It may be concluded that only the first occurrence is taken into
account for each group of consecutive identical strings, and the group of occurrences
is counted as one. Let us assume, for example, that the sliding window technique is
used to obtain the sequence of SAX string:

P = aab aab abb abb abb bab bab aba aba . . .
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With the option of numerosity reduction option detailed above, the above-
mentioned sequence would be recorded as P = aab abb abb bab aba instead.

Once the string set is obtained for each time series, then the transformed series
will contain the word frequency for the words in the BOP. For example, SAX word
sequence S for a given time series is represented as:

Aaa aab aba abb baa bab bba bbb

0 2 2 2 0 2 0 0

5.2 BOSS

The BOSS model follows an analogy similar to the BOP model, but this model uses
SFA strings to represent every time series as a set of substructures that is unordered.
The systematic workflow of the BOSS model is presented in Fig. 8, which follows
the three-step processes: (i) a sliding window is used to convert time series into
subsequences; (ii) these subsequences are converted into SFA words; (iii) reduction
of numerosity and representation of histograms are used to depict time series.

BOSS model is defined by the following three parameters: (i) the length of the
substructures, represented by the window size w; (ii) mean normalization, i.e. flag
∈ [False, True]: set to true for offset invariance, and (iii) SFA with two parameters
S, L for the size of the alphabet and word length, respectively. These parameters are
used for string representation as well as low-pass filtering. Figure 9 demonstrates the
complete process for BOSS representation for a given sample.

When we extract length w sliding windows from a time series, it is intuitive that
w approximately represents the length of substructures inside the time series. Now,
every sliding window is given a standard deviation of “unity”. The mean becomes
a parameter for this model for the purpose of obtaining offset invariance, and it
determines whether or not we need to subtract the mean value from each sliding
window. Finally, using the BOSS model, a transformation of the time series into

Fig. 8 Workflow of the BOSS representation
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Fig. 9 Example of BOSS representation for a sample time series [16]

an unordered set of SFA words is achieved by applying the SFA transformation to
each sliding window. Using an unordered set guarantees a phase-shift invariance,
i.e. invariance to each substructure’s horizontal alignment within the time series. It
is extremely likely that the SFA words for two adjacent sliding windows are same
in stable parts of the signal. Thus, numerosity reduction can be applied to avoid
weighing out stable sections of the signal, i.e. only the first occurrence of the SFA
word is recorded with all subsequent identical duplicates being ignored unless we
find a new SFA word. As we can see from Fig. 9, the first SFA words are the same;
the only bcc is used and the remainders are ignored.

The following are the advantages of this approach:

• High speed of execution, as hashing is being used for the purpose of measuring
the similarity of SFA words.

• Adaptability to noise.
• Invariance to amplitudes, occlusions, offsets, and phase shifts.

5.3 Shapelets

Shapelets are the subsequences of the time series that can be recognized as a repre-
sentative of class membership [17]. In a recent study, shapelets are used as features
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and represent the time series by transforming it into a distance vector of shapelets,
also known as shapelet conversion. First of all, the best informative shapelets are
obtained from the dataset in this strategy, and then, we use these shapelets to convert
information. This is achieved by calculating the distances to each shapelet from a
sequence. This depiction of the time series captures the local class-specific data that
helps to improve classification/clustering effectiveness.

6 Transformed-Based Methods

By thesemethods, time series is transformed from one domain to another domain like
frequency to time–frequency which gives a better and informative representation of
data that is difficult to capture in the time domain. These representations greatly help
in dimensionality reduction while preserving the salient characteristics/features of
data. In the following subsections, we explain thewell-known traditionalmethods for
reduction of dimensionality, which includes DFT, DCT, and DWT. These methods
achieve time series’ dimensionality reduction by considering the few high informa-
tive coefficients of the Fourier transforms, cosine transforms, or wavelet transforms.
Hence, few coefficients adequately represent the time series in transform domain.

6.1 DFT

DFT is originally applied on time series for dimensionality reduction. This trans-
formation decomposes a signal into Fourier series, i.e. a summation of series sine
and cosines. Moreover, a specific complex number represents each series, namely
the Fourier coefficient. Compression of data is the most valuable feature of this
method, as we can reconstruct the original signal from transformed signal because
high-valued Fourier coefficient carries more information and discarding low Fourier
coefficient has no significant loss.

More formally, for a given signal x = {
x1, x2, x3, . . . , x p

}
of length p, DFT of

x is represented by X = {
X1, X2, X3, . . . , X p

}
where Xk is a complex number for

k ≤ p. Here, x represent the signal in the time domain and X represent the signal in
the frequency domain. The each Xk component of X is defined as:

Xk = 1√
p

p∑

j=1

x je
i2π

p jk
, i = √−1, k = 1, 2, 3, . . . , p (5)

The original representation of x can be retrieved by the following inverse function:

x j = 1√
p

p∑

k=1

Xke
i2π

p jk
, i = √−1, j = 1, 2, 3, . . . , p (6)
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If we want to reduce the dimensionality of x from length p to q, then only q/2
coefficient of transform vector is needed to be stored because each coefficient in
transform space is a complex number. Thus, only one dimension is required to be
stored for the coefficients’ real as well as imaginary parts.

6.2 DCT

DCT is also a Fourier-based transform similar to DFT, but the difference is that it uses
only cosine functions and leaves out the sines. DCT transform the signal from the
time domain to the frequency domain by highlighting the periodicity of the signal.
Formally, DCT for a time series x of length p is defined as:

Xk =
√

2

p

p∑

j=1

x j cos
πk( j − 0.5)

p
, k = 1, 2, 3, . . . , p (7)

6.3 DWT

Wavelet transform (WT) is one of the techniques used for signal decomposition. It
represents data as a sum of functions or as a difference of functions. DWT is simply
a version of WT that is discrete. It shows similarity with DFT in certain aspect such
as in DWT, wavelet coefficients give the local contribution in signal reconstruction,
while the contribution of Fourier coefficients to the signal is always global. This
makes DWT useful for analysing the data with multi-resolution. The application of
this method is defined for sequences where lengths are the power of two.

The Haar wavelet is considered to be wavelet in the simplest possible form. Its
exact definition is provided in [18]. In a time series x of length p, Haar transform
HL(x) is defined as:

Al+1(k) = Al(2k) + Al(2k + 1)

2
, (8)

Dl+1(i) = Dl(2k) − Dl(2k + 1)

2
, (9)

Hl(N ) = (Al, Dl , Dl−1, Dl−2, . . . , D0) (10)

where l ∈ [0, L] and k ∈ [1, n].
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Fig. 10 Workflow of time series representation using WEASEL

7 State of the Art

The current trends and state-of-the-art representation methods for time series, con-
cerning classification/clustering framework, include symbolic methods such as trend
feature symbolic aggregate approximation (TFSAX) [19], SAX_CP [9], feature-
based methods such as word extraction for time series classification (WEASEL)
[20], bag of recurrence patterns (BOR) [21].

TFSAX is amodified version of SAX. In thismethod, dimensionality is reduced by
utilizing the PAAapproach, and then, the average value of each segment is discretized
bySAX;now the trend feature in each segment is extracted by the use of trenddistance
factor and trend shape factor. Finally, trend information is discretized into symbols
by designing appropriate multi-resolution symbolic mapping rules.

WEASEL represents the time series similar to a bag of pattern that extracts the
discrete features from each window, sliding over the time series. However, in this
approach, the filtering process of features is dferent, as depicted in Fig. 10.

BOR representation method utilizes the visualization techniques known as recur-
rence plots (RP) under the BoF model for classification of time series. In this
approach, the transformation of time series into a 2D texture image is done by using
primary RP, followed by the application of BoF approach for representing the time
series.

8 Conclusion and Future Research Direction

In this chapter, we provided an overview of both basic and recent trends in time
series representation and dimensional reduction in the context of data mining, which
are more preferably applied in time series classification. We also discussed represen-
tation methods which include piecewise linear methods, symbolic-based methods,
transformation-based methods, and feature-based methods. In the growing genera-
tion of sequence data, there is a need to develop new methodologies and tools to
analyse complex time series data more accurately and efficiently. The representa-
tion of time series is the heart of these techniques to take the benefit from them.
Time series representation also addresses the problem of noisy data and the curse
of dimensionality. On the basis of our observations, we conclude that the current
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research direction for time series representation is moving towards symbolic-based
and feature-based which are providing a good approximation of time series. More-
over, 2D-based representation of time series is also a good research direction from
deep learning point of view.
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Chapter 19
Simultaneous Localization and Mapping
with Gaussian Technique

Sai Prabanjan Kumar Kalvapalli and C. Mala

1 Introduction

Estimating the properties of the world from observations of the sensors over time
and learning from their prior experience form the core of statistical or probabilistic
robotics. Statistical robotics is a nascent area to the field of robotics that considers
valid data alongwith the noisy data in the robot perception and action using statistical
and probabilistic approaches.

Theneed for estimation and learning arises from the fact that realworld is abundant
with the presence of uncertainty, and the design of probabilistic algorithms should
estimate in such a scenario. The probabilistic algorithms contain training part and
testing part,where during the training part, the robots learn the appropriate parameters
that enable them to complete the task that is given to them accurately and efficiently
in the presence of uncertainty. The testing part involves cross-validating the learnt
parameters of the previously existingmodels, and any error crept inwill beminimized
iteratively.

The subtle difference between estimation and learning can be better explained
by formally defining the respective terms. Estimation involves predicting some
aspects of the state of the world from noisy, incomplete and uncertain data, whereas
learning involves improving the robot performance iteratively by comparing the
model parameters with the parameters of the prior experience under the presence of
uncertainty.

Uncertainty and incomplete data are the key reason for the deployment of esti-
mation and learning in the field of robotics. The sources of uncertainty in robotics
can be listed as
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• Sensor noise—sensors providing inaccurate information
• Lack of knowledge about the environment—objects may be hidden from you

which are not possible to perceive
• Dynamic changes in robot motion and environment—objects in environment may

be moving over time and robot cannot move where they are precise.

There are several ways of handling the uncertainty in robotics, and among them,
probabilistic modelling and machine learning are the popular ones. Probabilistic
modelling uses various types of probability distributions for handling the uncertainty,
whereas machine learning predicts the future uncertain world by learning from the
previous experience.

2 Statistical Estimation and Learning in Robotics

Statistical learning or probabilistic modelling uses various types of probability dis-
tributions to predict the future uncertainty in the environment of the robot. The most
commonly used probability distribution over real numbers is the normal distribution
also known as the Gaussian distribution [1].

Gaussian distributions are used in various forms to learn and estimate from the
data, and the most popular among them are single-dimensional Gaussian model,
multivariate Gaussian model and Gaussian mixture model. All the Gaussian models
have a single binding property in spite of their implicit differences that make it easy
for performing estimation and maximum likelihood estimation on the data, and the
property is parameters of the models.

Single-dimensional Gaussian model is a canonical model to measure and express
uncertainty in the probability distributions [2]. Multivariate Gaussians are the gener-
alization higher to higher dimensions of Gaussians and their mean, co-variance prop-
erties can be studied. Gaussian mixture models are the combinations of Gaussians
to model more complex distributions.

For statistical modelling in robotics, Gaussian distributions are a natural choice
for modelling noise and uncertainty. The properties of Gaussian distribution that
make it more suitable among the many probability distributions can be listed as

• Only two parameters mainly mean and variance are enough to specify any
Gaussian model like single-dimensional, multivariate and mixture models.

• Gaussian distributions have good mathematical properties that make it suitable
for performing complex analytical calculations without going out of domain. One
of such properties is multiplication operation over Gaussian distribution that is
closed.

• Central limit theorem is another mathematical property that makes Gaussian
distribution suitable for statistical modelling of robotics, which states that the
expectation of the mean of any random variable converges to Gaussian.
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3 Simultaneous Localization and Mapping [SLAM]

Bayesian filtering methods are used for estimating the true state of the robot from
the noisy measurements. Bayesian modelling uses Gaussian models for calculating
the mean and co-variance of the state dynamics model Xt , and uses probabilistic
inference for predicting future states from noisy measurements.

Occupancy grid mapping algorithm is used for mapping based on range measure-
ments, and it can be converted to localization by using a three-dimensional version
of it. A map for a robot is a spatial model of its environment unlike the metric maps
that are used in day-to-day life.

Map representation depends upon two conditions, namely available sensors and
the purpose of mapping, and the purpose of mapping can be either for world coor-
dinate system or for the robot coordinate system. The occupancy grid mapping
algorithm can be used for SLAM application only in the robot coordinate system [3].

The challenges for simultaneous localization and mapping task can be listed as

• Noisy measurement in robot coordinate system
• Converting measurements from robot coordinate system to global coordinate

system
• Related to other robotic problems like planning and navigation
• Environment changes over time.

To make the coordinate transformation from robot coordinate to world coordinate
measurement, it is required for having good estimation techniques and probabilis-
tic methods, and occupancy grid mapping is one such algorithm which is called
occupancy grid mapping (OGM) algorithm.

OGM views world as a grid of cells where each cell contains the occupancy value
provided by the range sensor.OGMalgorithm requiresBayesianfiltering algorithm to
maintain an occupancy grid map that means recursive update of probabilistic notion
of occupancy rather than a definite one. Given the range sensor measurements for
the occupancy values, the updating of the cell value will be a recursive update of
probabilistic model calculated on the measurements rather than definite ones.

For updating, occupancy probability of each cell is done by calculating the respec-
tive measurements in a Bayesian framework. Keeping track of each cell and updat-
ing it using Bayesian framework is a computationally intensive technique, so a new
method called odds of a cell occupied technique is utilized.

4 Kalman Filter, Extended Kalman Filter

Kalman Filters follow a notion called notion of uncertainty which considers all
measurements are noisy and the robot’s decision should not be based on single
measurement [4]. Finding the state of the robot in a noisy environment is as precise
to the true state of the robot in theworld.Delineating the state and themeasurements is
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a viable option of achieving the goal stated, as measurements can only give a shadow
of the true world. And Kalman Filters provide the stated functionality successfully.

Kalman filter has two important factors that underline its functionality, namely
dynamical systems and measurements model. The mathematical model of the
dynamical systems and probabilities help to model motion and noise, as provid-
ing inspiration robot tracking task is considered as illustration for Kalman filter
functionality.

Dynamical system of model is required for modelling a robot in movement unlike
a robot identification task where probability model is enough. Dynamical system is
helpful in describing how the state of the object changes in time as well as how the
robot measures the state.

In the linear model, the state X will be indexed by the time steps t . The state
vector contains two terms, v and dv

dt . V is the position term calculated in metres, and
the velocity term dv

dt is measured in metres per second. Dynamics is the reason that
state changes in each unit time step, from the current time step ‘t’ to the next time
step t + 1.

The transition in a time difference is captured by the state transition matrix, and
state transition matrix helps in describing the common transition in formal form for
a robot in a unit time step. Transition matrix simplifies the mathematical calculations
of the state metrics to be dependent upon the previous state by dividing the time
unit-wise.

At any given time because of the inherent character of the nature, the sensors of
the robot cannot observe the true state of the robot but only a shadow of it. They are
mathematically modelled as:

Xt+1 = AXt + But (1)

Z = CXu (2)

whereU term represents nonlinear influence on the robot model that is not dependent
on the state ‘X’, which is called as state term.

Even in linearmodel, both X and Z contain noise as the state term X cannot capture
all possible physical interactions. Observation term Z is also noisy as sensors contain
noise in their measurements.

Particle filter is a probabilistic state estimation technique using a sampling-based
distribution representation. Instead of a fully defined function, the particle filter
represents a distribution with a set of samples named as particles, and these samples
represent the distribution.

The statistics of the samplesmatch the statistics of the distribution such as themean
and standard deviation, and also, there is a scope for more complicated metrics. As
with Gaussian models, the parameters such as mean and co-variance are not present.

Instead, a full population is tracked, as the particle filter population represents a
mixture of Gaussian distributions [5]. But, the variance of Gaussian filters is taken
as zero which makes the Gaussian filters become Dirac delta functions.
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Initial group of particles represents the underlying distribution of the belief state,
and each particle is comprised of a pair of the pose and the weight of the pose. Higher
the weight of the pose, more is its priority in the underlying probability distribution.
Odometry Update:
Is useful in moving the particles based on odometer information, similar to the
Kalman filter, a motion model will move the underlying distribution, where the
particles move based on the odometer measurements taken from the robot.

A correlated uncertainty model captures the noise underlying the motion model
such as wheel slip or friction change. The motion model is not tracked in particle
filter, and in explicit parameters, a sample noise is added from the motion noise
model.

As an illustration, a Gaussian distribution to model noise with ‘0’ mean and
nonzero co-variance is taken. Noise is uniquely added to each particle and separate
samples are made for each particle, after adding the noise in such a way, the data
contains the dispersion of the particles such that it captures the uncertainty due to
motion. To constrain the noise and belief distribution similar to Kalman filter, a set
of observations can be considered.
Kalman Filter:

Prediction step: X = Axk−1 + Buk−1

P = APAT + Q

Update step: K = pHT
(
HpH

T + R
)−1

Extended Kalman Filter:

Prediction step: Xu = X + K (Z − HK )P

Update step: Xu = (1 − K H)p

XK

∧

= g(Xk−1,UK )

PK

∧

= Gk Pk−1C
T
k + Qk

K =
(
PK

∧)
CT

K

(
CK PK

∧

CT
K + RK

)−1

X ′
K

∧

= XK

∧

+ K
(
ZK − C

(
XK

∧))

P
′
K = PK − KCK PK

where X represents the state of the robot, u represents the actions, P is the confidence
matrix, Q is co-variance of the noise, K is the updated matrix, H is the sensor model,
R is co-variance of the noise useful for sensor fusion, Z is themeasurements returned
from the sensors and I is the identity matrix.
Robot Motion Model in 2D:

State X = (
Xx YX γk

)T
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Odometry u = (
Ẋu Ẏu γ̇u

)T

Motion Model:

G(x, u) = x + (cos(γ )ẋ − sin(γ )ẏ)�t

y + (sin(γ )ẋ + cos(γ )ẏ)�t

γ + γ̇ �t

Extended Kalman filter for SLAM Pseudo-Code:

5 Future Work

The extended Kalman filters and particle filters are utilized for handling nonlinearity
of the robot environment and uncertainty in themodelling of robots and their environ-
ments. But, they linearize the noise independently using mathematical models like
Taylor series and add later to the linear estimations made using statistical techniques.
Instead, noise along with the ground truth data needs to be modelled accurately and
consistently by the future statistical algorithms for robot modelling.
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Chapter 20
Unsupervised Learning of the Sequences
of Adulthood Transition Trajectories

Jayanta Deb and Tapan Kumar Chakrabarty

1 Introduction

Over the last two decades, extracting patterns from a large complex real dataset has
been the focus in several fields of scientific research to arrive at strategic decisions
within a reasonable time frame and optimum cost. To that end, in place of rule-based
approach of pattern recognition or clustering, the unsupervised machine learning is
becoming increasingly popular method. For problems where patterns are unknown
and time variant or for which the dataset at hand does not contain sufficient labels,
unsupervised machine learning which is a subset of artificial intelligence provides
us plausible as well as significant outcomes. Instead of being guided by labels,
unsupervised machine learning works by learning the underlying structure of the
data, whichmeans learning intermediate concepts, features or latent variables that are
useful to capture the statistical dependencies thatweneed to care about.Unsupervised
machine learning can be defined as a programor algorithm that is capable of capturing
all of the possible dependencies between all of the observed events in a dataset with
minimum or no additional support.

Many surveys nowadays collect data which are simply longitudinal records of
when events occurred for an individual or a sample of individuals. Information on
the history of event occurrences, timings and their types, timing of transition fromone
particular event to another is collected and recorded systematically termed as event
history data. Such data are characterized by the chronology of the event outcomes.
Thus, a list of outcomes for all events of a person is known as event sequence.
Notably, even though the total quantity of events is relatively small, huge number of
diverse sequences are achievable.
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In recent years, one of the many research study areas that has become increasingly
popular is life course research. In life course studies, researchers are particularly
interested in studying big events which outlines an individuals’ living, for instance,
schooling, entry into workforce, entry into marital union, entry into parenthood,
etc. The study of demographic behaviour in life course research hence uniquely
characterized by an overall perspective. Nevertheless, the techniques used so far do
not permit such an universal prospect.

In demographic life course research, the investigation of change in adulthood
events and the pattern of the sequences of the adulthood events are considered priority
areas in many countries. Here, the primary purpose is to investigate the timing of
events and secondly, sequencing of events. Also occasionally, the amount of certain
events that generally occur in the course of early adulthood. These events which
occur during the adulthood are typically considered as an index of transition from
puberty to adulthood. In order to make things simpler, the measure of timing is
considered as the age, at which, the events are experienced. The audited series of
events is considered as an index of sequencing. Also, total count of observed events is
treated as the index of quantum. When someone focuses on adulthood transition, the
main problem is that, throughout the lifetime, whether the person has experienced an
event or not. Moreover, experiences of different events at the same time-point create
a critical problem, in sequencing.

For visualizing and summarizing, these types of event history data, sequence anal-
ysis in machine learning represent a potentially effective mechanism. It examines
such data structures more easily and decreases the complexities. It provides us com-
paratively simpler descriptive technique that perhaps efficiently applied in practice.
Especially, this method can construct the principal constituent or basis for further
modelling because this provides a technique to figure out the basic sequences that
may assist in subsequent investigations. Using sequence analysis within the events
is an innovative approach in this scenario. It helps us in identifying most usual and
atypical event sequences. Moreover, it provides us the information on how people
behaving in adulthood and family formation trajectories.

Only sequencing of the specific events is not adequate in a study on the transition
to adulthood and family formation. However, this method gives an extensively used
structure to investigate the determinants through distinguishing the genders, place
of residence, religion, caste, different societies, etc. It also helps us in examining the
dynamics of behavioural changes in a group of individuals. Therefore, in the study
of transition to adulthood and family formation, the timing, sequencing, quantum
and clustering should be considered as a benchmark for the analysis.

Nowadays, a collection of statistical techniques broadly recognized as cluster anal-
ysis comprises one of the prominent mechanisms in life course research. The purpose
of the life course analysis is to focus on the causal relationship of the formation of
individual trajectories. In addition to providing the ideal types of trajectories and ex-
ploration tools, it allows researchers to explore the complexities of life courses in an
adequate way. Without particularly considering the order of events, several methods
have been suggested to group individuals in different states at different time points.
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In this study, the technique of sequence analysis is put in an application to the data
obtained from a national-level survey entitled ‘Youth Study in India: situation and
needs 2006–2007’ [34] conducted by IIPS Mumbai and Population Council, New
Delhi, during the year 2006–2007, to primarily find out the dominating principal pat-
terns which effect the adulthood and family formation structures in India. Secondly,
cluster analysis is performed for finding out ideal types of adulthood and family for-
mation trajectories which are homogeneous in nature, i.e. to group individuals with
respect to their states at various time points.

The rest of the paper is structured as follows. In Sect. 2, we introduce a brief litera-
ture review on unsupervised learning of sequences. In Sect. 3, we present the dataset
andmethods, and Sect. 4 uses some descriptive methods to visualize the fundamental
characteristics of the adulthood transitions in India. Section5 brings in the sequence
analysis based on optimal matching and gives a brief discussion on the results of the
respective analyses. Finally, Sect. 6 contains some of the concluding remarks.

2 Literature Review on Unsupervised Learning
of Sequences

In statistics andmachine learning, the problemof forming representations of a dataset
without any explicit training is called ‘unsupervised learning’. Many of the machine
learning rules allow to perform analyses equivalent to standard statistical techniques.
Sequencing the biological and social processes and clustering of these sequences
thereafter have attracted the attention of researchers in the present days. The sequence
analysiswhich is a subset of unsupervisedmachine learningwas originally developed
in biology for the analysis of DNA, RNA or peptide sequences to understand the
evolution, features and typologies of various biological processes. Methodologies
such as discrete Markov models, sequence alignment and optimal matching-based
clustering are used to explore how the biology of an organism from which the new
sequence are generated in different from those in existing biological databases.

2.1 Sequences of Biological Processes

Classifying various biological trajectories is a principal problem in biological sci-
ences. Techniques involved in the field of machine learning, such as hidden Markov
models, support vector machines and clustering algorithms, make an effort to clas-
sify these kind of biological trajectories such as trajectories of moving keratocyte
cells. In biology, the scarcity of predictive models for the core processes such as,
quantitative evaluation and learning from the data, creates a space for developing
new knowledge.

In sequencing and classification of new biological data, an application of unsu-
pervised learning techniques principally deals with three major goals [41]. Firstly, if
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someone wants to study further about the biological or biochemical processes behind
the observed phenomenon by identifying the parameters in the observation that are
significantly influenced by a certain change in experimental conditions. Secondly,
the information contents of a given data set with respect to a certain property of
interest can be estimated. Third, automatic identification and classification of vast
amounts of experimental data could facilitate the process of interpretation.

Sequencing and clustering are two of the basic fundamental problems occur in
biological sciences. In biology, sequence analysis is often used for refraining from
expensive as well as prolonged experiments. As an example, it is frequently used for
the identification of the sequences and activities of ribonucleic acid, deoxyribonucleic
acid and proteins. Thus, the particulars regarding the framework as well as activity
of sequences previously established through experiments are passed onto the most
similar sequences.

One of the tools of unsupervisedmachine learningwhich is highly used to identify
this similarity between two sequences in biology is optimal matching (OM). Optimal
matching approach is primarily formed in computer sciences. Later on, for determin-
ing the identical biological sequences, the method is widely used and expanded in
biological sciences. For analysing the sequences in biology, this approach is applied
and linked through cost settings. Generally, identifying the similarities between out-
put sequences obtained from an experiment, and newly introduced sequences is the
principal purpose of an analysis in biology. But, in the field of computational biology,
the major challenges are to analyse the significant similarities and differences in their
genomic sequences between previously diverse species, rate of mutational changes,
natural selection and genetic drift [14]. As a result, the cost of substitution certainly
shows the evolutionary preferences of some particular evolutions as compared to rest
of the evolutions. The higher probability of connectedness between two sequences
based on some phylogenetic hypothesis is generally indicated by a lower ‘substi-
tution cost’ obtained from two states. Consequently, biologists are to focus more
on ‘substitution matrices’ rather than enquiring about the estimation of probabilities.
Thus, to estimate these probabilities based on some phylogenetic hypothesis, an ideal
collection of confirmed alignment is to be constructed by biologists [29]. Moreover,
when there are protein sequences, a quite complex operation in practice is needed.
Constituting matrices based on evolutionary distances in protein sequences requires
considerable work, and the use of sequence analysis is an essential step.

Several methods such as K-means clustering, hierarchical clustering, density-
based scan clustering, Gaussian clustering model were applied to the task of identi-
fying ideal number of clusters of the biological trajectories of living cells. Recently,
a Convallis learning rule for unsupervised learning is discovered which allows a
recurrent network of spiking excitatory and inhibitory neurons to develop selective
representations of spoken digits [47]. An interactive bioconductor visual application
for quality control, filtering and trimming of FASTQ files was done with the help of
sequence analysis [40].A rapid sorting algorithmwas developed to arrange unordered
genomic fragments into a sequence representing distance from the causativemutation
[35]. Hidden Markov models are used for analysing biological sequences [14]. Se-
quence analysis was used to determine the base recognition positions of zinc fingers
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by Jacobs [26] in molecular biology. The epidemiology of tick-borne encephalitis
virus was investigated by comparative sequence analysis of virus strains isolated
in endemic areas of Europe and Asia [15]. Sequence analysis of the L1 metallo–
lactamase from Xanthomonas maltophilia shows a significant variation from that
of the CphA and Blm metallo–lactamases of Aeromonas hydrophila and Bacillus
cereus [43]. Isolation and sequence analysis of an immunologically active thymic
polypeptide was considered by Goldstein et al. [23]. The sequence determination
of the entire genome of the Synechocystis sp. strain PCC6803 was completed by
Kaneko et al. [27]. The pig genome [7] is being sequenced and characterized under
the auspices of the Swine Genome Sequencing Consortium.

The method of sequence analysis followed by optimal matching not only carried
out as an usual procedure in the field of biology, however, it is used in discovering
novel resemblance within a fresh collection of observation, in a highly complex as
well as an exceptional pathway. Not only biologists successfully used this statistical
method for their faced problems, rather the use of these theories in social processes
is not far behind.

2.2 Social Processes

Unlike the analysis of biological sequences, the quantitative analysis of social pro-
cesses deals with more complicated sequences of interconnected events along with
complex social trajectories. These types of social and demographic transitions, for
example, transition from leaving study to entry into workforce, from workforce to
marital union, from marital union to parenthood, etc., could be observed as complex
processes [9]. Moreover, demographic events are highly consistent, and as a result,
the period around is ‘demographically dense’ [37]. Such processes are also associ-
ated with related events. These events are treated as indicators of entry into social
roles and are seen as symbolic for adults [33]. Eventually, this kind of a situation
obviously gives an indication for adopting a life course aspect.

Life course approach has been developing since the mid-1960s. Four chief ele-
ments were identified [22] as fundamentally shaping life courses: development of
the individual, history and culture, social relations and the intersection of age, period
and cohort. In life course research, each individual trajectory itself formed by social
events. Therefore, if we consider the process of to be an adult, as a trajectory, then it
will be seen that this trajectory is formed by a number of social and family formation
events.

The main issue in life course approach is then the proper selection of events from
a given longitudinal record. Thus, in recent years, the life course research has given
an increasing attention on event histories [10, 12, 31, 45]. It is naturally seen as
a productive method in the way in which life course research stream provides the
ultimate explanation of life events [31]. Examining themutual interdependencies and
intersection between simultaneous careers of individuals is possible through event
history analysis. Secondly, one can analyse the impact of variables on individual
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behaviour [12]. But, each and every issue which occurs during a life course research
cannot be addressed only through event history analysis. It depends on the timing
of specific events in the life course [46]. Event history analysis fails to provide a
common outline of life courses as it concentrates only on time-to-event. Thus, it
cannot visualize life courses as a significantly conceptual and meaningful unit, and
hence, it misleads us to adopt the life courses as an holistic perspective.

In studying life course trajectories, sequence analysis has become a fundamental
as well as holistic strategy, ever since Abbott [2] introduced it in social processes.
In social processes, sequence analysis is used as ‘fishing for patterns’ [3]. It means
that this method considers the complication of the sequences and focuses only on
the events. Exploring dissimilarities between the pairs of social sequences through
distance measure is the principal objective of sequence analysis. Larger distance
between two sequences indicates that the amount of dissimilarity between them is
higher and vice-versa [20]. Therefore, the first decision is to choose an appropriate
distance metric. Among the two main classes of distance metrics, edit-based metric
measures the distance between two sequences by counting the minimum number
of edit operations needed to turn one sequence into a perfect copy of the another
and is broadly known as optimal matching [4]. But, due to the insensitiveness of
edit-based metrics to the differences in the ordering of event states [18], motivation
in the development of so-called subsequence-based metrics has taken place [16,
19]. By calculating the number of common subsequences, these metrics quantify
the distance between a pair of sequences [39, 42]. Since in modern societies, the
social transition types differ comparatively a little in the ordering of events [11],
optimal matching becomes a suitable choice in these studies of social processes [1,
13, 38]. In the next step, sequence analysis takes into account the distance matrix to
divide these sequences into ideal number of homogeneous clusters.Amongnumerous
clustering algorithms, Ward hierarchical clustering method is most widely used in
social processes as Wards method [44] iteratively merges ever-bigger clusters of
sequences such that, in each iteration, the increase of the total within cluster distance
is minimized [24].

From the above discussion, finally, we observe that sequences in social processes
are made of social events. This scenario signifies that, in this social and demographic
processes, the ‘timing’ as well as ‘coding of events’ are extremely critical. In order
to represent this hierarchy of social events, sequencing and clustering are adequately
appropriate. Sequences differ in social processes based on the timing of events. As
a consequence, determining the alikeness between the sequences through sequence
manipulation indicates that time manipulation is principal in clustering. The method
of recognizing the subsequences of uniformly coded events in a social process is time
consuming because of longer duration of the process. However, the duration can be
reduced for a rapid identification of the subsequences, through deleting or inserting
an event. In other ways, an event is approximated by another possible event, which is
defined as ‘substitution’, and in this way, it preserves the timing of the process. In a
nutshell, the ‘events’ are preserved in ‘insertion and deletion’ activities irrespective
of time, but the ‘time’ is conserved in ‘substitution’ method without taking care
of the changes in events. Thus, matching of an event’s almost indistinguishable
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subsequences is carried out through ‘clustering’ and ‘optimal matching’ which is
an integration of accelerations/decelerations of time as well as an approximations of
events [29].But topical link among the sequences ruins because ofwarping timewhen
they occupy identical time scale. Consequently, not only the timing of events but a
proper sequence analysis with the sequences of social events is of great importance.

3 Data and Methods

Young people are the future of a nation, and contribution to their development is
important but critical. The Government of India has proposed several national-level
programmes like the National Youth Policy, the National Population Policy 2000,
the National Rural Health Mission, etc., to address the multiple needs of young
people. However, there has been a lack of comprehensive evidence on young people’s
situation and needs. The report [36] of the Youth in India: Situation and Needs study
produces an extensive overview of youths in the country and offers a roadmap for
programmes and priorities that aim to address youth needs. Thus, the project entitled
Youth in India: Situation and Needs is a resourceful project intended to provide this
evidence, and the data from this project are used and analysed briefly in this paper.

The household-level data from the study ‘Youth in India: Situation and Needs
2006–2007’ [34] have been used in this article. Being implemented by the Interna-
tional Institute for Population Sciences, Mumbai and the Population Council, New
Delhi, it is the first-ever subnationally representative study that provides data on
young people’s transition to various adulthood events. Survey was conducted in a
total of six geographical regions (states) in India. Names of the geographical regions
are Andhra Pradesh, Bihar, Jharkhand, Maharashtra, Rajasthan and Tamil Nadu.
These six states were purposively selected to represent the different geographic and
sociocultural regions within the country. Altogether, they represent two-fifths of the
country’s population. It also provides a wealth of evidence onmarried and unmarried
young women and men (aged 15–24 and 15–29) from both rural and urban settings
of each state. Surveys were undertaken in a phased manner and took place between
January 2006 and April 2008. In all, 58,728 young people were contacted, of which
a total of 50,848 married and unmarried young women and men were successfully
interviewed. Using the information on profile of surveyed youths, the present ar-
ticle has made an attempt to identify potential sequences of adulthood events and
homogeneous clusters, accounting for such transitions.

Youth study data provide an enormous amount of information on almost every
major dimension of youth life: education, workforce participation, family life, sexual
activity, marriage, health and civic participation. The analysis sample includes all
households with some of the selected dimension. These are educational attainment,
workforce participation and marriage. Among these key variables of interest here,
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first twowere recorded by the survey as a binary variable: ‘yes’ or ‘no’.Marriage was
recorded as a five-categorical variable: ‘currently married’, ‘married but no gauna’,
‘separated’, ‘widowed’ and ‘never married’.

3.1 Method

Sequence analysis is highly intertwined with event history analysis as it provides
the ability to model entire life paths or event history trajectories. A typical sequence
analysis consists of five key stages, namely describing key sequences via aggregated
measures, visualizing key sequences via sequence index plots, comparing sequences
via optimal matching, grouping sequences into clusters and associating patterns with
other variables within regression models.

Sequence Plots Sequence plots generally show the distribution of sequences. Se-
quences are formed of categorical data. Let there be an ordered series of l components
which are picked out sequentially from a finite set A and be called as state sequence
having length l. This is explicitly defined as an alphabet where the size of the set A is
a = |A|. Let us consider, there are l successive elements namely x1, x2, . . . , xl , then
the sequence x is represented as x = (x1, x2, . . . , xl), where xj ∈ A. By two features,
these state sequences are characterized. Primarily, these sequences are developed by
the ‘states’. At second, the location of each component provides significant infor-
mation in respect of elapsed time (days, period, age, etc.). Another effective form of
defining a ‘state sequence’ is through creating an ordered series of specific sequence
states with their respective time periods. Hence, a sequence of the pair (xj, tj) is
generated, where xj is a state and tj is its duration. Many other compact forms are
available to represent the sequence data like DSS, etc, and are described in [21].

Transition Rate Next, the transition rate gives us an impressive information about
the series of sequences. The probability to switch at a given position from state si to
state sj is termed as ‘transition rate’ between a pair of states (si, sj). Consider nt(si)
as the total count of sequences at position t with state si that does not terminate in t.
Also, let nt,t+1(si, sj) is the total count of sequences at position t with state si and at
position t + 1 with state sj. Then, the transition rate p(sj|si) between states si and sj
is obtained as

p(sj|si) =
∑L−1

t=1 nt,t+1(si, sj)
∑L−1

t=1 nt(si)
(1)

where L is the length of the sequence that is maximally observed. Therefore, follow-
ing a specific outcome, the inclination of the choice of next outcome is determined
by transition rate matrices. Transition probability of origin state si at t to states
at t + 1 is generated by every ith row of the resulted matrix. For every positions
t = 1, 2, . . . ,L − 1, if an independent transition rate matrix is formed with three-
dimensional set up, then a time-varying transition distribution could be produced.
Simply, taking into account the states at t along with the states at t + 1, the matrix
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with respect to position t is computed. And, position t index makes reference to the
third dimension related to an array.

EntropyMeasures Shannon’s entropy is a technique of quantifying heterogeneity of
observed states at a determined position.Agraphical representation of these entropies
gives us an indication how the states are becoming heterogeneous over time. Let us
consider at a given position in state i, the proportion of cases is pi. Then, Shannon’s
entropy can be written as

h(p1, p2, . . . , pa) = −
a∑

i=1

pi logpi (2)

where size of an alphabet is denoted by a. If entire cases belong to the same state, then
the entropy is 0. The entropy is maximized when each state has the equal proportion
of cases.

Turbulence To account simultaneously for both the aspects, i.e. sequencing and du-
rations, Elzinga [17] has suggested a compound method of measuring turbulence.
Firstly, this measure of turbulence considers the total count φ(x) of different subse-
quences obtained from DSS sequences. Secondly, it takes into account the variance
s2t (x) which is obtained from the successive times tj spent in ld (x) different states.
Thus, the measure of turbulence T (x) of a generated sequence x is given by,

T (x) = log2(φ(x)
s2t,max(x) + 1

s2t (x) + 1
) (3)

Given a total duration l(x) = ∑
j tj of a sequence, s

2
t (x) could reach upto a maximum

value of s2t,max(x), where s
2
t,max(x) = (ld (x) − 1)(1 − t̄(x))2.

Dissimilarity Measures and Clustering For visualizing different patterns of the
event history sequences in an effective way, researchers often want to classify those
sequences in distinct groups based on their similarities or dissimilarities so that
the resulting groups become homogeneous in nature. In the sake of estimating the
similarity over the sequences, a composite measure of numerous characteristics is to
be essential as individual estimates cannot properly explain the sequences altogether.

A distance matrix is a square symmetric matrix whose ijth element is equal to
the jith element and signifies the distances among a group of paired objects [8].
This assists us in investigating the relationships as well as in obtaining meaningful
characteristics of the data.Optimalmatching in unsupervised learning provides us the
best way of creating this kind of distance matrix [5, 6, 25, 30]. This method converts
one sequence to another through the distances which is generated by estimating the
total count of elementary operations. If the obtained differences are large enough,
indicates that, a lot number of operations have been performed. A cost is certainly
associated with every operation. Converting one sequence into another requires a
minimal cost. This is popularly known as edit distance. Generally, these operations
are mainly of two types. One of them is known as substitution, and the other one is
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recognized as indel operation. When one element is replaced by the other element,
then this process is called as the method of substitution. Sometimes, it is possible
to shift a position for all components on the right side of an deleted or inserted
component, and this process is termed as indel operation. The optimal matching
distance was first considered by [30] and used by [4]. Owing to a position varying
substitution cost, a three-dimensional matrix is essential when the cost in an indel
operation is fixed as sufficiently high which does not depend on related position
as well as state. Thus, taking into account the estimated transition rates, the cost is
measured by

2 − p(si|sj) − p(sj|si) (4)

Given that the state sj has been observed at time t, the probability of observing state
si at time t + 1 is p(si|sj). If substitution of each state is done by itself, then the cost
is 0 which is minimum and the maximum is less than 2, otherwise. For normalized
distances, authors are referred to Gabadinho et al. [21].

The distance matrix is extensively used in performing cluster analysis. Based
on numerous dimensions, it helps us in identifying the similarities among the clus-
ter of sequences [8, 28]. Instead of using clustering algorithms like centroid-based
clustering, distribution-based clustering and density-based clustering, we use Wald
hierarchical clustering for the sequences. Wald suggested a procedure where the
criterion for choosing the pair of clusters to merge at each step is based on the op-
timal value of an objective function. The initial cluster distances in Ward’s method
are therefore defined to be the squared Euclidean distance between points and is
expressed as

dij = d(Xi,Xj) =‖ Xi − Xj ‖2 . (5)

4 Exploratory Analysis of Distribution of Adulthood
Events by Geographical Region

4.1 Proportion of Events by Geographical Region

The period of transition to adulthood is marked by several events viz. discontinuation
of school, entry into workforce, entry into marital union, etc. Data collected through
life event calender component of Youth Study [34] provide us an opportunity to ex-
plore the pattern of these events in young people’s lives through descriptivemeasures.
Table1 shows proportions for different events for the six geographical region.

Proportions varied widely by sex and place of residence. The first panel of Table1
shows that 42.6% (lowest) of the total people in Bihar quit studying during the age
interval 12–29, whereas 76.5% (highest) of the total people in Tamil Nadu have done
the same. 30.9% of Tamil Nadu’s urban male and 28.4% of the Maharashtra’s rural
male left study during the age interval 12–29. Urban and rural females staying in
these six geographical region show higher percentages of leaving study than their
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Table 1 Proportions of events by geographical region

Overall (%) Urban male
(%)

Urban female
(%)

Rural male
(%)

Rural female
(%)

Event: leaving study

Rajasthan 49.5 22.7 30.3 22.4 24.7

Bihar 42.6 18.3 28.5 15.8 22.8

Jharkhand 71.9 28.2 35.4 23.8 56.6

Maharashtra 70.0 28.3 36.7 28.4 47.2

Andhra
Pradesh

64.8 30.7 35.0 25.9 38.2

Tamil Nadu 76.5 30.9 41.1 28.1 52.1

Event: work

Rajasthan 55.7 26.8 17.5 29.2 34.5

Bihar 48.5 25.5 14.3 24.2 32.6

Jharkhand 54.0 29.6 15.1 25.1 38.5

Maharashtra 52.1 30.1 12.7 30.9 31.5

Andhra
Pradesh

65.1 34.8 20.1 32.9 41.3

Tamil Nadu 58.8 31.0 22.1 28.2 35.3

Event: marriage

Rajasthan 44.9 15.4 25.4 21.2 26.5

Bihar 42.5 13.8 28.7 13.6 28.9

Jharkhand 44.7 13.5 23.1 15.0 38.0

Maharashtra 39.8 12.7 22.6 15.6 29.1

Andhra
Pradesh

44.8 16.6 26.5 17.1 29.2

Tamil Nadu 41.6 18.2 22.4 15.2 27.3

male counterparts. Among these six regions, 41.1% of the total urban females of
Tamil Nadu and 56.6% of the total rural females of Jharkhand left study during the
above-mentioned age interval. Females in Bihar state show the lowest proportion in
this event.

Second panel of Table1 shows the proportions with respect to the event ‘entry into
workforce’. More than half of the total population in all the states show a tendency
to entering into workforce. Male respondents in Bihar (25.5% in urban and 24.2% in
rural) show the lowest percentages for workforce-entry, whereas male respondents
in Andhra Pradesh (34.8% in urban and 32.9% in rural) have shown the highest
percentages inworkforce-entry. 12.7%urban and31.5% rural females inMaharashtra
show the lowest percentages in entry into workforce than that of females in other
states. However, urban females enter intowork at amuch lower rate than urbanmales,
whereas rural females tend to enter into work at a much higher rate than rural males.
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State-wise proportions of the respondents in marital union are shown in the third
panel. Rural and urban males show significantly lower percentages in marriage than
the females. 22.4% (lowest) of urban females in Tamil Nadu and 26.5% (lowest) of
rural females in Rajasthan have entered into marital union during the age interval
12–24, while 28.7% (highest) of urban females in Bihar and 38% rural females in
Jharkhand show the highest percentages in marriage. However, only 12.7% (lowest)
of the total urban males in Maharashtra and 13.6% rural males in Bihar entered into
marital union during 12–29 years of age. Overall, we can conclude that females
show a higher tendency in both the events, namely leaving education and entry into
marriage. But, male respondents show significantly higher percentages for entry
into workforce, i.e. male respondents are showing greater tendency to entering into
workforce as soon as they leave study.

4.2 Failure Rate Function

Kaplan–Meier failure estimates (Fig. 1) are used to visualize the patterns of the events
namely leaving education, entry into workforce and entry intomarital union. Figure1
shows that patterns of these three events not only differ by areas of residence but also
considerably by sex and states. The timing at experiencing these events generated
different patterns specific to different groups of population.

The people of Rajasthan, Bihar and Andhra Pradesh are inclined to go to work
before leaving study though the urban females are showing an opposite pattern. Male
respondents of Jharkhand and male respondents in the urban area of Maharashtra
have shown nearly similar timing of leaving study and entry into work. However,
something special is seen about the people of Tamil Nadu, where everyone is first
leaving their studies and then getting into work. When considering marriage, it is
seen that women in rural areas are entering into the marital union earlier than other
groups of people. But, it turns out that men are extensively delaying their entry into
marital union as compared to their female counterparts in each and every region.
This is very reasonable in Indian scenario.

5 Sequence Analysis

5.1 Index Plot

Sequences across the ages with respect to each individual are represented through
basic index plot in Fig. 2. Each event’s outcome is colour coded in index plots as well
as in state frequency plot and state distribution plot. Each sequence, i.e. the record
of events for a single individual, is represented by an horizontal line in the plot. Near
about 10% of the total individuals are of age 15, and they experience schooling,
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Fig. 1 Failure rate function for all the three event types by sex and place of residence separately
for all the six geographical region

workforce and both schooling and working at the same time. A small proportion of
them are not in school, nor in workforce and remained unmarried. There is a decline
in this trend after the age of 18years and more aged individuals dominantly driven
by entry into marital union and workforce. The majority of individuals in the age
group of 20–25 have shown the risk of entering into the workforce, into the marital
union and simultaneously in both.

Sequence index plots for all the six geographical regions, i.e. Rajasthan, Bihar,
Jharkhand, Maharashtra, Andhra Pradesh and Tamil Nadu are presented in Fig. 3a,
b. A little proportion of the people currently aged 15years are working and studying
at the same time except the individuals staying in Rajasthan. A small percentages of
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Fig. 2 Exploring the data via a plot of the sequences (top-left), most frequent sequences (top-right)
and state distribution plot (bottom-left)

them are only in workforce except individuals staying in Tamil Nadu, and also, a little
proportions of the people aged 15years in Jharkhand are already married. Some of
the proportions showing that they are neither in school nor working and unmarried.
Total proportions of the individuals currently aged 15 in Tamil Nadu show that all of
them are in education. The proportions are getting higher in marriage after the age
of 20years in Rajasthan, after 22years of age in Andhra Pradesh, after 23years of
age in Jharkhand, Maharashtra, Tamil Nadu and after the age of 24years in Bihar.
At the end, total proportions of the people aged between 25 and 29 years in all the
regions are married, which is naturally common in modern Indian society.

5.2 State Frequency Plot

The sequence index plot, reported in Fig. 2, generally suffers from the problem of
over-plotting by providing a large number of sequences; and thereby it may hide
particular patterns in the sequences if not carried out carefully. To avoid these limita-
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tions, plotting of cumulative percentages of individual sequences through sequence
frequency plot is suggested in the literature. Top right panel of Fig. 2 is the sequence
frequency plot showing the cumulative percentages of individuals in each state and
over time. The largest group dominated by schooling is represented by a wider row.
Also, first six groups dominated only by those who are in school. Those who entered
into workforce follow this.

Geographical region-wise sequence frequency plots show that 80–85% of the
individuals are in study for the entire period in Maharashtra, Andhra Pradesh and
Tamil Nadu, where 60–70% of the individuals are in study for the entire period in
Rajasthan, Bihar and Jharkhand. Those who engaged in workforce for the entire
period in Rajasthan, Bihar, Jharkhand and Andhra Pradesh follow this. Those who
left study followed by neither studying, not working, nor even married, are in the
second largest group for Tamil Nadu and Maharashtra. The third largest group for
these two states considers those who first left study followed by entry into workforce.

5.3 State Distribution Plot

The bottom panel of Fig. 2 shows the state distribution plot. It describes the distri-
bution across all of the eight states over the entire period. We see that the proportion
of individuals who become married over time increases to the extent that it becomes
the most prominent state by the end of the period. We also observe that, at the early
ages, proportion of the individuals who are studying is higher followed by those who
are in workforce. The top of the graphic wane indicates that a little proportion of all
the respondents are in notstudying-notworking-unmarried state.

Themiddle-right panels of Fig. 3a, b shows that almost 60%of the total individuals
are in education at the beginning for Rajasthan, Bihar and Jharkhand, whereas almost
80% of the totals are in education for Maharashtra and Tamil Nadu, and near about
70% of the total people in Andhra Pradesh are in study at the beginning of the
observation period. This is followed by a small period of unemployment as well
as unmarried individuals, followed by a comparatively larger group of working-
unmarried individuals. We also observe that the proportion of individuals who are
married and working simultaneously over time increases to the extent that it becomes
the most prominent state by the end of the observation period. However, Tamil Nadu
individuals occupy the largest part in workforce among all the regions. By the end
of the observation period, a very little proportions of the individuals in Bihar and
Jharkhand show that after entering into marital union, they are studying and working
at the same time. Also, the individuals in Bihar region occupy the largest part in
marriage (neither studying-not working) state among all the regions.
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5.4 Entropy and Turbulence Measures

Another option to understand the data is via a calculation of the Shannon entropy of
the observed state distribution also shown and briefly studied in Billari [9]. Calcu-
lated Shannon entropy of the state distribution is represented here in Fig. 4. We can
see from Fig. 4 that when all the individuals have the same state, then the entropy
is zero, it means that, there is no heterogeneity present in the data. Figure4 shows
that the entropy is high at the beginning and then levels off across time, which is a
common finding in research of the transition to adulthood [32]. The entropy is 0.5 at
the beginning, reaches top after eightyears from beginning, i.e. 19years of age, and
then levels off towards zero as the time moves on. This matches our previous obser-
vations fromFig. 2, which showed almost 50%of the variation at the beginning, more

Fig. 3 a Geographical region-wise plots of the sequences (left), most frequent sequences (middle-
left) and state distribution plot (middle-right) are presented (Rajasthan, Bihar and Jharkhand). b
Geographical region-wise plots of the sequences (left), most frequent sequences (middle-left) and
state distribution plot (middle-right) are presented (Maharashtra, Andhra Pradesh and Tamil Nadu)
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Fig. 3 (continued)

variation in the states at the middle and progressively more individuals becoming
employed and married by the end of the observation period leads to least variation at
the end. Plotted entropies for the various geographical regions are shown in Fig. 5a,
b. Variation of the state entropies is observed among these six regions. Steady rise
in the entropies is seen in Andhra Pradesh region, whereas a more gradual rise is
seen in Tamil Nadu and Maharashtra. Lowest unobserved heterogeneity is present in
Maharashtra at the beginning years, whereas the highest heterogeneity is observed
for Bihar region at that time. It is also seen that after the age of 25years, there are
steady decrease in entropies for all the geographical regions.

The right panel of Figs. 4 and 5a, b represents Elzinga’z measure of turbulence.
From Table2 we see that the mean of the turbulence is 3.29 with a minimum value of
1 and a maximum value of 9.8, echoed in the histogram in the right panel of Fig. 4.
Mean turbulence differs across geographical regions with a minimum mean value of
2.99 for Bihar and with a maximum mean value of 3.583 for Tamil Nadu. Median,
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Fig. 4 Entropy of state distribution and histogram of sequence turbulence

third quartile and maximum value also differ across geographical regions. Maximum
value ranges from 8.428 (for Rajasthan) to 9.8 (for Andhra Pradesh) although the
minimum value for all the regions gives a value 1. Hence, we can conclude that
the geographical regions differ in respect of their turbulence measures which means
unobserved heterogeneity and complexity both are present in the data.

5.5 Cluster Analysis

Finally, sequences are clustered depending upon the distancematrix obtained through
optimal matching and are popularly known as ‘Wald hierarchical clustering’. Using
the ‘constant’ method for optimal matching in TraMineR, it is found that all proba-
ble event outcomes have an equal substitution cost. It is also observed that two indel
operations are approximately identical to a single substitution operation. But, deter-
mining the costs in accordance with ‘transition rates’ is more instinctive. Hence, for
simplicity, ‘TRATE’ approach of TraMineR is used here.

For a better interpretable result, an appropriate choice of the number of clusters is
to be consideredwhile performing a cluster analysis. In this case, a four-class solution
is found to be the best among a series of possible number of clusters (k = 3, 4, 5).
Figure6 displays the four cluster solution separately for each geographical region.
The first cluster (Type 1) (n = 4557) of Rajasthan is mainly dominated by those who
are studying with a little number of working-married sequences. Cluster 2 (Type 2)
contains those individuals who are working and are in both workforce as well as
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marital union at the same time. The third cluster (Type 3) is dominated by mostly of
working-married individuals. A little part of them are working and studying. Cluster
4 (Type 4) illustrates a more mixed cluster, such as considerably more being in the
married, notstudying-notworking-unmarried states. Surprisingly, a greater part of
studying-working-married individuals is in this cluster. A similar pattern is visible
for Tamil Nadu.

In Bihar, the first cluster is dominantly driven by those individuals who are only in
workforce but also contain those who are in both workforce and marital union at the
same time. Second cluster consists of mainly the working-married individuals. Third
cluster is a more mixed one but mostly dominated by those who are in education.
The fourth cluster considerably more being in married, notstudying-notworking-
unmarried states.

The first cluster of Jharkhand shows that those individuals who are in working-
married category are in this cluster. Second cluster is dominated by working and
working-married individuals, third cluster consists primarily of students, and the
fourth cluster is considerably built by married, notstudying-notworking-unmarried
and working-married individuals. Maharashtra shows that maximum number of stu-
dents are in cluster 4, whereas cluster 1 gives similar result to cluster 1 of Rajasthan.
Here, cluster 2 consists ofmarried, notstudying-notworking-unmarried andworking-
married individuals. Also, cluster 3 seems to be dominated by working-married in-
dividuals. A more mixed cluster (cluster 1) is observed for Andhra Pradesh, while
the second cluster shows that those individuals who are in working-married and
working state are in this cluster. Most of the students are in the third cluster, and
mostly married as well as notstudying-notworking-unmarried individuals are in the
fourth cluster. Most importantly, those clusters which have the maximum number of
individuals are dominated by students.

6 Conclusion

This article contributes to the methodological aspects in two ways. Initially, we de-
scribe the way, in which sequence analysis method could be used in investigating
the event history data explicitly as well as simultaneously considering the ‘quan-
tum’, ‘timing’ and ‘sequencing’ of events. Secondly, in analysing event history data,
techniques established in unsupervised machine learning are elaborately used. In in-
vestigating these types of event history data, a high amount of resiliency is acceptable
by these techniques. These techniques allow us in extracting accessible information
from the data and provide us a valid representation.

This present research admits principal role of ‘timing’, ‘sequencing’, ‘quantum’
and ‘clustering’ on the study of transition to adulthood. To extract the complex re-
lationship between the sequences of events, we suggest a way to analyse the event
history data which are able to find the hidden information.We implement the method
of unsupervised machine learning to the transition to adulthood data obtained from
a national-level survey called ‘Youth Study’. More specifically, we extract and vi-
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sualize the most frequent sequences which allow us in identifying the principal se-
quences among the patterns. Moreover, the indication of an event’s occurrence that
is the ‘quantum’ is often limited to highlighting the basic characteristics of Indian
Youths.

Acceptance of clustering algorithms permits us to observe the event histories at
an unique viewpoint. Outcomes of cluster analysis provide a distinct view when an
attempt is made to distinguish among the group of individuals. Although survival
and event history analysis investigates event history data, they are unable to operate
in these types of complex situations. Summarily, these techniques presented in this
paper are capable of performing variety of comparative studies such as comparison
of communities, comparison of genders and comparison of different geographical

Fig. 5 a Geographical region-wise entropy of state distribution and histogram of sequence tur-
bulence (Region: Rajasthan, Bihar and Jharkhand). b Geographical region-wise entropy of state
distribution and histogram of sequence turbulence (Region: Maharashtra, Andhra Pradesh and
Tamil Nadu)
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Fig. 5 (continued)

Table 2 Summary measures of turbulence

Turbulence

Measures All RJ BH JH MH AP TN

Min. 1.000 1.000 1.000 1.000 1.000 1.000 1.000

1st
Quartile

1.000 1.000 1.000 1.000 1.000 2.000 2.000

Median 3.322 3.000 3.000 3.158 3.528 3.628 3.807

Mean 3.294 3.113 2.990 3.166 3.437 3.539 3.583

3rd
Quartile

4.745 4.585 4.441 4.543 4.949 5.048 5.087

Maximum 9.800 8.428 9.547 8.783 8.916 9.800 8.783
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Fig. 6 Geographical region-wise state distribution across time of Wald hierarchical clustering of
sequences from optimal matching distances with a four-class solution
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Fig. 6 (continued)
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Fig. 6 (continued)
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regions. we have also developed the comparison of the characteristics of the youths
in six geographical regions.

Finally, we can conclude that this current paper establishes sequence analysis as
a mechanism to investigate the transition to adulthood sequences of Indian Youths.
It helps us in better understanding as well as improving knowledge about the youths
in India. For visualizing and summarizing complex event history dataset, the above
technique provides a potentially powerful tool. It also helps in detecting unusual cases
as well as subgroups. Summarily, not only for an interpretable and significantly
meaningful outcome, also for representing a valid classification, cluster analysis
appears to be a better method, and the results obtained could be adopted for further
analysis in future.
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Chapter 21
A Quantile-Based Approach
to Supervised Learning

Dreamlee Sharma and Tapan Kumar Chakrabarty

1 Introduction

Supervised statistical learning aims at building a predictive model for a response
based on one ormore inputs known as features. A very simple approach of supervised
learning for predicting a quantitative response is the linear regression model, also
known as predictive model in terms of statistical learning. Regression analysis is one
of the core statistical techniques in scientific applications. It examines the relationship
between two or more variables of interest by modeling the influence of one or more
independent variables, called regressors or predictors through some function, on a
response variable of interest. The conceptual model with additive deterministic and
stochastic components is written in the form

observation = deterministic component + stochastic component (1)

In the development of regression, analysis of the model (1) is carried out using two
distinct approaches. The first approach defines the deterministic component paramet-
rically without any specific reference to the distribution of the stochastic term and
is termed as semi-parametric. The modeling and estimation of the two components
have been traditionally performed separately. The procedure of fitting the determin-
istic component is ruled by the procedure of least squares and then by the procedure
of least absolutes. The procedure of least absolute [25] first introduced by [4] is a
method in which the parameters are estimated so that the sum of absolute differences
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of the observed and the predicted values is minimized. Predictivemodeling with least
absolute error criteria is also referred to as conditional median modeling, or simply
median regression. The least absolutes method scarcely gives specific algebraic an-
swers [9]. The method of least squares [30] on the other hand chooses the parameters
such that the sum of squared differences of the observed and the predicted values is
minimized. Least squares method is the most commonly used method of predictive
modeling and is also known as conditional mean function modeling. The method of
quantile regression [1, 21] is simply a generalization of the median regression where
one models the pth conditional quantile of the variable Y , the response variable as a
linear function of the predictor variables. Estimation using these methods does not
require any specific reference to the distribution of the stochastic term and hence are
also referred to as semi-parametric.

In the second approach, the distribution of the stochastic component has been
ruled by assuming or transforming to normal distribution with mean 0 and variance
σ2. The least squares method is often preferred as the principle of prediction since
it is similar to using the method of maximum likelihood when the stochastic term
is normally distributed. The estimates satisfy various optimum properties with this
assumption. It is shown that using linear check function in quantile regression is
similar to the use of maximum likelihood under the assumption that the errors of the
regression model are from asymmetric Laplace distribution [10].

As it follows from above, in many situations the distributional form of the
stochastic component and its parameter(s) is validly ignored. While in many predic-
tion situations, assimilating the nature of the distribution of the stochastic element
is principal to recognizing the model of the response variables conditionally on the
values of the predictors.

In this paper, a quantile-based approach to supervised statistical learning will be
employed where we shall model the stochastic element of the setup using quantile
functions. This approach to regression will be termed as ‘Parametric Regression
Quantile’ [11, Chap. 12]. The stochastic term will be modeled by using the quantile-
based flattened logistic distribution (FLD) and its asymmetric generalization, viz.
the quantile-based flattened generalized logistic distribution (FGLD).

The paper is organized under the following sections. Section2 introduces the two
quantile-based distributions and presents thematchingL-moments estimators of their
parameters. Section3 describes the formulation of the predictive model or regression
setup, Sect. 4 elaborates the method of fitting the predictive model and describes
an algorithm to obtain the best-fitted model. The convergence of the algorithm is
discussed in Sect. 4.1 and the goodness of fit of the parametric regression quantile
model is discussed in Sect. 4.2. Parametric regression quantile (PRQ) models using
the FLD and FGLD have been introduced in Sect. 5. Section5.1 presents a simulation
study to prove the validity of both the PRQ models. Applications based on real-life
data have been shown in Sect. 6. Section7 gives a short conclusion of the present
study.
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2 An Introduction to the Quantile-Based Distributions

The quantile-based flattened logistic distribution (FLD) introduced by [11] and dis-
cussed in detailed by [32] is defined by the quantile function (QF) in (2)

Q(p) = β

[
ln

(
p

1 − p

)
+ κp

]
(2)

where β ≥ 0 and κ ≥ 0 are, respectively, the scale parameter and the peakedness
parameter. The distribution has an interesting property; it is mesokurtic for κ =
2.892927, leptokurtic for κ < 2.892927 and platykurtic for κ > 2.892927.

We propose an asymmetric generalization of the distribution in (2) by replacing
the standard logistic QF with the standard form of the QF of quantile-based skew
logistic distribution [11, 35] and obtain the flattened generalized logistic distribution
(FGLD) given in (3)

Q(p) = β
[
(1 − δ)ln(p) − δln(1 − p) + κp

]
(3)

where β > 0 is the scale parameter, 0 ≤ δ ≤ 1 is a skewness parameter, and κ ≥ 0
is a parameter regulating the flatness of the peak of the distribution. The FLD is a
special case of FGLD for δ = 0.5. To have an idea of the shape of these distributions,
density plots of these distributions have been shown in Fig. 1a, b, from which it can
be clearly seen that the flatness of the peak increases with increase in the value of κ
for both the distributions. Also, from Fig. 1b, it is clear that the FGLD has a flexible
range of skewed shapes in addition to the flexibility in peakedness.

For a comprehensive study on the distributional properties and applications of
the flattened logistic distribution, one can refer to [32]. We have derived the first
four L-moments of the FGLD, and these are given by λ1 = β

[
(2δ − 1) + κ

2

]
,
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λ2 = β
2

(
1 + κ

3

)
, λ3 = β

6 (2δ − 1) and λ4 = β
12 . The L-skewness ratio and the

L-kurtosis ratio of the FGLD are given, respectively, by τ3 = (2δ − 1)

3 + κ
and τ4 =

1

2(3 + κ)
.

Since δ lies between 0 and 1 and κ is positive, this clearly indicates that − 1
3 ≤

τ3 ≤ 1
3 . The plot of L-skewness ratio in Fig. 2 shows that for δ < 0.5, the FGLD

is negatively skewed, for δ > 0.5, the FGLD is positively skewed and for δ = 0.5,
the FGLD is symmetric, this corresponds to the black line at y = 0 in Fig. 2b. The
L-kurtosis ratio of the FGLD is 1

6 for κ = 0, so τ4 ≤ 1
6 . Also, it is clear that τ4 > 0

sinceκ ≥ 0.Hence, 0 < τ4 ≤ 1
6 . TheFGLDhas anL-kurtosis ratiowhich is skewness

invariant in the sense that it is not dependent on the value of δ, the skewness parameter.
Figure3 is a plot of the L-kurtosis ratio of the FGLD for various values of κ.
The black dotted line indicates the line where the value of y-axis is 1

6 . The L-kurtosis
ratio of the FGLD lies below the black dotted line. It is clear from the figure that,
with increases in the value of κ, the L-kurtosis ratio of the FGLD decreases. Thus, it
can be seen that the FGLD has a great flexibility in terms of skewness and kurtosis.
We avoid any other expansive studies of these distributions and mainly focus on the
parameter estimation which will be required in the process of fitting the regression
lines. The parameters of these distributions are obtained by using the matching L-
moments estimation (MLM) method [16–18]. Let λ1,λ2, ... be the L-moments of
a distribution for which we are to estimate the parameters and let the sample L-
moments be l1, l2, ... which are calculated from a given data, then one can obtain
set of equations by matching the rth order L-moment of the distribution with the
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Fig. 3 Plot of L-kurtosis
ratio for different values of κ
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corresponding sample L-moment, the number of equations being equal to the number
of parameters to be estimated. By solving these set of equations, the parameters of
the distribution can be estimated. Thus, the matching L-moments estimators of the
parameters of FLD [32] are given by (4).

β̂ = 6l4

κ̂ = l2 − 6l4
l4

(4)

Similarly, the matching L-moments estimators of the parameters of FGLD have been
derived and given in (5)

β̂ = 12l4

δ̂ = l3
4l4

+ 1

2

κ̂ = l2
2l4

− 3

(5)

3 Formulation of the Regression Model

Parametric regression quantile (PRQ) or quantile-based parametric predictive mod-
eling first introduced by [11] is a method of regression where quantile functions are
used to describe the predictive models. Quantile-based parametric regression analy-
sis is not a new term and has been used in the works ofmany including, [5, 24, 28, 29,
34]. [19] has beautifully related the various works on such predictive models. Unlike
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the classical linear regression, we model the quantiles of the dependent variable y
as an additive model consisting of (i) deterministic component linear in predictors x
and (ii) stochastic component expressed in quantile function form by ηS(p), where
S(p) is a quantile function which need not necessarily be symmetric, and η is the
scale parameter. Thus the p-quantile of y given the specified x, i.e., the regression
quantile function of y on x is expressed by

Qy(p|x;λ,θ, η) = λ + θ′x + ηS(p) (6)

where θ is a vector of parameters or coefficients of the predictors, λ is the intercept
of the line and η is the scale parameter. One can view (6) as the conditional quantile
function of y for a given x and can be considered as conditional parametric distribu-
tion or model expressed as quantile function. Furthermore, the quantile function is
standardized to have zero mean or median. In this article, we shall adjust the quantile
function, S(p) to have zeromedian, i.e., S(0.5) = 0, due towhich the fitted regression
line turns into Galton’s median regression line. The model is thus a fully parametric
linear regression or predictive model.

The distribution of the error term may contain nonlinear shape parameter(s), α
so that the regression quantile model takes the following form

Qy(p|x;λ,θ, η,α) = λ + θ′x + ηS(p,α) (7)

Such models that include shape parameters are called semi-linear models. The vari-
able x affects y through a linear relation λ + θ

′
x, and the quantile function, ηS(p,α)

describes the error distribution in quantile form. The various parameters are λ, which
is the intercept of the line; θ, the coefficients of the predictors; η, the scale; and α,
the shape parameters of the distribution S(p,α). The virtue of this formulation as
compared to the standard one is that all the parameters (equational and distributional)
are distinctive in the equation that defines the model. [13, 14] have shown that dis-
tributions having explicit QFs can be used in regression in an effortless manner no
matter whether the distributions are symmetric or not.

Using the ideas that go back to [6–8] and [26, 27] in respect to modeling, and [22]
in respect to estimation, [11, 13, 14] formulated such approach to regression. Galton
established the ideas of using the median regression, order statistics, quantile plots
and the QF [see 11, 12, 15, 33]. Lloyd pioneered the idea of expressing the rth order
statistic of a sample of size n of variable X , details on which can be explored from
[14]. Thus, [11] symbolized that a regression quantile function at the most universal
form can be written as

Qy(p|x;λ,θ, η,α) = Q(p; x,φ) (8)

where the x and φ, respectively, denote the predictor(s) and parameter(s). This uni-
versal model can be fitted by minimizing the sum of absolutes of the distributional
residuals. In the next section, the term ‘Distributional Residual’ is delineated and
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the method of minimization is discussed. Quantile formulation to parametric regres-
sion analysis has several desirable properties that make it more likable in terms of
regression. These properties can be explored in details from [11, 14].

4 Method of Fitting the Best Line of Regression

We have seen that a parametric regression quantile model can be regarded as a
conditional distribution of the response y given a vector of predictors (x) expressed
as a quantile function. Thus, themethod of fitting quantile distribution can be adapted
to fitting quantile regression here. The method of maximum likelihood and simple
extensions of distributional least squares (DLS) and distributional least absolutes
(DLA) are the available methods for fitting models where the distributional element
is explicit [11, 19]. Although in principle, the methods developed for fitting the
distributions expressed in the form of density or distribution functions can be used
to distributions in quantile functions form, and a few methods are designed specially
to be used with quantile function models [11].

The standard maximum likelihood method requires an implicit conversion from
quantile-based methods to density-based methods and so cannot be easily applied
unless there is a clear density function. Moreover, the calculation of likelihood, L(φ)

(or log-likelihood) requires derivation of the p from y = Q(p;φ) and the parameters,
φ are inherently present in the terms containing p, adding a fresh level of complexity
to the situation and hence the method is difficult to implement.

In the remaining part of this section, we shall discuss the method of distributional
least absolute which will be implemented for fitting the proposed model in Sect. 3.
This method that equals to the ordinary least squares is based on the differences
between theobservations arranged in termsofmagnitude and their predictedpositions
provided by the predicted model, termed as distributional residuals. The predicted
positions may be the expectations of the order statistics under the model, called the
rankits, which are used in DLS or the median values of population, called the median
rankits, which are used in DLA. We now consider these in detail.

Let (yi, xi), i = 1, 2, . . . , n be the given set of data which is postulated as realiza-
tion of the population modeled as

y = Q(p; x,φ) = λ + θ′x + ηS(p,α) (9)

In other words, the population distribution of the random variable Y conditional on
X = x is given by

Qy(p|x;φ) = λ + θ′x + ηS(p,α) (10)

In order to fit this model using the given data, the method of DLA seeks to minimize
the sum of the absolute values of the distributional residuals for values of the param-
etersφ. Having identified model (10), we create the fitted values of the deterministic
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component ỹi = λ̂ + ̂θ′xi; i = 1, 2, .., n and obtain the initial residuals ẽi = yi − ỹi.
Let ri = rank(ẽi; i = 1, 2, . . . , n) and define median-pi as p∗

i = I−1
0.5 (ri, n + 1 − ri).

Then, applying median rankits, the fitted error terms can be obtained as η̂S(p∗
i , α̂),

so that the distributional residuals are given by

ei∗ = yi − (ỹi + η̂S(p∗
i , α̂)) = yi − λ̂ − ̂θ′xi − η̂S(p∗

i , α̂) ; i = 1, 2, · · · , n (11)

since, the fitted regression quantiles are ỹi + η̂S(p∗
i , α̂); i = 1, 2, · · · , n. The criteria

of fitting the regression setup is to search for estimates for which the sum of absolute
distributional residuals is minimized; i.e., we are to minimize,

n∑
i=1

|ei∗| =
n∑

i=1

|ẽ(i) − η̂S(p∗
i , α̂)| (12)

with respect top∗
i . [31] has shown that, for a givenvalue of η, the vector thatminimizes

(12) over S(p∗
i ,α) is a vector whose ith element is the median of the ith order

statistic of the estimated residuals ẽi. The median of the ith order statistic of the
estimated residuals can be obtained by using the uniform transformation rule [11]
on the median of the ith order statistics from standard uniform distribution, which is
given by I−1

0.5 (ri, n + 1 − ri), where ri is the rank of the ith observation. Thus, with
p∗
i = I−1

0.5 (ri, n + 1 − ri) , S(p∗
i , α̂) gives the required median.

To obtain the best-fitted line of regression requires four steps. Step 1 obtains the
initial fitted y’s, ỹ. From the fitted y, we obtain the initial residuals ẽ = y − ỹ in step
2. The initial residuals are then fitted in step 3. In step 4, the final fitted y, i.e., ŷ are
obtained by the addition of ỹ and the fitted initial residuals obtained in step 3.

To obtain the estimates of the parameters of the regression setup in (7), a search
algorithm is required to be used. A search algorithm is an algorithm which solves
the search problem. Using the ideas from [20], we propose a search algorithm based
on comparisons. The proposed algorithm does not require a gradient. Thus, it can
be used on functions that are not continuous or differentiable. This algorithm will
be discussed by considering the simplest semi-linear model containing only one
predictor, x and one shape parameter in the error term. The model is of the form,

Qy(p|x;φ) = λ + θx + ηS(p,α) (13)

Suppose that, (yi, xi); i = 1, 2, . . . n, is a set of data, then a median regression model
can be fitted to the data from which we can obtain the initial estimates say, λ̂1 and
θ̂1 of λ and θ of the deterministic part of the model. From the fitted model, we
obtain the residuals which can be fitted to ηS(p,α) by some appropriate quantile-
based methods like method of matching L-moments estimation (MLM), method of
matching quantiles estimation (MQE), etc. and initial guess η̂1 and α̂1 of η and α,
respectively, can be chosen for the stochastic model fitted to residual data. Thus, we
have the initial guess of all the four required parameters. Using these initial estimates,
initial set of distributional residuals is obtained. Let this be e∗

1i. Let s1 be the sum
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of the first set of absolute distributional residuals, i.e., s1 = ∑
i

|e∗
1i|. Now, the initial

estimates, θ̂1, η̂1 and α̂1 are fixed and we vary the value of λ̂, so that we have a
sequence Sλ of λ̂j’s; j = 1, 2, 3, ... such that λ̂1 is the median of the sequence. The
sequence Sλ is the search space for the estimate of λ. Let the corresponding sets of

sum of absolute distributional residuals be sj =
n∑

i=1
|e∗

ji|; j = 1, 2, 3, .... Among the

obtained sj’s there will be one smallest sj, say sk . We replace the value of λ̂1 by
λ̂k such that sk = min

j∈n sj. Thus, we have a new initial estimate for λ̂. Again fixing

the value of λ̂1, η̂1 and α̂1 and varying value of θ̂ we can choose the new estimate
θ̂1 = θ̂k such that sk = min

j∈n sj. The same process is repeated for the other estimates.

The whole process is repeated several times until we obtain the best set of estimates
that minimize the sum of absolute distributional residuals. The algorithm has been
implemented in “R”. The step by step algorithm is given in Algorithm 1.

Algorithm 1 Search algorithm to obtain the estimates of best fit

1: Allocate reasonable initial estimates λ̂1, θ̂1, η̂1 and α̂1
2: Obtain s1 = ∑

i
|e∗
1i|

3: Define the search space by a sequence Sλ of estimates of λ such that λ1 is the median of the
sequence. Also let this sequence cover the confidence interval of λ1.

4: For fixed θ̂1, η̂1 and α̂1, obtain sj corresponding to λj; j = 1, 2, 3, ....
5: Search for λj corresponding to the smallest distributional residual and replace λ1 by this λj .
6: Define the search space for θ by a sequence Sθ of estimates of θ such that θ1 is the median of

the sequence. Also let this sequence cover the confidence interval of θ1.
7: For fixed λ̂1, η̂1 and α̂1, obtain sj corresponding to θj; j = 1, 2, 3, ....
8: Search for θj corresponding to the smallest distributional residual and replace θ1 with θj so

obtained.
9: Repeat the algorithm to obtain other estimates.
10: Loop until the difference between the sum of absolute distributional residual in a few successive

iterations continues to be negligible.

The algorithm can be extended to include several predictors and several shape
parameters of the error term. The approximation is better for smaller common dif-
ference of the sequence.

4.1 Convergence of the Algorithm

The algorithmuses a simple idea that the estimateswill be contained in a certain range
of the initial estimates and of course, will not be far away from the initial estimates.
For any reasonable initial estimate say, Êi we can obtain a 95% or 99% confidence
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interval Ci = (a, b) | Êi ∈ (a, b), i being λ or θ or α, etc. Let Si be the search space
used in Algorithm 1 for ith estimate such that Ci ⊂ Si, then we can always find an
estimate Ei in Si such that the sum of the absolute distributional residual is minimum
among all the estimates in the defined search space. If the search space is large
enough, then Ei will not surely be either of the bounds of Si.

In the next step, we again consider the estimate obtained in the previous step as
the mid value of sequence Si, then the distributional residual will be minimum for an
estimate that will surely be within the sequence, as the sequence has large bounds.
Thus in every step, we obtain lesser distributional residual than the previous step and
the estimate in the current step gets closer to the estimate obtained in the previous step.
This continues in each iteration and after a certain number of iterations it happens that
the same set of estimates continue to loop or in other words, the difference between
the sum of absolute distributional residual in a few successive iterations continues to
be negligible when the iteration finally breaks and returns the best set of estimates
for a certain set of initial estimates. Thus the algorithm always converges.

The initial estimates can be guessed by any methods, method of least squares,
method of least absolutes, graphical method, percentile method, etc.

4.2 Validation

In statistics, only visual method to claim goodness of fit is not enough. Some theoret-
ical validation is required to prove the visual validation. There are several goodness
of fit tests existing in the literature, some of which are explained briefly by [19]. In
this article, the goodness of fit (GOF) of the proposed regression technique will be
assessed through the Bonferroni IB index [3, 19, 34]

IB =
∑n

i=1 |ŷi − med(̂y)|∑n
i=1 |yi − ŷi| + ∑n

i=1 |ŷi − med(̂y)| (14)

where med(̂y) is the median of the fitted y′s. The index takes values in the closed
interval [0, 1]. IB = 1 implies y = ŷ, i.e., the model fits the observed data perfectly,
whereas, IB = 0 implies ŷi = med(̂y) ∀ i = 1, 2, 3, ..., n, which does not provide any
explanation of the data and hence is an indication of a non-informative model. In
practice, the Bonferroni index of adequacy measures is the unit scale of the data, the
reduction which takes proportionately in the absolute deviation owing to fitting the
complete model.
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5 Regression Quantile Models Using Quantile-Based
Distributions

We propose two simple parametric regression quantile models; one of which is
modeled with symmetric errors, while the other with asymmetric errors. Let the
stochastic term in (7) be modeled by the FLD, then the regression quantile function
of y on x (Model I) is expressed by

Qy(p|x) = λ + θx + β

[
ln

(
p

1 − p

)
+ κp − κ

2

]
(15)

where the term
βκ

2
has been subtracted to ensure that the error distribution has 0 me-

dian. Thus, there are four parameters for which initial estimates need to be allocated
to begin with the minimization process. The regression quantile model expressed in
(15) is convenient for regression situations where the stochastic component is not
only non-normal but also deviates from the mesokurtic property with a more promi-
nent platykurtic property for κ > 2.892927.

As per Algorithm 1, the initial estimates of λ and θ can be obtained by fitting
median regression model to the data. From this we obtain the initial set of residuals
ẽ(i); i = 1, 2, .., n. We can fit the FLD to this set of residuals using the method of
matching L-moments estimation fromwhich we can get the initial estimates of β and
κ. Note that, the FLD used here lacks the location parameter and thus contain only
two parameters which need to be estimated. We shall be using here the second and
the fourth order L-moments to estimate the scale, β and the peakedness parameter,
κ Then proceeding with the algorithm, the final estimates can be easily obtained.

The FLD being a symmetric distribution may not provide a good fit for regression
models with asymmetric distributional residual. Hence, to fit such regressionmodels,
we proposemodeling the stochastic termusing the asymmetric generalization of FLD
introduced in Sect. 2. The regression quantile function of y on x in this case (Model
II) is expressed by

Qy(p|x) = λ + θx + β
[
(1 − δ) ln(p) − δ ln(1 − p) + κp

] + β
[
−(2δ − 1) ln(2) − κ

2

]
(16)

where the adjustment to confirm 0 median of the error distribution is ensured in the
last two terms. Model II is convenient for regression situations where the stochastic
component is not only non-normal, but also deviates from symmetry as well as the
mesokurtic property with a more prominent flattened peak. InModel II, 5 parameters
are required to be estimated to obtain the line of best fit. The same algorithm will be
used here as in Model I.
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5.1 Simulation Study

Model I and Model II have been applied to simulated regression datasets and the
results obtained have been compared with mean and median regression on the basis
of Bonferroni Index. 5 sets of regression data have been simulated with different
sets of symmetric as well as asymmetric errors. The X values have been simulated
from N (μ,σ) distributions by changing the μ and σ for each dataset. The errors have
been simulated from the standard normal distribution, N (0, 1); normal distribution,
N (0.5, 5); mixture normal distribution, 0.6N (3, 5) + 0.4N (0, 1); flattened logistic
distribution, FLD(0.5, 5.5); and skew normal distribution, SKN (0, 1.2, 2.5). The
constant, λ and coefficient, θ of regression model have been changed for each of
these 5 datasets. The regression datasets were then obtained separately using these
five sets of simulated errors and both Model I and Model II have been fitted to each
of these datasets.

All the five sets of simulated regression data have also been fitted using mean
regression (least square regression, LSR) and median regression (least absolute re-
gression, LAR). The goodness of fit for each of the cases has been performed using
IB defined in (14). The result obtained has been summarized in Table1, from which
it can be clearly seen that in terms of Bonferroni Index, both Model I and Model
II provide good fit to all the simulated data followed by LAR and LSR. Model II
being the generalized version of Model I provides even better fit than Model I with
a little higher value of IB. LAR and LSR provide good fit only for the case of errors
simulated from standard normal distribution. Tarsitan et al. [34] have shown much
earlier that the method of fitting regression line by minimizing the sum of absolute
distributional residuals provide much better fit than either the LSR or LAR. Thus, we
can use these models to fit some real-life data. This will be done in the next section.

6 Empirical Applications

In this section, we apply the regression models in two real-life dataset. A set of data
quoted by [23] provides the stopping distance (d ) of vehicles as a function of their
speed (s). It has been shown that by taking the square root of stopping distance as
the predictor variable, a good fit is obtained. The data were given as an assignment
problem at the end of [11, Chap. 12] where it was asked to propose a suitable model
for using the stopping distance (d ) as the predictor variable. The scatter plot for the
dataset is depicted in Fig. 4.

We shall consider stopping distance as the independent variable. Hence, using
Model in (15) the regression quantile function of speed, s on stopping distance d is
expressed by

Qs(p|d) = λ + θd + β

[
ln

(
p

1 − p

)
+ κp − κ

2

]
(17)
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Fig. 4 Scatter plot for
stopping distance data
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whereas, using Model (16), the regression quantile function of speed, s on stopping
distance d is expressed by

Qs(p|d) = λ + θd + β
[
(1 − δ) ln(p) − δ ln(1 − p) + κp

] + β
[
−(2δ − 1) ln(2) − κ

2

]
(18)

Using median regression, initial estimates of λ, θ are allocated. Using these initial
estimates, we obtain the initial set of residuals towhichwe fit the FLDor FGLDusing
the method of matching L-moments and the estimates of β, κ and δ are obtained.
Then using Algorithm 1, we obtain the estimates for which the sum of absolute
distributional residual is minimum. GOF is performed and the Bonferroni index is
obtained for each of themodels. The estimated values corresponding to theminimum
sum of absolute distributional residuals and the GOF index is given in Table2. The
fit versus observation plot and the distributional residual plot of stopping distance
data fitted, respectively, using Model I and Model II are given in Figs. 5 and 6. It can
be seen from both Figs. 5 and 6 that both the models (Model I and Model II) provide
visually good fit to the stopping distance data which have been further verified by
the results of the Bonferroni index shown in Table2.

Another dataset associated with the transport of sulfite ions from blood cells
suspended in a salt solution was taken from [2] which was originally collected by
W. H. Dennis and P. Wood at the University of Wisconsin. The response variable is
the chloride concentration which was measured (in %) over a period of about 8min
as a continuous curve generated from electrical potentials. This scatter plot for the
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Table 2 Estimates for minimum sum of absolute distributional residuals for stopping distance data

Model used Model para Initial guess CI of initial est Final
estimate

Iterations
∑
i

|e∗i | GOF index,
IB

Model I λ 21.81818 (17.87410,
25.42958)

21.42828 7 17.81279 0.9692426

θ 0.22727 (0.20543,
0.27441)

0.2272727

β 2.141514 (0.3685449,
3.914482)

2.125344

κ 2.974697 (0, 10.31329) 3.004797

Model II λ 21.81818 (17.87410,
25.42958)

21.81818 12 11.87461 0.9793248

θ 0.22727 (0.20543,
0.27441)

0.2272727

β 4.283027 (0.6318217,
7.934233)

4.740127

δ 0.3059912 (0.02195908,
0.5900234)

0.2827012

κ 1.487348 (0, 5.21589) 1.245748
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Fig. 5 Fit versus observation plot and distributional residual plot for stopping distance data using
Model I

same is given in Fig. 7. The regression quantile function of chloride concentration, c
on time interval t using Model I is expressed by

Qc(p|t) = λ + θt + β

[
ln

(
p

1 − p

)
+ κp − κ

2

]
(19)
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Fig. 6 Fit versus observation plot and distributional residual plot for stopping distance data using
Model II

Fig. 7 Scatter plot for
chloride concentration data
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whereas, using Model in (16), the regression quantile function of chloride concen-
tration, c on time interval t is expressed by

Qc(p|t) = λ + θt + β
[
(1 − δ) ln(p) − δ ln(1 − p) + κp

] + β
[
−(2δ − 1) ln(2) − κ

2

]
(20)

Semi-linear regressionmodel defined in (15) and (16) has been fitted to the dataset by
following the Algorithm in 1. The result is summarized in Figs. 8 and 9 and Table3.
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Fig. 8 Fit versus observation plot and distributional residual plot of chloride concentration data
using Model-I
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Fig. 9 Fit versus observation plot and distributional residual plot of chloride concentration data
using Model II

Figures8 and 9 clearly shows visually a good fit of the regression models to the
chloride concentration data which is further proved by the Bonferroni index obtained
in Table3.
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7 Conclusion

Quantile-based parametric regression modeling is relatively recent in the history of
statistics. In this paper, we have considered parametric regression quantile using
flexible additive stochastic components modeled by flattened logistic distribution
and its asymmetric generalization. The advantage of these models is to capture the
flexibility in the distribution of the stochastic term. The models have been fitted
using the criteria of minimizing the sum of distributional least absolutes, for the
computation of which a search algorithm is proposed and successfully implemented.
The superiority of the proposedmodels over the classicalmean andmedian regression
models has been demonstrated using simulated data. Two empirical examples of
regression have been fitted by using both Model I and Model II and the goodness of
fit test is performed using Bonferroni index. Both the regression models are shown to
give visually and theoretically a good fit to simulated as well as empirical data. The
approach to regression is both practical and instructive as a tool of data analysis in
predictive analysis contexts and provides a robust approach to supervised learning.
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Chapter 22
Feature Learning Using Random Forest
and Binary Logistic Regression for ATDS

Chandra Shekhar Yadav and Aditi Sharan

1 Introduction

At first, the Internet effectively interconnected laboratories occupied with govern-
ment inquire about, and since 1994 it has been extended to serve giant number
of clients and vast number of purposes everywhere throughout the world. As per
the International Business Machines Corporation promoting cloud study, more than
90% of the information on the Web has been made post-2016. Individuals, organi-
zations, and gadgets have all moved toward becoming information manufacturing
plants siphoning out fantastic measures of data to the Web each day. This influx
of information leads to an information overload and, this phenomenon is known as
Information-Glut or Data-Smog.

The “Information Overload” problem generally happens whenever the input
stream of a system surpasses system’s process capability. Due to business con-
straints, the decision makers and executives have genuinely restricted psychological
processing limits. Subsequently, when information overload happens, then certainly,
a contraction in decision-making quality arises and that limits the business by many
factors. Information overload can be partially dealt with by the summarization of text
information. Since significant information available on Web is in text format, there-
fore, an effective text document summarizer system can represent text data concisely
on the Web.

Author in [1–4] has seen summary as “a text that is produced from one or more
texts, which conveys important information in the original text(s), and that is no
longer than half of the original text(s) and usually significantly less than that.” An
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android application of text summarization in domain of News summarization is
“inshorts App.”

Based on nature of the summarizer system, it can classify in two types: first
extractive summarization and second abstractive summarization. This extractive-
based summarization relies on statistical and lexical features, such as frequency of
words present in a single or multiple document, sentence length, sentence position,
combination of Local_Weights and Global_Weights like term frequency and inverse
document frequency score are statistical features and lexical features contains selec-
tion of candidate word as cue words, verb, nouns, digits, or number’s occurrence
in the text document, bold letter words, uppercase, centrality, sentiment of words
and sentences, aggregate similarity, etc. The target of feature dependent summarizer
system is either as single or as a combination of various strategies is to find the most
informative sentences that may include in the text summary. Proposed work in this
paper deals with extractive summarization.

2 Related Work

Authors in [5] introduced a position-based statistical model, author in [6] proposed
frequency-basedmodel, author in [7] iterated that sentences appear in the starting and
last paragraph more important compare to those part of between these, authors in [8]
relatively assignedmore weight to the first ten para and last five para in a text, authors
in [9] proposed MEAD system based on centroid, TF-IDF, position, authors in [10]
considered keyword-occurrence as a feature, author in [11] suggested importance of
sentences varies on users and user writing styles, and author in [12] proposed six
features like keywords headline word, word frequency, cue words, and number of
cue words present in the sentence, length and location of sentence. Latent semantic
analysis (LSA)-based work proposed by authors [13], in that they implemented all
previous LSA-based model for ATS, they proposed a new entropy-based summary
evaluation measure.

Authors in [14] presented a legitimate portrayal for the usage of lexical chain by
exploit of Roget Thesaurus, whereas by motivation of their work [15] built up the
early text content analyzer for summarization utilizing lexical chain. Authors in [16]
came with a new model for lexical chains development wherein competitor words
are chosen dependent on POS labeling such as nouns, and WordNet1.7 utilized for
implementation. In work [17] also assumed noun as a competitor unites for lexical
chain design and the connection among nodes, i.e., sentences. Authors [18] were
pursued the examination of [15] to create lexical chains, and they suggested an
algorithm to design a lexical chain creation in linear time.

Another work proposed in direction of extractive summarization by authors [1, 2]
in that summary extraction was depended on two types of features one is syntactic
features and other is semantic-based features. First time they considered overall senti-
ment of sentence (evaluated based on all entities’ sentiment present in that sentences)
for sentence’s score evaluation. In other work the “SentiWordNet” used by authors
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[19, 20] to find sentence’s features, syntactic-dependent summarizer systemwas pre-
sented by author [21], the “centroid-based” summarizer system by authors [22]. Yet
their methodology is equivalent as proposed by authors [23]. These summarizer sys-
tems result can utilize in various domains like accounting, research, efficient usage of
results, and accelerated ofWeb search by search engines as presented by authors [24].

3 Background

This section deals with detailed discussion about random forest, logistic regression,
and dataset presented.

3.1 Random Forest

Random forest uses machine learning and predictive modeling-based techniques.
This is kind of ensemble classifier that is used in decision modeling. According
to [25] “Random forests are a combination of tree predictors such that each tree
depends on the values of a random vector sampled independently and with the same
distribution for all trees in the forest.” It is a versatile algorithm generates arbitrary
number of simple trees and fit to perform both tasks like regression and classification.
This technique does an indirect feature selection and takes care about missing data
using previous observations. Another feature of this technique is, due to huge no. of
trees born/population in this technique, therefore, in this technique issue of overfitting
does not occur and this is convergent every time.

The response of trees is based on a set of predictors values those are chosen
with replacement, with the same kind of distribution and independently for each
tree in the forest. If “M” is the number of inputs, then the optimal predictor size is
(log2M + 1). For classification problem, the function computes the extent, in which
the average counts of votes for the legitimate class outstrip the average count from
remaining class available in the outcome variable. For regression problems, random
forest is designed by growing trees are in capacity to produce a numeric response.
At last, the prediction of the random forest is calculated by mean of all tree’s
predictions, that is given by Eq. 1. Here in Eq. 1 the index-K runs over all the distinct
trees present in the forest. The mean error is given by Eq. 2.

Random Forest Predictions = 1

K

K∑

K=1

K th tree responce (1)

Mean error = (observed − tree responce)2 (2)
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The random forest algorithm/flow diagram is presented by Fig. 1, proposed by
authors [26].

Fig. 1 Random forest algorithm
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3.2 Binary Logistic Regression

Themodel is represented in Eqs. 3 and 4. The “Y” is a depended feature and a kind of
binary response variable, “Yi” is True/1, in case the predefined condition is satisfied.
However, Yi is False or 0. X is set of independent features as X = (X1, X2, … Xk),
“Xi” is continuous, discrete, or mix. Here, xi is the predicted value of independently
for ith observation. β0 and β1 need to be learned. Equation 5 shows how parameter
estimation is done by logistic regression.

πi = Pr(Yi = 1|Xi = xi ) = e(β0+β1·xi )

1 + e(β0+β1·xi ) (3)

log i t (πi ) = log

(
πi

1 − πi

)
= (β0 + β1xi ) (4)

By maximizing given Eq. 5, parameter estimation can be performed,

L(β0, β1) =
N∏

i=1

π
yi
i (1 − πi )

ni−yi =
N∏

i=1

e{yi ·(β0+β1·xi )}

1 + e(β0+β1·xi ) (5)

3.3 DUC 2002 Dataset

The DUC 2002 datasets are taken from the Text Retrieval Conference (TREC) disks
used in track of question answering, i.e., in that conference track number TREC-9.
This dataset contains data from various newspapers like, “Wall Street Journal” (from
1987 to 1992), “AP newswire” (from 1989 to 1990), “San Jose Mercury News”
(1991), “Financial Times” (from 1991 to 1994), LA Times from disk-5, and FBIS
from disk-5. Approximately, every set has ten documents, comprise with at least ten
words, no upper limit of document is defined. For individual document, there is a
single text document abstract with approximately the length of a 100 words. The
multi-document abstract is categorized into four classes according to 200, 100, 50,
and 10 words long. All documents are categorized into four classes, and the classes
are defined like.

1. Single catastrophic event that is made inside the 7 day window.
2. Single event that is based on any domain and made in the 7 day window.
3. Multiple particular occasions of a solitary sort (no restriction on the time

window).
4. Documents that contain for the most part historical data about a solitary person.
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4 Proposed Approach

The previous proposed approach is given by linear combination of different features
that are represented by Model-1 and Eq. 6. Now, modified approach model is given
by Eq. 7, and weighted approach followed now. In this section, a logistic regression
and random forest model are used for weight learning w1, w2, w3, w4, and w5.

Model − 1 = (Location + TF − IDF + Centroid

+Aggregate Similarity + Sentiment) (6)

Model − 2 = (w1 × location) + (w2 × TF − IDF) + (w3 × Centroid)

+ (w4 × Aggregate similarity) + (w5 × sentiment) (7)

Features used for different model are considered from various studies. The
position-based feature considered from [5] given by Eq. 8, aggregation similarity
feature taken from [27] presented by Eqs. 9, 10 and similarity between sentences
find by cosine-based similarity score shown in Eq. 11, frequency-based feature from
[6] presented in Eq. 12, centroid feature from [28] presented in Eq. 13, sentiment
feature (score5) defined by authors [29] presented in Eq. 14.

Score(Si ) = 1 − i − 1

N
(8)

Similarity(Si , Sj ) =
n∑

k=1

Wik · Wjk (9)

Score(Sj ) =
n∑

j=1,i �= j

Similarity(Si , Sj ) (10)

Similarity(Si , Sj ) =
∑m

k=1 Wik · Wjk√∑m
k=1 W

2
ik

∑m
k=1 W

2
jk

(11)

Wi = TFi × IDFi = Tfi × log
ND

d fi
(12)

Ci (Si ) =
∑

w

Cw,i (13)

Score5 =
n∑

i=1

∣∣Sentiment(Entityi )
∣∣ (14)
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5 Experiment and Results

In this experiment best feature weights combination is find put using machine learn-
ing techniques and used to get optimal results. To get the optimal feature weights,
different machine learning-based model such as supervised algorithm, random for-
est, and logistic regression has been used. Here, internal estimates monitor strength,
error, correlation, and this is used for evaluation to get variable importance. This
experiment was executed on DUC dataset. Figure 2 shows correlation between inde-
pendent features used in the experiment. Figure 2 is self-explanatory of the fact that
there is less correlation or no correlation between features. Since our feature weight
learning approach based on regression and classification, therefore, we require to
check dependency between variable. In case two variables are dependent and show-
ing a linear relationship between it, then it is not suitable for regression analysis.
Our, scatter plot matric is not showing linear relationship between variables, so we
can use these methods now.

This data partitioned in two sets for training and testing. Developed models (ran-
dom forest and logistic regression) are used to find best feature weight combination.
Table 1 suggested features weight, and corresponding model accuracy is presented.
K-fold cross-validation technique is considered to check the accuracy of regression
model. In which data is divided into K segments, one segment is used for validation,
and remaining “K − 1” left for model training, and this practice repeated up to K
times. In our implementation, the K is decided to ten. For random forest, we placed
90% observations into training dataset and the remaining 10% of the observations
keep for test data.We have generated five hundred trees, and the number of predictors

Fig. 2 Correlation between different features used for summarization task
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Table 1 Computed optimal feature weight using random forest and logistic regression

Implemented
model

(Feature-1)
location

(Feature-2)
TF-IDF

(Feature-3)
centroid

(Feature-3)
aggregate
similarity

(Feature-4)
sentiment

Model
accuracy
(%)

Random
forest

20.1211 22.5391 12.60026 22.8421 39.1893 76.34

Logistics
regression

0.4469 0.8440 0.4545 0.1878 0.4978 79.4

to randomly sample at each split is two. The accuracy of models and feature weights
found out are shown in Table 1.

From, Table 1, it is evident logistic regression-based model gives weight for
sentiment score is 39.18 which is the highest among all features weight, and it
emphasizes the fact that the significance of sentiment-based feature is more signif-
icant than other features. In logistic regression-based model, the sentiment feature
weight is second highest. In these two developed models logistic regression and
random forest, features weights computed by logistic regression are w1 = 0.4446,
w2 = 0.8440, w3 = 0.4545, w4 = 0.1878, w5 = 0.4978 w.r.t. feature name location,
term frequency–inverse documents frequency, centroid, aggregate similarity, and
sentiment, with model accuracy 79.4%. So, both the models, Model-1 and Model-2,
are represented by corresponding Eqs. 6 and 7.

In this section, these models are implemented on DUC dataset. In this experiment,
the previousmodel (Model-1) and newmodel (Model-2) were implemented and later
feature weight learned by regression-based model. Results are shown in Table-2 and
Table-3. Model performance can be decided by R-recall, P-precision, and F-score.
The 95% confidence interval signifies the probability of falling values of precision-P,
recall-R, and F-score in the given domain. Figure-3 tells comparative performance
analysis based on content-based ROUGE measure. Tables 2 and 3 and Fig. 3 present
a proof of effective changes in results of Model-2 (Eq. 7) over Model-1 (Eq. 6).

6 Concluding Remark

This work exhibited an amalgam model for objective “Automatic Text Document
Summarization,” which depends over a direct blend of various statistical and seman-
tic measures. In this approach, statistical estimates like sentence position, term fre-
quency–inverse document frequency, i.e., TF-IDF, centroid, and semantic method-
ology that performing slant investigation of sentences. The semantic methodology
depends on deep-level analysis, i.e., word-level examination. The sentence’s senti-
ment score is computed by aggregation of estimation score of each entity present
in that sentence. Every entity present in sentence has any of three polarities from
class positive, neutral, and negative. In the event, where entity’s sentiment score is
negative, then that score is multiplied by minus one to regard it as positive value. The
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Fig. 3 Comparative performance of proposed Model-1 (presented in Eq. 6) and proposed Model-2
(presented in Eq. 7)

purpose behind performing this is to choose a sentence that has much strong senti-
ment that may come from both classes negative and positive, and both the classes
have equivalent significance in our work. To compute the total score or importance
of a sentence, all the computed scores for each sentence were added and the highest
informative sentence based on score was identified. Further, if in case cosine sim-
ilarity score between the sentences and in the text summary is below the defined
limit, then to achieve desired diversity, it should be considered for summary text.
The stopping condition of this process is summary length hindrance.

In the proposed model, the data is classified into two parts, one part to train the
model and second part to test the proposed model over the trained model. A feature
weighted approach is proposed using regression and random forest. The regression-
based proposedmodel performs better and givenmore accuracy. Since logistic regres-
sion producing better model, therefore, feature weights are given according to the
regression model. Another experiment is done by feature weight analysis to show
the model improvement.
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Chapter 23
MLPGI: Multilayer Perceptron-Based
Gender Identification Over Voice
Samples in Supervised Machine Learning

Meenu Yadav, Vinod Kumar Verma, Chandra Shekhar Yadav,
and Jitendra Kumar Verma

1 Introduction

A human voice is a good carrier of information for others and as a universal way
of contact on this planet. When sound is produced from any sound source, then it
causes the air particles to vibrate so that the sound can be produced. This continuous
vibration of air particles raises the echo. Ears of human identify the sound depending
on the rate of speech signals and identify the voice of different persons. In real life,
each human being has a distinct voice from everyone else’s because of the different
features of voice. A person can identify the other person voice or can distinguish
between voices of numbers of people by recognizing the pitch, frequency and tone
of the voice. Even with the voice person can guess the age and gender of the voice.
We can utilize the application speech (sound) processing in various areas like voice
dialing, phone conversation, doing route identification of call, controlling domestic
gadget, conversion of speech (sound) to text and vice versa, lip style identification
and synchronization, automation systems, etc. [1].
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2 Gender Classification Related Work

The gender classification system is a systemwhich identifies the gender of the speech
files. Here, we are classifying the work of recognizing the gender in two parts in
which first is based on different features extracted from speech files and other is
the gender classification using different parameters means just not only based on
speech but also other parameters of person. So the work which is done in the first
method of using the different features is explained further which are extracted from
speech files. In [2], author has proposed a new technique perceptual linear predictive
(PLP). This technique mainly has three concepts to derive the auditory spectrum:
(i) spectral resolution of critical-band, (ii) curve for equal-loudness and (iii) power
law of intensity-loudness. Study of PLP was computationally useful and represents
a voice (speech) in low dimensions. In [3], author has proposed that RASTA speech
processing reduces the sensitivity of recognizers. RASTA does this with the help
of band-pass filtering time trajectories of logarithmic parameters of speech. In [4],
author discussed the correspondence between feature of RASTA and the nature of the
identification models and also the relation of their features to delta and also to mean
subtraction and cepstral. Features, like linear predictive codes (LPC), PLP-relative
spectra (PLP-RASTA), perceptual linear prediction (PLP), Mel frequency cepstral
coefficients (MFCC), etc., were extracted from the speech files. They used methods
like support vector machine (SVM), dynamic time warping (DTW), vector quanti-
zation (VQ), hidden Markov model (HMM) and which are utilized for classification
and identification or say recognition [5]. In [6], author proposed a LID system which
identifies the language and also classifies the genders from the speech files. Machine
learning classifiers were applied to the data matrix which is a supermatrix of all the
features (attributes)whichwere processedout fromspeech (sound)files. In [7], author
designed a language identification system using machine learning algorithms based
on language models. They used six machine learning (ML) methods on their dataset
and did comparison among their results and they found that the best-optimized result
was given by random forest (RF). In [8], author proposed a new direct access frame-
work for the identification system of speaker’s voice (sound). This process has phases
like: voice preprocessing, feature extraction of speaker’s sound, normalizing feature,
selecting feature, speaker modeling, direct accessing method and speaker matching.
The MFCC feature-based accuracy level is 94.38% and the gender-based accuracy
for classification of speaker is up to hundred percent based on flatness, pitch, roll of
and brightness features. In [9], author used multilayer perceptron (MLP), Gaussian
mixture model (GMM), learning vector quantization (LVQ) and vector quantization
(VQ) classification model in their work along with Mel frequency cepstral coeffi-
cients (MFCC). Now the papers of gender classification on the basis of different
parameters of person. In [10], author designed a computational model and evalu-
ated this model on two things like first is linear support vector machines (SVM)
and nonlinear feed-forward (FFNN), long short-term memory (LSTM) and convolu-
tional neural network (CNN) models. Sometimes error occurred in automatic speech
recognition (ASR) so variant recurrent neural network (V-RNN)-based models are
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applied for detecting error and classification of error types [11]. They have shown
the V-RNN which was trained on the recommended set of features which acts as a
productive classifier for the ASR error detection. But in [12], author has first time
predicted the gender of a person directly from the same binary iris code that could
be used for identification. In [13], author worked with the number of convolutional
neural network (CNN) to train them individually on predefined patches with partial
cropping and many image resolutions. And here in the proposed work, we required
a deep learning method based on multiple large patches.

3 Proposed Work

The following section contains the explanation regarding the dataset, preprocessing
and the proposed architecture of the machine learning model which consist of the
multiple classifiers like random forest, J48, bagging, REP Tree, multilayer percep-
tron, simple logistic, logistic and SMO for classifying the gender by analyzing the
speech signals.

The paper contains the description of the following: used dataset, preprocessing
of speech files, extraction of the feature of sound, concept of classifying voice and
used models for classification (Fig. 1).

3.1 Used Dataset

The work which is done in this paper uses the dataset proposed in MSLT corpus
[14]. The datasets have been referenced from Internet source like Kaggle. So it is a
collection of general voice and some files from the predefined dataset. The dataset
contains the speech signals of 1500 individuals with 680 males and 820 females their
age is between 15 and 50 because it contains the voice files of child, adult and senior
citizens. This dataset has ten languages-based speech files like English, German,
Japanese, French, Spanish, Mandarin, Korean, Russian, Italian and Hindi.

Input 
speech 
signal

Pre-
pro-
cessing

Low pass 
filter

Windowing

Feature 
Extraction

Classification
Output 
gender 
result

Fig. 1 Gender classification system
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3.2 Voice Preprocessing

In this system, voice preprocessing is done by twomethods. First is low pass filtering
and the second is rectangular windowing.Windowing is a process tomake the subsets
of the larger set for analysis and processing. Rectangularwindow simply truncates the
dataset before and after windowing but does not modify the contents of the window
at all [15]. The rectangular window is defined by Eq. (1):

wR(n) �
{
1, −M−1

2 ≤ n ≤ M−1
2

0, otherwise
(1)

where wR(n) is a window function, M denotes window order and n is a number of
voice samples.

3.3 Voice Features Extraction

The essential component of speech identification or say recognition is the extraction
of the features of voice (sound). To recognize the speech, it is advised to find the
accurate features of the voice for an accurate result. Features are of two types: Spectral
features are like zero-crossing rates, short-time energy, etc., which are computed in
this system. Temporal features are time-based domain features. These features have
easy physical interpretation and easy to extract them. Temporal features contain
fundamental frequency, F, M, cepstra, spectra, pspectrum, and lpcas.

The fundamental frequency represents the lowest frequency of the speech signal.
It is the inverse of the length of pitch duration. The fundamental frequency is denoted
as F0 (F-zero). It is correlated with a pitch. The formula of fundamental frequency
F0 is given by Eq. (2):

F0 = 1000

τms
(2)

where τms represents length of pitch.
The concept of ZCR of speech signals states the changes in the value of a sign

with a signal. It is the rate when the signal reaches to zero from positive value and
then to negative value or from negative to zero to positive. One use of zero-crossing
rate is in voice activity detection (VAD), it identifies whether the voice is present in
speech or not [16]. The concept of ZCR is defined in Eq. (3):

ZCR =
∞∑

m=−∞
|sgn[s(m)] − sgn[s(m − 1)]| (3)

In Eq. (3), sgn [] is sign function that can be defined as in Eq. (4):
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sgn[x] =
{
1, (x ≥ 0)
−1, (x < 0)

(4)

Here, the speech signal is s(m). A justifiable gist is that in case low ZCR, it voiced
and in case high ZCR that is unvoiced speech.

The energy is related with speech or voice with the varying time nature so the
speech is automatically processed to analyze the variation of energy with time or
specifically we can say the energy is related to the short domain (area) of sound
(voice) [16]. The overall energy of an energy (power) signal is shown by Eq. (5):

E(n) =
N∑
i=1

x2n (i) (5)

where N represents for frame length, x(i) for original speech signal and short-time
energy E(n) of frame n. To determine the cepstral features of the speech signal, first,
we have to find the spectral features of the speech signal. The cepstral features can be
determined by taking inverse Fourier transform of the logarithmic of earlier spectral
feature. Equation is given by (6):

Power cepstrum of signal
∣∣F−1

{
log

(|F{ f (t)}|2)}∣∣2 (6)

3.4 Classification

Gender classification by speech analysis basically it aims to guess or determine the
gender of the speaker by analyzing different parameters of the voice sample. The
extraction of voice features is the key task in the speech recognition system. The
meaning of feature extraction is that bring out those features of speech that help the
system in identifying the language of speaker and gender of speaker. These features
of sound (speech) are called as patterns. These patterns include the training set and
they are used to apply the classification algorithm. The advantage of this algorithm
in identifying pattern of saying of specific gender is feature matching along with
extraction of features [1].

3.5 Used Models for Classification

There are many experiments which are performed using varying techniques of
machine learning. Those machine learning techniques are random forest, J48,
bagging, SMO, multilayer perceptron, logistic, simple logistic and REP Tree.
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Random Forest Random forest is also called random decision trees which are used
for regression, classification and other tasks which operates by constructing the deci-
sion trees of solutions for the individual problem at the training time of data and gives
output in the form of classes (classification) [17]. The posterior probability that x
which is a point lies to class c (c = 1, 2, …, n) may denoted by P

(
c|v j (x)

)
, shown

in Eq. (7),

P
(
c|v j (x)

) = P
(
c, v j (x)

)
.∑n

l=1 P
(
cl , v j (x)

)
.

(7)

The discriminant function is defined by Eq. (8):

gc(x) = 1

t

t∑
j=1

P̂
(
c|v j (x)

)
(8)

The decision rule is to assign x to class c for which gc(x) is the maximum.

J48 The C4.5 algorithm is used for building the decision trees in WEKA tool as a
classifier which is called as J48. J48 has a full name weka.classifiers.trees.J48. It is
mainly used for classification of instances.

Bagging Bagging is used to reduce the variance and retaining the bias. It happens
when we compute the average of predictions in different spaces of the input feature
space [18]. Equation is defined in (9):

ϕB(x) = avBϕ
(
x, L(B)

)
(9)

L is a learning set, x is a input, ϕB denotes aggregation, L(B) is a repeated bootstrap
samples.

SMO SMO is an algorithm which is used to solve the quadratic programming prob-
lems that occurred during the training period of SVM. SMO computes the constraints
on the multipliers for two Lagrange multipliers [19]. SMO find the minimum along
the direction of the constraint by computing the second Lagrange multiplier shown
in Eq. (10):

αnew
2 = α2 + y2(E1 − E2)

η
(10)

where i th training error Ei , Lagrange multiplier α2, second derivative η of the objec-
tive function along the diagonal line, minimum constrained is found by clipping
shown in Eq. (11):

α
new, clipped
2 =

⎧⎨
⎩

H ifαnew
2 ≥ H

αnew
2 if L < αnew

2 < H
L ifαnew

2 ≤ L
(11)
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Let = y1y2, the value of α1 is computed from the new clipped α2 defined in
Eq. (12):

αnew
1 = α1 + s

(
α2 − α

new, clipped
2

)
(12)

REP Tree REP Tree is a fast decision learner tree. It constructs a decision tree or
regression with the help of the obtained information and pruned it with the help of
reduced error pruning with back fitting.

Multilayer Perceptron Multilayer perceptron can be defined as a class of feed-
forward artificial neural network which consists of three or more layers in its figure.
Basically, it has three layers as input layer, hidden layer and output layer. Multilayer
perceptron uses supervised technique for training the model that is backpropagation.
The degree of error in an output node j in the nth data point (training example) by
e j (n) = d j (n) − y j (n), where d is the “target value and y is the value produced by
the perceptron [20]. The node weights may be adjusted based on corrections that
minimize the error in the entire output” that given by Eq. (13):

ε(n) = 1

2

∑
j

e2j (n) (13)

Using gradient descent, the change in each weight is shown by Eq. (14):

�wji (n) = −η
∂ε(n)

∂v j (n)
yi (n) (14)

where y j is “the output of the previous neuron and η is the learning rate, that ensure
that the weights without oscillations quickly converge into the response. The calcu-
lated derivative to be depend on the induced local field y j , which itself varies. It is
easy to prove that for an output node this derivative can be simplified to,”

− ∂ε(n)

∂v j (n)
= e j (n)∅′(v j (n)

)
(15)

Here, ∅′ “is the derivative of the activation function described above, which itself
does not vary. The analysis is more difficult for the change in weights to a hidden
node, but it can be shown that the relevant derivative is,”

− ∂ε(n)

∂v j (n)
= ∅′(v j (n)

)∑
k

− ∂ε(n)

∂vk(n)
wkj (n) (16)

Simple Logistic The condition for using simple logistic is that we should have one
nominal variable and one measurement variable, and we want to know does the
modification in the measurement variable bring the change in nominal variable [21].
A multi-class LLR score fusion model is presented in Eq. (17):
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s̄nl =
C∑
i=1

ai s(i)
nl + βl = αTsnl + βl (17)

βl and αi are the biases and regression coefficients, respectively.

Logistic Regression Logistic regression is a supervised machine learning classifi-
cation algorithm. In this function input values (x) are joined with the help of weights
and the coefficients values to get the output values (y). It is shown by Eq. (18):

y = e
(b0+b1×x)

(1+e(b0+b1×x)) (18)

where y denotes the predicted output, b0 represents bias or intercept term and b1
denotes the coefficient of the single input value (x). There is an associatedb coefficient
(a constant real value) in our input data for every column that must be learned by
training data.

4 Experiment and Result

The experiment of the gender classification systemof speech files is introduced in this
chapter. First, we should have a database of speech files, speech files would be pre-
processed so that the files do not contain any noise and pause between the speeches.
After voice preprocessing, nine voice features were extracted in this designed system
as described in Fig. 2. The files will go into the RASTA feature extraction process
where RASTA features are extracted and as well as RASTA filters the audio files.We
have extracted nine features from the four main classes of features which are wave-
form, RASTA, spectrum and cepstrum. The nine features which are extracted named
as fundamental frequency, lpcas, zero-crossing rates, F, M, spectrum, short-term
energy, spectra and cepstra. The complete hierarchical structure of speech features
is explained by Fig. 2.

Fig. 2 Hierarchical
structure of speech features
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The filtered, silence free and noise-free speech files then enframed using the
rectangular windowing process. Each frame has a size of 20 and 10 ms overlap (if
the last frame has a size of less than 20 ms then this frame will be discarded). Then,
these frames sent to the spectrum and cepstrum feature extraction phase as shown
in Fig. 3. In this phase, remaining all the features were extracted. After getting all
these features using the feature extraction process, all the features were arranged in
a “feature structure” also called “feature matrix”. In this, columns showing the type
of features which is extracted from speech files and rows represent the number of
speech files. At last, we did the column normalization of the feature matrix so that
feature values lie between 0 and 1. This column normalization step increases the
accuracy of classification.

We have taken 1500 speech files of ten languages: English, German, Japanese,
French, Spanish, Mandarin, Korean, Russian, Italian and Hindi as used in [10], but
we used three different languages from those ten languages which are used in [10].
In our dataset, we have taken each 150 files of ten languages which is a combination

Table 1 General information about the speech corpus

Language # of speech files # of male files # of females files Size of files in s (min
≤ x ≤ max)

English 150 50 100 2 ≤ x ≤ 60

German 150 60 90 30 ≤ x ≤ 60

Japanese 150 60 90 1 ≤ x ≤ 3

French 150 140 10 2 ≤ x ≤ 10

Spanish 150 100 50 2 ≤ x ≤ 10

Mandarin 150 80 70 40 ≤ x ≤ 60

Korean 150 50 100 1 ≤ x ≤ 4

Russian 150 100 50 5 ≤ x ≤ 9

Italian 150 70 80 59 ≤ x ≤ 90

Hindi 15 3 12 47 ≤ x ≤ 60

Fig. 3 Feature extraction process
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of male and female files. Table 1 shows the general information on our used dataset.
We have used speech files with random length in seconds.

We have experimented with 1500 speech files of ten languages that are English,
German, Japanese, French, Spanish,Mandarin, Korean, Russian, Italian andHindi. It
is the combination of males and females speech files in which 680 are of male speech
files and 820 are of female speech files. We have extracted nine features of speech
files like cepstra, spectra, F,M, zero-crossing rate, fundamental frequency, short-time
energy, pspectrum, lpcas. We get a large feature matrix of (1500 × 9), 1500 shows
the number of speech files and 9 are features from the input files. Then, apply the
machine learning classifiers.Wehave applied eightmachine learningmethods as used
in [10] so that we can compare our results on our database. These machine learning
methods are random forest, bagging, J48, SMO, REP Tree, multilayer perceptron,
simple logistic and logistic. Table 2 shows the accuracies, F-measure, ROC area and
PRC curve achieved by each machine learning method on dataset. We have tested
the dataset using tenfold cross-validation methods. We got a surprising result that
simple logistic acquired 87.33% which is highest among the eight machine learning
methods used in this paper in all aspects like accuracy, F-measure, ROC area and
PRC curve. It is better than the previous work in this area because the last paper [10]
about language and gender classification have achieved only 76.29% accuracy using
random forest. And the results are clearly shown in Table 2.

The eight machine learning methods which we have used in this work are the best
methods for classification purpose. A good machine learning model should have a
precision-recall curve as near to the line equal to one. Precision shows the correct
values of class A amid all values that are categorized as A. Recall is the fraction of
values that are categorized as class A, amid all the values which in fact have class
A. Figures 4 and 5 describe the PR curves for male and females using best four
accuracies of machine learning methods.

Table 2 Results obtained using six machine learning methods

ML method F-measure ROC area PRC area Accuracy

Random Forest 86.7 94.5 94.7 86.7

J48 81.3 84.5 80.4 81.3

Bagging 84.6 90 88.4 84.7

SMO 77.4 77.6 71.7 77.3

REP Tree 79.3 82.4 79.6 79.3

Logistic 82.6 87.9 87 82.7

Multilayer perceptron 83.3 93.3 93.6 83.3

Simple logistic 87.3 88 86.5 87.3
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Fig. 5 PR curves of females for best four ML methods

5 Conclusion and Future Scope

In this research work, we have proposed an LID system which is different in many
manners from the previous LIDs. (1) We computed four feature sets of speech files
that are cepstrum features, spectrum features, RASTA features and waveform fea-
tures. Unlike the previous work in this area, we have computed features directly from
our speech files without any changes to intermediate features. (2) We achieved high
results using the 20 ms frame size which is 500 times smaller than the frame size
used in the previous LIDs experiments. (3) Experiment using eight machine learning
methods which are not yet used in the previous work as per our best knowledge.

Future scope in this direction may be, performing experiments which enable
comparative performance as a function of the frame size, and performing analysis
by large speech files from other languages.



364 M. Yadav et al.

References

1. Hong Z (2017) Speaker gender recognition system. Master’s thesis, degree programme in
wireless communications engineering, University of Oulu

2. Hermansky H (1990) Perceptual linear predictive (PLP) analysis of speech. J Acoust Soc Am
87(4):1738–1752

3. Hermansky H, Morgan N (1994) RASTA processing of speech. IEEE Trans Speech Audio
Process 2(4):578–589

4. Hermansky H, Morgan N, Hirsch H-G (2002) Recognition of speech in a additive and
convolutional noise based on RASTA spectral processing, vol 2, pp 83–86

5. Dave N (2013) Feature extraction methods LPC, PLP and MFCC in speech recognition. Int J
Adv Res Eng Technol 1(Vi):1–5

6. HaCohen-Kerner Y, Hagege R (2017) Language and gender classification of speech files using
supervised machine learning methods. Cybern Syst 48(6–7):510–535

7. HaCohen-Kerner Y, Hagege R (2015) Automatic classification of spoken languages using
diverse acoustic features, pp 275–285

8. Heryanto H, Akbar S, Sitohang B (2014) A new direct access framework for speaker identifica-
tion system. In: Proceedings of 2014 international conference on data and software engineering
(ICODSE) 2014

9. Djemili R (2012) A speech signal based gender identification system using four classifiers
10. Chowdhury SA, StepanovEA,DanieliM,Riccardi G (2019)Automatic classification of speech

overlaps: feature representation and algorithms. Comput Speech Lang 55:145–167
11. Errattahi R, EL Hannani A, Hain T, Ouahmane H (2019) System-independent ASR error

detection and classification usingRecurrentNeuralNetwork.Comput SpeechLang55:187–199
12. Tapia JE, Perez CA, Bowyer KW (2016) Gender classification from the same iris code used

for recognition. IEEE Trans Inf Forensics Secur 6013(c):1–11
13. Cheng J, Li Y, Wang J, Yu L, Wang S (2019) Exploiting effective facial patches for robust

gender recognition. Tsinghua Sci Technol 24(3):333–345
14. Federmann C, Lewis WD (2016) Microsoft speech language translation (MSLT) corpus: the

IWSLT 2016 release for English, French and German
15. Alam SMS, Khan S (2014) Response of different window methods in speech recognition by

using dynamic programming. In: 1st international conference on electrical engineering and
information & communication technology ICEEICT 2014, no 2

16. Zaw TH, War N (2018) The combination of spectral entropy, zero crossing rate, short time
energy and linear prediction error for voice activity detection. In: 20th international conference
of computer and information technology ICCIT 2017, vol 2018, Jan 2018, pp 1–5

17. Ho TK (1995) Random decision forests, vol 47, pp 4–8
18. Breiman L (1994) Bagging predictors. Report no. 421. Department of Statistics, University of

California, Berkeley
19. Platt JC (1998) Sequential minimal optimization: a fast algorithm for training support vector

machines, pp 1–21
20. Rumelhart DE et al (1985) Learning internal representations by error propagation. Report no.

V. Institute for Cognitive Science, University of California, San Diego, La Jolla, California
21. Sim KC, Lee K (2010) Adaptive score fusion using weighted logistic linear regression for

spoken language recognition. In: Sim KC, Lee K-A (eds) Agency for science, technology
and research (A STAR). 2010 IEEE international conference on acoustics, speech and signal
processing, Singapore, pp 5018–5021



Chapter 24
Scrutinize the Idea of Hadoop-Based
Data Lake for Big Data Storage

Arvind Panwar and Vishal Bhatnagar

1 Introduction

Data is the driving force for the economy of any country. The biggest task for any
organization is to provide an infrastructure for data management. A few years ago in
the late 1990s, the concept of a data warehouse is presented by Bill Inmon to store
data and use that data for the decision-making process. A data warehouse is relational
database storage that designs on the concept for querying the data and analyzes data
[1]. According to Bill Inmon, a data warehouse is a collection of subjected oriented,
non-volatile, time-variant, and integrated data from a different type of data source
within or outside of organizations. A data warehouse is a highly successful concept
and makes a very significant role to grow the business in this competitive world
until the first decade of the twentieth century [2]. As the world is changing with
the lightning speed, data warehouse faces some challenges. The prime challenge
for the data warehouse is data itself because data warehouse stores data in relation
form but enterprises need a repository to store relational as well as non-relation
data. Another challenge for data warehouse is the core concept of data warehouse
designing state that transforms the data before loading, its meaning enterprises must
set the goal or business dimensions how to use data after storage, and if you change
your requirements or business need you need to design or transform data again which
is very costly and time-consuming process. This concept is known as a schema-on-
write concept in data warehouse but data engineers have now new weapons like AI,
machine learning, and deep learning to deal with data so data engineers need data
in its raw format not in transformed. Data engineers need schema-on-read concept
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data storage in which data store in its raw format means in the same format as the
data generated. The next but not the last challenge for a data warehouse is big data.

Big data is the biggest challenge in the growth of data warehouse, and it is the
main reason enterprises need to shift from data warehouse [3, 4]. Big data is not
technology, it is a problem or it is the biggest headache for the data engineers as well
as the whole world, but along with the problem, it is the sea of opportunities that
need to explore. Big data is a data with velocity, data with huge volume, data with
variety, data with veracity, and data with value. The traditional data warehouse or
any other repository is not sufficient to store such kind of big data. Big data is the
collection of structured data (e.g., table, excel sheet), unstructured data (e.g., PDF
file, word file, customer review, social media comments), and semi-structured data
(e.g., XML file). Data warehouse cannot handle this kind of data and its failure to
fulfill the business need of current or future market demand, as a result, researchers
try to find an alternative for data warehouse which can handle big data.

Hadoop and the Google file system are the only solution to store big data. Google
file system andHadoop offer the same kind of technology and infrastructure to handle
big data but enterprises use Hadoop because Hadoop is an open-source product under
Apache open-source community [5, 6] andGoogle file system a trademark product of
Google. Hadoop is designed to store big data from different distributed data cluster,
and it can process data from the distributed data center across the globe. Hadoop
provides the infrastructure for big data storage, data processing, data accessing,
securing data, data governance, and visualizing data insight [7].

After the first decade of twentieth century, organizations start moving toward the
Hadoop system for data storage, but in the starting organization used Hadoop as a
data warehouse. Many enterprises feel great success in business and good growth as
well, but the limitations are the same with Hadoop-based data warehouse which is
faced by traditional data warehouse systems. There are many confusion and some
question about to move from a data warehouse. This confusion and question are
regarding the performance of the new system, security offered by the new system,
scalability of the new system, and many more, but all enterprises agree on one thing
that they can continue with the traditional system because data engineers want data
in raw format.

In the mid of the second decade of the twentieth century, a new term coined
known as data lake by researchers. It is a technologically advanced version of the
data warehouse. A data lake is also a repository like a data warehouse, but the core
concept of both is different. Data warehouse works on the idea of schema-on-write,
which means that before landing the data in the data warehouse enterprises must
transform the data according to business needs. To store big data in datawarehouse, an
ETL (extract data from various data resources, transform data according to business
requirement, and load the data on target storage media) process must execute [8–10].
With this kind of data storage architecture, the organization has to make a blueprint
for the data model and make a data analysis strategy before the data loading phase.
Or in other words, every enterprise, who wish to use data warehouse must know in
the initial phase, how they are going to use data for decision-making process if they
wish to change the analytical plan enterprise need to follow all the process again.
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They need to transform data again, according to new business need and then load data
again. This was the prime’s reason to shift from data warehouse to data lake because
data lake works on the schema-on-read concept, in which data is not transformed
before loading, whereas data is stored in raw format [11, 12]. The data lake is only a
data landing area, which stores the data without changes in the property of raw data.
Whenever a data engineer has any business problem to solve, it is getting data from
the data lake and transforms according to business needs and stores in a different
area to get insights from data. To use data lake enterprises, it is not needed to make a
blueprint for data model or any analytical plan before storing the data. The concept
of data lake came from the idea of water lake where water is gathered from many
resources like water from home, water from rain, water from the gutter, and many
others. The same concept applies, here data is coming from the ever-growing data
resources within the organization and outside the organization and stores it in raw
format until some process not demands data from the lake [13–15]. Lake stores all
kinds of data like structured, unstructured, and semi-structured at a single place.

After getting the knowledge about data lake, some organization thinks it can
replace data warehouse because it supports big data and can remove data silos but on
the other side there are some confusion and question about data lake. This chapter’s
author scrutinizes the data lake and tries to overcome confusion about data lake. After
reading this chapter, reader can understand the data lake concept. Organization of the
chapter is as follows: Sect. 2 describes the research methodology used in this work,
Sect. 3 describes research classification, Sect. 4 gives a brief overview of big data
and its storage, Sect. 5 explains data lake, and Sect. 6 provides data lake architecture
concept.

2 Research Methodology

Our research is based upon the studies of different journals. Authors of this chapter
select articles from journals, international conferences, edited books, andwhite chap-
ters of the organization from different sectors. The author excludes master or doctor-
ate thesis and unpublished work. Our research methodology is distributed into four
different segments as given and as shown in Fig. 1:

• Verification of articles
• Analyze research
• Research definition
• Article searching.

2.1 Research Description or Definition

• Research area: The research area is data lake as shown in Fig. 2.
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Fig. 1 Research methodology

Fig. 2 Research area in the data lake

• Research goal defined: The research objective is to offer a detailed survey on
data lake and provide a reference architecture for big data storage which is an
improvement version of an enterprise data warehouse for big data analytics.

• Research scope definition: The research possibility is the research work articles
on data lake for big data storage and analytics.

2.2 Searching Articles

• Search terms and keywords selection: First, the author decides some search terms,
and final search keywords are an enterprise data warehouse, big data storage, big
data analytics, and data lake. Then, typical articles were originating as a reference
by search keywords related to research space as shown in Fig. 2. Then, the search
keyword was changed which depends upon information gathered from articles.

• Search an online database for articles: Author searches articles in the following
online journals database:
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• IGI Global
• IEEE Transactions and explorer
• ACM digital library
• Science Direct
• Hindawi journals
• MIT Press journals
• Wiley library
• Springer-Link Journals.

2.3 Article Verification

• Articles originate in Step 2was cautiously and constantly verified by author and co-
author. Only related articles with the research area are selected for classification.
The verification process is as follows:

• Reject dissimilar papers: The research chapter that was totally unrelated to our
research zone is rejected by author and co-author.

• Verified articles with defined criteria: After elimination or rejection of chapter in
the last step, leftover articles are verified autonomously. The articles match with
defined criteria that are selected, and others were discussed with co-author for the
conclusion.

• Classify the articles: After verifying all articles in the last step, now the next step
is to classify all articles. Author and co-author classify all the articles and prepare
a result. After finalizing, the classification result is discussed with an expert in the
research area.

2.4 Analyze Research

The author analyzed each and every selected chapter from diverse perceptions and
recognized some forthcoming research direction and gives a detailed view of the data
lake with the help of architecture.

3 Research Classification

The research nature of big data analytics and big data is difficult to restrain from
particular disciplines; the related things are distributed through several journals.
Accordingly, some online digital libraries were searched to deliver a comprehensive
catalog of the theoretical literature on big data and big data storage.
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• Taylor & Francis Online
• IGI Global
• IEEE Transactions and explorer
• ACM digital library
• Science Direct
• Hindawi journals
• MIT Press journals
• Wiley library
• Springer-Link Journals.

The search was depending upon the search keyword, “big data storage and big
data” and “data warehouse and data lake,” which initially created nearly 700 research
papers. Each research paper was thoroughly reviewed to remove this paper which
is not related to big data storage and data lake or data warehouse. The collection
standards are as below:

• Articles published in big data, data storage, data warehouse, and data lake asso-
ciated journals were selected because they offer the most suitable vents for data
lake research.

• The research paper which clearly defines, how to store big data, data lake, and
data warehouse method(s) could be assisted and applied in big data storage was
selected.

• Conference paper, doctoral and master’s thesis, textbooks, and unpublished work-
ing paper and chapters were omitted, as practitioners and scholars most frequently
use journals to gain information and publicize fresh discoveries. Hence, journals
denote maximum research.

Each research paper was cautiously studied and independently classified accord-
ing to the diagram, as shown in Fig. 3. Even though this search was not complete, it
assists as a wide range for an understanding of data lake.

4 What Are Big Data and Big Data Storage?

Big data is the term that is used to define the pool of data sets having a complex
structure, voluminous in nature, and that are compiled from different sources such
as online transactions, mobile systems, web applications, and data records [16, 17].
The data generated from different sources is stored in databases that significantly
increase the volume of data. Big data analytics is the process to manage such a huge
amount of data and use it for pattern discovery and the knowledge discovery process
[18, 19].

Big data plays a significant role in the non-commercial use of pattern recogni-
tion in the research area for industries. Pattern discovery and relationship finding
techniques are necessary for customer segmentation and market basket analysis to
discover the relationship between business and customers for maintaining demand
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Fig. 3 Research classification and article selection criteria

and supply chain. The big data is potentially required in health care, public sector,
retail, manufacturing, personal location data, and smart routing technologies.

There are three main components of big data that are necessary for revolution-
ary data analysis that is variety, velocity, and volume [20–22]. Variety deals with
the different types of sources from where data is taken such as structured, semi-
structured, and unstructured as shown in Fig. 4. Velocity deals with time-limited
and time-variant processes that can be streaming data, real-time data, near real-time
data, and batch processes [23, 24]. The volume deals with the size of data that can be
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Fig. 4 Variety of data

in terabytes, petabytes, exabytes, and zettabytes. These three main components are
known as three Vs of big data. In the late first decade of the twentieth century, some
additional Vs add in the definition of big data. Figure 5 shows eight Vs of big data.

Big data has the potential to deal with new data as well as preexisting data for
transforming business aspects by using MapReduce. MapReduce is a programming
framework that uses the divide and conquer method to break down the big data
complexity into smaller ones and process them together. In MapReduce, the map
breaks the problem in subproblems and processes these into subsets which is stored

Fig. 5 Eight Vs of big data
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in a local file system by job tracker, the reduce step picks up the subsets from the file
system and applies many reduce task for parallelization and aggregation.

Big data stores data differently from traditional warehouses, the data that is to be
stored in big data is first needs to properly transform and cleanse into well-defined
structures [25–27]. Big data also deals with data that is to be stored as well as the
data that is not to be stored in warehouses. Big data stores data in the form of sensor
data and log file storage.

By 2020, it is expected that the digital universe will reach by 44 trillion gigabytes.
Such data cannot be processed by traditional tools. To harness such amount of data
is a challenging task. The two main challenges are how to store such a voluminous
amount of data and how to process the data quickly. Therefore, data lake comes to
the rescue.

Data lake is a central repository that stores the unstructured or semi-structured
data in the granular or raw format [28–30]. The term is coined by James Dixon,
and data lake means the ad hoc nature of the data in comparison with clean and
processed data in a data warehouse unit. Data lake can be configured on the cluster
of commodity hardware, and these clusters can either exist on the premises or in the
cloud [31, 32]. Data lake works on the principle of “schema-on-read” that is data
needs not to be in a pre-defined schema before storing it in a data lake [33].

For the analytics, expert’s availability of such a voluminous amount of data in the
non-traditional format rises the opportunity to access, prepare, and analyze the data
faster and with better accuracy [34, 35]. Properties such as storing the large chunks
of data, highly scalable environment, and accepting data in its original format make
the data lake next-generation data management solution to real-time analytics.

Once the data is collected together, the data can be processed through various big
data techniques. In a data lake, security can be assigned in such a way that users
of the data lake have access to certain information that does not have access to the
original content source. The data in the data lake can be normalized and enriched
which is extraction of metadata, indexing, format conversion, extraction of an entity,
and cross-linking. Data lake data can be prepared as required, therefore it provides
flexible access to the analysts across the different globe [36].

4.1 Big Data Life Cycle

Now we have a brief view of big data. The author is describing how to the treat with
big data. What is a big data life cycle? How data is treated when dealing with a big
data system? What are the steps to analyze big data? Though tactics to execution
vary, there are some harmonies in the policies and software we use mostly. The steps
given below and shown in Fig. 6 may not be true for all but broadly used. Figure 6
shows the complete life cycle of big data.
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• Clustered computing: As the author defined big data, personal computers are inad-
equate for dealing with the data at the utmost phases. Big data needs high compu-
tational power and high storage, to address such kind of issues, computer clusters
are the best fit.

• Ingestion data: Data ingestion is the procedure of capturing fresh data and accu-
mulates it into the system [37]. The complication of the process depends deeply
on the quality and format of the data sources. There is a dedicated ingestion tool in
a big data system. Hadoop is a big data system and supports many tools and tech-
nologies for data ingestion, for example, Apache Sqoop, Apache Flume, Apache
Kafka, and Apache Chukwa [38]. In the upcoming section, the author gives a table
for detail tools that are supported by Hadoop and helpful to manage the big data
life cycle.

• Persevering the data in storage: The consumption procedures classically collect
data from different resources and send them to the system storage, so that it can
consistently persevere to medium. Although this appears like it would be an easy
process, the requirements for availability, the volume of incoming data, and the
system become more complex with distributed computing. Tools like HDFS are
used to preserve or store big data in a big data system.

• Analyzing data and computing data: As soon as the data is accessible, the system
can start treating the data to outward real information. The most varied part is the
computation layer, of the system as the necessities and best tactic can differ sig-
nificantly, dependent on what kind of visions desired. Data is regularly processed,
either iteratively by a solo tool or by using several tools to outward different types
of information. Tools likeMapReduce, Apache Storm, and Apache Spark are used
to analyze data in a big data system [36–38].

• Results visualization: Due to the different types of data is being treated in big data
systems to get different types of insights, identifying trends or variations in data
over time is often more vital than the values themselves. Visualizing data is one of
the utmost useful traditions to show trends and make the wisdom of various data
points [39]. Tools like Tableau, Elastic Stack, Excel, and Power View are used to
visualize the result in the big data system.

4.2 Tools and Technology to Process and Analysis Big Data

Apache Hadoop software is used to manage the life cycle of big data. Hadoop is
a software which is used for distributed processing and distributed storage of huge
amount of data sets on computer clusters. Apache Hadoop offers many services like
storage of data, data processing, data access, data governance, data security, data
visualization, and operations. Hadoop has a different tool for every kind of operation
on big data. Table 1 shows all kinds of tools which are used to do different operation
on big data.
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Fig. 6 Big data life cycle

5 Data Lake

We are witnessing a time of extraordinary revolution in the area of big data storage
as data progresses toward great diversity which means more data types, more data
schemas, more data sources, and more latencies. As a user of data, organizations also
diversify the way how they use the data for business requirements, to get business
insights and values via advanced tools for analytics.

To scale up growing old-style data, to manage new big data, and to fully leverage
both, organizations need to enhance or to modernize the collection of tools and
techniques, must improve skill sets, need best practices within the organization, and
needs a new platform like a data lake. The data lake is just a landing area of data in
its naïve. The basic concept of the data lake is shown in Fig. 7. It is a good practice
to make a data lake, but the organization takes a risk to make data lake because many
times they started with a data lake and it turns into a data swamp. Data lake and data
swamp both are the data repository but data lake is well organized, saturated and
provides data governance, whereas data swamp is disorganized, oversaturated. Data
lake offer gives insights and business value but data swamp cannot offer this. It is
very difficult to distinguish between a data lake and data swamp because both store
the data in its raw format and both are data landing areas. During the creation of data
lake enterprises need to focus on some point which is given below, otherwise you
ended with a data swamp.

• Data cleaning policy. Not a single organization wants to make a data swamp but
if they did not follow stick strategies for data cleaning regularly data lake turns in
data swamp because incorrect, duplicate, or uncleaned data gives a poor decision.
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Fig. 7 Data lake concept

• Automatedprocess. The data lake has a huge amount of data, and if the automation
process of data management is not applying on data lake, it becomes a data swamp
because it is impossible to handle such huge data manually.

• No data governance. Data governance sets the rules for data treatment, for data
users, and for data flow. A good data lake has a good data governance system if it
lacks data lake became a data swamp.

• Lack of metadata. Metadata has information that defines data in the system. It
helps the user to search for data in a data lake. A bad metadata design leads to a
data swamp.

5.1 Data Lake Versus Data Swamp Versus Data Warehouse

There are primarily two repositories to store big data, one is data warehouse and
another is data lake. In the last section, the author describes a bad version of the data
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Table 2 Data warehouse versus data lake versus data swamp [39]

Attributes Data lake Data warehouse Data swamp

Schema Schema-on-write Schema-on-read Schema-on-write

Scale Scales to large
volumes at moderate
cost [39]

Scales to huge
volumes at low cost

Scales to large
volumes at moderate
cost

Saturation level Saturated Undersaturated Oversaturated

Access methods Through standard
SQL and BI tools

Through a SQL-like
system, programs
created by the
developer and another
tool [39]

Through standard
SQL and BI tools

Workload Support batch
processing, as well as
thousands of
concurrent users
performing
interactive analytics
[39]

Support batch
processing, plus an
improved capability
over EDWs to support
interactive queries by
users

Support batch
processing, as well as
thousands of
concurrent users
performing
interactive analytics

Data Cleansed Raw Not cleansed

Metadata Well-designed
centralized

Fair designed Multiple metadata
storage

Complexity Complex integrations Complex processing Complex integrations

Cost/efficiency Efficiently uses of
CPU/IO

Efficiently uses
storage and
processing at very
low cost

Efficiently uses of
CPU/IO

Data governance Offer Partial offer Lacks of data
governance

Configuration Fixed configuration Reconfigurable Fixed configuration

Automation process Highly automated Partially automated No automation
process

Users Businesspersons Data scientists Only storage

lake known as a data swamp. In this section, we compare all three data repositories.
Table 2 shows some common differences.

5.2 The Need for Data Consumer and Producer

A data lake is a growing approach to placing and extracting all kinds of data, from
different kinds of data sources, for data analytics in a single storage. All kinds of
data mean internal from the organization and external from the market, as well as
big and small data, as well as structured, semi-structured, and unstructured data to it.
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Table 3 Need for data consumer and data producer

The need for the data consumer
Need flexibility

The need for the data producer
Want control

• Need rapid and real-time data:
There are several cases when
reports need to be delivered in
real-time so need real-time data

Mismatch in their need • Focus on privacy and access
control:

It is important for data producers
who are accessing data. Producer
control data access and
information privacy

• Want to access historical data:
We need to access historical data
to find insights and compare with
time

• Manage costs for the system:
Data producer is always worried
about the cost of implementing a
data lake

• Focus on a variety of analytics:
Data engineers and scientists
perform machine learning or
data mining algorithms so the
consumer needs a variety of
analytics

• Need minimal IT overheads:
The data producer is worried
about IT overhead. Overhead due
to infrastructure and resources to
manage complex and large data
lakes

• Always need validated data set:
If data sets are not validated,
then generated insights lead to
the wrong direction so it is good
to provide a validated data set

• Compliance:
While data is accessing and
storing in a data lake, producer
of data guarantees that business
strategies and instructions are
followed properly

• Quickly find relevant data:
They should be capable of
finding and discovering data sets
in data lake according to their
research

• Focus on data and usage
visibility:

It is very important to know for
data producer that who and when
used the data

Data is used in the alternative of a data warehouse or it is an advanced version of the
data warehouse to set a termination to data silos. Before presenting an architecture
of data lake, it is necessary to know the main actor of data in an organization and
their need. There are two types of actor, one is data consumers who want flexibility
in data to solve business problems with new insights and the other is data producers
who want proper control on data. Table 3 presents a brief overview of the need for
data consumer and data producer and shows a mismatch between the need of two.

5.3 Application and Use Cases of the Data Lake

Implementing aHadoop project as a part of data storage architecture in any industry is
an important decision for any organization. ThemomentumofHadoop is unstoppable
for the current scenario; its growth is a drive from solo data instance application to
a well-developed data lake for multiple distributed data instances. Now data lake is
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Table 4 Application area of the data lake

Application or industry Application area or use case Data type used

Financial services Trading risk, fraud detection Server logs, text

Account risk screens Server logs, machine-generated

Insurance underwriting Sensor, text, geographic

Telecom industry Call detail recording Geographic, machine-generated

Infrastructure investment machine-generated, server logs

Bandwidth allocation, etc. Sensor, text, social

Retail 360 views of customer Text, clickstream

Localization, promotions Text, clickstream, geographic

Web optimization clickstream, and geographic

Healthcare Genomic data in medical trial Sensor, structure

Real-time patient monitor Sensor, machine, structure, and
text

Pharmaceuticals Improve prescription observance Text, social, geographic,
unstructured

Oil and gas Exploration and production data Sensor, geographic, and
unstructured

Monitor safety in real-time Sensor, unstructured

Government Sentiment analysis for govt
programs

Social, text, and unstructured

Manufacturing Supply chain Sensor, machine, and geographic

Quality assurance Sensor, structured, and
unstructured

a part of every industry. Some example of industry and their use case is given in
Table 4.

6 The Architecture of Data Lake

Building a data lake is a very tough job in comparison with building a system that
supports single use of data after processing such as data warehouse. All the data
lake application is Hadoop-based. Data lake must support both schema-on-read and
schema-on-write approaches because it is not possible to model and anticipate all of
an organization’s data in advance. That is why a new approach and a new architecture
are required, an architecture which does not have the limitation of the data warehouse
or a limitation of Hadoop installation. New architecture supports an extensive range
of tools and techniques for data processing and analysis.

A data lake must support four different needs: data acquisition, data management,
data access, and data insight [41, 42]. Rather than adopting a monolithic style, we
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Fig. 8 Data lake architectural component

must take each of these four different needs as an autonomous design built on a
shared platform as shown in Fig. 8, which shows architectural component of data
lake. Data acquisition must be independent of data management because you want
to make data collection, data ingestion, and data storing as easy as possible so that
data is made available quickly for the next stage. Separating both from each other
allows the user to collect data at one time and can process data at another, as well as
it permits the user to process and to use the data [43, 44]. This approach suggests that
the user should make the data acquisition system with an undisputable data store for
raw data. By adopting this approach, user retains all the raw data and stores separately
all the changed or derived data which support easy reprocessing of any derived or
changed data.

In a similar way, data access should be separate from both data acquisition and
data management. Humans are not the lone users of data in data lake, its also support
independent application for data access and control processing of data for automation.
Some applications and users want raw data access and should not be prevented. Some
of them want structured data, while others want to access their own data. This kind
of separation of data access from data acquisition and data management can only be
done with the help of decoupling the part of the data lake that supports data access
from the part of a data lake which supports data collection and data management. On
the other hand, the data warehouse is monolithically designed around one workload.
It combines data access and data management into one global data model.

A data lake design with separation of functions means repeatable use of data
when this repeatability is needed, instead of forcing on everyone upfront [45, 46].
The separation of functions adds flexibility in the system. Always design a data lake
to keep a secret in mind and the secret is knowing when to relax data and when to
manage control over data. As discussed above, some data needs to be stored in a
form only while others should be structured or standardized. To apply this kind of
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approach, it requires two kinds of architecture, one is data architecture, and another
is technology service architecture, both together define a data lake.

6.1 Technology Service Architecture

Data lake needs a technology architecture that defines the required services or capa-
bilities. As discussed above, every specific job determines which service you require
and which are not. Table 5 gives some services and their descriptions.

6.2 Data Architecture of Data Lake

Data design is the heart of the data lake. Data architecture defines the arrangement
of data for easy retrieval, easy capture, easy reuse, easy store, and easy use to avoid
and deadlock processing and user efforts. Data lake needs an architecture for data
processing that is not limiting to a limited warehouse schema. Data lake wants to deal
with a change in data requirement more easily on a big scale [45, 47, 48]. Data lake
should not be imposed by some models and requirements in starting that prevent raw
data collection. It also should not be limited to any kind of data format or structure.
It must support read-write schema rather than read-only and must provide shared
data location and private data location. Data architecture is divided into four zones
as shown in Fig. 9.

• Raw data storage zone. This data zone is the primary landing area of data. When-
ever a data request is made by the user, it should be done very quickly so that data is
available on time. At this stage, there is no need to do data modeling or processing.
As discussed above, data lake is schema less and it means nobody defines or mod-
els data in starting before data is available. To record data in the original structure
and format, the data collection problem is decoupled from the data management
problem. Sometimes data scientists or data analyst wants to know that it is useful
or not by the data access process. If it is useful or repeatable, then data cleaning
and data enhancement are worth otherwise resources and time are wasted. This
zone of data collection must be an immutable, data store as it is with no attempt
of data cleaning or enhancement.

• Formatted or enhanced data zone. Some data is very much valuable than other
data. Some data is accessed more frequently than others. When this kind of data
is needed, the data can be cleaned or enhanced, and it should be made available in
the different zone of the data lake. The aim behind a separate zone for this kind of
data is to make data more shareable and accessible for users.

• Usage-specific data zone. In some cases, data is mutual crosswise large part of
the enterprise, and this kind of data is placed into this zone of data. For example,
telecommunication data is core data that should be a common format, a single
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Table 5 Basic technology service supported by a data lake

Service name Service descriptions

Data persistence Here, we use keyword persistence because data lake
is more than simple data storage. Applications, tools,
and developers require access to high-level services
in which data can persist for different duration, from
short-lived output caching to long-term raw data
storage

Data movement Data lake should support different types of data
movement because data can be pulled from a data
lake and can be pushed to a data lake. Data can be
collected from different data sources, services, files or
databases, and from streams. The movement of data
is bidirectional

Data access As discussed in the last section that data access is
distinct from the data movement. Data lake allows
outside tools and applications to access the stored
data in any format or type of persistence. Data lake
supports APIs, SQL queries, and search all are the
possible tactics for accessing stored data

Processing engine Data lake should support different types of processing
engines because different types of workloads need
different types of processing to solve problems. Some
need batch processing, some are pipelining, or some
need stream

Data flow tools As discussed, data lake stores data in raw format but
is not the only way to use data. Different application
needs data in different formats that is why data lake
must support data flow tools which used to reformat,
filter, clean, integrate, and compute data

Workflow management and scheduling Workflow and scheduling tools provide the facility to
the developer to define and solve scheduling priorities
of jobs and manage dependencies in jobs, between
jobs, and on data sets

Metadata Every recorded data has metadata. Data lake also
supports metadata services to record metadata with it,
at the source-level metadata and every element-level
metadata. It is very crucial to know about when data
is stored, from which data source it comes, and in
what format is stored

Data curation Self-service analysis is not a reality; it works under a
curated atmosphere. As discussed above, data lake
has many data sets from a different data source like a
data warehouse. To analyze these data sets, data lake
supports data curation services to provide an
environment
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Fig. 9 Data architecture of
data lake

with standard names. In general, it is a small percentage of total data available,
but it uses. Data that is structured for a specific goal and also stores in this zone.

• Transient data zone. One common challenge which user or data analyst is facing
is to find a location to play with data. Users need an area that let themwork on data
without disturbing others. Sometimes user’s need is very complex such as prepare
a data model for machine learning, sometimes it is very simple such as loading
an external data file, but one thing is common that is a place to work with data.
This problem is solved by providing a special zone for this kind of data known as
transient data zone [49].

7 Conclusion

This chapter gives an overview of different types of data repository used in the past
to store big data and why they are out of the market now. The authors show why
data engineers want a new repository for storing data to fulfill market demand. Data
engineers want a new repository to store big data as data warehouse works on the
concept of schema-on-write state that transforms the data before storage but engineers
want data in raw format and later on according to business need they can transform
the data to get the different values from data. To overcome the challenges which
were faced by data warehouse, research comes with a new concept known as data
lake, a technologically advanced version of a data warehouse. Data lake works on the
concept of schema-on-read. This chapter gives a detailed view of the big data lake
and gives the difference between a data lake and data warehouse and data swamp.
Author presents data lake architecture from a different perspective.

8 Future Direction

In the upcoming paper about data lake, author will discuss cloud-based data lake
and link data lake with IoT. If any organization is moving data to the cloud, first
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thought comes in mind of every stakeholder is a security of data. So the security of
cloud-based data lake is a good research area for the future. As the hype of bitcoin,
every organization is talking about the blockchain for different application areas other
than finance. Many organizations explore the potential of blockchain in supply chain
management and some in health care. The reader can make a cloud-based data lake
for healthcare data and implement security with the help of blockchain. Readers can
try to store data in blockchain to make data temper proof. There are many security
problems in cloud-based data storage readers can work on these problems and try to
overcome with the help of blockchain.
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