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Abstract. Encoding the video tracks of person to an aggregative rep-
resentation is the key for video-based person re-identification (re-ID),
where average pooling or RNN methods are typically used to aggregat-
ing frame-level features. However, It is still difficult to deal with the
spatial misalignment caused by occlusion, posture changes and camera
views. Inspired by the success of non-local block in video analysis, we
use a non-local attention block as a spatial-temporal attention mecha-
nism to handle the spatial-temporal misalignment problem. Moreover,
partial occlusion is widely occurred in video sequences. We propose a
local feature branch to tackle the partial occlusion problem by using
feature erasing in the frame-level feature map. Therefore, our network
is composed by two-branch, the global branch via non-local attention
encoding the global feature and the local feature branch grasping the
local feature. In evaluation, the global feature and local feature are con-
catenated to obtain a more discriminative feature. We conduct extensive
experiments on two challenging datasets (MARS and iLIDS-VID). The
experimental results demonstrate that our method is comparable with
the state-of-the-art methods in these datasets.

Keywords: Video-based person re-ID - Non-local attention - Feature
erasing

1 Introduction

Person re-Identification (re-ID) aims to match the same pedestrian across multi-
ple non-overlapping camera at different places or time, which has received more
and more attention due to its great significance to applications in recent years,
such as video surveillance [25], activity analysis [17], tracking [28] and so on.
Deep learning methods have shown to be effective for person re-identification and
have made great progress than traditional approaches [1,4,7]. However, it is still
a difficult and challenging problem because of the huge variations of pedestrian’s
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appearance caused by person’s postures, background clutter, camera viewpoints,
blur and occlusion.

In general, with respect to the “probe-to-gallery” pattern, there are four per-
son re-identification strategies: image-to-image, image-to-video, video-to-image,
and video-to-video [30]. Image-based person re-identification has been widely
studied in the literature where person are matched by only a single still image.
It’s obviously that video data contain much richer appearance information than
a single image which is beneficial to identify a person under complex conditions
including occlusion, blur, and the changes of camera viewpoint [31]. Therefore,
we will concentrate on the video-based person re-identification in this paper,
which associates the trajectories of the pedestrian by comparing his/her video
sequences not only one still image.

For the Video-based person re-ID task, the key is to learn a function which
encoding the video tracks of person to a single feature in a lower dimensional
feature space. A typical pipeline of video-based person re-id methods contains
a frame-level feature extractor (Convolutional Neural Network) and a feature
aggregation module to aggregate the frame-level features to a single feature,
where average pooling or maximum pooling is widely used. However, basic aver-
age pooling or maximum pooling is hard to handle spatial misalignment caused
by the variation of human poses or viewpoints among sequences. To make full
use of the video sequence information to alleviate the noise, many of the recent
methods focus on the temporal model. There are two classical temporal mod-
elling methods: Recurrent Neural Network (RNN) based and temporal attention
based. In RNN-based methods, McLanghlin et al. [19] proposed to use an RNN
to aggregate feature among the temporal frame-level features; Yan et al. [27]
also used an RNN to encode sequence features, where the final hidden state is
used as the output sequence representation. In temporal attention based meth-
ods, Liu et al. [16] proposed a Quality Aware Network (QAN), to measure the
quality of every frame among the sequence and score. QAN is actually an atten-
tion weighted average of frame-level feature; Zhou et al. [31] proposed to encode
the video sequence with temporal RNN and attention to pick out the most dis-
criminative frames. However, these method mentioned above are still difficult to
handle temporal attention and spatial misalignment simultaneously. Moreover,
these method mainly consider the most discriminative frames in a video sequence
by attention weights to learn a global feature representation, which ignored the
discriminative body parts in a frame. Local discriminative body parts learn-
ing have a significant improvement to occlusion, particularly partial occlusion
caused by other pedestrians or blackground cluster. Li et al. [14] proposed a
spatial-temporal attention model that automatically discovers a diverse set of
distinctive body parts.

In this paper, inspired by the success of non-local block in video classifi-
cation [26], we propose a spatial-temporal attention mechanism to tackle the
spatial misalignment problem by adopting a non-local block in a bottleneck
structure. Moreover, We propose a local feature branch to tackle the partial
occlusion problem by using unified region feature erasing in the frame-level fea-
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ture map. Therefore, our network is composed by two-branch, the global branch
via non-local attention scheme encoding the global feature and the local feature
branch grasping the local feature. In evaluation, the global feature and local
feature are concatenated to generate a more discriminative feature. In summary,
our contribution of this work are three fold:

1. We propose a non-local block with a bottleneck structure as a spatial-
temporal attention module to deal with the misalignment problem intra the
video sequences, which could learn a more robust global feature.

2. The positional consistency feature erasing mechanism intra a video sequence
in the local feature branch can effectively learn the local distinctive feature,
which is beneficial to the partial occlusion problem.

3. A more discriminative feature used to re-identify the person is obtained by
fusioning the robust global feature learned by the non-local attention and
the local feature learned by feature erasing scheme with positional consis-
tency. We conduct extensive experiments and ablation study to demonstrate
the effectiveness of each component in a two challenging datasets: Mars and
iLIDS-VID. The experiment results are comparable with the state-of-the-art
methods in these datasets.

2 Related Works

In this section, we review the related work including image-based person re-
identification, video-based person re-identification and self-attention.

2.1 Image-Based Person Re-identification

Image-based person re-identification has been widely studied in the literature.
Recent work focus on discriminative feature learning and metric learning. Her-
mans et al. [12] proposed a variant of triplet loss to perform end-to-end deep
metric learning, which selects the hardest positive and negative example for every
anchor example in a batch and outperforms many other published methods by
a large margin. Recently many work try to learn fine-grained discriminative
features from local part of person. Part-based methods [9,20,23] have achieved
state-of-the-art results, which split the feature map horizontally into a fixed
number of strips and aggregate features from those strips. However, in evalu-
ation, the high-dimensional feature vector increase the burden of computation
and storage. Dai et al. [5] proposed a batch feature erasing method which erasing
the feature map of images from different person in the batch at the same posi-
tion can effectively learn the local feature without much computation. Inspired
by this method, we extend it to our video-based person re-identification network
to learn local discriminative feature of the video sequence. The feature maps of
every frame intra the sequence are synchronously erased in the same position in
a batch.
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2.2 Video-Based Person Re-identification

Video-based person re-identification is an extension of the image-based person
re-identification and has drawing more and more attraction due to the richer
information contained in a video sequence. Making full use of the temporal fea-
ture of the video sequence is the most important part of video-based person re-
identification. Most of the recent methods focus on the design of spatial-temporal
attention intra the sequence. Gao et al. [10] revisited many temporal modeling
method, including rnn-based, average pooling and proposed a attention scheme
by using a fully connected layer to weighted every frame. Distinct with these
methods which represent the video sequence in a single feature, Chen et al. [3]
devided the video sequence to several overlapped snippets, and then computed
the similarity of every snippet of two video sequences with co-attentive embed-
ding and assumed the average scores of the top 20% as the final similarity of the
two video sequences, which can implicitly deal with the posture misalignment
problem.

2.3 Self-attention

Long-term range dependence modelling makes a great significance to natural
language process and computer vision. Non-local means [2] is a classical filtering
algorithm in digital image process that computes a weighted average of all pixels
in an image. Different from convolution operation which only consider the local
neighborhood pixels, non-local means allows distant pixels to contribute to the
filtered response at a location based on patch appearance similarity. Vaswani et
al. [22] proposed a self-attention module which computes the response at a posi-
tion (e.g., a word) in a sequence (e.g., a sentence) by taking every position into
account and summing weighted responses in an embedding space. Furthermore,
Wang et al. [26] proposed a non-local module to bridge self-attention for machine
translation to the more general class of non-local filtering operations that are
applicable to image and video problems in computer vision. The non-local mod-
ule has the ability to model the long-term range dependence and could discover
the consistent semantice messages of frames in a video sequence. Therefore, we
can embed a non-local block to our neural network to capture a long-term range
dependence in video both on space and time to deal with the spatial-temporal
misalignment problem intra the sequence.

3 The Proposed Method

In this section, we introduce the overall architecture (Fig.1) of the proposed
method, and then describe each of its important part with more details. First
the input video is devided into several non-overlapped consecutive clips {c},
each contains 7T frames. The backbone CNN extracts feature maps for every
frame in the clip, and then the non-local block takes these feature maps as input
to model the spatial-temporal attention intra the clip, and obtain the weighted



Large-Scale Video-Based Person re-ID via Non-local Attention 331

feature maps without dimension change of the input feature maps. The rest part
have two component: the global feature branch and the local feature branch. The
global one uses global average pooling over the weighted feature maps to grasp
the global feature, and the local branch adopts feature erasing by a mask intra
the clip with position consistency to learn the local discriminative feature. In
evaluation, we concatenate the global feature and the local feature to generate
a more distinctive and robust clip-level feature. The final video-level feature is
the average of all clip-level feature. For the loss function, we combine batch hard

triplet loss and softmax loss [12].
GIobaIAver
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Fig. 1. Overall architecture. The input video clip is fed into the backbone network to
be transformed to the feature maps, then the non-local block captures the long range
dependence intra the video clip both in space and time, and output weighted feature
maps. The global branch adopts global average pooling to the weighted feature maps
to generate a global feature representation, and the local branch uses a feature erasing
mask to grasp the discriminative local feature. In evaluation, we concatenate the 512
dimension global feature vector (L2 normalized) and the 1024 dimension local feature
vector (L2 normalized) to generate the final robust and discriminative representation
of the input clip.

3.1 Backbone Network

We adopt ResNet50 [11] as the backbone network. Sun et al. [20] removed the last
spatial downsampling in the last residual block in ResNet50 to increase the size
of feature map. Luo et al. [18] denoted the last spatial down-sampling operation
in the ResNet50 backbone as last stride. Thus, we modify the last stride of
ResNet50 from original 2 to 1. For a classical input image size 256 x 128, the
modified ResNet50 outputs a feature map with the spatial size of 16 x 8 and
channel dimension 2048.

3.2 Non-local Block

A non-local attention block has the ability to capture the long-term range depen-
dency in sequence or video both in space and time. Therefore, for video-based
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person re-identification, a non-local attention block could tackle the spatial mis-
alignment problem caused by the viewpoint and distance. In this part, we give
an detail definition of non-local operation.

Following the non-local mean operation [2,26], a generic non-local operation
in deep neural networks is defined as:

m=z%5§:ﬂwwﬂM%) (1)
Vi

Here x; can be the feature vector of the input signal = (image, sequence, video;
often their features) at the corresponding position . y is the output signal of
the same size as x. A pairwise function f calculate a scalar which represent
the relationship such as similarity between x; and all x; The unary function g
computes a representation of z; in an embedded space. Finally, the response y;
is normalized by a factor C(z).

There are several versions of f and g, e.g. gaussian, dot product, embedded
gaussian. In our experiment, we select embedded gaussian version of non-local,
which is the essential principle of self-attention module presented for machine
translation [26]. Embedded gaussian function f is given by:

NT T
Flaiyay) = "ot @

Here 8(z;) = Woz; and ¢(x;) = Wea;. If we set C(x) as a softmax function, we
would have:
y = softmax(zT Wy  Wyx)g(x) (3)

A non-local operation is a flexible building block and can be easily inserted to
neural network. In the non-local neural network [26], a non-local block is defined
as:

zi = Woyi + (4)

where y; is defined in Eq. (1) and “+x;” represent a residual connection [26].
The residual connection allows us to insert a new non-local block into any pre-
trained model, without breaking its initial behavior (e.g., if W, is initialized as
zero) [11]. An example non-local block is illustrated in Fig. 2. In our experiment,
we insert a non-local block within a bottleneck structure [11], which sequentially
contains a convl x 1, a conv3 x 3, a convl x 1, each followed by a batchnorm layer
and ReLU function, the non-local block is inserted between the last batchnorm
layer and last ReLLU function.

3.3 Unified Region Feature Erasing

We extend the batch feature erasing method [5] proposed in image-based person
re-id to video-based, which we defined as unified region feature erasing. In a
batch of video clips, especially intra every clip, the region erased is the same,
which is beneficial to grasp the same pattern local feature in a batch. The region
erased should be big enough to include part semantice messages of the original
feature map. The detailed algorithm is described below:
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Fig. 2. A spacetime non-local block. The feature maps are shown as the shape of
their tensors, e.g., T x H x W x 2048 for 2048 channels (proper reshaping is performed
when noted). “®” denotes matrix multiplication, and “@®” denotes element-wise sum.
The softmax operation is performed on each row. The blue boxes denote 1 x 1 x 1
convolutions. Here we show the embedded Gaussian version, with a bottleneck of 1024
channels.

Algorithm 1. Unified Region Feature Erasing Algorithm.
Require:
Input tensor of size [N, T, C, H, W], Tiy;
Ratio of erased height, r;
Ratio of erased width, r.;
Ensure:
Erased Tensor, T¢;
1: if training then
2 He:=H Xrp,We =W X1y
3:  ze:= Rand(0,H — H.),y. := Rand(0, W — W)
4:  Mask := Ones(H,W)
5 Mask[ze : Te + He,Ye : Yye + We] :=0
6: Te :=T;n X Mask
7
8
9
10

: else

Te = lin
: end if
: return Tg;

3.4 Loss Functions

We use a triplet loss function and a softmax cross-entropy loss function with
label smoothing regularization [21] to train the network. We use the batch hard
triplet loss function which was originally proposed in [12]. To form a batch, we
randomly sample P identities and randomly sample K clips for each identity
(each clip contains T frames); Totally there are PK clips in a batch. For each
sample a in the batch, the hardest positive and the hardest negative samples
within the batch are selected when forming the triplets for computing the loss

Ltriplet~
K hardest positive
Ltripletloss = Z [m + max D( Z,a f;l;) - n D( ;,7 fvjz)] (5)
i=1 a=1 p=lk iR
ji=i
| —

hardest negative
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The softmax cross-entropy loss function with label smoothing regularization is
given by:

1

P K
smooth __ . _ . i
Lsoftmaw - _P % KZ thalog((l e)q%a + N) (6)

i=1a=1

where p; , is the ground truth identity, ¢; , is the prediction of sample {4, a} and
N is the number of classes. The final loss function is the combination of the two
losses:

Liotar = Ltripletloss + ng}%ﬁ;ﬁ;m (7)

4 Experiments

4.1 Datasets and Evaluation Protocal

Mars Dataset. [30] is one of the largest video-based person re-identification
dataset. It contains 17,503 tracklets from 1,261 identities, and additional 3,248
tracklets serving as distractors. Each tracklet has 59 frames on average. These
video tracklets are captured by six cameras in a university campus. The total
1,261 identities are split into 625 identities for training and 636 identities for
testing. The ground truth bounding boxes are detected and tracked using the
Deformable Part Model (DPM) [8]and GMCP tracker [29).

iLIDS-VID Dataset. [24] consists of 600 video sequences of 300 persons. Each
image sequence has a variable length ranging from 23 to 192 frames, with aver-
aged number of 73. This dataset is challenging due to clothing similarities among
people and random occlusion. The ground truth bounding boxes are annotated
manually.

Evaluation Protocol. In our experiments, we report the standard evaluation
metrics: mean average precision score (MAP) and the cumulative matching curve
(CMC) at rank-1, rank-5, rank-10 and rank-20. For fair comparison, we report
MAP and CMC for Mars dataset, CMC for iLIDS-VID dataset.

4.2 Implemantation Details

As mentioned in “The Proposed Method”, we use modified ResNet50 which
is pre-trained on the ImageNet [6]. The frame number of each clip is set to
T = 4. we augment the clip data with clip-level random synchronize flipping
and cropping. There are P x K clips in a minibatch, we set K = 4 (clips of
each person), P = 32 (identities) and K = 4, P = 16 for Mars and iLIDS-VID
respectively, where all of P and K are randomly sampled. The input image is
resized to 256 x 128. We set r, = 1.0 and r;, = 1/3 to erase the feature map.
The margin parameter in triplet loss is equal to 0.3. During training, we use
the Adam optimizer [13] with weight decay 5e—4. We use a warm up training
scheme, the initial learning rate is linearly increasing from le—4 to le—3 in first
50 epochs. And the learning rate decays to le—4, le—5, le—6 at 200, 400, 600
epochs respectively. We train the network for 800 epochs in total.
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4.3 Ablation Study

We conduct ablation investigation to analyze the effect of each component in
our proposed method, including non-local block and the local feature erasing
branch.

Effectiveness of Components. In Table 1, we show the results of each com-
ponent. All these three methods adopt the modified ResNet50 as the backbone
network, and use batch hard triplet loss and softmax cross-entropy loss function
with label smoothing regularization for a fair comparison. Baseline method rep-
resents our global branch without the non-local block trained on MARS/iLIDS-
VID dataset, where the global average pooling layer encoding the feature maps
of clip to a single tensor with dimension 2048. Then the feature dimension
is reduced from 2048 to 512 by using a fully connected layer. We choose the
final 512 dimension feature vector to represent the clip. Baseline + N L method
represents our global branch with the non-local block. Compared to Baseline,
the Baseline + N L method improves rank-1 and mAP accuracy by 1.0% and
1.4% on the large-scale Mars dataset, as well as 6.6% and 4.4% on iLIDS-VID
dataset. The result demonstrate that the non-local block is effectively to model
the spatial-temporal attention to learn a more discriminative feature and deal
with the spatial misalignment problem. The visualization results are show in
Fig. 3. The Baseline + N L + F'E method is our whole network with a non-local
block to model the long range dependency within a video both space and time,
the final feature representation is the concatenation of the feature vector from
the global branch and the feature vector from the local branch. Our overall net-
work increase 3.2% and 3.5% in rank-1 and mAP when compared with Baseline
on Mars dataset, and gain 8.6% and 5.9% improvements on iLIDS-VID dataset.
Obviously, combining the global feature and local feature together can effectively
obtain a more robust and discriminative feature to re-identify the same person.

Table 1. Comparison of different proposed components.

Model MARS ILIDS-VID

R1 |R5 |R10|R20 | MAP |R1 |R5 |R10|R20 |MAP
Baseline 83.5194.3|/96.5|97.6|77.5 |76.7/94.0|97.0|100.0 | 84.8
Baseline + NL 84.5194.9/96.6 | 97.7|78.9 |83.3/96.799.3|100.089.2
Baseline+ NL+FE | 86.795.4|97.2 1 97.9 | 81.0 |85.3/98.0/99.3| 99.3|90.7

4.4 Comparison with the State-of-the-Arts

Tables 2 and 3 report the comparison of our proposed method with the state-of-
the-art methods on Mars and iLIDS-VID respectively.
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Fig. 3. Visualization of the behavior of a non-local block to deal with spatial misalign-
ment.

Results on MARS. Mars is one of the largest video-based person re-id dataset
and full of challenge. Table 2 show comparisons between our proposed method
with most of the state-of-the-art method on Mars dataset. We achieve 81.0% in
MAP, which outperforms all these work by nearly 5%. For the rank-1, rank-5,
and rank-10, Our approach all keeps ahead than all these methods. Our app-
roach achieve 97.9% in rank-20, which is comparable with the Snipped + OF*.
Snipped + OF™* uses optical flow to provide more extra motion information and
brings with more computation.

Table 2. Comparison of our proposed method with the state-of-the-art on MARS
dataset. ‘—: no reported results.

Model Rankl | Rank5 | Rank10 | Rank20 | MAP
Mars [30] 68.3 826 |- 89.4 49.3
SeeForest [31] 70.6 |90.0 |- 97.6 50.7
QAN [16] 73.7 849 |- 91.6 51.7
Non-local+ C3D [15] | 84.3 1 94.6 96.2 - 77.0
STAN [14] 82.3 |- - - 65.8
Snipped [3] 81.2 921 |- - 69.4
Snipped + OF* [3] 86.3 |94.7 |- 98.2 76.1
Our proposed 86.7 |95.4 |97.2 97.9 81.0

Results on iLIDS-VID. iLIDS-VID is a small dataset especially comparied
to Mars dataset. Table 3 show comparisons between our proposed method with
most of the state-of-the-art method on iLIDS-VID dataset. Our method surpass
most of these method, and is comparable with the best method Snipped + OF™*.
For rank-5 and rank-10, we achieve the best results with some advantages.
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Table 3. Comparison of our proposed method with the state-of-the-art on iLIDS-VID
dataset. ‘—’: no reported results.

Model Rankl | Rank5 | Rank10 | Rank20
Mars [30] 53.0 |814 |- -
SeeForest [31] 55.2 |86.5 |- 97.0
QAN [16] 68.0 [86.8 |954 97.4
STAN [14] 802 |- -

Snipped [3] 79.8 918 |- -
Snipped + OF* [3] | 85.4 |96.7 |98.8 | 99.5
Our proposed 85.3 98.0 |99.3 99.3

5 Conclusion

This paper concentrates on the large-scale video-based person re-identification.
The key of video-based person re-id is to learn a mapping which encoding the
clip-level feature to a single feature in a low-dimensional feature space. We adopt
the non-local block to capture the long-term range dependence in a video both
space and time, which can learn the corresponding consistent semantic infor-
mation to deal with the spatial misalignment occurred in video sequences. The
synchronous feature erasing scheme is beneficial to learn the local discrimina-
tive feature, which can alleviate the partial occlusion problem intra the video
sequence. A more robust feature is generated by concating the global feature
and local feature. Extensive experiments conducted on two challenging datasets
(Mars and iLIDS-VID) demonstrate the effect of our method, which is com-
parable to most of state-of-the-art methods. A valuable direction of person re-
identification including image and video is to combine with multi-pedestrian
tracking in real world.
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